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Crosstalk related raw signal-to-noise ratio (SNR) and bit error rate (BER) of high density bitwise micro-
holographic data storage is investigated by numerical modeling. Scattering and diffraction of light is
calculated in non-paraxial scalar approximation. A multiple thin slice implementation of the perturbative
volume integral equation is used, which can be easily parallelized. The effect of bit and track spacing, and
the different local characteristics of the holographic recording material on the SNR, BER and diffraction
efficiency are investigated. The results show that these lateral spacing parameters have much more effect
on crosstalk noise than the number of layers. Using two-photon, thresholding or hard clipping materials
generates less crosstalk noise at the same data density than a linear material, and the dynamic range of
these materials can be used more effectively resulting in higher single microhologram diffraction
efficiencies.
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1. Introduction

Microholographic data storage [1] is one of the best candidates
for future high capacity optical memories. DVD based bitwise data
storage systems are able to have up to four 2D data layers, and
eight layer systems exist in laboratory environment offering
200 GByte user capacity per disk. Further growth of the number
of layers is strongly limited by inter-layer crosstalk, besides, beam
filtering and disk manufacturing is also a critical issue. Using reflec-
tive microholographic volume gratings instead of pits has a benefit
from the 3D shift selectivity of holographic readout, i.e. neighbor-
ing bits/holograms are read out not only partially but phase mis-
matched as well, and therefore their contribution to the detector
signal is weaker. Using a so called confocal filter further improves
the suppression of crosstalk. The filter is placed to the optical im-
age of the addressed bit, where the backscattered/reconstructed
signal beam is being focused. Due to similar data encoding and bit-
wise storage, the required opto-mechanical system is highly com-
patible with existing DVD technology. The microholograms are
generated by the interference of two counter propagating focused
beams in an appropriate recording material. Being a critical issue,
such holographic materials are intensely researched worldwide
[2–7] to fulfill the requirements of present and future holographic
data storage systems. Experimental results on the method also ex-
ist in the literature [8–10].
ll rights reserved.
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In this paper, we present a numerical model of microholograph-
ic data storage, which is able to simulate the crosstalk of more than
20 data layers on a single desktop computer. The method can be
adapted to parallel computation effectively and only 2D arrays
have to be stored in the computer memory. Raw signal-to-noise ra-
tio (SNR) and bit error rate (BER) values are obtained from energy
histograms produced by the model. Several parameter configura-
tions were tested regarding bit spacing, track spacing, layer spacing
distances, and material characteristics. The results show good
agreement with our previous modeling tool [11]. The relation of in-
ter-layer crosstalk, material dynamic range and single bit diffrac-
tion efficiency is also discussed.
2. Optical modeling

The 3D model of the optical setup can be seen in Fig. 1. The
counter propagating focused object and reference beams expose
the microholographic gratings one-by-one inside the recording
layer, when an ON bit is to be stored. During the readout the fo-
cused readout beam scans the middle data layer in the exact loca-
tions of the bits by shifting the layer in the lateral directions. The
summed intensity of the backscattered light after the confocal fil-
ter is registered, and the collected data set is compared to the set of
bits written in order to build an energy histogram of the ON and
OFF bits. The histogram is further analyzed for deriving BER and
SNR values.

The simulation consists of three parts: the first part generates
the focused writing and reading beams using a wave-optical lens
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Fig. 1. The graphics 3D model of the optical setup: (a) the writing and (b) the reading process (transmitted light is not shown).
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model and scalar diffraction. The second part generates the inter-
ference pattern of the writing beams using scalar wave propaga-
tion and the sum exposure due to the ON bits inside the whole
recording layer, and diffracts the reading beam on this complex
grating. The third part generates the detector signal from the back-
scattered/reconstructed beam using spatial filtering. Index match-
ing is used, i.e. the mean refractive index is 1.5 everywhere in the
model. Due to this matching beam aberrations at layer boundaries
are omitted, which results in a focusing being independent from
the axial position of the bits.

2.1. Beam focusing

The beams used for writing and reading are produced using the
scalar version of the method in Refs. [12–14]. The aperture (or en-
trance pupil) of the focusing lens is illuminated with a uniform
plane wave. The lens itself is modeled as a phase transformation
element: the phase of an ideal spherical wave is added to the phase
of the incident plane wave. The light is propagated from the lens
(exit pupil) to a plane near the focus point using the modification
of the well-known Fourier-transform based plane wave spectrum
propagator method, or sometimes referred as the convolution
method [15]. The sampling problems due to the large beam diam-
eter by the lens and strong convergence of the beam (NA = 0.6) is
avoided by introducing an artificial separation of the wave phase
into two terms [12]. This results in an additional Fourier-transfor-
mation in the method, and due to that the sampling distances, i.e.
the scales of the described fields can be different in the input and
output planes of the calculation. Based on the similar property of
the Fresnel-transformation and because this method is not parax-
ially limited, it is sometimes referred as the extended Fresnel-
method. The detailed derivation and implementation can be found
in the given references.

2.2. Inside the recording layer

The second part models the propagation of the writing and
reading beams, the scattering of the reading beam on the grating,
the exposure process, and the propagation of the scattered beam,
all inside the recording layer. Due to the spatial overlapping of
the individual microholograms the exposure per bit is small, and
considering the otherwise also weak grating (index modulation
of 10�2 and below) of a saturated exposure in a typical photopoly-
mer material, the diffraction efficiency will be low (10�4 and be-
low). Hence, the first-order approximation of the Born-series
expansion of the diffracted field is satisfactory, which physically
means single scattering only. In this case the total electric field is
the sum of the incident reading beam and the first-order diffracted
field [16]:

EðrÞ þ E0ðrÞ þ E1ðrÞ ¼ E0ðrÞ þ
k2

0

4p

ZZZ
V

Gðjr� r0jÞ � Ppertðr
8 ÞÞdV

8

; ð1Þ
where E0 is the incident reading beam, G is an integral kernel (or
Green function) related to wave propagation/diffraction, k0 is the
length of the wave vector in vacuum, Ppert is the perturbative polar-
ization which is proportional to the dipole polarization density due
to the readout, and acts as the source distribution of the scattered
field. The integration domain V is the finite effective volume of
the whole grating or a volume that includes it. In a holographic case
the source Ppert can be defined as follows [17]:

Ppertðr
8 Þ ¼ x2l0deðr8 ÞE0ðr

8 Þ; ð2Þ

where de is the (isotropic) permittivity modulation, x is the angular
frequency of the light, and l0 is the magnetic permeability in vac-
uum. The physical meaning of this formula is holographic recon-
struction: while the incident beam E0 locally reads out the
permittivity modulation, and de is related to the (incoherent) sum
of gratings described by |Eref + Esig|2 like terms of holographic expo-
sures, some terms in the expansion of Ppert will be related to three-
wave products EsigE�ref E0 (* here stands for complex conjugate). If the
readout beam is the same as the reference beam of an ON bit/micro-
hologram, the object beam of that bit will be reproduced. Thus, Eq.
(2) can be regarded as a form of the basic equation of holography.

The regular way to evaluate the above volume integral is based
on the fact that it is a convolution integral, therefore it can be
implemented using fast Fourier-transformations (FFT) [18]. The
3D FFTs of 3D arrays can be done very fast, if all necessary arrays
fit in the computer memory. Due to the large number of layers
and bits per layer, i.e. the large volume of the whole grating, this
implementation cannot be used in our case. But single scattering
also means that the total first-order diffracted field is the coherent
sum of fields emerging from different sub-volumes of the whole
volume, or with other words the sub-volumes contribute to the
total scattered field E1(r) independently. From the viewpoint of
discretization these sub-volumes can be thin slices as well: lateral
planes with the numerical sampling distance Dz as their third
dimension. This kind of sub-division will reduce computational
requirements to 2D arrays. The principle of the calculation is
depicted in Fig. 2, and is formulated as follows [19]:

E1ðz0Þ ¼
k0

2

Z z2

z1
IFT½Hðfx; fy; z0 � zÞ � FT½Ppert�ðfx; fy; zÞ�dz ð3Þ

where FT[��] and IFT[��] stand for the forward and inverse 2D Fou-
rier-transformation along the x and y coordinates, fx and fy are spa-
tial frequencies regarding to these coordinates, H = FT[G] is a
transfer function describing wave propagation, and the integration
on the z axis (optical axis) goes through the whole thickness of
the holographic layer. Simply dividing the [z1, z2] interval, this
algorithm can be run parallel on more computers. While only far
field diffraction reaching the detector is interesting, the usual
plane-wave spectrum propagator can be used as H[15]. As a sum-
mary, all the writing, reading and scattered beams are propagated
by a H(fx, fy, z0–z) transfer function inside the recording layer, and
scattering/holographic diffraction is described by Eq. (2) locally



Fig. 2. The multiple thin slice implementation of the volume integral equation in first-order Born approximation. In this approximation sub-volumes of the holographic layer
are independent.
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and Eq. (3) globally. Note, that page based shift multiplexed holo-
graphic data storage was modeled previously using a similarly built
model and implementation with success [20].

The de exposure in all lateral sections of the recording layer was
calculated as the sum effect of all the NxNyNz bits written. The Nx

and Ny number of bits to write and the Nrx and Nry number of bits
to read was determined from the number of bit-layers (Nz), bit
spacings in the three dimensions, and the NA of the beams so, that
the crosstalk due to spatial overlaps during the writing and the
reading are both fully developed. (Reading more bits from the mid-
dle layer, or writing less bits in any dimension would not model
crosstalk correctly, since the reading beam would pass through
‘‘empty” parts of the material). Due to the separation of the ex-
posed volume along the optical axis, this implementation of the
volume integral does not make it possible to follow the one-by-
one exposure of bits temporally. This means that there are no ‘‘pre-
viously written” bits, which could affect the exposing beams of the
‘‘currently recording” bit with their gratings or the low spatial fre-
quency index change. According to the assumption that single bit
gratings and the overall grating are both weak, this necessarily ne-
glected effect can be estimated to be small.

2.3. Processing the scattered field

According to Fig. 2 the total E1 field backscattered from all the
ON bits (the actual microgratings) – with a main contribution from
the addressed bit – is collected in a lateral plane somewhere out-
side the recording layer. In our reflective case this plane is on the
same side of the layer, where the reading field is entering it. In
the third part of the optical modeling this field is further processed.
First, it is propagated back to the middle of the recording layer,
again, using the standard convolution method (H as a transfer
function), which means that this propagation is in homogeneous
medium. This lateral plane in the middle of the layer is the plane
which would be imaged in an actual microholographic system. This
also means that the actual confocal filter has an image here, so con-
focal filtering can be performed without any additional diffraction
modeling, provided that the aperture stops of the lenses perform-
ing the actual imaging has a negligible effect. The radius of the
confocal filter is set to 1.2� the radius of the first null of the
Airy-pattern. This radius can be calculated from the wavelength
and the NA of the system as 0.61k/NA. The filtered intensity distri-
bution is then summed up to produce a detector signal (ideal linear
detector characteristics is assumed). The NrxNry detector signals are
compared to the original bits written in order to build two histo-
grams (discreet probability density function, PDF) of the ON and
OFF bits separately. From the statistical analysis of the histogram
data the raw SNR and BER of the modeled system can be estimated.
For example the SNR is formulated as follows [21]:
SNR ¼ jlON � lOFFjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

ON þ r2
OFF

q ; ð4Þ

where l and r are the mean and variance of the corresponding
intensity distributions. To calculate the overlapping integral needed
to obtain the BER[21], the histogram curves were extrapolated.
Since the curves have approximately Gaussian tails, the logarithm
of these is quadratic, and second order polynoms can be fitted on
them.
3. Results with linear material characteristics

Using the above described scalar wave-optical model of micro-
holographic data storage we have performed simulations with the
following parameters. The wavelength was 405 nm, the numerical
aperture of the system and the beams was 0.6, and the sampling
distances were 200 nm by 200 nm by 50 nm along the x, y and z
coordinates, respectively. With these parameters the confocal filter
has a radius of 1.2 � rAiry = 1.2 � 411.75 nm = 494.1 nm. The num-
ber of data layers varied from 7 to 23. More layers (and conse-
quently more bits per layer) could also fit in the 8 GByte memory
of our computer, but the runtimes would have exceeded one
month with a dual-core CPU. As an example, the number of stored
bits per layer was 127 � 85 at 23 layers, and the middle 21 � 21
bits were read out from the middle layer. The largest matrices used
in our modeling were 3072 by 3072 sized. When talking about lin-
ear material characteristics we consider single-photon processes,
which mean that the relative permittivity changes linearly with
intensity: deds/I (ds stands for a time interval). The saturation prop-
erties of materials are not discussed in this paper: it is supposed
that a proper exposure schedule is used achieving equal grating
strength for all microgratings. Fig. 3 shows an example to the total
exposure in a lateral xy plane in the case of seven data layers, bit
spacings of 400 nm by 600 nm and layer spacing of 4 lm. The
change of the relative permittivity versus numerical co-ordinates
is shown right in the middle of the whole recording material,
and also the middle (fourth) data layer. Exposure from the other
six data layers is clearly visible as a diffuse background.

Using a material with linear characteristics, an exposed micro-
hologram will cause equal overall exposure in all data layers (see
also later), thus the dynamic range of the material, i.e. the satu-
rated exposure has to be divided among the layers equally. This re-
sults in small single microhologram diffraction efficiency. If
exposure scheduling is used, the total exposure will look like the
one in Fig. 3, thus the modeled detector signal histrograms and
the SNR and BER values derived from them can be regarded as
results being valid for saturating single-photon materials, such as
photopolymers.



Fig. 3. Relative permittivity change in the middle of the recording layer in the case
of seven data layers. Exposure from neighboring data layers causes a diffuse bac-
kground (the co-ordinates are numerical sampling points, 55 � 37 bits were exp-
osed per layer).

Table 2
The SNR of crosstalk related noise versus the number of data layers in case of a linear
material characteristics

Number of layers SNR

7 4.3
11 4.6
15 4.8
19 4.43
23 4.61
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Fig. 4 shows a plot of the 50 step energy histograms of the ON
(1) and OFF (0) bits in the case of 23 data layers. While the curve
of the OFF bits has a roughly Gaussian shape, the curve of the ON
bits show several local peaks, which is in agreement with the gen-
eral physical picture: the signal of the OFF bits has a noise statis-
tics, while the signal of the ON bits is strongly influenced by the
interference with first-neighbor ON bits, which are responsible
for the local peaks.

Table 1. shows the change of the raw SNR and BER versus differ-
ent bit spacings in the case of seven data layers. It is seen, that
these parameters have strong influence on crosstalk when a linear
material is used. Note, that the estimated BER values are based on
Fig. 4. The histogram of the detector signals for the total of 441 ON and OFF bits in
the case of 23 data layers.

Table 1
Crosstalk related SNR and BER versus different bit/track spacings in case of a linear
material characteristics

Bit spacings in microns Layer spacing in microns SNR BER

0.8 � 0.8 4 10.6 3e-19
0.6 � 0.6 4 7 2.9e-6
0.4 � 0.6 4 4.3 4.7e-4
extrapolations, therefore strongly depend on the resolution of the
histograms they are based on.

Table 2 shows the change of the raw SNR of crosstalk related
noise versus the number of layers, when the spacings are the same
as in the last line of Table 1. The SNR is about 4.5, but shows signif-
icant fluctuations due to the small statistics (about 400 bits per
histogram).

4. Non-linear recording materials

The typical candidates of present and future holographic data
storage systems are photopolymer materials. Generally, both poly-
merization and monomer diffusion has to be modeled together
with exposure schemes, but in a large scale system model simple
and fast running methods are needed. The net result of the two ef-
fects in a photopolymer is some degree of saturation of the mate-
rial when exposed to light. In our microholographic system the
holograms are reflective along the optical axis, so the main varia-
tion of the gratings is along that axis. Due to the previously de-
scribed implementation of Eq. (1) 3D diffusion cannot be
modeled, while successive z = const. planes are treated indepen-
dently. However, local material characteristics can be modeled,
such as non-linearities and saturation. In our simulations three
other material behaviors were also embedded in the optical model
beside the above discussed linear one.

The application of two-photon materials (where the change of
the relative permittivity is quadratic in intensity deds/I2) is straight-
forward in non-holographic high density optical data storage [22].
Some photopolymers can show two-photon characteristics [23],
and other types of materials can also have this kind of behavior
[24]. These can also be used to record holographic gratings, but
they will cause non-sinusoidal grating profile due to the non-line-
arity. Having a linear material characteristics the longitudinal grat-
ing profile (on the optical axis) copies the longitudinal intensity
profile, which is depicted in Fig. 5c. As one can see, the profile
has ‘‘sidelobes” partly shown in the figure. These sidelobes imag-
ined in 3D have smaller peak intensities, but affect larger volumes,
which results in a net effect of equal exposure in all data layers.
Compared to Fig. 5c the quadratic intensity dependence shown
in Fig. 5b results in a longitudinal grating profile (again on the opti-
cal axis) shown in Fig. 5a. According to this figure the exposed
microhologram is more compact, has negligible relative permittiv-
ity change in other data layers compared to the change in the ad-
dressed layer, and as our modeling results show, the diffracted
beam has a focus spot in the plane of the confocal filter having a
similar size, as with the linear material. Besides the central spot
some weak, higher order diffraction is also present as rings, but
they are completely our of the confocal filter’s range. Due to the
quadratic intensity dependence a significant total change (after
all bits are exposed) in the relative permittivity will only be made
in the addressed layer, where the intensity is high. Having negligi-
ble change in the other layers their dynamic range will not be re-
duced. Compared to the linear case this will allow an increased
single bit diffraction efficiency due to the more effective use of
the dynamic range of the material.



Fig. 5. a) The longitudinal exposure profile of a microhologram having quadratic
material characteristics and using diffracting beams. b) The quadratic characteris-
tics. c) The longitudinal intensity distribution normalized. Longitudinal ‘‘sidelobes”
of the relative permittivity change are negligible.
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A more detailed explanation of this main difference between
linear and non-linear material characteristics is the following.
When recording a microhologram into a specific layer all other lay-
ers are exposed by the same total flux, since both the signal and
reference beams traverse the entire disk. Thus for conical beams
focused on the addressed layer from a non-apodized aperture
exposure intensity will decrease in inverse proportion with the
beam cross section:

Ij /
1

ðj� jaddrÞ � dlayer

� �2

for all j 6¼ jaddr; ð5Þ

where dlayer is the layer spacing, jaddr and j are the index numbers of
the addressed layer and the other layers. When serially exposing all
other holograms in the addressed layer a small area in another layer
under investigation will receive further exposure as many times as
the writing and reading conical beams overlap the area:

tj /WR � ½ðj� jaddrÞ � dlayer�2; ð6Þ

where tj is the overall exposure time at any point of a non-addressed
layer and WR is the ‘‘white rate” of the encoded data (the probabil-
Linear characteristics with threshold
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Fig. 6. The permittivity modulation versus intensity characteristics of two hypo
ity of ON bits). In linear recording materials the average permittiv-
ity change is proportional to the total exposure flux density
(intensity� exposure time):

Dej / Ij � tj ¼ const: ð7Þ

Thus the recorded average permittivity change is the same in all lay-
ers independently from their distance from the addressed layer. In
consequence if one wishes to have equal diffraction efficiency for
all layers, a writing strategy has to be used that divides the material
dynamic range equally among all the layers (note that this estima-
tion is also valid for Gaussian or more complex focused beams if the
Rayleigh range is smaller than the layer spacing, which is the case
for our geometry).

However, for quadratic materials the average permittivity
change is proportional to the square of the intensity � exposure
time, and that will be:

Dej / I2
j � tj /

1
ðj� jaddrÞ � dlayer

� �2

: ð8Þ

In this case the recorded average permittivity change is reduced as
squared inverse of the distance of a layer from the addressed layer,
so (relative to the addressed layer) there will be no exposure for dis-
tant layers and very little use of dynamic range for the neighboring
layers. For thresholding type materials (discussed below) the writ-
ing intensity can be selected such that it only exceeds the sensitivity
threshold for the addressed layers. That avoids the use of dynamic
range in any other layers. From this we can conclude that the dy-
namic range requirement scales with the number of layers in the
linear case, and stays constant in other cases.

Two hypothetical material characteristics having a threshold le-
vel were also modeled. They can be seen in Fig. 6. Obviously, any
material with an intensity threshold level would present permit-
tivity modulation only inside a finite volume, when exposed to a
microholographic interference pattern. Such recording materials
seem to be rare, but do exist [25]. Note, that most experimental
work in the literature measure the diffraction efficiency and/or
the grating buildup versus exposure time or energy, but not versus
power or power density (intensity). In the case of microholograph-
ic data storage it would be beneficial to perform investigations in
this direction. If the threshold intensity is set to the 1/10 of the
maximum intensity occurring in the interference pattern of the
microhologram (see Fig. 6), the size of the grating will be large
enough and non-addressed layers will show no change in the
permittivity, as can be seen in Fig. 7. The gratings have a longitudi-
nal size similar to the two-photon case. This also means that the
dynamic range should be divided among bits inside one layer only,
similarly to the two-photon case. According to our modeling
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Fig. 7. The longitudinal exposure profile of a microhologram having: (a) thresholded linear and (b) hard clipping characteristics and using diffracting beams. ‘‘Sidelobes” are
not existing.
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results the focus spots in the plane of the confocal filter again have
a similar size as in the linear case, and higher order diffracted rings
are also present at large propagation angles. To summarize these
results, any local intensity dependence seems to keep the good
focusability of the reconstructed/diffracted beam, so confocal fil-
tering will stay effective (the divergence angle of the ‘‘body” of
the beam is also independent from the material characteristics,
so aperture losses at the focusing lenses are the same).

In all the non-linear cases above it is a question how does the
non-sinusoidal grating profile modify the detectable power behind
the confocal filter due to the different diffraction abilities of the
gratings. This was also modeled: with all the four types of material
a single exposed microhologram had a fixed maximal grating
strength (in the middle of the hologram) of 10�4. Table 3 shows
the detectable power compared to the power of the linear case.
As can be seen in the second column, two-photon and thresholded
material have lower efficiency, mainly due to the smaller effective
volume of the grating. Compared to them the overall maximal grat-
ing strength in the case of the hard clipping material is responsible
for its high efficiency. The third column shows the situation, when
bits are written into 23 layers: the dynamic range has to be divided
among the layers in the linear case (due to the previously men-
tioned globally equal exposure of the layers in this case), but not
Table 3
Normalized diffracted power with different material types

Material characteristics Detectable power
(in a.u.) with one layer. . .

. . . and 23 layers

Linear, single-photon 1 0.043
Quadratic, two-photon 0.28 0.28
Linear with threshold 0.54 0.54
Hard clipping 3.98 3.98
in the other non-linear cases, so the efficiencies are divided by
the number of layers (i.e. 23) in the linear case. The numbers in
this column clearly show, that from the viewpoint of the diffraction
efficiency either non-linear characteristics are beneficial. The
material in Ref. [25] has a characteristic, which starts linearly
above the threshold intensity, and for higher intensities it is
0

2

4

0 5 10 15 20 25

Number of datalayers

Fig. 8. The raw SNR of the modeled microholographic system versus the number of
data layers using four different recording material characteristics.
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saturating. Note, that such a real characteristics may be regarded
as lying somewhere between the thresholded linear and the hard
clipping material.

Finally, Fig. 8 shows the raw SNR of crosstalk related noise of
the detected intensities versus the number of data layers for the
four different material characteristics discussed. As above in Sec-
tion 3 the wavelength was 405 nm, the numerical aperture of the
system and the beams was 0.6 and the bit and layer spacing was
400 nm by 600 nm by 4 lm. The three non-linear characteristics
result in higher SNRs than the conventional linear material or a sat-
urating one with an exposure schedule applied. It is important to
note again, that all numbers are based on small statistics, i.e. a
few hundred bits, which may leave a significant uncertainty in
the results. The results in Fig. 8 are in agreement with Ref. [26],
where a slow and reducing change of the SNR is derived with
growing layer number for 1D bitwise holographic storage and dif-
fraction efficiencies below 1%.

5. Summary and conclusion

The presented results show that the multilayer thin slice imple-
mentation of the perturbative electromagnetic volume integral
equation in first-order approximation combined with other scalar
diffraction methods is an applicable tool for modeling high density
microholographic data storage. The simulation can be adopted to
parallel computing easily. The exposure of the 3D set of microho-
lographic gratings and the scattering of the reading beam on the
resulting complex grating together with confocal filtering was
modeled. The focusing of the beams was ideal due to index match-
ing. Based on the obtained detector signal histograms raw SNR and
BER values related to crosstalk noise were estimated. Comparing
these at different number of data layers, bit, track and layer spac-
ing, and four kind of local characteristics of the recording material
we conclude that the spacing parameters and the material proper-
ties have significantly higher influence on crosstalk noise than the
number of layers. With 7–23 layers, 400 nm by 600 nm by 4 lm
spacing and linear material behavior an SNR about 4.5 was calcu-
lated. Quadratic and thresholding material characteristics resulted
in less crosstalk noise (i.e. about double SNR), and better use of the
dynamic range of the material. Thus by using such materials with
non-linear permittivity modulation versus intensity characteristics
a further increase of the storage density can be achieved, since nei-
ther the SNR nor the diffraction efficiency is affected by the in-
crease of the number of data layers.
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