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Spallation neutron production by 0.8, 1.2, and 1.6 GeV protons on various targets
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Spallation neutron production in proton induced reactions on Al, Fe, Zr, W, Pb, and Th targets at 1.2 GeV
and on Fe and Pb at 0.8 and 1.6 GeV measured at the SATURNE accelerator in Saclay is reported. The
experimental double differential cross sections are compared with calculations performed with different intra-
nuclear cascade models implemented in high energy transport codes. The broad angular coverage also allowed
the determination of average neutron multiplicities above 2 MeV. Deficiencies in some of the models com-
monly used for applications are pointed out.
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I. INTRODUCTION

Large numbers of neutrons can be produced through s
lation reactions induced by an intermediate energy~around 1
GeV! proton accelerator on a heavy element target. With
progress in high intensity accelerators it is now possible
conceive spallation sources that could compete with h
flux reactors. Several spallation sources for solid state
material physics are under construction or study in the U
~SNS@1#!, in Europe~SINQ @2#, ESS@3#! and in Japan~NSP
@4#!. Spallation neutrons can also be used in acceler
driven systems~ADS’s! to drive subcritical reactors, in
which long-lived nuclear waste could be burnt@5,6# or en-
ergy produced@7#. All these systems have in common a sp
lation target made of a heavy, either solid~W, Pb! or liquid
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~Hg, Pb, Pb-Bi eutectic!, metal in a container~generally
steel! which is separated from the vacuum of the accelera
by a thin window.

A detailed engineering design of a spallation target ne
a precise optimization of its performances in terms of use
neutron production and a proper assessment of specific p
lems likely to occur in such systems, like induced radioa
tivity, radiation damage in target, window or structure ma
rials, additional required shielding due to the presence
high energy neutrons, etc. This can be done by using Mo
Carlo transport codes describing the interaction and trans
of all the particles created in nuclear reactions occurring
side the system to be designed. Generally, a high ene
transport code~often based on the HETC code from Re
@8#!, in which elementary interactions are generated
nuclear physics models, is coupled below 20 MeV to a n
tron transport code like MCNP@9# that uses evaluated dat
files. Although the spallation mechanism has been known
©2002 The American Physical Society21-1



c
a

io
u

d
a
nt
e
io
ro
in
th

od
tr
th
e

an

i
n

ys
uc
th
eV
ta

i

s
rr
ce

wo
u
e
ac
P

ti
n

he
f-

ea
th
F
h
ea
te
u
e

il in
a
ea-
n in

get,

on
ing

was
rons
er

ery
wo

in
at

les.
ron
ds
ired

-

e
d at
are

us
y

-
the
the
ed

ro-

C.

ter

S. LERAY et al. PHYSICAL REVIEW C 65 044621
many years, the models used in such codes, intranuclear
cade followed by evaporation fission, have never been re
validated on experimental data and large discrepancies
main both between experimental data and model predict
and between different models. This was particurlarly obvio
from the OECD/NEA intercomparisons@10–12# of these
codes, regarding neutron and residue production. This le
the conclusion that many improvements of the models
still needed but also that there was a lack of experime
data to make a good validation, especially above 800 M
Among the needed data, the energy and angular distribut
of spallation produced neutrons are essential for model p
ing: the high energy part of the spectrum allows the test
of the intranuclear cascade while the low energy part of
spectrum is sensitive to the excitation energy at the end
the intranuclear cascade stage and the evaporation m
They are also important to optimize the target geome
since secondary particles contribute to the propagation of
internuclear cascade in a thick target and high energy n
trons are responsible for radiation damage in target
structural materials.

During the last years, a wide effort has been made
several laboratories to measure spallation data regarding
tron multiplicity distributions @13–16#, light charged
particles@17#, and heavy residues@18–21# in order to estab-
lish a base for the test and validation of the spallation ph
ics models. We report in this paper on neutron prod
tion double differential cross sections, measured at
SATURNE synchrotron, induced by 0.8, 1.2, and 1.6 G
protons impinging on different targets. The experimen
setup, although already discussed in detail in Refs.@22,23#,
is presented in Sec. II while the results are displayed
Sec. III A. The aim was to measure at one energy~1.2 GeV!
neutron spectra on nuclei representative of different part
the periodic table of elements and at the same time co
sponding to materials used in targets or structures of ac
erator driven systems: Al, Fe, Zr, W, Pb, and Th. At the t
other energies only Fe and Pb targets were studied. Ang
distributions covering 0° –160° were obtained and allow
the determination of average neutron multiplicities per re
tion above 2 MeV, which are presented in Sec. IV. The
data have already been published in a letter@24# but are
again reported here for the sake of completeness. Sec
III B is devoted to the comparison of the data to differe
intranuclear cascade models.

II. EXPERIMENTAL APPARATUS

The slow extraction of the beam delivered by t
SATURNE synchrotron did not allow conventional time-o
flight measurement using the high-frequency~HF! signal of
the accelerator. Therefore the time of flight had to be m
sured between the incident proton passing through a
scintillator placed in the beam and the detected neutron.
the highest neutron velocities this method becomes hig
imprecise due to the limited available flight path, and a m
surement of the (n,p) charge exchange by a spectrome
technique was adopted. These two methods had previo
been tested in a first experiment in which neutrons were m
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sured at 0° and have been respectively described in deta
two previous papers@22,23#. Then, a new experimental are
was designed to allow complete angular distribution m
surements. The scheme of this experimental area is show
Fig. 1. The beam comes from the left, hits the studied tar
and is deflected to a beam stopper~composed of lead and
tungsten blocks! by a dipole magnet. To ensure the detecti
of the neutrons emitted by the target and not those com
from the beam stop, a large shielding of heavy concrete
built around the target. Because the most energetic neut
are emitted in the forward direction this shielding is thick
between 0° and 90°~3.5 m! than at backward angles~2.5 m!.
The shielding is pierced by 12 circular holes at 0° and ev
15° from 10° to 160°. Each channel is composed of t
consecutive cylinders of respectively 110 and 136 mm
diameter with a length of respectively 1600 and 1800 mm
forward angles and 1100 and 1400 mm at backward ang
The solid angle is determined by the size of the neut
detectors, not the collimator. The two detection metho
were used in dedicated runs due to the fact that they requ
different beam intensities: between 109 and 1011 particles per
second for the spectrometer~because of the low neutron-to
proton charge exchange efficiency! while the time of flight
was limited to less than 106 particles per second by the us
of the in-beam scintillator. The spectrometer was not use
angles larger than 85° since very high energy neutrons
expected only at forward angles.

A. The time-of-flight method

The SATURNE synchrotron was delivering continuo
beam during spills of;500 ms with a repetition frequenc
depending on the beam energy~typically 1.5 s for 800 MeV
protons in this experiment!. A classic time-of-flight measure
ment between the neutron detector and a HF signal of
accelerator was thus not possible. We just recall here
principle of the method and the modifications perform
since the first experiment at 0°@22#.

The time of flight is measured between the incident p
ton, tagged by a thin plastic scintillator~SC!, and a neutron
sensitive NE213 liquid scintillator~see Fig. 2!. The beam
intensity is fixed at a maximum of 106 particles per second
so that individual incident protons could be counted by S

FIG. 1. Experimental area with time-of-flight and spectrome
setup.
1-2
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The target-detector distance depends on the angle bu
about 8.5 m. Up to ten angles can be explored simu
neously using neutron detectors composed of a cylindr
cell of NE213 liquid scintillator coupled to a photomultiplie
Six of them are cells of the multidetector DEMON@25# and
the other four~called DENSE! are smaller detectors, opt
mized for low energy measurements. The latter detectors
low energy measurements with a reasonable precision fro
to 14 MeV, while the DEMON cells are used between 4 a
400 MeV. The characteristics of the DEMON and DENS
detectors are given in Table I.

The DEMON detectors are placed in a shielding of par
fin loaded with borax and lithium to reduce the backgrou
The DENSE detectors, smaller and thus less sensitive, do
need such a protection. The energy threshold of the detec
is adjusted using the Compton edge of the gamma rays
livered by a22Na and a137Cs radioactive source. The dete
tion thresholds of the DENSE and DEMON are tuned to
and 1.9 MeV, respectively. This allows measurements wit
sufficiently well defined efficiency above 2 and 4 MeV, r
spectively.

FIG. 2. Principle of the time-of-flight method shown here for t
0° measurement with the dipole magnet ensuring the deflectio
the incident beam.
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These detectors are sensitive to neutrons,g rays, and
charged particles. A plastic scintillator NE102 placed in fro
of each counter~see Fig. 2! tags events induced by a charge
particle. The neutron-gamma discrimination is performed
a pulse shape analysis done as follows@25#: the charge de-
livered by the photomultiplier is measured by a QDC 161
during two different time intervals, a prompt one~125 ns
long! and a delayed one~185 ns long delayed by 65 ns!
giving two charge values (Q f) and (Qs), respectively. A
bidimensional spectraQ f vs Qs allows the separation o
neutrons and gammas~see Fig. 3!.

The neutron detector starts a gate of 500 ns, longer t
the time of flight of 2 MeV neutrons~440 ns to cover the 8.5
from the target to the detector!. The signal from the scintil-
lator ~SC! in the beam is delayed by 500 ns and is the stop
the time measurement. Due to the beam intensity, altho
limited to less than 106 particles/s, several protons can b
detected during the gate, but only one has induced the
tected neutron. For a common start~the neutron! up to ten
stop signals are converted and stored with a multistop m
ule ~LECROY TDC 3377!. The sum of these time spectr
contains the real and accidental events. The accidental
tribution is determined by the time measurement of u
matched start and stop signals. The background effec
taken into account by a measurement with an empty fram
the location of the target.

of

TABLE I. Neutron detector characteristics.

Characteristics DENSE DEMON

Liquid scintillator NE213 NE213
Cell diameter 127 mm 160 mm
Cell length 51 mm 200 mm
Photomultiplier type 9390 KB XP 4512
Detector threshold 1. MeV 1.9 MeV
FIG. 3. Neutron gamma dis-
crimination.
1-3
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The knowledge of the neutron detector efficiency bein
crucial for this experiment, measurements and calculatio
have been performed to determine it over the whole ener
range. From 2 to 17 MeV, measurements were made at
Bruyères-le-Chaˆtel Van de Graff accelerators as described i
Ref. @22#. The quasimonoenergetic neutrons are produced
7Li( p,n)7Be, 3H(p,n)3He, 3H(d,n)4He and 2H(d,n)3He
reactions and the efficiency is determined by compariso
with a standard detector~full triangles in Figs. 4 and 5!.

At higher energies (30<E<100 MeV), experiments
have been performed at the TSL Uppsala facilities in Swed
@26#. A neutron beam is produced by7Li( p,n)7Be reaction
in the 100–180 MeV range. The neutron detector efficienc
is then measured usingn-p elastic scattering and the simul-
taneous detection of the correlatedn and p; the so-called
associated particle method. For energies from 150 to 8
MeV, the d1Be breakup reaction is used at SATURNE to
produce quasimonoenergetic neutrons. The deuteron be
intensity is measured by activation of a carbon foil@27# and
the neutron flux is deduced fromd1Be breakup cross sec-
tions @28#.

FIG. 4. Efficiency of a DEMON neutron detector as a function
of energy measured at Bruye`res-le-Chaˆtel, Uppsala, and SATURNE
~black symbols! and calculated with O5S@29# and a modified
version of the KSU@30# code~gray symbols!. The solid line repre-
sent the final parametrization used in the data analysis after corr
tion of the neutron flux attenuation in air along the flight path in
SATURNE and in the NE102 scintillateur in front of each detecto

TABLE II. Estimations of systematic errors in the time-of-flight
method.

Error origin 2–20 MeV 20–100 MeV 100–400 Me

Subtraction of accidental
coincidences

5.8% 5.8% 5.8%

Gamma rejection 2.9% 2.9% 2.9%
Efficiency determination 10% 4% 10%

Total uncertainty 11.9% 7.6% 11.9%
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The results are displayed in Figs. 4 and 5. For
SATURNE measurement, the neutron flux attenuation alo
the 7–8.5 m of flight path in air and in the veto scintillator
the same during the efficiency measurements and the
experiment: therefore it has not to be corrected for. On
contrary, experimental points measured at Bruye`res and Upp-
sala have to be corrected to take into account the differe
in neutron flux attenuation due to the difference in distan
and the absence of the veto detector. The corrected effic
cies used in the data analysis are represented by the solid
in Figs. 4 and 5 for DEMON and DENSE detectors, resp
tively. The efficiency calculations performed with O5S@29#
~diamonds! and a modified version of the KSU~triangles!
Monte Carlo codes agree fully with experimental results.
the original KSU code@30# some reactions are not taken in
account and at 90 MeV the sum of the cross sections ove

c-

.

FIG. 5. Efficiency of a DENSE neutron detector as a function
energy. The symbols represent the values measured at Bruye`res-le-
Châtel and the dashed line a fit of these values. The solid line is
final parametrization used in the data analysis~after correction of
the neutron flux attenuations in SATURNE setup!.

FIG. 6. Geometrical and time contributions to the energy re
lution as a function of neutron energy for a DEMON detector. T
time-of-flight length is 8.5 m, the time uncertainty 1.5 ns, and
length uncertainty is 6 cm.
1-4
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the inelastic processes gives 165 mb, that is 90 mb less
the global cross section measured by Kellog@31#. In our
modified KSU code, the total inelastic cross section has b
normalized to the Kellog measurements by an appropr
increase of the (n,a) light response. This is justified by th
fact that the missing reactions in the KSU model produ
essentially recoil nuclei like deuterons, tritons, alph
lithium, or boron whose light production is close to that
alphas. The line presented in Fig. 4 is the efficiency used
all DEMON detectors. The DENSE detectors being us
only between 2 and 14 MeV, efficiency has been determi
by measurements only in the 2–17 MeV range~see Fig. 5!.
The efficiency was assumed to be the same for all the de
tors of the same type.

The beam is monitored by the start scintillator located
front of the target. Uncertainties on the cross section de
mination are due to statistical and systematic errors. Syst
atic errors come mainly from the subtraction of acciden
coincidences, gamma rejection, and efficiency determinat
The error on the latter mainly depends on the absolute c
bration procedure used at the different accelerators and
estimated to be 10% for the Bruye`res measurement~knowl-
edge of the standard detector!, 4% at Uppsala (n-p cross
section!, and 10% at SATURNE (d1Be cross section!. The
values are summarized in Table II.

The neutron energy resolution depends on a time an
geometrical component and is given by

sE

E
5g~g11!F S s l

l D 2

1S s t

t D 2G1/2

~1!

with g the Lorentz factor,s t /t the time resolution,s l / l the
geometrical component. The time resolution (s t51.5 and

FIG. 7. Principle of the high energy neutron measurementE
.200 MeV) with the spectrometer, shown here at 0°.

TABLE III. Estimations of systematic errors as a function
incident energy.

Beam energy
Error origin 0.8 and 1.2 GeV 1.6 GeV

Beam monitoring <5.8% <5.8%
Spectrometer response function <4% <11.5%
Unfolding procedure <5.8% <8.6%

Total uncertainty <9.1% <15.5%
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2.0 ns for DEMON and DENSE detectors, respectively! is
estimated by the measurement of the full width at half ma
mum ~FWHM! of the prompt gamma peak on the time-o
flight spectra. The geometrical component comes from
target thickness~1–3 cm! and from the size of the sensitiv
area of the detector. The interaction probability being co
stant as a function of the depth of the standard uncertain
s l5L/2A3 @32#. Thus s l56 and 1.5 cm for DEMON and
DENSE detectors, respectively.

The energy resolution is plotted as a function of the e
ergy in Fig. 6. It appears clearly that above 400 MeV, th
time-of-flight method does not allow neutron energy me
surement with a resolution better than 12%. Therefore
other complementary detection system has been develo
and is described in the next section.

B. Proton recoil spectrometer

High energy~i.e., above 200 MeV! neutrons are detecte
using (n,p) scattering on a liquid hydrogen converter a
detecting the emitted proton in a magnetic spectrometer~Fig.
7!. We present here only a comprehensive description of
measurement with a special emphasis on the modificat
compared to the the first experiment at 0° which is detai
in Ref. @23#.

The spectrometer is composed of the dipole mag
VENUS, which generates a 0.4 T field, and of three mu
wire proportional chambers,C1 , C2, andC3, of respective
active area 20320 cm2, 80340 cm2, and 100380 cm2.
Each chamber is composed of two sets of wires equip
with PCOS2 electronics allowing the localization in theX-Y
plane. The wires are spaced by 1.27 mm forC1 and 2 mm for
C2 andC3.

FIG. 8. Example of a bidimensional spectrum used to iden
protons, deuterons, and pions produced in the hydrogen target

TABLE IV. Target thicknesses for the different materials used
this experiment.

Target Al Fe Zr W Pb Th

Thickness~cm! 3 3 3 1 2 2
1-5
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The acquisition is triggered by the coincidence betwe
the plastic scintillatorS1 and the large wall of NE102 plasti
scintillators behind VENUS. This wall is made of 20 hor
zontal slats with a photomultiplier on each side.

A second dipole magnet, CHALUT, deviates in the ho
zontal plane the charged particles created in the target, in
concrete, or in air. The field integral of this magnet was
Tm during our experiment. The thin plastic scintillator S
tags the possible charged particles remaining in front of
liquid hydrogen target. The spectrometer~hydrogen target
and detectors! and CHALUT are placed on platforms whic
could rotate from 0° to 85° only since, for larger angles, ve
few neutrons with energies higher than 400 MeV are
pected. A single setting of the magnetic field in VENUS~0.4
T! was chosen during the standard measurements. The c
of the chamberC3 was shifted by 40 cm to the left with
respect to the beam axis in order to optimize the detectio
deflected protons.

The trajectory reconstruction of the charged partic
emitted by the hydrogen target is deduced from the imp
coordinates inC1 , C2, and C3. The well known magnetic
field inside VENUS gives their momentum. The geomet
calibration of the multiwire chambers was done using a l
intensity 800 MeV proton beam without the hydrogen tar
and successive magnetic fields of20.2, 0, 0.2, and 0.4 T.

FIG. 9. Results obtained at 1600 MeV on the iron target with
DEMON detectors and the spectrometer in the overlapping reg
at 10° and 25°.
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The liquid hydrogen target is a cylinder of 12.8 cm
diameter. It has a useful thickness of 0.94 g/cm2 and is lo-
cated 8.45 m from the production target, covering an ang
aperture of 0.43°. The entrance and outgoing windows
titanium foils, 100 mm thick.

Several types of charged particles are created in the2
target through the following processes:np→np, np
→npp0, np→ppp2, np→dp0, np→2np1. The charged
particles with different masses are identified using
biparametric representation of theS1-wall time of flight ver-
sus the momentum measured with the wire chambers
VENUS ~Fig. 8!.

The incident proton beam is monitored by two telescop
viewing a 50mm Mylar foil placed upstream in the beam
(;20 m from the target!. The absolute calibration of thes
telescopes is obtained by a comparison with the activatio
a carbon sample@27# measured in a dedicated run. A calibr
tion with activation of Al foils was also done and gives
very comparable result.

The response function of the spectrometer which ta
into account the contribution of elastic and inelastic p
cesses arising in the hydrogen target has been measured
quasimonoenergetic neutrons produced by the breakup
deuterons or3He beams on a Be target. From various be
energies, neutrons between 0.2 and 1.6 GeV were produ
for this calibration. The neutron flux is obtained from th

e
n

FIG. 10. Id. but for the overlapping region of the DENSE a
DEMON detectors at close angles 40°–55° and 145°–160° s
evaporation neutrons are emitted nearly isotropically.
1-6
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FIG. 11. Comparison of our results with the data from Amianet al. @34# and Nakamotoet al. @35# at different close angles; left: for Pb
at 800 MeV; center: for Fe at 800 MeV; right: for Pb at 1600 MeV. Each successive curve, starting from the smallest angle, is sca
multiplicative factor of 1021.
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known (n,p) elastic scattering cross sections@33# and the
normalized response functions are then used to unfold
measured proton spectra. This procedure gives the nor
ized neutron energy distribution. It is described in detail
Ref. @23#. The maximum energy available at SATURNE~1.6
GeV/nucleon for3He) and the growing importance of th
inelastic processes set a limit to this unfolding procedure

Systematic errors in this method arise mainly from t
beam calibration, the spectrometer response function, and
unfolding procedure. The estimations of these three er
are given in Table III. They are less than 10% at 800 a
1200 MeV but reach 15.5% at 1600 MeV due to the incre
ing inelastic contribution. Error bars on the results presen
in this paper take into account only statistical uncertain
except at the very low energies where the increase of un
tainty associated with the proximity of the detection thre
old is added.

C. Targets

The same targets were used for both the time-of-flight
spectrometer methods. Because of the low beam inten
imposed by the detection of the incident proton with the
scintillator, we had to use rather thick targets in order to ke
a significant counting rate. They were 3 cm diameter cy
ders made of natural material with thickness in the centim
ter range, shown in Table IV, depending on the elements

III. DOUBLE DIFFERENTIAL CROSS SECTIONS

A. Experimental results

In order to show the consistency of the three different s
of detectors, Figs. 9 and 10 display details of the dou
differential cross sections obtained for a Fe target at 1
MeV. In Fig. 9 data obtained at 10° and 25° with the D
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MON detectors~filled circles! and the spectrometer~squares!
are shown. It can be seen that in the overlap regions,
between 200 and 400 MeV, the data are compatible wit
the error bars. Actually, 1600 MeV corresponds to the wo
case since, as mentioned above, the spectrometer unfo
procedure is approaching its limits of reliability. Other e
amples of the good agreement between both methods reg
ing Pb at 800 and 1200 MeV were shown in Ref.@24#. In
fact, for all the measurements, the data from the DEMO
detector and spectrometer always agree within less than
at 1600 MeV and 10% at lower energies. Concerning
comparison of spectra obtained between 4 and 12 MeV w
the DENSE and DEMON detectors, measurements at
same angles were done only for Pb at 1200 MeV and a
shown in Ref.@24#. However, since below 15 MeV neutron
mostly come from an evaporation process which is pra
cally isotropic in the laboratory system, results obtained
near angles can be compared. This has been done in Fig
where 25° and 145° DEMON spectra are plotted toget
with, respectively, 40° and 160° DENSE ones. Both sets
data are consistent and agree within less than 10%. T
appears to be verified whatever the target and the ene
Therefore a single set of data merging the different meas
ments by taking their mean values in the overlap regions
been processed and will be shown in the following.

Figure 11 shows comparisons of our data with previou
obtained ones by Amianet al. @34# and Nakamotoet al. @35#
using time of flight. In each case we compare the data at
closest possible angles, adding when appropriate results
DEMON and DENSE detectors at two different angles. A
tually, our 10°, 25°–40°, 55°, 85°–100°, 115°–130°, a
145°–160° data are displayed together with the previ
ones at, respectively, 15°, 30°, 60°, 90°, 120°, and 150°.
Pb measurements at 800 MeV~left! fully agree with Amian
1-7
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FIG. 12. Effect of the target thickness at 80
MeV for Pb ~left! and Fe ~right!: calculations
done with the LAHET code@36# for an infinitely
thin target~solid line! and a 2 cm Pb and 3 cm F
target, respectively~dashed line!.
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ones, as already noticed in Ref.@24#, while Nakamoto cross
sections are systematically lower at low neutron energy
higher at energies between 10 and 100 MeV. For Fe~center!,
only data from Ref.@34# are available and we observe
slightly less good agreement between the two works. Ho
ever, it should be stressed that contrary to Ref.@34# ~and Ref.
@35#! our targets are not really thin and secondary reacti
increase the number of low energy neutrons~as discussed
below!. This effect is visible only below 4 MeV and appea
to be larger for a 3 cmthick Fe target than for a 2 cmthick
Pb one, as shown by the simulations in Fig. 12. This co
explain why we measure more neutrons than Amianet al. at
low energies in the case of iron. At 1600 MeV for Pb~Fig. 11
right!, we have compared our data to Ref.@35# data obtained
at 1500 MeV. This is possible since, from our 1200 and 16
MeV measurements, we could infer that cross secti
should differ by less than 5% between 1500 and 1600 M
apart from the high energy part of the spectra at very forw
angles. As observed at 800 MeV, we get higher cross sect
below 7 MeV and lower ones at intermediate energies. Si
the thickness of the targets are the same in both cases
can be understood only by differences in the neutron dete
efficiency determination. As mentioned earlier, at interme
ate energies, our experimentally determined efficiency@26# is
higher than the one calculated using the standard KSU c
and thus we used a modified version. As far as we know
was the standard version of KSU that was used to determ
the detector efficiency in Ref.@35#. This could explain the
discrepancy. At high energies, with the spectrometer, we
tain a much better energy resolution than in Ref.@35# ~be-
cause of their limited flight path! that allows us to distinguish
structures due to direct reactions at forward angles.

As already mentioned, the thickness of our targets indu
some distortion in the double differential spectra becaus
the slowing down of the incident proton and the probabil
that some of the energetic emitted particles may unde
secondary reactions. The first point was discussed in
@24# and results in a slight shift and a broadening of t
quasielastic and inelastic peaks at very forward angles.
second effect is expected to lead to a depopulation of
high and intermediate energy parts of the spectra and
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increase of the number of low energy emitted neutrons. C
culations using the LAHET high-energy transport code s
tem @36# ~using Bertini as intranuclear cascade model a
pre-equilibrium! were performed for both a target with th
actual geometry and an infinitely thin one in order to ass
the order of magnitude of the effect. In Fig. 12, results a
shown for Pb and Fe at 800 MeV. It can be seen that
difference is very small for the 2 cm lead target, for which
is significant only between 2 and 3 MeV, and a little larg
for the 3 cm iron one. In the latter case, the disappearanc
intermediate energy neutrons is also perceptible. Similar
sults are found with the other targets and at other energ
the effect being maximum for Fe and W.

All the measured angular distributions are presented
gether with the model calculations in the next section. D
have been taken at 0.8, 1.2, and 1.6 GeV on Pb and
targets and at 1.2 GeV on Th, Pb, W, Zr, Fe, and Al target
0°, 10°, 25°, 55°, 85°, 130°, and 160°.

B. Comparison with models

Spallation reactions are generally described by a two s
mechanism: A first stage in which successive hard collisi
between the incident particle and the individual nucleons
the target nucleus lead to the emission of a few fast nucle
then, the decay of the excited remnant nucleus by emis
of low energy particles or, sometimes for heavy nuclei,
fission. The first step is generally described by intranucl
cascade models while evaporation-fission models are u
for the second one. Some authors introduce a pre-equilibr
stage between intranuclear cascade and de-excitation. In
energy transport codes, the most widely used intranuc
cascade model is the old Bertini@37# one dating from 1963.
However, several other models are available, such as
Isabel @38# and the Cugnon@39,40# INCL models, which
have brought some improvements in the physics. The m
widely used evaporation model in the domain of spallat
reactions is the Dresner model@41#, usually associated with
the Atchison@42# fission model.

The high energy part of the neutron spectra enables on
directly probe the intranuclear cascade models. Low ene
1-8
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SPALLATION NEUTRON PRODUCTION BY 0.8, 1.2, . . . PHYSICAL REVIEW C 65 044621
neutrons, which are the majority of the neutrons produce
spallation reactions, are emitted during the evaporation p
cess. However, their number mainly depends upon the in
nuclear cascade stage since the cascade determines the
excitation energy of the decaying hot residue and there

FIG. 13. Excitation energy distribution in thep ~1 GeV! 1 Pb
reaction found with the Bertini~solid line!, Bertini1pre-equilibrium
~dashed line!, Isabel ~dotted line!, or INCL ~dashed-dotted line!
intranuclear cascade models.
04462
in
o-
a-
itial
re

the number of evaporated particles. Actually, evaporat
neutron spectra for a given excitation energy are not
pected to depend very much on the evaporation-fiss
model contrary to light charged particle spectra or to resid
nuclei production for which emission barriers and compe
tion between the different decay modes are not so well

FIG. 14. Excitation energy distribution in thep ~1 GeV! 1 Pb
reaction calculated with the Cugnon INCL model using the stand
~solid line! or a strict Pauli blocking~dashed line!.
ions
h

FIG. 15. Experimentalp ~800 MeV! 1 Pb ~left! and Fe~right! neutron double differential cross sections compared with calculat
performed with LAHET using either Bertini plus preequilibrium~solid line! or Isabel ~dashed line! intranuclear cascade model. Eac
successive curve, starting from 0°, is scaled by a multiplicative factor of 1021.
1-9
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FIG. 16. Experimentalp ~1200 MeV! 1 Th ~left! and Pb~right! neutron double differential cross sections compared with calculat
performed with LAHET using either Bertini plus preequilibrium~solid line! or INCL ~dashed line! intranuclear cascade model.

FIG. 17. Experimentalp ~1200 MeV! 1 W ~left! and Zr ~right! neutron double differential cross sections compared with calculat
performed with LAHET using either Bertini plus preequilibrium~solid line! or INCL ~dashed line! intranuclear cascade model.
044621-10
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FIG. 18. Experimentalp ~1200 MeV! 1 Fe ~left! and Al ~right! neutron double differential cross sections compared with calculat
performed with LAHET using either Bertini plus preequilibrium~solid line! or INCL ~dashed line! intranuclear cascade model.
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tablished. This is why we have made comparisons with
ferent intranuclear cascade models in order to test t
validity and understand their differences, using always
same evaporation-fission model.
04462
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All the calculations discussed in the following have be
done with high energy transport codes in which the act
thickness and diameter have been taken into account. In
der to have sufficient statistics, calculations were done
FIG. 19. Same as Fig. 18 but forp ~1600 MeV! 1 Pb ~left! and Fe~right!.
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TABLE V. Average neutron multiplicities per primary reaction and kinetic energy carried out by
neutrons~MeV! obtained by integration of the double differential cross sections at 800 MeV and com
with calculations using TIERCE-Cugnon or LAHET-BPQ codes.

Energies Mn
exp Mn

INCL Mn
BPQ E3Mn

exp E3Mn
INCL E3Mn

BPQ

Einc.5800 MeV

Pb(p,xn)X sR51723 mb

0-2 MeV 4.9 5.2 5 5
2-20 MeV 6.560.7 6.9 7.1 3864 42 42
20-Einc. 1.960.2 2.2 2.1 200620 211 224
Total 14.0 14.4 258 271

Fe(p,xn)X sR5776 mb

0-2 MeV 1.0 1.3 1 1
2-20 MeV 1.760.2 1.8 1.9 1261 13 14
20-Einc. 1.460.1 1.5 1.5 188619 175 203
Total 4.3 4.7 189 218
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angular bins of 5°~except at 0° where it is only 2.5°). Th
INCL model does not predict a correct total reaction cro
section mainly because the diffuseness of the nuclear sur
is not taken into account. Therefore, the INCL calculatio
were renormalized to the total reaction cross sections g
by the Bertini model which appears to be in very good agr
ment with experimental values from Ref.@48#.

In Ref. @24#, for lead, we presented calculations pe
formed with the TIERCE@43# high energy transport cod
system developed at Bruye`res-le-Chaˆtel ~which is very simi-
lar to LAHET! using either the Bertini or the Cugnon INC
model with the same evaporation-fission model~based on the
Dresner-Atchison model!. It was shown that, at the thre
measured energies, the Bertini model was largely over
dicting the experimental data while INCL was giving a rath
good agreement. This was ascribed to the higher excita
energyE* , obtained at the end of the cascade stage with
Bertini calculation than with INCL. This assumption can
verified in Fig. 13 where theE* distribution obtained with
Bertini ~solid line! is shown to extend to much higher valu
than INCL ~dashed-dotted line! and gives also a higher av
erage value~265 vs 213 MeV!. These calculations were pe
formed for thin targets at 1 GeV. The same observations w
also made in Refs.@17,49# where a similar plot was show
for p1Au reactions and INCL was found to give the be
agreement with the excitation energy deduced from the n
tron multiplicity distributions. Several reasons can expla
the difference inE* between the two models: first, INC
leads to the emission of more pions than Bertini. Howev
the difference in averageE* due to the energy carried awa
by the pions is only 30 MeV. Second, as mentioned in R
@24#, the Pauli blocking is treated in a different way. In Be
tini, only collisions of nucleons with momentum larger tha
the Fermi momentum are allowed while, in INCL, the actu
phase space occupation rate is taken into account. This l
to a less stringent condition, therefore more cascade part
can escape and make the energy remaining in the nuc
lower. This is illustrated in Fig. 14 where theE* distribu-
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tions with a strict Pauli blocking~as in Bertini! and the stan-
dard one are shown. The decrease is obvious.

In the LAHET code system@36# it is possible to add after
the intranuclear cascade stage a pre-equilibrium@44# stage
which is expected to reduce the excitation energy of
nucleus by emission of intermediate energy particles prio
the evaporation. Besides, this is also the recommended
tion by the LAHET authors@45#. Also available is the Isabe
model which can be used only up to 1 GeV. As can be s
in Fig. 13, both models lead to excitation energy distrib
tions close to the one found with INCL. Isabel is used w
the partial Pauli blocking~recommended! option, which, as
in INCL, is supposed to take into account the depletion
the phase space due to the emission of cascade part
Here, we show calculations performed with both models a
the same Dresner-Atchison evaporation-fission at 800 M
for the Pb and Fe target. In the following, Bertini plus pr
equilibrium will be referred to as BPQ. Figure 15 presen
the calculated neutron spectra compared to the experime
data. It can be observed that, for Pb, the BPQ calcula
reproduces very well the data, except at very forward ang
and high neutron energies where the peak correspondin
the excitation of theD resonance appears much too hig
This is a deficiency of the Bertini intranuclear casca
model, already pointed out in Ref.@46# as due to a bad pa
rametrization of theNN→ND reaction angular distribution
The problem does not exist with Isabel. Both models c
rectly predict the low energy part of the spectra. This can
understood by the respective excitation energy distributi
being similar in their extension to the one found with INC
~see Fig. 13!. The high energy neutrons above 85° are a
well reproduced by both calculations but Isabel undere
mates cross sections at backward angles in the interme
energy region. For iron, Isabel presents the same feature
for lead while BPQ now overpredicts low and intermedia
energy neutron production at forward angles, indicating t
the angular distribution of pre-equilibrium neutrons is pro
ably too much forward peaked.
1-12
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TABLE VI. Average neutron multiplicities per primary reaction and kinetic energy carried out by
neutrons~MeV! obtained by integration of the double differential cross sections at 1200 MeV and com
with calculations using TIERCE-Cugnon or LAHET-BPQ codes.

Energy Mn
exp Mn

INCL Mn
BPQ E3Mn

exp E3Mn
INCL E3Mn

BPQ

Einc.51200 MeV

Th(p,xn)X sR51837 mb

0-2 MeV 7.2 7.9 7 7
2-20 MeV 10.161.0 11.3 11.5 6266 69 72
20-Einc. 2.760.3 2.9 2.9 301630 318 324
Total 21.4 22.3 394 403

Pb(p,xn)X sR51719 mb

0-2 MeV 5.8 6.0 6 6
2-20 MeV 8.360.8 8.9 9.9 5265 54 62
20-Einc. 2.760.3 2.8 2.8 318632 309 326
Total 17.4 18.7 369 394

W(p,xn)X sR51599 mb

0-2 MeV 5.8 6.6 5 6
2-20 MeV 7.660.8 7.4 8.5 4965 47 55
20-Einc. 2.660.3 2.7 2.7 313631 316. 324
Total 15.9 17.8 368 384

Zr(p,xn)X sR51047 mb

0-2 MeV 1.9 2.3 2 2
2-20 MeV 3.560.4 3.5 4.4 2462 23 31
20-Einc. 2.160.2 2.2 2.3 310631 300 317
Total 7.6 8.9 325 350

Fe(p,xn)X sR5777 mb

0-2 MeV 1.1 1.5 1 1
2-20 MeV 1.760.2 2.1 2.6 1361 15 19
20-Einc. 1.660.2 1.8 1.9 275626 270 301
Total 5.0 6.0 286 321

Al( p,xn)X sR5475 mb

0-2 MeV 0.3 0.5 0.4 0.5
2-20 MeV 0.960.1 0.9 1.3 761 7 11
20-Einc. 1.460.1 1.5 1.6 298630 281 313
Total 2.7 3.4 287 325
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At 1200 MeV, the use of Isabel in LAHET being limite
to 1 GeV, we compare the data with only BPQ and INC
calculations in Figs. 16–18, for all the targets. We also p
formed calculations, which are not shown here, using Ber
without preequilibrium. Whatever the target, this mod
yields too many low energy neutrons, emphasizing tha
leads to too high excitation energies. For Th, Pb, and W, b
BPQ and INCL models give a reasonable agreement with
data, although BPQ tends to slightly overestimate the p
duction of intermediate energies neutrons. As the target
comes lighter, this trend is amplified and BPQ begins to a
overpredict low energy cross sections. This is an indicat
that the addition of a preequilibrium stage after intranucl
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cascade to decrease the too large excitation energy foun
Bertini may not be the proper solution: in fact, it seems d
ficult to obtain the correct evaporation neutron product
without overestimating intermediate energy cross secti
~which are enhanced by preequilibrium!. On the contrary,
INCL reproduces quite well the results for all the targe
proving that the model has a correct mass dependence.
for the light targets at very backward angles, the high ene
neutron production is underpredicted.

At 1600 MeV, Fig. 19 displays the results for the Pb a
Fe targets. For BPQ the tendencies noticed at 1200 MeV
growing worse: even for Pb, the agreement is not very go
between 10 and 40 MeV. Since the high energy part of
1-13
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TABLE VII. Average neutron multiplicities per primary reaction and kinetic energy carried out by
neutrons~MeV! obtained by integration of the double differential cross sections at 1600 MeV and com
with calculations using TIERCE-Cugnon or LAHET-BPQ codes.

Energy Mn
exp Mn

INCL Mn
BPQ E3Mn

exp E3Mn
INCL E3Mn

BPQ

Einc.51600 MeV

Pb(p,xn)X sR51717 mb

0-2 MeV 6.0 6.6 6. 7.
2-20 MeV 10.161.0 9.9 12.2 6567 61 81
20-Einc. 3.460.5 3.1 3.4 410641 422 416
Total 19.0 22.2 489 503

Fe(p,xn)X sR5774 mb

0-2 MeV 1.2 1.6 1 1
2-20 MeV 1.960.2 2.3 3.1 1461 16 24
20-Einc. 1.960.3 2.0 2.3 341634 363 387
Total 5.5 7.0 380 412
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spectra is always rather well reproduced~except at0°), this
seems to point out a wrong dependence of the p
equilibrium emission also with incident energy. Here aga
INCL gives a satisfactory agreement with the data for b
targets.

In summary, we can conclude that INCL is able to g
bally reproduce the bulk of our data, with some slight d
crepancies in the angular distributions. The Bertini mo
followed by preequilibrium, although it is found to be a
improvement compared to Bertini alone, works well for P
at 800 MeV but fails as the energy is increased and the ta
gets lighter.

IV. AVERAGE MULTIPLICITIES PER REACTION
NEUTRON

Since our double differential cross sections nearly co
the full angular range with sufficiently close measuremen
it has been possible to infer from the data average neu
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multiplicities per reaction above the energy threshold of o
detectors. This has been done by interpolating between
measured angles, integrating over 4p and then dividing by
the reaction cross section~taken from Ref.@48# !. The result
is shown in Tables V–VII for two different energy bins, co
responding roughly to evaporation and cascade neutrons
spectively. Since we divide by the reaction cross section,
multiplicities obtained are numbers of neutrons per prim
reaction and therefore contain the effect of secondary re
tions. The interpolation between angles was done assum
that the angular dependence of the cross sections was
same as the one calculated by the TIERCE code. This
necessary in particular between 2 and 4 MeV where we h
only a few points from the DENSE detectors. The unc
tainty on these interpolations was assessed by using diffe
intranuclear cascade models in TIERCE and different in
polation procedures. The values given in the tables take
account this uncertainty plus the systematic errors discus
tiplici-
FIG. 20. Average neutron multiplicities per primary reaction at 1200 MeV for the different targets. Left: 2–20 MeV neutron mul
ties; right: 20 MeV-Einc neutron multiplicities.
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FIG. 21. Average neutron multiplicities per primary reaction for Pb and Fe as a function of incident energy. Left: 2–20 MeV n
multiplicities; right: 20 MeV-Einc neutron multiplicities.
th
-
d
i

on
ca
he
se
ro
ul
a

is
tin
pr

r-
t is

by

f
nd
ies
ets

of
en-
o

ea-
ns

i-
ons
r.
be

is
r of
be-

n
PQ
sti-
he
ies.
the
. We
f-
par-
ger
cm

-
e
W

the

at

an
in Sec. II. The experimental values are compared with
neutron multiplicities given by the two codes, TIERCE
INCL and LAHET-BPQ. For the calculations, 0–2 MeV an
total multiplicities are also given. Results are also shown
Fig. 20 as a function of the mass of the targets studied
1200 MeV and in Fig. 21 versus incident energy for the ir
and lead targets. The comparison of the experimental to
culated average neutron multiplicities confirms in a rat
concise way what has been observed in the preceding
tion. In all cases, INCL agrees with the data within the er
bar while BPQ tends to overpredict 2–20 MeV neutron m
tiplicities, i.e., evaporation neutron production, especially
1200 and 1600 MeV. For high energy neutrons~above 20
MeV! the sensitivity to the models is less important. This
most likely because of compensating effects, BPQ predic
more intermediate energy neutrons because of

FIG. 22. Total neutron multiplicities per primary reaction
1200 MeV for 15 cm diameter W~1-cm-thick! and Pb~2-cm-thick!
targets obtained by the NESSI collaboration after efficiency
secundary reactions in the liquid scintillator corrections@47,49#
compared to the values estimated from our measurement.
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equilibrium while INCL spectra often extend to higher ene
gies. However, a significant deviation from the experimen
found at the two highest energies for iron with BPQ.

Neutron multiplicity distributions have been measured
the NESSI Collaboration@47,49# using the technique of a
gadolinium loaded liquid scintillator tank. The efficiency o
this type of detector is large for low energy neutrons a
decreases rapidly above 20 MeV. Mean neutron multiplicit
were obtained by NESSI at 1200 MeV on W and Pb targ
with the same thickness as ours. Although the threshold
our detectors did not allow us to measure neutrons with
ergies lower than 2 MeV, it is tempting to compare the tw
results. For Pb at 1200 MeV, the NESSI collaboration m
sured for a 2 cmthick, 15 cm diameter target, 14.6 neutro
per reaction which after efficiency correction@47,49# amount
to 20.3. In Ref.@49# it is indicated that the average mult
plicities have not been corrected for the additional neutr
coming from secundary reactions in the liquid scintillato
This effect was, however, investigated and estimated to
5% for the 2 cm thick Pb target~see Fig. 8 of Ref.@49#!.
Taking this correction into account, the NESSI multiplicity
then 19.3. In our case, we can estimate the total numbe
neutrons by adding the experimental values measured
tween 2 and 1200 MeV to the 0–2 MeV multiplicity give
by the codes. If we take the average between INCL and B
values we find 16.9 neutrons per reaction. The error is e
mated to be of the order of 15% taking into account t
errors discussed above plus the extrapolation to low energ
While the thickness of the targets in both experiments is
same the diameter is somewhat larger in the NESSI case
performed a simulation with LAHET to investigate this e
fect. It appeared that because of secondary reactions of
ticles emitted sidewards the number of neutrons is 5% lar
than with a 3 cm diameter target. This means that for a 15
diameter target we would find 17.862.7 neutrons to be com
pared to 19.361.9 if we take an uncertainty of 10% for th
NESSI result. The same can be done for the 1 cm thick
target. In this case, the additional contribution due to
target diameter is 3%. Therefore we obtain 16.962.5 to be
compared to 18.061.0 for NESSI@47# after efficiency cor-

d
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rection and if we assume, as in Pb, 5% additional neut
from secundary reactions in the liquid scintillator. As it c
be seen in Fig. 22, we can conclude that our results
compatible with those from NESSI within the error bars.

Also shown in Tables V–VII are the averaged kinetic e
ergies carried away by the neutrons, extracted from
double differential cross sections multiplied by energy us
the same procedure as for the multiplicities and compa
with the calculations. For the 2–20 MeV bin, conclusio
similar to what was stated for multiplicities can be draw
reflecting the fact thatExMn is governed byMn in so far as
the same evaporation model is used in both calculations
thus gives an identical energy spectrum for the low ene
neutrons. For the high energy bin, the compensating ef
noticed for the multiplicities seems to be even stronger a
regarding our uncertainties, it is not possible to discrimin
between the two models. It is interesting, nevertheless
remark that these high energy neutrons carry out the m
part ~from 80% for Th to 98% for Al! of the emitted neutron
energy and a large amount~about 30%! of the incident pro-
ton energy. In a thick target this will play an important role
the spatial distribution of the energy deposition and part
production.

V. CONCLUSION

In this paper, we have displayed double differential cro
sections measured on a wide set of targets and at diffe
energies. This has allowed a comprehensive comparison
some of the high energy models commonly used in h
energy transport codes for applications. In particular,
have compared different models describing the first stag
the reaction~intranuclear cascade possibly followed by pr
equilibrium! keeping the same model for the de-excitati
process. As we had shown in a previous paper that the
tini intranuclear cascade was leading to too high excitat
to
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energies at the end of the first reaction stage, we have trie
use the option, available in LAHET and recommended by
authors, of adding a pre-equilibium stage. This largely i
proves the predictions of the code. However, discrepan
tend to appear and grow larger as the energy is increa
above 800 MeV and as the target becomes lighter. The Is
model was also tried at 800 MeV. It gave reasonable ag
ment with the lead data but less good one for iron. Unfor
nately, since the use of Isabel is limited to 1 GeV in LAHE
it was not possible to test the energy dependence of
model. Finally, we have shown that the use of the Cugn
intranuclear cascade model, INCL, implemented in
TIERCE code, is able to fairly reproduce the whole bulk
our results. However, it should be recalled that this mo
still suffers from serious deficiencies mostly due to the f
this it does not treat correctly the diffuseness of the nucl
surface. This was the reason why we had to renormalize
calculation to the correct total reaction cross section. Al
the sharp surface approximation makes it impossible to h
a correct prediction of the most peripheral collisions: th
was clearly seen, for instance, in the isotopic distributions
residual nuclei close to the projectile presented in Ref.@19#.
A new version of the Cugnon model is in progress@50#
which is expected to solve this problem.

All the data presented will be given to the EXFOR da
base or are available on request.
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