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I. INTRODUCTION

The most attractive property of semiconductor quantum
dots �QDs� is their ability to provide adjustable discrete
spectra.1,2 In neutral QDs these discrete energies correspond
to single excitons and multiexciton complexes.3–9 Especially
well studied are excitonic excitations10–18 but there is also a
fastly growing literature on higher excitonic complexes.3–9

Among the latter a particular focus is on the properties of
biexcitonic excitations3,7,19–33 including the characterization
of biexciton binding energies in QDs,34–43 the LO phonon
assisted biexciton generation,44,45 and measurements of biex-
citonic coherences.46 Biexcitonic dot states were proposed as
a source of entangled or squeezed photons,25,47,48 which can
be useful for quantum information processing devices. Also
for many optical experiments it can be important to include
biexcitonic effects even when it is justified to neglect transi-
tions to higher excitonic states because of the energetic sepa-
ration of the latter. In the absence of magnetic impurities and
strong external magnetic fields the lowest exciton states are
almost spin degenerate and, consequently, the biexciton state
which comprises two excitons can be excited by applying a
short laser pulse with a sufficiently broad spectrum. Early
theoretical34,38 and experimental studies37 have already dem-
onstrated that the presence of biexcitonic states considerably
affects nonlinear optical properties of QD systems. Advanc-
ing the optical methods towards the femtosecond time do-
main a growing number of experiments focussed on influ-
ences of biexcitonic QD states on the ultrafast
dynamics28,49,50 such as biexcitonic beat phenomena in the
four-wave-mixing �FWM� emission of QDs.51,52 Further-
more, it has even been proposed to use exciton-biexciton
systems to implement quantum gate operations53–56 and re-
cently a successful experimental realization of the latter has
been reported.57

A much discussed issue for both excitonic12,15,51,58–63 and
biexcitonic transitions7,27–30 is decoherence. The interest in
this subject is driven on the one hand, by the desire to sup-
press dephasing processes which provide a major obstacle

for all types of coherent applications and device operations.
On the other hand, decoherence in QDs attracts attention
because of its interesting physical properties which result
from the discrete nature of the electronic states interacting
with a solid state environment. In particular, so-called “pure
dephasing” processes which do not lead to transitions be-
tween electronic states can become of utmost importance be-
cause in QD systems their effect is not so strongly masked
by energy conserving transitions as in higher-dimensional
systems. Indeed, comparing measurements with theory sug-
gests that the initial decoherence of a QD excited by ultrafast
pulses is clearly dominated by acoustic phonon induced pure
dephasing.51,62–64 This initial dynamics is completed on a
picosecond time scale followed by a relaxation due to pro-
cesses which evolve on much longer time scales such as
radiative decay,15,18,27 anharmonic phonon couplings,65 or
charge fluctuations in the surrounding environment.66 Pure
dephasing provides for a prototype of a genuine non-
Markovian interaction because the conservation of single
particle energies which is a necessary prerequisite of a Mar-
kovian theory is excluded here. The non-Markovian nature
of pure dephasing manifests itself in unusual properties such
as a nonmonotonous temperature dependence of the initial
decay time63,64 or a nonexponential decay51,63,64 which is re-
lated to non-Lorentzian spectra12,61–63 that have recently
been observed also for biexcitonic transitions.30 A further
characteristic of non-Markovian processes is the controllabil-
ity of the decay by suitably shaped pulses which has been
predicted theoretically.67,68

Clearly, due to the nonexponential decay it is not possible
to capture the essence of pure dephasing by a rate model
where the electronic decoherence is accounted for by phe-
nomenological decay rates. The key ingredient of the stan-
dard description of phonon-induced pure dephasing is the
so-called independent Boson model.12,62,69 Although many
analytical results are known for this model,70,71 exact solu-
tions are usually not available when it is extended by a cou-
pling between different electronic levels due to other mecha-
nisms such as external laser fields. The latter is the relevant
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model for the optically driven dynamics in QDs. It describes
the nonlinear optical response including Rabi rotations as
well as nonequilibrium phonons that are generated by the
optical excitation process.62 Here, we are dealing with a spe-
cial case of a spin-Boson type system that can only be treated
approximately. Although there is no solution to this problem
in general, we have shown recently that all elements of den-
sity matrix can be constructed in closed form provided the
laser field consists of a sequence of ultrafast pulses and pro-
vided that the electronic degrees of freedom can be repre-
sented as an excitonic two-level system.62 These formulas
allow one to perform exact calculations of the coherent non-
linear optical response of QDs relevant to ultrafast experi-
ments where the laser excitation is shorter than the typical
timescale of the phonon-induced dynamics. And indeed, cor-
responding experiments demonstrate that in the initial phase
of the dynamics the pure dephasing theory provides for a
quantitative description when standard material parameters
are used.64 The recent observation of phonon-induced side-
bands in biexcitonic transitions30 indicates that pure dephas-
ing is a relevant process not only for excitonic but also for
biexcitonic transitions. However, exact results for nonlinear
optical signals—similar to the two-level case—have not yet
been derived for the coupled exciton-biexciton system inter-
acting with phonons and laser light. To the best of our
knowledge, the calculations presented in Ref. 30 are so far
the only known results dealing with effects of phonon-
induced pure dephasing in the exciton-biexciton system of a
QD. In these calculations luminescence spectra have been
determined by evaluating the pertinent transition probabili-
ties.

The aim of the present paper is to extend our previous
results, that were restricted to electronic two-level systems,
to the case where apart from the ground state we account for
excitonic and biexcitonic states of a QD in the strong con-
finement limit. This limit is typically reached to a good ap-
proximation in self-assembled QDs.64,72 Included in our
treatment are direct and exchange Coulomb interactions as
well as the carrier-phonon coupling to an infinite number of
phonon modes according to the independent Boson model
and the dipole coupling to an external laser source. We shall
show how to derive explicit exact formulas for all elements
of the electronic and phononic density matrix relevant for an
excitation by a sequence of ultrafast laser pulses. Techni-
cally, the ultrafast pulse regime is implemented by going
over to the �-pulse limit. Physically, this is the regime where
the pulse durations are shorter than the time scale for the
phonon-induced system dynamics. The quantitative agree-
ment with experiments that has been found in Ref. 64 dem-
onstrates the applicability of the �-pulse limit to real experi-
ments. As for the two-level case our results are
nonperturbative with respect to both the carrier-phonon and
the carrier-light coupling.

The paper is organized as follows. We start in Sec. II by
introducing our model. In Sec. III we present the general
analytical solution for all dynamical variables which is de-
rived in Appendix A. Then the special case of a single pulse
excitation is worked out in Sec. IV. This section is divided
into several subsections where we discuss the specific prop-
erties of all electronic density matrix elements and some as-

pects related to optically generated nonequilibrium phonons.
The paper closes with a summary of the main results and
some concluding remarks.

II. FORMULATION OF THE MODEL

We account for a quantum dot with spin degenerate elec-
tronic single particle states coupled to phonons and laser
light and interacting via the Coulomb interaction. The corre-
sponding Hamiltonian can be written as

H = Hdot + Hphonon + Hdot-phonon + Hdot-light, �1�

where Hdot describes the electronic structure of the dot and
Hphonon represents the phonon energies. Hdot-phonon accounts
for the carrier-phonon and Hdot-light for the carrier-light inter-
action.

We consider a quantum dot in the strong confinement
limit, i.e., the electronic single particle states are energeti-
cally well separated and the Coulomb interaction provides
negligible mixing between states with different single par-
ticle energies. From all confined quantum dot states we shall
concentrate on the topmost valence band and the lowest con-
duction band states. To be specific we shall describe quantum
dot electrons by the Fermion operators c� �c�

†� which destroy
�create� an electron with spin �=↑ or �=↓ in the lowest
confined quantum dot orbital in the conduction band. Analo-
gously we account for twofold degenerate dot states in the
valence band. We shall assume that the topmost states are
formed from degenerate heavy hole states which is typical,
e.g., for GaAs type materials. A possible mixing with light
hole states can usually be neglected in self-assembled QDs
because the light hole states are energetically split from the
heavy hole states by at least several tens of meV due to
strain.14 In order to simplify the notation we denote the an-
nihilation operator for the heavy hole state corresponding to
an angular momentum component mJ=3/2 �mJ=−3/2� by
d↑ �d↓� and the corresponding creation operator by d�

† where
� is either ↑ or ↓. With this restriction Hdot can be written as
Hdot=Hband+HCoulomb, where

Hband =
��0

2 �
�

�c�
†c� + d�

†d�� �2�

accounts for the single particle band energies, ��0 denoting
the gap energy, and

HCoulomb =
1

2 �
���

�Veec�
†c�c��

† c�� + Vhhd�
†d�d��

† d��

− 2Vehc�
†c�d��

† d�� + 2V���
ex c�

†d�
†d��c��� �3�

is the Coulomb interaction between the carriers in the dot.
The four terms in Eq. �3� describe the repulsion between
electrons and between holes, the electron-hole attraction, and
the exchange interaction, respectively. The corresponding
matrix elements Vee, Vhh, Veh, and V���

ex can be calculated
from standard formulas once the single particle wave func-
tions are known.73–75 For our present discussion a quantita-
tive knowledge of these matrix elements is not required and
thus they can be used as parameters.
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Phonons will be represented by Boson operators b�, b�
†,

where � labels the phonon mode with energy ���. The re-
sulting contribution to the Hamiltonian reads

Hphonon = �
�

���b�
†b�. �4�

The general derivation below is valid independent of the
mode structure, i.e., one can consider any type of phonon
mode and allow for arbitrary phonon spectra ���.

The carrier-phonon coupling is treated in the standard
form according to the Born-Oppenheimer approximation76

Hdot phonon = ��
��

�g�
eb�c�

†c� − g�
hb�d�

†d� + H.c.� , �5�

where H.c. denotes the Hermitian conjugate and g�
e �g�

h� are
the carrier-phonon coupling matrix elements between an
electron �hole� and the mode � which depend on the carrier
wave functions, the phonon mode functions, as well as on
the coupling mechanism.61 The most important coupling
mechanisms for semiconductor structures are the deforma-
tion potential coupling to longitudinal acoustic �LA�
phonons, the piezoelectric coupling to LA and transverse
acoustic �TA� phonons, and the Fröhlich coupling to longi-
tudinal optical �LO� phonons. All of these mechanisms can
be accounted for in the form given by Eq. �5�.

Finally, the dipole coupling to the light field reads in the
rotating wave approximation

Hdot-light = − E* · P̂ + H.c., �6�

where the interband polarization of the dot is given by

P̂ = M0
*�d↓c↓e�+ + d↑c↑e�−� . �7�

Here, M0 is the dipole matrix element between valence and
conduction band Bloch states and e�± is the unit polarization
vector with circular �± polarization. Equation �7� implements
the usual selection rule that �+ ��−� light couples the mJ

=−3/2 �mJ=3/2� valence band to the spin down �up� con-
duction band state.

There are six independent neutral states in our restricted
electronic space. The two dark exciton states c↓

†d↑
†�0� and

c↑
†d↓

†�0� are not coupled by the Hamiltonian in Eq. �1� to other
electronic states and will thus not be considered any further.
The remaining four states �0�, ��+��c↓

†d↓
†�0�, ��−��c↑

†d↑
†�0�,

and �B��c↑
†d↑

†c↓
†d↓

†�0� form the spin basis �s� of the dot. It
turns out to be advantageous to rewrite the Hamiltonian �1�
in the electronic eigenbasis, i.e., we introduce the eigenstates
��� of Hdot as new electronic basis states. The ground state �0�
and the two-pair �biexciton� state �B� are already eigenstates
of Hdot with the corresponding energies

	0 = 0, �8a�

	B = 2���0 + Vee + Vhh − 2Veh� + V↓↓
ex + V↑↑

ex . �8b�

The diagonalization within the subspace of the single-pair
states ��±� yields two states �
� with energies

	± =
	�+ + 	�−

2
±��	�+ − 	�−

2
	2

+ �Vex�2, �9�

where Vex=V↓↑
ex =V↑↓

ex* and

	�− = ��0 +
1

2
�Vee + Vhh − 2Veh� + V↑↑

ex , �10a�

	�+ = ��0 +
1

2
�Vee + Vhh − 2Veh� + V↓↓

ex . �10b�

Rewriting our model Hamiltonian within the space spanned
by the electronic eigenstates ���= �0� , �+ � , �−� , �B� yields

H = �
�

������
�� + �
�

���b�
†b�

+ �
��

��g�
�b� + g�

�*b�
†����
�� − �

���

�M̄������
��� �11�

with ���=	� and

g�
� = �g�

e − g�
h�n�, �12�

where n� is the number of electron hole pairs present in the
state ���, i.e., n0=0, n+=1, n−=1, nB=2. Finally, the dipole

coupling in the eigenbasis ��� is described by the matrix M̄
with

M̄��� = �
ss�

Ss�Mss�Ss���
* , �13�

where Mss� represents the dipole coupling in the spin basis
�s� and Ss� provides the transformation between the two basis
sets according to

�s� = �
�

Ss���� . �14�

The nonzero components of S are given explicitly by S00
=SBB=1, S�+±= �Vex� /��Vex�2+ �	±−	�+�2, and S�−±= �	±

−	�+�S�+± /Vex*. Explicit expressions for the components of
M follow from Eqs. �7� and �6�

M =�
0 ��+

*
��−

*
0

��+ 0 0 ��−
*

��− 0 0 ��+
*

0 ��− ��+ 0
� , �15�

where ��±
�M0E�± /� is the Rabi frequency of the dipole

transition to the ��±� single-pair state and E�± is the �± com-
ponent of the laser field amplitude.

III. GENERAL SOLUTION FOR SEQUENCES OF
ULTRAFAST PULSES

As in Ref. 62 we shall represent the dynamics of the
system in terms of generating functions for phonon assisted
density matrices. The following generating functions form a
complete set of dynamical variables:
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��������,��,t� = 
�̂�������,���� . �16�

The angle brackets denote the quantum-mechanical expecta-
tion value of the operators �̂��� defined as

�̂�������,��� = ���
���exp��
�

��b�
†	exp��

�

�b�	 .

�17�

�� , � are auxiliary complex valued numbers. The time de-
pendence of the expectation values ���� reflects in the
Heisenberg picture the time dependence of the operators
�̂���. All components of the reduced electronic density matrix
can be obtained by evaluating the generating functions in Eq.
�16� at ��=�=0 while all phonon-assisted electronic den-
sity matrices are given by suitable derivatives of
�������� , �� , t� with respect to �� and � taken again at
��=�=0.

To explore dynamical properties of the phonon system it
is convenient to introduce the function

F����,��� � �exp��
�

��b�
†	exp��

�

�b�	�
= �

�

�������,��� , �18�

where the second line follows by noting that within the space
spanned by the states ��� the operator �����
�� acts as the
identity. Using the Heisenberg equations for the operators
�̂������� , ��� and then taking expectation values of the re-
sult yields exact closed form evolution equations for the pho-
non assisted generating functions which read

i
�

�t
��������,��� = − �̂�������,�����������,���

+ �
�̄

�M̄��̄
* ��̄������,���

− ���̄����,���M̄ �̄��
* � , �19�

where the operator �̂������� , ��� is defined as

�̂�������,��� � �
�

�L̂���,g�
�* − g�

��*,g�
�,���

− L̂���,g�
�� − g�

�,g�
��*,��� + �� − ���

�20�

with

L̂��,�,�,x� � �x�x + ��x + �x . �21�

The equations of motion �19� have to be complemented
by initial conditions. Demanding, e.g., that at a time t0 before
the arrival of the pulses the dot is in the electronic ground
state while the phonons are in thermal equilibrium imposes

�����t = t0� = ��,0���,0F0����,��� , �22�

where F0 is the phononic generating function F �see Eq.
�18�� evaluated for thermal phonons

F0����,��� = exp��
�

���N�	 , �23�

where N�= �exp���� /KBT�−1�−1 denotes the Bose distribu-
tion of the phonons at temperature T.

In the following the system is assumed to be excited by a
sequence of ultrafast pulses with Rabi frequencies

���t� = �
j

f j�

2
ei�j���t − tj� , �24�

where � can stand for �+ or �− and f j� is the pulse area of
the � component of the jth pulse while � j� is the correspond-
ing phase. A complete derivation of the solution to Eq. �19�
valid for this ultrafast pulse limit will be given in Appendix
A. In the time interval between the jth pulse and the arrival
of the �j+1�-th pulse we obtain

�����t� = ei�̂����t−tj��e−iQ�j�
��j�eiQ�j�

����, �25�

where ��j� is the value of � at time t= tj immediately before
the arrival of the jth pulse. exp�±iQ�j�� is a 4�4 matrix
defined in Eq. �A14� that is independent of �� and � and
comprises the dependences on the parameters of the jth
pulse. Thus, the product in brackets �¯� in Eq. �25� is a
matrix product between 4�4 matrices. Then, for each com-

bination � ,�� we have to act with the operator exp�i�̂����t
− tj�� on the �� and � dependences which emerge from ��j�.
The action of this exponential operator on an arbitrary func-
tion of �� and � is given explicitly by Eq. �A2� which is
derived in Appendix B.

Finally, by using Eq. �25� we find a recurrence relation
connecting the values of ��j� for subsequent pulses

����
�j+1� = ei�̂����tj+1−tj��e−iQ�j�

��j�eiQ�j�
����. �26�

Equations �25� and �26� together with the initial condition
Eq. �22� provide a complete solution of Eq. �19� for an arbi-
trary sequence of ultrafast pulses of the form Eq. �24�.

Our solution is exact for a QD in the strong confinement
limit. However, it is worth noting that the Hamiltonian �11�
can still be used even when it is no longer justified to treat
excitons and biexcitons as product states representing uncor-
related electron hole pairs as is implied by the strong con-
finement. Then, correlated pair states can be constructed,
e.g., from configuration interaction6,38,41,56 or tight binding42

calculations with extended basis sets which can be used as
basis states in Eq. �11�. Most of the steps in our derivation
are not affected by this reinterpretation of the model. There
are only three differences: �i� the electronic energies are no
longer given by Eqs. �8� and �9�, �ii� the carrier-phonon cou-
pling has to be calculated by using the correlated wave func-
tions, and �iii� the dipole matrix elements have to be deter-
mined for the correlated states.

The modification of energies according to �i� amounts
merely in an exchange of parameters. This is also formally
true for the changes of the carrier-phonon coupling. In fact,
our formal derivation does not require any specific form of
the couplings g�

� and thus our general results can be used
with couplings g�

� that are evaluated for correlated states. It
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should be noted, however, that for correlated states the fac-
torization in Eq. �12� does not hold in general. Recent mea-
surements indicate30 strong deviations from Eq. �12� when
the system is far from the strong confinement limit, as ap-
plies to the interface QDs studied in Ref. 30. Below, we will
discuss a few consequences of this factorization that can be
used to monitor the validity of the strong confinement as-
sumption.

Also for any modification of M̄ it is still possible to con-
struct the exact solution. Indeed, the solution is affected by
such changes via a different form of the matrix exp�±iQ�j�� in
Eq. �A14�. It is clear, however, from the derivation that even
in the most general case exp�±iQ�j�� can be constructed by a
diagonalization of a 4�4 matrix. We note, however, that
experimental evidence46 suggests that the relations between
the dipole matrix elements as expressed by Eq. �15� are typi-
cally fulfilled even for interface dots which are usually not in
the strong confinement limit. It is thus likely that exp�±iQ�j��
is reasonably represented by Eq. �A14� for correlated states,
too.

IV. SINGLE PULSE SOLUTION

We shall now apply our general scheme to the simplest
special case: the excitation by a single ultrafast pulse. We
assume that the pulse reaches the dot at time t1=0 such that
the corresponding Rabi frequencies read

���t� =
f�

2
ei����t� , �27�

where � stands for �+ or �−. We shall concentrate on a
situation where transitions from the electronic ground state
�0� to the excitonic eigenstates �
� couple selectively to or-
thogonally linear polarized light; a behavior which has been
observed in many experiments.10,16,32,77 Within our model we
achieve this situation by setting V↑↑

ex =V↓↓
ex and Vex= �Vex� �see

Eqs. �8�–�10�� whereby the transformation matrix S simpli-
fies to

S =�
1 0 0 0

0
1
�2

1
�2

0

0
1
�2

− 1
�2

0

0 0 0 1

� . �28�

In the following subsections we shall illustrate pertinent fea-
tures of our solution by working out explicit results for this
specific case.

A. Diagonal generating functions and electronic occupations

By using the solution Eq. �25� together with the initial
conditions Eq. �22� and the specific assumptions Eqs. �27�
and �28� we obtain for the diagonal elements �i.e., �=��� of
the generating functions explicitly

�������,��,t�

= F0����,������− t���,0 + ��t�C�

� exp��
�

���
��ei��t − 1��� + ��

�*�e−i��t − 1���	� ,

�29�

where ��
��g�

� /�� are dimensionless coupling constants. F0 is
the phononic generating function in equilibrium defined in
Eq. �23� and ��t� is the unit step function. Finally, C� are the
electronic occupations after the pulse, i.e., C��������=�

=0� for t�0, which evaluate to

C0 =
1

4
�cos�f+� + cos�f−��2, �30a�

C± =
1

4
�W±�2, �30b�

CB =
1

4
�cos�f+� − cos�f−��2, �30c�

with

W± �
i

�2
��ei��+ ± ei��−�sin�f+� + �ei��+ � ei��−�sin�f−�� ,

�31�

and

f± �
f�+ ± f�−

2
. �32�

The occupations of the electronic eigenstates C� are con-
stants, independent of time and phonon degrees of freedom.
This is expected for a single pulse excitation, because before
the arrival of the pulse there is no phonon induced dynamics
and afterwards the C� cannot be changed by pure dephasing
interactions alone. In contrast, for a multipulse setup
phonons may have a profound impact on electronic occupa-
tions as seen, e.g., in the two-pulse control of the electron
density in a QD which reflects the loss of coherence due to
pure dephasing.62

We shall briefly mention some characteristic polarization
dependences of the occupations C�. For excitation by circu-
lar polarized light, e.g., �+, we find by setting f�+ = f , f�−

=0 in Eqs. �31� and �32� that f±= f /2 and W±
= i�2ei��+ sin�f /2� which yields �see Eqs. �30��

C0 = cos2�f/2�, C± =
1

2
sin2�f/2�, CB = 0. �33�

The excitonic occupation is equally divided between the
states �
� while the occupation of the biexciton state van-
ishes reflecting the well known selection rules for the exci-
tation of biexcitons, which have recently been confirmed ex-
perimentally also for QDs.64 As illustrated in Fig. 1�a�, the
total excitonic occupation Cx�C++C− rises monotonously
from zero at f =0 to its maximum at f =�, where all the
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excitation is in single exciton states, i.e., Cx�f =��=1. Cor-
respondingly, the ground state occupation C0 falls from one
to zero. This behavior closely resembles the � rotation on the
Bloch sphere of a two-level system without phonon cou-
pling. It should be noted, however, that due to the presence
of the phonon coupling the radius of the Bloch sphere is not
conserved in our model. A further difference to the two level
case is that the total excitonic excitation is now equally di-
vided over the two electronic eigenstates �
�. The system is
thus in a superposition state and not in a stationary electronic
state when Cx�f =��=1 is reached.

A very different scenario is obtained when linearly polar-
ized light is used, which can be modeled by setting f�+

= f�− = f /2 resulting in f+= f /2 and f−=0 and thus W±

= �i /�2��ei��+ ±ei��−�sin�f /2�. Obviously, one of the factors
W± vanishes when the condition ��+ =��− +n� holds which
corresponds to either x or y polarized light. Let us discuss the
case ��+ =��− =�, where W− vanishes and ��� is the only
occupied exciton state. To simplify the notation, from now
on we shall refer to this particular choice when speaking of
linear excitation conditions. Equations �30� yield in this case

C0 = cos4�f/4�, C+ =
1

2
sin2�f/2� ,

C− = 0, CB = sin4�f/4� . �34�

Here, the total excitonic density is given by Cx=C+ and
reaches its maximum at f =� as for the �+ excitation. How-

ever, at f =� we have only Cx=1/2 because now the ground
and the biexciton state are not empty. C0, Cx and CB are
plotted in Fig. 1�b� vs f for linear excitation conditions. In-
terestingly, at f =2� the system is not back in the ground
state even though there is no occupation of single exciton
states. Instead, all the excitation is in the biexciton state. To
return the system to the ground state a 4�-pulse is required.
Indeed, recent measurements of Rabi rotations in QDs �Refs.
72 and 78� have given experimental evidence that the Rabi
period increases when in addition to excitons also biexcitons
are involved. Thus, biexcitons strongly affect excitonic occu-
pations. In particular it is impossible to prepare a purely
excitonic state with a single linearly polarized ultrafast pulse;
the only electronic eigenstates that could be prepared in this
way are �0� and �B�.

B. Coherent phonon generation

We shall now discuss the coherent phonon amplitudes

b�� which can be used to calculate finite lattice distortions
and related lattice polarizations79 as well as the correspond-
ing relative volume changes.80 The impact of these lattice
deformations is directly observable, e.g., in ultrafast deflec-
tion experiments.81 Using Eq. �18� together with Eq. �29�
yields


b�� = ���
F���=�=0 = ��t��e−i��t − 1��

�

��
�*C�. �35�

In the strong confinement limit Eq. �12� can be used resulting
in a factorization in Eq. �35� according to


b�� = a��t�A�f� �36�

with

a��t� � ��t�
g�

e* − g�
h*

��

�e−i��t − 1� , �37�

A�f� � �
�

n�C�. �38�

It should be noted that in the general case where ��
± is not

proportional to ��
B, Eq. �35� predicts that the � dependence of


b�� changes as a function of f when both excitonic and
biexcitonic occupations are created, because then the relative
weights of ��

± and ��
B vary with the excitation density. In

contrast, in the strong confinement limit a f variation yields
only a scaling of 
b�� with the prefactor A�f� which is the
same for all �. For �+ excitation we obtain A�f�=Cx

=sin2�f /2� which coincides with the result found for the
electronic two-level system with pure phonon dephasing
coupling.80 For linear excitation conditions we find A�f�
=C++CB=sin2�f /2� /2+2 sin4�f /4�. Both cases are illus-
trated in Fig. 2. It turns out that for pulse areas f �� the
phonon amplitude for circular polarization is larger than in
the linear case. It peaks at f =� when all the excitation is in
excitonic states �see Fig. 1�a��. In contrast, after linear exci-
tation the coherent phonon amplitude A�f� still rises when f
is increased from � to 2�. In this interval more coherent
phonons are produced with linearly than with circularly po-

FIG. 1. Occupations of the ground �C0� and the biexciton state
�CB� as well as the total excitonic occupation �Cx=C++C−�: �a�
after ultrafast �+ excitation with f�+ = f , f�− =0; �b� after ultrafast
excitation with a linearly polarized pulse with f�+ = f�− = f /2, ��+

=��− =�.
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larized light. For linear excitation the maximal phonon am-
plitude is reached at f =2� where only the biexciton state is
occupied �see Fig. 1�b��. The maximum of A�f� is twice as
large for the linear than for the circular polarization, reflect-
ing the fact that in the former case the lattice is deformed by
the presence of two electron-hole pairs instead of one in the
latter case.

C. Nonequilibrium phonon occupations and coherences

In a nonequilibrium situation the generation of coherent
phonon amplitudes is not the only modification of the lattice
properties. Instead, also the occupations 
b�

†b�� of phonon
number states will change and in addition coherences 
b�

†b���
between different phonon modes ���� will occur. The com-
ponents

N��� � 
b�
†b��� �39�

of the phononic density matrix account for both effects. For
bulk phonons where the index � comprises a momentum q,
the quantity N��� can be used to construct a corresponding
Wigner function in order to get a real space picture of the
phonon distribution.62,82 In general, N��� together with the
phonon dispersion �� comprises the information on the spa-
tial energy distribution. Changes of the latter are responsible
for the phonon contribution to heat transport which is mea-
surable in bolometric experiments.83,84 From Eqs. �18� and
�29� we get

N��� = ����
���

F���=�=0

= ����N� + ��t��ei��t − 1��e−i���t − 1��
�

���
�*��

�C�,

�40�

which in the strong confinement limit reduces to

N��� = ����N� + a�
*�t�a���t�Ã�f� �41�

with

Ã�f� � �
�

n�
2C�, �42�

where a��t� has been defined in Eq. �37�.
The first term in Eq. �41� is the spatially homogeneous

equilibrium density of phonons while the second marks the
optically generated nonequlibrium contribution N���

opt �N���
−����N�. Interestingly, N���

opt exhibits the same time depen-
dence as the coherent phonon density that is conventionally
defined by N���

coh�
b��*
b���. However, still Ncoh does not co-
incide with Nopt, because the pulse area dependent ampli-

tudes are different, i.e., Ã�f��A2�f� �see Fig. 2�. In particu-
lar, for low pulse areas we find Nopt� f2 while Ncoh� f4. The
difference between Nopt and Ncoh demonstrates that the opti-
cally generated nonequilibrium phonons are in general not in
a coherent state even in the strong confinement limit where
Nopt and Ncoh have identical time dependences. An exception
is the pulse area f =2� where all the excitation is in the

biexciton state. Here, A2�f�= Ã�f� and thus we find Ncoh

=Nopt which indicates that in this case the nonequilibrium
phonon density is fully coherent.

D. Electronic coherences

We shall now discuss the behavior of the off-diagonal
elements of the electronic density matrix which are com-
monly referred to as electronic coherences. We obtain

C��� � ���������,��,t����=�=0

= ��− t���,0���,0 + ��t�C̄��� exp�it��̄� − �̄����

� exp�− �
�

N�����
� − ��

����e−i��t − 1��2	
� exp��

�

��
��*���

�� − ��
���e−i��t − 1�	

� exp��
�

��
����

�* − ��
��*��ei��t − 1�	 , �43�

where �̄����−�������
��2 are polaron shifted electronic fre-

quencies. The coefficients C̄���= C̄���
* depend only on f�± and

��±. For the diagonal elements we have C̄��=C�, where the
C� are known from Eq. �30�. The off-diagonal elements will
be given below.

We shall distinguish coherences between states with the
same number of electron hole pairs �intraband coherences�
from coherences between states with different numbers of
electron hole pairs �interband coherences�. First, we will fo-
cus on intraband coherences and then come back to interband
coherences later.

1. Exciton-exciton coherences and spin densities

There is only one intraband coherence in our model,
namely, C+−. It plays a decisive role for spin densities as is

FIG. 2. Coherent phonon amplitude A�f� �see Eq. �38�� after
excitation with an ultrafast pulse: circularly polarized excitation
�solid line�; linearly polarized excitation �dashed line�; amplitude

Ã�f� of the optically generated Nopt phonon occupation �see Eq.
�42�� after linearly polarized excitation �dash-dotted line�; ampli-
tude A2�f� of the coherent phonon density Ncoh after linearly polar-
ized excitation �dotted line�.
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most clearly seen by looking at the operator c↑
†c↑ which

counts the number of spin up electrons in the conduction
band. Within our restricted basis set c↑

†c↑ can be replaced by
the projector ��−�
�−�+ �B�
B�. Together with Eqs. �14� and
�28� we thus obtain


c↑
†c↑� =

1

2
�C+ + C− − 2 Re�C+−�� + CB, �44�

and analogously for the density of spin down electrons


c↓
†c↓� =

1

2
�C+ + C− + 2 Re�C+−�� + CB, �45�

where C+− is found from Eq. �43�

C+−�t� = ��t�C̄+− exp�it��̄+ − �̄−�� �46�

with

C̄+− =
W+

*W−

4
. �47�

For selective excitations of the eigenstates �
� by linear po-

larized light either W+ or W− is zero, C̄+− vanishes and thus
the spin densities 
c↑

†c↑� and 
c↓
†c↓� are independent of time in

this case and equal the sum Cx /2+CB. In contrast, �+ exci-
tation leads to the well known spin oscillations which reflect
the energetic splitting between ��� and ��� due to the ex-
change interaction


c↑
†c↑� =

1

2
sin2�f/2�1 − cos���̄+ − �̄−�t�� . �48�

It is worth emphasizing that these oscillations are undamped
only in the strong confinement limit; any finite difference
between ��

+ and ��
− will lead according to Eq. �43� to a pho-

non induced pure dephasing of the intraband coherence C̄+−,
which will be also reflected in the spin densities.

2. Interband coherences and optical polarization

Calculating the expectation value of the optical polariza-
tion operator Eq. �7� within the basis ��� yields


P̂� =
M0

*

�2
�e�+ + e�−�C0+ + �e�+ − e�−�C0− + �e�− + e�+�C+B

+ �e�− − e�+�C−B� , �49�

where Eq. �28� has been used for the transformation matrix
S��. Thus, the optical properties of our system are fully de-
termined by C0± and C±B. Assuming again strong confine-
ment conditions we can use Eq. �12� together with Eq. �43�
and obtain

C0± = ��t�C̄0±e−i�̄±tGGET�t� , �50�

C±B = ��t�C̄±Be−i��̄B−�̄±�tGEBT�t� , �51�

where the coefficients C̄��� are given by

C̄0± = �cos�f+� + cos�f−��
W±

4
, �52�

C̄±,B = �cos�f+� − cos�f−��
W±

*

4
ei���++��−�. �53�

The temporal envelope functions GGET and GEBT for the
ground state-exciton transition �GET� and the exciton-
biexciton transition �EBT� are given by

GGET�t� = g�t�s�t� , �54�

GEBT�t� = g�t�s3�t� , �55�

with

g�t� = exp�− �
�

����2�1 − cos���t���1 + 2N��� , �56�

s�t� = exp�− i�
�

����2 sin���t�� . �57�

The factors e−i�̄±t and e−i��̄B−�̄±�t in Eqs. �50� and �51� de-
scribe electronic oscillations of the coherences C0± , C±,B
with polaron shifted transition frequencies. The four transi-
tion frequencies are all different provided that the exchange
interaction Vex does not vanish. In the spectral regime they
correspond to four separate zero phonon lines �ZPL�. An

examination of the density dependent prefactors C̄��� con-
firms again the well known selection rules. For circular po-
larizations C±B vanishes while C0+=C0−�0 in this case re-
sulting in two ZPL’s in the spectrum, split by the exchange
interaction. In contrast, for excitations of the eigenstates �
�
by linear polarized light one of the pairs of transition ampli-
tudes C0+ and C+B or C0− and C−B vanishes. Again, we see
only two ZPLs which now correspond to one GET and one
EBT. In order to see simultaneously four separate ZPLs a
general excitation is required which is neither circular nor a
linear polarization that selectively couples to one of the ex-
citonic eigenstates.

The nonvanishing coefficients for �+ excitation are

C̄0± = iei��+C̃0±, C̃0± =
�2

4
sin�f� ,

while for linear excitation conditions we have

C̄0+ = iei�C̃0+, C̃0+ =
�2

4
�cos�f/2� + 1�sin�f/2� ,

C̄+B = iei�C̃+B, C̃+B =
�2

4
�1 − cos�f/2��sin�f/2� .

Apart from constant phase factors, the C̄��� are determined

by the real factors C̃��� which are plotted in Fig. 3 versus the
pulse area f . For circular polarization C0+ vanishes at f
=2n�, n=0,1 , . . ., when the system is in the electronic
ground state, and at f = �2n+1��, when the system is in a
superposition of the �
� states. In contrast, for linear excita-
tion conditions C0+�0 at f = �2n+1�� because now the sys-
tem is in a superposition of the states �0�, ��� and �B� �see
Fig. 1�. Also from Fig. 1 the system is known to be in the
electronic ground state at f =4n� and in the biexciton state at
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f = �2n+1�2�, n=0,1 , . . . . For all other pulse areas a super-
position of electronic states is created. The preparation of an
electronic eigenstate ��0� or �B�� at f =n2� is reflected by
vanishing coherences C0+ and C+B at these pulse areas which
also implies a vanishing optical polarization in these cases.
Moreover, by expanding Eqs. �52� and �53� it is seen that
C0±� f in the limit f →0 while C±B� f3 �if C±B�0�. This
difference explains why C̃+B rises much slower than C̃0+ for
low pulse areas �see Fig. 3�. Equal finite amplitudes of these
transitions are reached at the pulse areas f = �2n+1��.

All four ZPL’s acquire phonon sidebands due to the
carrier-phonon interaction which are determined in the time
domain by the factors g�t� and s�t� in Eqs. �54� and �55�. The
factor g�t� is real and describes the decay of the polarization
due to pure dephasing, while s�t� is a phase factor. The func-
tion GGET�t�=g�t�s�t� is known from the time dependence of
the linear response of the two-level model.61–63 Its temporal
and spectral properties have been discussed previously for
various phonon coupling schemes and different models for
the electronic confinement.12,61–63,85 It has been established
that the acoustic phonon coupling via the deformation poten-
tial or the piezoelectric coupling provide the most efficient
pure dephasing mechanisms.61,82,86 The resulting behavior of
g�t� is typically a rapid initial drop which eventually reaches
a finite plateau. In the spectral domain the finite value of the
plateau corresponds to an unbroadened ZPL which is super-
imposed on a broad background due to the initial decay. The
broadening of the ZPL itself cannot be attributed to pure
dephasing processes.

Interestingly, Eqs. �54� and �55� demonstrate that the am-
plitudes of all four transitions decay with the same temporal
envelope defined by the factor g�t�. Within the strong con-
finement limit this is an exact result. It should be noted,
however, that deviations from the relation ��

�=��n� �see Eq.
�12�� will, according to Eq. �43�, result in different time de-
pendences for each of the four amplitudes. In fact, the lumi-
nescence measurements of acoustic phonon sidebands in in-
terface QDs, that were far from the strong confinement limit,
show broader sidebands for the EBT than for the GET line
implying in real time that EBTs decay faster than GETs.

Another interesting feature of our solution is that the
phase of EBTs is determined by s�t�3 �see Eq. �55�� instead

of s�t� which applies to GETs. This implies that even though
the absolute values of the time domain amplitudes evolve
identically for both GETs and EBTs, the respective spectra
have different shapes.

To illustrate these features we have calculated GET and
EBT spectra. For simplicity only the contribution from the
deformation potential coupling to bulk phonons61–63 has been
accounted for and a spherical harmonic oscillator model for
the electronic confinement has been used.62,63 All material
parameters were set for GaAs which may be regarded as a
prototype for a material with weak carrier-phonon
coupling.61 The spherical symmetry implies a vanishing ex-
change coupling which has, however, no effect on the func-
tions GGET�t� and GEBT�t� that define the spectra. Previous
calculations for the two-level case have shown only little
sensitivity on the precise choice of the confinement
model.12,61–64,85 For GaAs-like materials without external
bias fields the deformation potential coupling has been found
to dominate.61 The piezoelectric coupling may give a large
quantitative contribution to the dephasing in strongly polar
materials such as, e.g., GaN which, however, typically ex-
hibits a qualitative behavior similar to the deformation po-
tential contribution.86 Shown in Fig. 4 are so-called back-
ground spectra for three temperatures T, i.e., we have
subtracted the finite long time values from GGET�t� and

FIG. 3. Amplitudes of interband coherences C̃0+ after circular

�dashed� and after linear �solid� excitation; C̃+B after the same linear
excitation �dot-dashed�.

FIG. 4. Background spectra calculated at temperatures T
=1,10,100 K for the ground state to exciton transition GGET, the
exciton to biexciton transition GEBT and the ground state to biexci-
ton transition GGBT. The zero of energy ��=0 is at the position of
the respective ZPLs �vertical lines�.
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GEBT�t�, normalized the results to their respective values at
t=0 and then taken the Fourier transforms �see Ref. 62 also�.
Subtracting the asymptotic values removes the ZPLs from
the spectra and allows us to concentrate on the broad back-
ground. Plotted in Fig. 4 is the real part of the resulting
Fourier transforms which gives a frequency space represen-
tation of GGET�t� and GEBT�t�. The positions of the ZPLs are
indicated by vertical lines as a guide to the eye. The physical
meaning of these real background spectra is most transparent
for GETs at small f in which case they can be identified with
the linear absorption spectra �apart from the ZPL which has
been removed�. For larger f and especially for GEBT, which
contributes only to the nonlinear response, the interpretation
is more involved because there is no one to one correspon-
dence between a spectral component in the emission and in
the excitation due to the nonlinear character of the signal. A
spectral feature at some frequency � in the emission can thus
not be directly interpretated as an absoption or gain at this
frequency. It should be stressed that these calculations cannot
be compared with the luminescence spectra reported in Ref.
30 not only because the latter were performed on weakly
confined QDs but also because our calculation refers to a
very different experimental situation, where a spectral de-
composition of a coherent nonlinear emission is recorded
after an ultrafast pulsed excitation.

As seen in Fig. 4 there is a significant difference between
GET and EBT spectra especially at low temperatures. GET
spectra have a positive sign for all � while the sign of the
EBT spectra depends on �. At T=0 the GET spectrum van-
ishes below the corresponding ZPL, while the EBT spectrum
is nonzero on both sides of the ZPL. With growing tempera-
ture both GET and EBT spectra become more symmetric and
approach each other at large T. Recalling that the linear ab-
sorption is proportional to the GET spectra suggests a simple
physical interpretation for the � and T dependences of the
latter: At T=0 K light can be absorbed only at frequencies
above the ZPL, because at T=0 K no thermal phonons are
present and the absorption reflects transitions from the elec-
tronic ground state with no phonons to single pair states with
n=0,1 ,2 , . . ., phonons corresponding to transition frequen-
cies above the ZPL. Transitions assisted by phonon absorp-
tion processes become available at finite T due to the buildup
of thermal phonon occupations yielding positive non-
vanishing GET spectra below the ZPL. Note, that a positive
value of the GET spectra indicates absorption while a nega-
tive value would correspond to gain. At large T where N�

�1, phonon absorption and creation processes become
equally probable resulting in absorption spectra symmetric
around the ZPL. The nonlinear character of EBTs prohibits
an equally simple interpretation of the corresponding spectra
and further considerations are required to relate the nonlinear
emission to absorption or gain.

It is instructive to trace back the above spectral features to
our analytical time domain formulas �54� and �55�. To this
end we expand the latter in the limit T→0 up to leading
order in ��, which is valid for not too large carrier-phonon
couplings

GGET�t� � const + �
�

����2e−i��t, �58�

GEBT�t� � const + �
�

����2�2e−i��t − ei��t� . �59�

Obviously, GGET oscillates only with positive frequencies
while GEBT comprises both positive and negative frequency
components. This translates directly to the single sided GET
spectra at T=0 and also explains the spectral components
below the ZPL in the EBT case. Furthermore, the amplitude
of the EBT spectrum above the respective ZPL should be
twice as large as for the GET case, while below the ZPL the
EBT spectrum should be the negative mirror image of the
GET spectra above the ZPL. All of these relations derive
directly from our analytical formulas and do not depend on
specific details of the coupling �� or the phonon dispersion
��. They thus constitute generic features which are nicely
illustrated by the numerical results in Fig. 4. At large T the
exponents contained in GGET and GEBT are dominated by the
terms with the Boltzmann factor N�. Thus, the phase factors
s�t� and s�t�3 become of minor importance and the spectra
reflect asymptotically the Fourier transform of the real func-
tion g which is symmetric. This explains why at large T the
GET and EBT spectra are both symmetric and have identical
shapes as is seen in Fig. 4.

It should be noted that the phases of the corresponding
nonlinear polarizations are determined—apart from a con-

stant common phase—by the real coefficients C̃0+ and C̃+B
�see Eqs. �52� and �53�� which can change their sign depend-
ing on the pulse area �see Fig. 3�. However, as is evident

from Fig. 3, the relative sign of C̃0+ and C̃+B does not
change. Thus, if at some � the signs of the GET and EBT
spectra are equal �different� then the corresponding nonlinear
emissions at this frequency are in �out of� phase for all pulse
areas.

3. Biexcitonic coherences

So far we have discussed all elements of the electronic
density matrix with one exception, namely, the coherence
C0B between the ground and the biexciton state. By using Eq.
�43� with �=0 and ��=B we obtain in the strong confinement
limit

C0B�t� = ��t�C̄0Be−i�̄BtGGBT�t� , �60�

C̄0B =
1

4
�cos2�f+� − cos2�f−��ei���++��−�, �61�

GGBT�t� = g4�t�s4�t� , �62�

where g�t�, s�t� are defined in Eqs. �56� and �57�.
The amplitude C̄0B vanishes for circular excitations while

under linear excitation conditions it reduces to

C̄0B = − sin2�f/2�e2i�/4. �63�

As there is no dipole moment for transitions between �0� and
�B� there is no polarization directly associated with the biex-
citonic coherence C0B. Nevertheless, it has been shown re-
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cently that this coherence is accessible in optical experi-
ments, e.g., by isolating a fully coherent nonlinear signal
component in a two-color two-photon absorption experiment
with heterodyne detection.46 In these experiments the effect
of pure dephasing turned out to be negligible which had to be
expected, because these measurements were performed with
CW lasers. It is known from studies of the excitonic pure
dephasing that in the adiabatic limit, which is reached for
long pulse durations, pure dephasing disappears due to its
non-Markovian nature.87 Our theory, in contrast, focuses on
the opposite limit of ultrafast excitation, where C0B experi-
ences a nonnegligible pure dephasing. This is demonstrated
in Fig. 4 where we have plotted background spectra related
to the function GGBT�t� which, according to Eq. �60�, deter-
mines the phonon-induced decoherence of the ground state
to biexciton transition �GBT�. Obviously, the background
spectra of GBTs and GETs are of similar shape for weak
coupling and at low T. This can be understood again by an
expansion at T=0 K up to the leading order in the phonon
coupling, which yields for GGBT�t� in Eq. �60�

GGBT�t� � const + 4�
�

����2e−i��t. �64�

Apart from the factor four Eq. �64� coincides with the result
Eq. �58� for GGET�t� and explains why the corresponding
low-temperature spectra in Fig. 4 have similar shapes but
with a roughly four times larger amplitude for the GBT re-
sult. The high-temperature behavior is again governed by the
term �N� in the exponential contained in g �see Eq. �60��.
This term has here a four times larger weight than in the
GET and EBT cases because g enters in Eq. �62� in the
fourth power. Consequently, the GBT spectra do not ap-
proach asymptotically the GET and EBT spectra in the high-
temperature limit which is clearly reflected in Fig. 4. Instead
they are much broader indicating a faster decay in the time
domain.

V. CONCLUSIONS

We have discussed the ultrafast dynamics of semiconduc-
tor QDs that support excitonic and biexcitonic excitations
which are coupled to an arbitrary number of phonon modes.
Our main result is the derivation of a recursion formula that
allows us to obtain closed form expressions for all elements
of the electronic and phononic density matrix for the special
case that the QD is excited by a sequence of �-shaped pulses.
Our results are exact within our model and allow us to cal-
culate nonlinear optical signals that are nonperturbative with
respect to the carrier-phonon coupling as well as with regard
to the carrier-light interaction. In addition, nonequilibrium
lattice properties such as coherent phonon amplitudes or
nonequilibrium phonon distributions can be calculated with
our formulas. The model gives strict results including direct
and exchange Coulomb interactions in the limit of strong
confinement. For the special case of a single pulse excitation
we have worked out explicitly all electronic density matrix
elements. Background spectra corresponding to the GET,
EBT, and GBT coherences have been calculated for different
temperatures and their relation to observable optical signals

has been discussed. The spectra exhibit at low-T asymmetric
strongly non-Lorentzian line shapes while they approach
symmetrical shapes at high-T values. It turns out that the
strong confinement implies a number of special relations
which are characteristic for this limit. For example, the am-
plitudes of GET and EBT polarizations necessarily exhibit
identical time evolutions when a strong confinement situa-
tion is realized. Interestingly, these transitions still have dif-
ferent real time phases which result in different Fourier rep-
resentations. While at T=0 K GET and GBT spectra are zero
below the ZPL this is not true for EBT spectra which assume
negative values in this frequency range. It is seen from our
more general analytical results that the relations applicable in
the strong confinement limit are modified when excitonic
and biexcitonic wave functions no longer factorize. Most
strikingly, qualitative modifications can be expected from the
corresponding changes of the carrier-phonon coupling. Our
general formulas have been derived in such a way that they
can be directly applied also to this case. However, a quanti-
tative evaluation of such effects is beyond the scope of the
present paper. We have also discussed explicitly the pulse
area dependence of electronic occupations, phonon ampli-
tudes and densities as well as GET, EBT, and GBT coher-
ences. We find that the period of Rabi rotations is twice as
long for the biexciton than for excitons. The generation of
nonequilibrium phonons can be strongly enhanced when the
biexciton state is occupied. Our analysis of pulse area depen-
dences also reveals that the optically generated nonequilib-
rium phonons are in general not in a coherent state although
in the strong confinement limit their time dependence is cor-
rectly described by a product of coherent phonon amplitudes.
In view of the growing interest in biexcitonic excitations in
semiconductor QDs we believe that our general results,
which enable the calculation of nonlinear signals for multi-
pulse excitations, will become helpful for the interpretation
of many forthcoming experiments.
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APPENDIX A: DERIVATION OF THE SOLUTION FOR
ULTRAFAST PULSES

To solve Eq. �19� we proceed along similar lines as in the
two-level case.62 However, due to the larger complexity of
our present problem a more general strategy is needed. We
seek the solution to Eq. �19� in the form

�����t� = exp�it�̂�����̃����t� . �A1�

The action of the exponential operator in this equation on an
arbitrary function G���� , �� , t� is derived in Appendix B
and is given by
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exp�it�̂�������,����G����,��,t� = G�ei��t�� + ���
�* − ��

��*��ei��t − 1��,e−i��t� + ���
�� − ��

���e−i��t − 1��,t�
�exp�it��̄� − �̄���

+ �
�

��
��*��e−i��t − 1��� + ��

�� − ��
��� + ��

���ei��t − 1���� + ��
�* − ��

��*���	 . �A2�

With the help of Eq. �A2� we are able to evaluate explicitly
the generating functions �������� , �� , t� according to Eq.
�A1� once the auxiliary functions �̃������� , �� , t� are
known. The latter satisfy the equation

i exp�it�̂����
�

�t
�̃��� = �

�̄

�M̄��̄
* exp�it�̂�̄����̃�̄��

− exp�it�̂��̄��̃��̄M̄ �̄��
* � . �A3�

Note, that Eq. �A3� is valid for any pulse shape. It is particu-
larly useful in the ultrafast pulse limit, because according to

Eqs. �13� and �15� the matrix M̄ on the right-hand side is
proportional to the laser amplitudes. Thus, the right-hand
side of Eq. �A3� vanishes in between the laser pulses. Con-
sequently, in the limit of an excitation by a sequence of �
functions �see Eq. �24�� �̃ has to approach a piecewise con-
stant function of time. However, as noted before in the two
level case,62 finding the connection between the values of �̃
before and after the jth pulse is not a simple amplitude
matching problem, because the right-hand side of Eq. �A3�
contains in the ultrafast pulse limit products of � functions
and step functions. Such products are not a priori well de-
fined. Instead, they are meaningful only as the result of a
limiting procedure, where one has to start with pulses of
finite duration and then explicitly go over to the ultrafast
limit. This connection will be constructed below by using the
following explicit parametrization for the pulse shape during
the laser action

��t − tj� = lim
	→0+�1

	
for tj − 	/2 � t � tj + 	/2,

0 otherwise.
� �A4�

We shall work out only the case, where the same pulse
shapes are used for both components �± of the jth pulse.
Other cases can be treated along the same lines, but will not
be considered here. With this restriction, the results discussed
below do not depend on the shape of the function that is used
to approach the delta function limit �see also the related dis-
cussion in Ref. 62�.

To proceed, we perform a change of the time variable
during the jth pulse according to

t��� = 	� + tj − 	/2 �A5�

such that �=0 corresponds to the beginning and �=1 to the
end of the jth pulse. By rewriting Eq. �A3� in terms of the
scaled time variable � and then taking the limit 	→0+ in the
resulting equation we obtain

�

��
�5���

�j� = − i�
�̄

�Q��̄
�j��5 �̄��

�j� − �5��̄
�j�Q�̄��

�j� � . �A6�

Here, we have defined

Q�j� � S−1M�j�S , �A7�

where S is the 4�4 transformation matrix introduced in Eq.
�14� and M�j� is a matrix describing the pulse characteristics
of the jth pulse. It can be constructed by replacing the entries
�� in the definition of the matrix M �see Eq. �15�� by
f j�e−i�j� /2. In addition we have set

�5���
�j� ��� = exp�itj�̂�����̃���

�j� ��� , �A8�

where �̃
���
�j� ��� represents �̃������ as a function of � during the

jth pulse in the limit 	→0+. Finally, in the derivation of Eq.
�A6� we have used that lim	→0+t���= tj and thus the operator

exp�it����̂���� becomes independent of �. This is the math-
ematical manifestation of the physical fact that during an
excitation with ultrafast pulses the phonon system cannot
noticeably change its state. The solution of Eq. �A6� is found
as

�5���
�j� ��� = exp�− i�Q�j���5���

�j� �� = 0�exp�i�Q�j�� , �A9�

because Q�j� does not depend on �. The matrix exponent in
Eq. �A9� is obtained by expressing Q�j� in the form

Q�j� = S−1Uj
−1DjUjS , �A10�

where S is defined by Eq. �14�, Dj is a diagonal matrix with
the eigenvalues of M�j� on its diagonal

Dj =�
f j+

f j−

− f j+

− f j−

� �A11�

with

f j± =
1

2
�f j�+ ± f j�−� �A12�

and Uj is the matrix formed by the corresponding eigenvec-
tors
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Uj =
1

2�
1 1 1 1

1 1 − 1 − 1

1 − 1 − 1 1

1 − 1 1 − 1
��

1

ei�j�+

ei�j�−

ei��j�++�j�−�
� .

�A13�

Writing the matrix exponent as

exp�±i�Q�j�� = S−1Uj
−1 exp�±i�Dj�UjS , �A14�

reduces its evaluation to the elementatry task of taking the
exponent of the diagonal matrix ±i�Dj.

Recalling that �=0 ��=1� describes the situation immedi-
ately before �after� the jth pulse we obtain by combining
Eqs. �A1�, �A8�, and �A9� the complete solution for times
tj � t� tj+1 in form given by Eq. �25�.

APPENDIX B: EVALUATION OF EXPONENTIAL
OPERATOR ACTIONS

Here we shall determine explicitly the action of exponen-

tial operators where the operator �̂������� , ��� defined in
Eq. �20� appears in the exponent. First we note that accord-

ing to Eq. �20� the operator �̂������� , ��� is, apart from a

constant term, the sum of operators L̂�� ,� ,� ,x� that act on
different variables x and thus commute. Here, x stands either

for x=�� or x=�. Consequently, taking �̂������� , ��� in
the exponent results in operator products where each factor

F̂x acts on a different variable x and has the form

F̂x � exp�L̂��,�,�,x�� = exp��x�x + ��x + �x� �B1�

with suitably chosen parameters �, �, and �. Our task is thus

to evaluate the action of F̂x on an arbitrary function of x. To
this end we start by recalling the well known operator
identities88

e−B̂eÂeB̂ = exp�e−B̂ÂeB̂� , �B2�

e−B̂ÂeB̂ = Â + �Â,B̂� +
1

2!
��Â,B̂�,B̂� + ¯ , �B3�

where �¯� denotes the commutator. Choosing Â=�x�x and

B̂= �� /��x, we obtain from Eqs. �B2� and �B3�

exp�− �x

�
	exp��x�x�exp��x

�
	 = exp��x�x + �x� .

�B4�

Next we set Â=�x�x+�x and B̂=−�� /���x which according
to Eqs. �B2� and �B3� results in

exp� �

�
�x	exp��x�x + �x�exp�− �

�
�x	

= exp��x�x + �x + ��x +
��

�
	 . �B5�

Combining Eqs. �B4� and �B5� we obtain

exp��x�x + �x + ��x�

= exp�− ��

�
	exp� �

�
�x	exp�− �

�
x	

�exp��x�x�exp� �

�
x	exp�− �

�
�x	 . �B6�

Now we will exploit the fact that the action of the exponen-
tial operators on the right-hand side of Eq. �B6� on an arbi-
trary function G�x� is given by

exp���x�G�x� = G�x + �� , �B7a�

exp��x�x�G�x� = G�xe�� . �B7b�

These identities can be established simply by expanding both
the function G�x� and the exponential operators into their

Taylor series. The sought action of F̂x on an arbitrary func-
tion G�x� is finally found by combining Eq. �B6� with Eqs.
�B7�

F̂xG�x� = exp��x�x + ��x + �x�G�x�

= G�e�x +
�

�
�e� − 1�	

�exp� �

�
��e� − 1��x +

�

�
	 − ��� . �B8�

The action of exp�it�̂������� , ���� follows immediately
from the identity Eq. �B8� by identifying the parameters �,
�, and � for each operator factor corresponding to a specific
choice of either x=�� or x=�. The result is given explicitly
by Eq. �A2�.
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