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Ballistic annihilation with continuous initial velocity distributions is investigated in the framework of
the Boltzmann equation. The particle density and the rms velocity decay as ¢ ~ ¢~ % and v ~ ¢~ #, with
the exponents depending on the initial velocity distribution and the spatial dimension d. For instance, in
one dimension for the uniform initial velocity distribution 8 = 0.230472.... In the opposite extreme
d — o, the dynamics is universal and 8 — (1 — 27'/2)d~!. We also solve the Boltzmann equation for
Maxwell particles and very hard particles in arbitrary spatial dimension. These solvable cases provide
bounds for the decay exponents of the hard sphere gas.
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Ballistic annihilation (BA) is the kinetic process which
involves particles undergoing ballistic motion and annihi-
lating upon colliding. Ballistic annihilation underlies nu-
merous apparently unrelated phenomena, e.g., growth and
coarsening processes and traffic flows [1-4]. In coarsen-
ing processes, for instance, domain walls have a natural
particle interpretation. Yet little is known on irreversible
processes where the reactants move ballistically while the
contrasting situation of diffusion-controlled processes is
well understood [5].

There exist few theoretical results on BA in one
dimension with discrete velocity distributions. For the
simplest binary velocity distribution, the BA process
has been solved by Elskens and Frisch [6] (see also
Refs. [1,7-9]). Some analytical results are also available
for the ternary velocity distribution [10,11]. No solutions
have been found for continuous initial velocity distribu-
tions, although the decay exponents have been determined
numerically [12,13]. This lack of analytical results is
especially striking given that one-dimensional ballistic
aggregation processes admit exact solutions for arbitrary
initial velocity distribution [14,15].

In this work, we consider BA with continuous isotropic
initial velocity distributions in arbitrary dimension. Our
analysis is performed in the framework of the Boltzmann
equation approach which is a priori an uncontrolled ap-
proximation. However, the decay exponents obtained by
this approach are in excellent agreement with simulation
results [12,13]. Additionally, closely related ballistic ag-
gregation processes [14,16] are solvable in one dimension
[14,15], and these exact results also support the conjecture
that the Boltzmann equation approach gives exact decay
exponents for ballistically controlled processes with con-
tinuous velocity distributions.

For clarity, we start with the one-dimensional BA
process. Initially, the system consists of identical point
particles whose velocities are distributed according to a
distribution P(v,t = 0) and whose initial positions are
uncorrelated. Particles move according to their initial
velocities and every collision leads to the removal of both
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colliding particles. In the framework of the Boltzmann
equation, the velocity distribution P(v, r) obeys [12]
oP(v,t)
Jt

In the long time limit, the velocity distribution approaches
a scaling form

P(v,t) = tP7*F(x), with x = vi?. (2)

The exponents o and S determine the decay of the particle
density ¢ and the rms velocity o = /(v?):

c~1t9, o~ P

—P(v,t)[ dv'lv = VP 1). Q)

ast — ©, 3)

Formally, ¢ and (v?) are defined via

c(r) = fi dvP(v,t) =1t ¢ fo; dxF(x), @)

and
(" _ fic dx x>F(x)
2\ 1 2 = 2B L= 7
) =rc f_xdvv Pv,t) =1t A Fl)
(5)

By inserting the scaling form (2) into Eq. (1) one finds
a + B = 1 and an equation for the scaling function

! joe}

I;((;C)) = — [iw dx'|x — X'|F(x"). (6)
In the following, we always consider isotropic initial ve-
locity distributions. In one dimension, this requirement
reads Py(v) = Po(—v) and it implies the symmetry for
later times P(v,t) = P(—v,t) and the symmetry of the
scaling function F(x) = F(—x).

We should solve Eq. (6) subject to the boundary con-
dition at x = 0 which is implied by the initial velocity
distribution. For instance, F’(0) = 0 if the initial velocity
distribution is flat near the origin. This problem has no
solution except for a special value of 8 which is called
an eigenvalue. Finding such an eigenvalue numerically
gives Bfar = 0.230472. .., to be compared with By =
0.22 [12] and Bs1¢ = 0.19 [13] found from Monte Carlo

28 — 1 + Bx
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simulations. Similarly, for the initial velocity distribution
satisfying Po(v) ~ |v| we find Biinear = 0.166 649 .. ..
In Fig. 1 we plot F(x) for the flat initial velocity dis-
tribution. The exponential behavior of F(x) for large x
is confirmed analytically by simplifying the integral on the
right-hand side of Eq. (6) to Cx, where C = f:c dx F(x),
and then solving the resulting differential equation to give

F(x) ~ xU72P/Bo=Cx/B  \when x — oo, (7

We now outline an approximate computation of the ex-
ponent . First we note that Eq. (6) reduces to an or-
dinary differential equation after a double differentiation.
This equation is further simplified by the transformation
F(x) = Fi(xs), x = x++/B that eliminates the 8 factor.
The governing equation then reads

xf" +2f" = 2exp(—f), ®)

where f(x) = —InF(x) and the subscripts are omitted.
We also use the relation

]0 dxxF(x) = 2B)" ' — 1, 9

which plays the role of a normalization condition. Equa-
tion (9) is just Eq. (6) at x = 0.

Although Eq. (8) cannot be solved exactly, an approxi-
mate solution f1 can be found by replacing the right-hand
side by e /o, where f is a reasonable approximation for
f. In principle, this approximation scheme can be repeated
again starting from f| and should finally lead to the exact
form for f. As the starting point, we choose

2
Fo(x) = effo(x) = <1 + S + l—Vx2>efx/V' (10)
v 2p2

The function Fy(x) is constructed in such a way that the
small x expansion is correct up to the second order. Ad-
ditionally, Fy(x) exhibits an exponential decay for large x,
in agreement with the exact asymptotic behavior (7). The
parameter v is yet to be determined. Replacing now the

FIG. 1. Plot of the scaled velocity distribution F when the ini-
tial velocity distribution is flat. The inset shows the relative dif-
ference between f = — InF and f;, with f; given by Eq. (11).

right-hand side of Eq. (8) by Fy(x) from Eq. (10) and solv-
ing the resulting linear differential equation gives

f1(x) =203 — v)x + 2T — 502 (A — e ")
— (1 — v¥)xe

x/v _ et
— 6202 — zﬂ)fo dnge. (11)

The constant » can now be calculated self-consistently by
imposing the constraint

y = 2f F(x)dx, (12)

0
which can be obtained by integrating Eq. (8). Plugging
Fappr = ¢ /1% into Eq. (12) gives vy, = 2.67156

to be compared to the exact numerical value v~ ! =

2.658 26 .. .. Finally, Eq. (9) leads to B,ppr = 0.22898, in

good agreement with the exact value obtained above. The

approximate scaled velocity distribution Fyppr = e /1)

is extremely good as the relative error between f and f is

always less than 1.5%, and |F(x) — Fyppr(x)| < 0.0036.
In higher dimensions, the Boltzmann equation reads

BL) — p(v,n) [awlv = wlpovn. (3)

For isotropic initial velocity distributions, the appropriate
scaling variable is x = vt# with v = |v|, and the scaling
form is P(v,t) = t?#~®F(x). Plugging this scaling form
into Eq. (13) and using the spherical coordinates to sim-
plify the collision integral we obtain

F'(x)
F(x)

Qe /0 dy ' Eg(r )F(y).  (14)

d+ DB -1+ Bx

Here ;1 is the surface area of the unit sphere in d — 1
dimensions and

Eq(x,y) = foﬂd¢(sin¢)d_2\/x2 + y2 — 2xycosd .
(15)

In two dimensions, E>(x,y) = 2(x + y)E(k), where E(k)
is the complete elliptic integral of the second kind with
modulus k = zx*i? Similarly, in an arbitrary even dimen-
sion E4(x, y) can be expressed via elliptic integrals. In odd
dimensions, E;(x, y) can be expressed in terms of elemen-
tary functions. In the most interesting three-dimensional

case, one reduces Eq. (14) to

F'(x)

F(x)

27 (7
= —— d

3/, Yy

One should solve Eq. (14) subject to an appropriate bound-

ary condition at the origin. Overall, the task reduces again

to the eigenvalue problem. Note that the approximation

48 — 1 + Bx

+ 3 _ _ 3
(x +y) - lx — vl F(y). (16)
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scheme explicitly presented above in one dimension
equally applies in higher dimensions.

Thus, the decay exponents can be determined with arbi-
trarily high precision in arbitrary spatial dimension for ar-
bitrary isotropic initial velocity distribution. This method,
however, does not solve the Boltzmann equation (1). We
now provide two approximate solutions to the Boltzmann
equation for arbitrary initial conditions and arbitrary spa-
tial dimension d. These solutions are in fact exact solutions
of Boltzmann equations with collision kernels o(g) dif-
ferent from o (g) = g characterizing the hard sphere gas
(here g = |v — w| is the relative velocity). Note that such
collision kernels naturally arise in kinetic theory of inter-
acting particles [17]. In the present context, the general-
ized Boltzmann equation reads

aP(v,t) _

o —P(V,t)fdw o(g)P(w,t). 17

Let us compare dimensions of the left- and right-hand
sides of Eq. (17). The velocity distribution has dimen-
sion[P] = T/L4*" which implies [o] = L¢/T; therefore
[0(g)/g] = LY. The remaining quantity with dimen-
sion of length, the “interaction” radius, should be extracted
from the collision process. For hard sphere gas, the rele-
vant interaction radius is simply the geometrical radius a of
the spheres, so o(g) = ga?~!. The constant factor a9~
can be absorbed into the time variable—this is what we
have done in Eq. (13). For particles interacting through
a two-body power-law potential, U(r) « r~", the energy
conservation implies g ~ r~". Thus, o(g) ~ gr? ! ~
g with A =1 — Z(dn_l). The hard sphere gas (A = 1)
is recovered for n = %. The velocity independent kernel
(A = 0), the so-called “Maxwell” gas, arises when par-
ticles interact through the power-law potential with the
exponent n = 2(d — 1). When A > 1, the interaction is
“harder” than in the hard sphere gas (though such behav-
ior does not arise from a simple power-law interaction po-
tential). One particularly tractable model corresponds to
o(g) = g2, the so-called gas of very hard particles [18].
To provide a faithful analog of the original hard sphere
gas, we replace o(g) = g by » in the Maxwell case and
by the factor g2/ for the very hard particles. Hence for
the Maxwell gas the Boltzmann equation (17) becomes

OP(v,1)
at

—P(v,t)c(t)v(r). (18)

Thus we get effectively noninteracting particles as differ-
ent velocities remain uncoupled. Solving (18) yields

P(v,1) = c()Po(v),  c(t) = (19)

1+ ot
The moments of the velocity do not change with time, e.g.,
©(t) = ©(0), and thence « = 1 and B8 = 0.

More interesting results are found for the very hard
particles. The corresponding Boltzmann equation, i.e.,

2496

Eq. (17) with o(g) = g%/, can be simplified by absorb-
ing the ! factor into the time variable,

t dl‘/
= —, 20
r= )y 5 0
and reducing the collision integral into a combination of

the moments M;(7) = [dww/P(w,7) of the velocity
distribution. The Boltzmann equation becomes

oP(v, 1)
BT —P(v,7)[V’Mo(7) + Ma(7)], (1)
and easily solved to give
P(v,7) = Py(v)e V0L, (22)

Here L;(1) = [od7' M;(7').

To derive explicit results, it is natural to consider initial
velocity distributions algebraic near the origin. To simplify
algebra, we specifically choose

Quke v’
Qul'[(n + d)/2]°
where Q, = 272 /T(d/2) is the surface area of the unit
sphere in d dimensions, and the prefactor in (23) is chosen

to set the initial density to unity. Combining (22) and
(23) we can explicitly compute M, and M,. Using then

M; = % closes the problem. We find
dL ke
“bo — 64}”4 , (24)
dr (1 + Lo)>

Po(v) = (23)

and

dLy Y s d e b2

dr D) (1 N Lo)p.+;i+2 .
Solving Egs. (24) and (25) subject to Ly(0) = L,(0) = 0
yields Lo(7) and Ly(7) from which we compute the density
c = My,

(25)

c=[1+ (u+d+ 1)r] #er, (26)
and the rms velocity o = /M,/M,,
+d -
b = 4| & S+ (D @)

By inserting Eq. (27) into Eq. (20) we can express 7 via
the original time variable ¢. Finally, we arrive at
2(u + d)
Q= _—— ", B = :
20 +d) + 1 20u +d) + 1
Note that the exponent relation &« + B = 1 which is valid
for any p and d. This sum rule immediately follows from
an elementary mean-free path argument: a? 'cot ~ 1.
The above exact values of the exponents in the two
solvable limits appear to provide the strict bounds for the
hard sphere case:
2ptd o, 0<p<— 1+
20 +d) + 1 20w +d) +1
(29)

(28)
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These bounds are fair for small d and they get more and
more stringent as the spatial dimension increases.

The above method of solving the Boltzmann equation
can be adapted to the more general collision kernels
o(v,v)) = o'7%(|lv]® + |v/|¥) (the most natural case
corresponds to k = 1). For k > 0, the decay exponents
are given by Egs. (28). The collision kernels o (g) = g*"
constitute a more perspective generalization. One could
try to solve the Boltzmann equation when 7 is an integer
and then perform an analytic continuation to n = 1/2
corresponding to the hard sphere gas. Besides the cases
of Maxwell and very hard particles (n = 0 and 1, re-
spectively), it is possible to work out the case of n = 2.
Unfortunately, we have not succeeded beyond that.

Finally, we consider the limit of infinite spatial dimen-
sion. In this case, the Boltzmann equation approach should
become exact. Fortunately, the limit d — <o also leads to
considerable simplifications in many-body problems [19],
and, for instance, the Boltzmann equation (13) becomes
tractable. First of all, the collision kernel simplifies to
Vv? + w2, which reflects an obvious fact that different
vectors are orthogonal with probability one in infinite di-
mensions. The scaled Boltzmann equation reads

F/_ “ d=1_[ 2 2
I_B_'BXF_QUI]O dy y“ 4 x2 + y2F(y),

(30)

with B = (d + 1)B8. The bounds of Eq. (29) lead to
B — 0 but remain nontrivial for B, 0 < B < 1/2. The
right-hand side of Eq. (30) is computed by the saddle point

technique to find Cy/x% + y:% , where C is the normaliza-
tion factor C = Qg [ dy y¢~'F(y), and y. is the saddle
point which is found from y.F'(y.)/F(y«) + d — 1 = 0.
Hence, at the saddle point Eq. (30) gives 1 = Cy.+/2.
Near the origin, F(x) ~ x* and thus BxF'/F = Bu —
0,sowe find 1 — B = Cy, = 1/\/5 Therefore, we ar-
rive at

B = <1 - %)d‘l when d — . (3D

Thus when the spatial dimension increases, the decay ex-
ponents become universal, i.e., independent on the initial
velocity distribution.

In summary, we reduced the determination of the decay
exponents for ballistic annihilation to an eigenvalue prob-
lem. We found that the exponents have very nontrivial
values even for the simplest initial velocity distributions.

Our approach manifestly demonstrates that the decay ex-
ponents are affected only by the spatial dimension d and
by the exponent w characterizing the initial velocity distri-
bution in the |v| — 0 limit: Po(v) ~ |v|#. We also solved
the Boltzmann equation for the Maxwell particles and very
hard particles in arbitrary dimension. For the hard sphere
gas, we found the exact asymptotic behavior of the expo-
nents in the d — o limit.
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