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Towards a refined cosmic concordance model: Joint 11-parameter constraints
from the cosmic microwave background and large-scale structure
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We present a method for calculating large numbers of power spectraCl andP(k) that acceleratesCMBFAST

by a factor around 103 without appreciable loss of accuracy, then apply it to constrain 11 cosmological
parameters from current cosmic microwave background~CMB! and large scale structure~LSS! data. While the
CMB alone still suffers from several degeneracies, allowing, e.g., closed models with strong tilt and tensor
contributions, the shape of the real space power spectrum of galaxies from the IRAS Point Source Catalogue
Redshift~PSCz! survey breaks these degeneracies and helps place strong constraints on most parameters. At
95% confidence, the combined CMB and LSS data imply a baryon density 0.020,vb,0.037, dark matter
density 0.10,vdm,0.32 with a neutrino fractionf n,38%, vacuum densityVL,0.76, curvature20.19
,Vk,0.10, scalar tilt 0.86,ns,1.16, and reionization optical deptht,0.44. These joint constraints are quite
robust, changing little when we impose priors on the Hubble parameter, tilt, flatness, gravity waves or reion-
ization. Adding nucleosynthesis and neutrino priors on the other hand tightens constraints considerably, re-
quiring VL.0.49 and a red-tilt,ns,1. The analysis allows a number of consistency tests to be made, all of
which pass. At the 95% level, the flat scalar ‘‘concordance model’’ withVL50.62, vdm50.13, vb

50.02, f n;0, ns50.9, t50.1, h50.63 is consistent with the CMB and LSS data considered here, with big
bang nucleosynthesis, cluster baryon fractions and cluster abundance. The inferred PSCz biasb;1.2 agrees
with the value estimated independently from redshift space distortions. The inferred cosmological constant
value agrees with the one derived independently from SNIa studies. Cosmology seems to be on the right track.
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I. INTRODUCTION

The cosmic microwave background~CMB! is dramati-
cally improving our knowledge of cosmological paramete
@1–6#, although, as can be seen in Fig. 1, the constraints f
the CMB alone are weaker than is sometimes claimed.
figure shows that the adiabatic inflationary model that fits
CMB data best is still a crazy one with extreme scalar
ns51.4, curvature (V tot51.3) and the Cosmic Backgroun
Explorer ~COBE! signal explained almost entirely with ten
sor fluctuations~gravity waves!.

Indeed, CMB data have now become so sensitive that
key issue in cosmological parameter determination is not
ways the accuracy with which CMB power spectrum featu
~such as the position of the first peak! can be measured, bu
often what prior information is used or assumed~e.g., that
there are no tensor fluctuations!. A range of priors were ex-
plored in recent studies@1–6#, including assumptions abou
reionization and gravity waves and constraints from nucl
synthesis, supernovae, large-scale structure and the Hu
constant. In particular, two extensive multiparameter ana
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ses@1,5# included large-scale structure~LSS! information as
quantified by a normalization and the so-called ‘‘shape
rameter’’G ~which slides a fixed transfer function sideway!
from galaxy power spectrum measurements and clu
abundances, extending earlier CMB1LSS work @7–18#.

While much of the information in the galaxy power spe
trum is indeed encapsulated in a horizontal and a vert
offset, all of it is clearly not. It should therefore be possib
to do still better by fitting directly to the LSS data, explicitl
including the way in which each of the cosmological para
eters affect this curve, just as is presently done for the CM
This is the goal of the present paper. Now is a particula
exciting time to start doing this, since projects like the 2
Survey and the Sloan Digital Sky Survey will soon produ
dramatic improvements in LSS data quality.

The LSS data used in this paper are the linear real sp
power spectrum of the Infrared Astronomy Satellite~IRAS!
Point Source Catalogue Redshift Survey@19# ~PSCz! as mea-
sured by@20# and as shown in Fig. 2. The PSCz surv
contains redshifts for 14 677 galaxies covering 84% of
sky to a usable depth of about 400h21 Mpc. Although other
large data sets such as the Las Campanas Redshift Su
@21# and the CfA/SSRS UZC redshift survey@22# have com-
parable numbers of galaxies, the large volume of the PS
along with the careful attention paid by its authors to unifo
mity of selection, makes PSCz the most powerful public
©2001 The American Physical Society07-1
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TEGMARK, ZALDARRIAGA, AND HAMILTON PHYSICAL REVIEW D 63 043007
available probe of LSS at large, linear scales.
Afficionados may notice that the error bars on the PS

power spectrum in Fig. 2 appear somewhat larger than s
other published measurements. This is because the mea
ments have been decorrelated@23# so that each plotted poin
represents an essentially independent piece of informa
Having uncorrelated data points, or equivalently a full cov
riance matrix, is prerequisite for a reliable likelihood ana
sis.

A longstanding obstacle to interpreting LSS measu
ments is the thorny issue of galaxy-to-mass bias. Local b
models predict that the bias factor should be constan
large, linear scales@24–27#, andN-body experiments tend to
confirm this notion@28–31#. The simple situation at linea
scales contrasts with the nonlinear regime, where the af
referencedN-body experiments suggest that there is likely
be substantial scale-dependent bias. For this reason, we
fine the analysis of the present paper to the linear regi
k,0.3h Mpc21. We return to this issue below.

We will investigate how CMB and LSS constrain cosm
logical parameters, both jointly and in separate ways t
allow consistency checks to be made. In order to be abl
study the effects of prior assumptions, this forces us to w
in an 11-dimensional parameter space. To make this feas
in practice, we first need to develop and test a method
computing theoretical power spectraCl andP(k) accurately
and rapidly.

The rest of this paper is organized as follows. In Sec.
we summarize our methods for computing CMB and L
power spectra, saving the implementation details and tes
their accuracy for Appendixes A, B and C. We present
constraints on cosmological parameters in Sec. III and
cuss our conclusions in Sec. IV.

II. METHOD

Our method is based on the one described in@32#, but
with a number of extensions and improvements as detaile

FIG. 1. The importance of including non-CMB information. Th
best fit to all current CMB data~solid curve! is still a crazy tilted
model (ns51.4) for a closed universe (V tot51.3) with the COBE
signal explained almost entirely with tensor fluctuations. T
dashed curves show the tensor and scalar contributions.
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Appendixes A, B and C. It consists of the following steps
~1! Compute power spectraCl and P(k) for a grid of

models in our 11-dimensional parameter space.
~2! Compute a likelihood for each model that quantifi

how well it fits the data.
~3! Perform 11-dimensional interpolation and marginali

to obtain constraints on individual parameters and param
pairs.

Our main improvement over@32# is in step~1!. As de-
scribed in Appendix B, we enhance the technique for acc
erated CMB power spectrum calculation so that it becom
essentially as accurate asCMBFAST itself, but about 103 times
faster. We also add a simple but accurate technique to c
pute the grid of matter power spectra rapidly as describe
Appendix C. In addition, we improve the choice of param
eters and gridding from@32# as detailed in Appendix A. For
the reasons given there, we use the 11 parameters

p[~t,Vk ,VL ,vdm,vb , f n ,ns ,nt ,As ,At ,b!. ~1!

These are the reionization optical deptht, the primordial
amplitudesAs , At and tiltsns , nt of scalar and tensor fluc
tuations, a bias parameterb defined as the ratio between rm
galaxy fluctuations and rms matter fluctuations on la
scales, and five parameters specifying the cosmic matter
get. The various contributionsV i to critical density are for
curvatureVk , vacuum energyVL , cold dark matterVcdm,
hot dark matter~neutrinos! Vn and baryonsVb . The quan-
tities vb[h2Vb andvdm[h2Vdm correspond to the physica
densities of baryons and total~cold1hot! dark matter (Vdm
[Vcdm1Vn), and f n[Vn /Vdm is the fraction of the dark
matter that is hot. We assume that the biasb is constant on
large scales but make no assumptions about its value,

FIG. 2. Why LSS data add information to the CMB. The wigg
curve corresponds to the best fit model from CMB alone that w
shown in Fig. 1, normalized on small scales~it has biasb50.5).
The straighter curve shows Prior P5 from@5#—the difficulty in
matching the largest scales illustrates that there is already m
information in the curve than a normalization and a shape par
eter. Of the PSCz measurements shown, we opt to use only tho
the fairly linear regimek,0.3h Mpc21 ~black!, discarding the rest.
7-2
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TOWARDS A REFINED COSMIC CONCORDANCE . . . PHYSICAL REVIEW D 63 043007
TABLE I. Best fit values and 95% confidence limits on cosmological parameters. The ‘‘concorda
case combines CMB and PSCz information with a BBN priorvb50.02, a Hubble priorh50.7460.08 and
a prior that f n;1023. A dash indicates that no meaningful constraint was obtained. The redshift s
distortion parameter isb[ f (Vm ,VL)/b, wheref is the linear growth rate.zion is the redshift of reionization,
t0 is the present age of the Universe and(mn is the sum of the neutrino masses. The values labeled
‘‘best’’ are in all cases the ones maximizing the likelihood. For the numbers below the horizontal line, w
the limits were computed from moments as described in the text, the corresponding mean valu
h5.53, zion57, t0515.6 ~CMB alone!, b51.26, h5.59, b5.63, zion59, t0513.3 ~CMB
1PSCz! and b51.10, h5.68, b5.51, zion56, t0513.4 ~‘‘concordance’’!. If the reader wishes to
use some of these model pararameters for other purposes, the numbers to use are thus those in the
the ones here in the caption. Since the distributions fort and f n are quite asymmetric, we also quote th
1-sided 95% limitst,0.22 ~CMB only!, t,0.34, f n,0.35 ~CMB1PSCz!, andt,0.16 ~‘‘concordance’’!.

CMB alone CMB1 PSCz Concordance
Quantity Min Best Max Min Best Max Min Best Max

t 0.0 0.0 0.32 0.0 0.0 .44 0.0 0.0 .16
Vk 2.69 2.34 0.05 2.19 2.02 0.10 2.05 2.00 0.08
VL .05 .41 .92 2 .35 0.76 .49 .62 0.74
h2Vdm 0.0 .09 2 .10 .19 0.32 .11 .13 0.17
h2Vb .024 .049 .103 .020 .029 .037 .02 .02 .02
f n 0.0 0.0 1.0 0.0 .16 .38 ;0 ;0 ;0
ns .91 1.42 2 0.86 .98 1.16 0.84 .91 1.01
nt 2 0.0 2 2 0.0 2 2 0.0 2

b 2 2 2 .75 1.36 1.78 .87 1.23 1.33
h .18 .39 .88 .33 .57 .86 .58 .63 .78
b 2 2 2 .37 .59 .89 .36 .47 .66
zion 0 0 21 0 0 26 0 0 20
t0 @Gyr# 8.4 18.0 23.0 9.6 13.1 17.0 12.1 14.0 14.6
(mn @eV# 0 0 17 0 2.7 7.6 ;0 ;0 ;0
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therefore marginalize~minimize! over this parameter befor
quoting constraints on the other ten.

III. RESULTS

A. Basic results

Our constraints on individual cosmological parameters
listed in Table I for three cases. The best fit model is sho
in Fig. 3 for case~3!. Constraints are plotted in Figs. 4 and
for cases~2! and ~3!. All tabulated and plotted bounds ar
95% confidence limits.1 The first case uses constraints fro

1Bayesian 95% confidence limits are in general those that enc
95% of the area. In this paper, we make the approximation that
boundary of the confidence region is that where the likelihood
fallen by a factore22 from its maximum for 1-dimensional case
~such as the numbers in Table I! and by a factore26.18 for
2-dimensional cases~such as Figs. 4 and 5!. As shown in Appendix
A of @32#, this approximation becomes exact only for the case w
the likelihood has a multivariate Gaussian form. We make this
proximation to be consistent with the multidimensional margin
ization algorithm employed here~and by most other authors!, which
is equivalent to the integration technique only for the Gauss
case. To give the reader a quantitative feeling for the importanc
these issues, we also quote one-sided limits on thet andn in Table
I, since they have the most asymmetric distributions. For a deta
04300
e
n

CMB alone, which are still rather weak because of deg
eracy problems such as the one illustrated in Fig. 1. T
second case combines the CMB information with the pow
spectrum measurements from PSCz, and is seen to
rather interesting constraints on most parameters excep
tensor tilt nt .2 The third case adds three assumptions: t
the latest measurements of the baryon densityvb50.019
60.0024 from big bang nucleosynthesis~BBN! are correct
@34,35#, that the 1s constraints on the Hubble parameter a
h50.7460.08@36#, and that the neutrino contribution is co
mologically negligible. Since the quoted BBN error bars a
much smaller than ourvb grid spacing, we simply impose
vb50.02. Also for simplicity, we take the errors onh to be
Gaussian. The neutrino assumption is that there is no str
mass-degeneracy between the relevant neutrino families,
that the Super-Kamiokande atmospheric neutrino d
therefore sets the scale of the neutrino density to
vn;102421023 @37#. We emphasize that this last assum
tion ~that the heaviest neutrino weighs of order the root
the squared mass differenceDm2;0.07 eV2) is merely mo-
tivated by Occam’s razor, not by observational evidence
the best current limits onf n from other astrophysical ob
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discussion of these issues, see@33#.
2The reason that we get no constraints onnt is that models with

At50 fit the data very well, for which varyingnt of course has no
effect.
7-3
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TEGMARK, ZALDARRIAGA, AND HAMILTON PHYSICAL REVIEW D 63 043007
servations~see@38# and references therein! are still compat-
ible with f n;0.2. Rather, we have chosen to highlight t
consequences of this prior since, as discussed below, it
interesting effects on other parameters.

For the first 7 parameters listed in Table I, the numb
were computed from the corresponding 1-dimensional li
lihood functions~these are plotted in Fig. 4 and Fig. 5 for th
second and third cases!. The best fit value corresponds to th
peak in the likelihood function and the 95% limits corr
spond to where the likelihood function drops below t
dashed line ate22 of the peak value. For the remaining p
rameters listed, which~except forb) are not fundamenta
parameters in our 11-dimensional grid, the numbers w

FIG. 3. The CMB and LSS power spectra for the ‘‘conco
dance’’ model from Table I. Animated versions of this figur
where the effect of changing one parameter at a time can be vie
are available at www.hep.upenn.edu/;max/concordance.html. Th
plotted model has biasb51.24, redshift distortion parameterb
50.47 and Hubble parameterh50.63. It provides an acceptable fi
to all our data, withx2'96 for about 109211598 degrees of
freedom.
04300
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computed as in@5# by calculating the likelihood-weighted
means and standard deviations over the multidimensiona
rameter space. Here the tabulated best fit values are
mean and the limits are the mean62s.

B. Effects of priors

Case~3! in Table I is but one from a selection of about 2
different priors that we tried experimentally. The reason t
we have chosen to highlight this one is that the nucleos
thesis constraint was the one that had the greatest impac
the results. Otherwise, the joint CMB1PSZc constraints
were remarkably robust to prior assumption. Imposing pri
such as flatness (Vk50), no tensors (r 50), no tilt (ns

51), no reionization (t50), and a reasonable Hubble p
rameter ~we tried both h50.7460.08 at 68% and the
weaker constraint 50,h,100 at 95%!, both alone and in
various combinations, has little effect. The fact that the b
fit parameter values are not appreciably altered reflects
these priors all agree well with what is already borne out
the CMB1PSCz data:Vk;r;t;0, and ns51. The fact
that these priors do not shrink the error bars much on o
parameters indicates that the PSCz has already broken
main CMB degeneracies.

The nucleosynthesis prior has a greater influence bec
it does not agree all that well with what the CMB1LSS data
prefer. Although adding PSCz is seen to pull down the p
ferred baryon density slightly, reducing the 95% lower lim
from 0.024 ~CMB only! to 0.020 ~CMB1PSCz!, the pre-
ferred value of 0.028 still exceeds the BBN value. It is we
known that CMB likes either a high baryon density or
red-tilt n,1 because of the low second acoustic pe
@1–4,39–41#, and the CMB exclusion region to the lowe
right in Fig. 6 illustrates this tradeoff. Enforcing the BB
baryon value therefore shifts the preferred tilt-range aw
from the scale-invariantns;1 case tons;0.9. Sincevb is
one of the few parameters affecting the relative heights of
acoustic peaks~together withvdm, ns and, marginally,f n),
eliminating the uncertainty invb with the BBN prior also
tightens the constraints on these other parameters. In par
lar, the link between vb and vdm is illustrated in
Fig. 7.

d,
e
e

FIG. 4. Constraints on indi-
vidual parameters using only
CMB and LSS information. The
quoted 95% confidence limits ar
where each curve drops below th
dashed line.
7-4
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FIG. 5. Like the previous fig-
ure, but adding the ‘‘concor-
dance’’ priorsvb50.02, h50.74
60.08, andf n;1023.
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We found one additional prior that had a non-negligib
effect: that on neutrinos. As illustrated in Fig. 8, inclusion
neutrinos substantially weakens the upper limits on the d
matter density. Since the neutrino fractionf n has only a
weak effect on the CMB, this effect clearly comes from LS
A larger dark matter densityvdm pushes matter-radiatio
equality back to an earlier time, shifting the correspond
turnover inP(k) to the right and thereby increasing the ra
of small-scale to large-scale power. Increasing the neut
fraction counteracts this by suppressing the small-sc
power ~without affecting the CMB much!, thereby weaken-
ing the upper limit onvdm. Imposing the priorf n50 alone,
without nucleosynthesis or Hubble priors, tightens the CM
1PSCz constraintvdm,0.32 from Table I tovdm,0.19.

Since the constraints onvdm are tightened by fixing both
vb ~Fig. 7! and f n ~Fig. 8!, the ‘‘concordance’’ case in Table
I gives quite tight constraints on the dark matter density. T
h prior helps turn thisvdm constraint into a measurement
Vdm, and the measurementVk;0 therefore gives an indi
rect constraint on the cosmological constant viaVL51
2Vk2Vdm2Vb . This is illustrated in Fig. 9, where th
concordance constraints close off the allowed region by p

FIG. 6. Constraints in the (ns ,vb) plane. Note that PSCz no
only shrinks the allowed region~white!, but also pushes it slightly
down to the left~the dashed line indicates the CMB-only boun
ary!.
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ing a lower limit onVL . This lower limit onVL goes away
if we drop either thevb-prior or the f n-prior.

C. Constraints on other parameters

1. Hubble parameter

Table I shows that the constraints on the Hubble para
eterh are quite weak for the CMB1LSS case. However, the
boundh,0.78 ~95%! for the concordance case is notewo
thy since it is much stronger than~and hence independent o!
the priorh50.7460.08 that was used.

2. Ionization redshift

In the approximation that the diffuse hydrogen in the U
verse became fully ionized rather abruptly at a redshiftzion ,
this quantity is well approximated by~e.g., Peebles 1993!

zion58.9S th

vb
D 2/3

Vm
1/3 ~2!

as long aszion@1. Although the constraints in Table I agre
well with what is predicted in recent simulations, more e
treme models are seen to be ruled out. Earlier CMB c
straints onzion were studied in@42,43#.

3. Age of Universe

The ability to place constraints in the (Vm,VL)-plane is
allowing the age of the Universe to be predicted with im
proved accuracy@44,5#. The 95% confidence interval for ou
concordance case, 12.1–14.6 Gigayears, is consistent
direct age determinations from, e.g., globular clust
@45,46#.

IV. DISCUSSION

We have presented a method for rapid and accurate po
spectrum calculation for large numbers of CMB models a
used it to constrain jointly 11 cosmological parameters fr
current CMB and galaxy clustering data. Perhaps the m
interesting results of this paper are the numbers themse
7-5
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listed in the CMB1LSS columns of Table I, and their strik
ing robustness to imposing various priors. A superfic
glance at the constraint figures might suggest that little
changed since the first analysis of Boomerang1Maxima @2#,
or even since the pre-Boomerang analysis of@32#, since the
plots look rather similar. However, whereas these earlier
pers obtained strong constraints only with various poorly j
tified priors such as no tensors, no tilt or no curvature,
joint CMB 1 LSS data are now powerful enough to spe
for themselves, without needing any such prior props.

A. New public software

Our new power spectrum calculation method accelera
CMBFAST by about a factor 103. It is accurate to about 1–2 %
for Cl on all angular scales and to about 1% forP(k) on

FIG. 7. Constraints in the (vdm,vb) plane. As in the previous
figure, adding PSCz prohibits high baryon solutions and allo
slightly lowervb values than CMB alone. The dashed curve with
the allowed~white! region show the sharper constraint obtain
when imposing the priors for a flat, scalar scale-invariant mo
(Vk5r 50, ns51). The dotted curve shows the effect of requirin
negligible neutrino density (f n;0) in addition.

FIG. 8. Constraints in the (vdm, f n) plane. The shape of the
allowed ~white! region explains why the priorf n50 tightens the
upper limit on the dark matter density. The vertical line shows
CMB-only boundary before PSCz is added.
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scalesk,0.15h Mpc21. Since this is roughly the intrinsic
accuracy level ofCMBFAST3 itself, there is no reason not t
take advantage of this technique when constraining cos
logical parameters.

B. Caveats

Let us now discuss assumptions and approximations
underly our analysis.

For both the CMB and LSS likelihood calculations, th
percent level inaccuracies in our power spectrum comp
tion are likely to have a negligible effect. Indeed, the le
accurate models tend to be wild ones that are inconsis
with the data in any case. On the LSS side, the domin
uncertainties are likely to be related to the measuredP(k)
instead. Specifically, our use of the measurements of
PSCz real-space power@20# assumed both that linear pertu
bation theory was valid and that the bias was sca
independent on these scales. Let us now discuss both of t
assumptions in turn.

To assess the possibility that nonlinear effects atk;0.1–
0.3h Mpc21 had tainted our results, we repeated the en
analysis twice, discarding allP(k)-measurements fork ex-
ceeding 0.2h Mpc21 and 0.1h Mpc21, respectively. The
upper limit f n,0.38 on the neutrino fraction was weaken
for the 0.2 case and went away completely for the 0.1 ca
Thus the upper limit on neutrinos is sensitive to informati
at mildly nonlinear scales. The upper limit onns was also
weakened as the lever arm shortened, but only very sligh
from ns,1.16 at 0.3h Mpc21 to ns,1.18 andns,1.19 at

3A modified version ofCMBFAST incorporating ourk-split method
will be made publicly available at www.sns.ias.ed
;matiasz/CMBFAST/cmbfast.html.

s

l

e

FIG. 9. Constraints in the (Vm ,VL) plane. The shaded region
are ruled out at 95% confidence by the information indicated. T
allowed ~white! region is seen to be centered around flat mode
which fall on the dashed line.
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0.2 and 0.1h Mpc21, respectively. Other constraints we
less affected.

The redshift distortion study reported in@20# suggested
that, while nonlinear effects are visible in the galaxy-veloc
power spectrum already at scalesk'0.15h Mpc21, linear
theory is probably a fair approximation down tok
'0.3h Mpc21. A subsequent study@47# of the nonlinear
power spectrum of PSCz has shown that the galaxy po
spectrum is likely to be antibiased relative to the mat
power spectrum at translinear scales, a conclusion previo
arrived at by@28,48#. Such antibias tends to cancel the e
fects of nonlinearity in the matter power spectrum, mak
the galaxy power spectrum appear similar to the linear ma
power spectrum down tok'0.3h Mpc21. The fact that the
relative bias between APM and PSCz galaxies is con
tent with being constant, bAPM /bPSCz'1.15, for k
<0.3h Mpc21 @49,47# adds further circumstantial evidenc
suggesting that the galaxy power spectra are near linea
these scales.

We therefore conclude that including the PSCz data ak
50.1–0.3h Mpc21 does not bias the results significantl
and that, aside from the constraint on neutrinos, the infor
tion from PSCz is not dominated by these last few bins.

Although most theoretical work has suggested that
biasb is unlikely to vary much on linear scales, we must s
be open to the possibility of scale-dependent bias masq
ading as a cosmological effect. For instance, one m
imagine that more luminous galaxies are more highly bias
and that they carry a greater statistical weight for the leftm
k-bands since they remain in the magnitude-limited 0.6
sample even at great distances. Such a luminosity bias c
masquerade as a slight red-tiltns,1. However, three recen
studies@50–52# all conclude that PSCz galaxies of differe
luminosity cluster similarly.

On the CMB side, a long list of approximations in o
treatment were discussed in@32#, involving both the likeli-
hood calculation@53# and the marginalization. The domina
limitation is likely to be that we have not included the fu
window functions and slight band-band correlations of Bo
merang and Maxima, but this is unfortunately not possi
until the relevant Fisher matrices are made public by the
experimental teams.

Positive correlations between neighboring data po
makes is easier~in terms of chi-squared cost! to shift the
overall height of say the first peak up and down, there
weakening the constraints on parameters that are meas
mainly from peak heights (vb , vcdm, ns). This effect is
similar to that of calibration errors, which we did includ
The fact that our best fit models tend to predict a lower fi
peak than much of the data illustrates the effect of calibra
errors and also shows that an extremely high first pea
hard to achieve given the other constraints.

The extraction of constraints on individual paramet
from the multidimensional likelihood function can be do
in a number of different ways. Three ways of marginalizi
are discussed in@32# ~by integration, by maximization ove
the grid and by maximization over a smooth interpolati
function!, all of which have been used in the recent literatu
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An encouraging indication that our results are insensitive
the method of marginalization comes from comparing
marginalized constraints from Table I with those obtain
without any marginalization, from the above-mention
computation of means and standard deviations by summ
over the grid. These completely different methods give qu
similar results for all well-constrained parameters. A typic
example is the 2s range forvdm for the ‘‘concordance’’
case, coming out as 0.110,vdm,0.170 ~marginalized! and
0.105,vdm,0.172~from moments!. Even fort, the param-
eter with the most non-Gaussian likelihood, the 2s ‘‘concor-
dance’’ upper limits are similar: 0.161 and 0.163, resp
tively.

Finally, although we repeatedly referred to the ‘‘no prior
case for our CMB1LSS analysis, it is important to bear i
mind that there is strictly speaking no such thing as no p
ors. Specifically, all our calculations assumed that the a
batic inflationary paradigm is correct. We also assumed
the dark energy was a cosmological constant rather t
some form of ‘‘quintessence’’ with a different equation
state. Finally, the edges of our parameter grid impose
hard-wired top hat prior. This had a negligible effect on o
results for all parameters except one, since the likeliho
dropped to negligible values well before reaching the bou
ary of our 11-dimensional parameter space. The one ex
tion involved VL , since Fig. 9 illustrates that negativeVL

cannot be excluded except when either big-bang nucleo
thesis~BBN! or supernova type Ia SNIa information is in
cluded.

C. Comparison with other recent work

Our results agree fairly well with the recent constrain
from other groups@1,3–6#. The analysis most comparable
ours is that of Jaffeet al. @5#. That study limits LSS-
information to that incorporated in a shape parameter an
normalization parameter, and uses a smaller CMB data
limiting the analysis to COBE, Boomerang and Maxima. T
main effect of this culling is likely to enter on scales 50& l
&200, covering the rise toward the first acoustic pea
where Boomerang and Maxima are both sample varia
limited and other experiments have covered a substant
larger sky area. In addition,@5# limit their parameter space to
no neutrinos and no tensors (f n5r 50), employ a different
numerical marginalization scheme and include the abo
mentioned proprietary band correlations. The fact that
results agree so well despite all these technical difference
quite reassuring, indicating that the data are now go
enough to make the results insensitive to details of meth
The stronger upper CMB1LSS limit onvdm obtained in@5#,
which indirectly givesVL*0.5 as described above, is pr
sumably due to their no-neutrino priorf n50, as can be un-
derstood from Fig. 8. The fact that their CMB-only co
straints are stronger than ours traces back to their no-te
r 50 prior—this prior eliminates thens2r 2vb degeneracy
that we needed the full PSCz data to break, and autom
cally excludes models such as the one shown in Fig. 1.

Our results also agree well with those from the likeliho
analysis of Kinneyet al. @6#. Although this analysis hasf n
7-7
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TEGMARK, ZALDARRIAGA, AND HAMILTON PHYSICAL REVIEW D 63 043007
50, a prior fornt and a limitedt-range, it includes a thor
ough treatment of tensor modes and maps out
(ns ,r )-plane in detail. The study finds that quite blue-tilte
models are allowed whenr is large, precisely the effect tha
degrades our CMB-only constraints—see also@54,55#.

D. Towards a refined concordance model

It is well known that different types of measurements c
complement each other by breaking degeneracies. Howe
even more importantly, multiple data sets allow numero
consistency checks to be made. The present results allo
number of such tests.

1. Baryons

Perhaps the most obvious one involves the baryon f
tion. Although there is still some tension between BBN~pre-
ferring vb;0.02 and CMB1LSS ~preferringvb;0.03), an
issue which will undoubtedly be clarified by improved da
within a year,4 the most striking point is that the method
agree as well as they do. That one method involving nuc
physics when the Universe was minutes old and anothe
volving plasma physics more than 100 000 years later g
roughly consistent answers, despite involving complet
different systematics, can hardly be described as anyth
short of a triumph for the big bang model.

It is noteworthy that our addition of LSS informatio
pulls down the baryon value slightly, so that a BBN
compatible valuevb50.02 is now within the 95% confi-
dence interval. Part of the reason that the CMB alone ga
stronger lower limit may be a reflection of the Bayesian lik
lihood procedure employed in this and all other recent pap
on the topic: when a large space of highvb-values are al-
lowed, the relative likelihood for lower values drops.

In all three cases listed in Table I, the best fit model
consistent with the data in the sense of giving an accept
x2-value. The ‘‘CMB only’’ case givesx2'70.3 for 87210
degrees of freedom. The ‘‘CMB1PSCz’’ case givesx2

'88.7, which rises to 95.6 for the ‘‘concordance’’ case—
for '109211 degrees of freedom. The effective number
degrees of freedom might be a few larger than this, si
some of the 11 parameters had little effect, but even tak
this into account, all fits are good in the sense of givi
reducedx2-values of order unity.

Apart from BBN, our baryon value also agrees with t
range 0.007&Vb&0.041 inferred from a low-redshift inven
tory @67# and the range 0.015&vb&0.03 at redshifts of a few
from the Lya forest @68–71#. The inferred baryon fraction
vb /vdm;15% agrees well with that inferred from galax
clusters@72,16# for reasonableh-values.

4A number of possible theoretical explanations for the slight m
match have been discussed in the recent literature@56–63#. Another
possibility is clearly that the favored value from CMB will shift a
data improve. Recent measurements of a high deuterium abund
in the interstellar medium make it unlikely that the standard BB
value will creep abovevb50.025 @64,65#, and a new QSO deute
rium absorption study reproduces;0.02 @66#.
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It is difficult to contemplate the PSCz data in Fig. 2 wit
out wondering whether they show evidence for baryo
wiggles in the matter power spectrum. Intriguingly, the loc
tion and amplitude of the wiggles in the PSCz power sp
trum fit well to a flat, pure baryon model withVL5.86 and
Vm5Vb50.14 ~for h50.7), albeit with a large blue tilt,ns
52, but agrees poorly with the CMB. The PSCz data
also entirely consistent with a wiggle-free spectrum.

2. Dark energy

Another important cross-check involves the cosmologi
constant. Although the constraint 0.49,VL,0.74 from
Table I does not involve any supernova information,
agrees nicely with the recent accelerating universe pre
tions from SNIa@73,74#. This agreement is illustrated in Fig
9, which shows the SNIa constraints from@75# combining
the data from both teams. As frequently pointed out,
conclusionVm;0.35 also agrees well with a number o
other observations, e.g., the cluster abundance at various
shifts @76–78,72# and cosmic velocity fields@79#, although
there is still some internal controversy in these two ar
~see, e.g.,@80#!.

3. Bias

A third cross-check is more subtle but equally strikin
involving the bias of the PSCz galaxies—we can measur
in two completely independent ways. One is by compar
the amplitude of the CMB and galaxy power spectra, wh
gives the constraints listed in Table I. The other way is
the linear redshift space distortion parameterb
5 f (Vm,VL)/b, where f (Vm,VL)'Vm

0.6 is the dimension-
less linear growth rate@81–83#. We therefore remove the
CMB data~which eliminates theb-constraints from Table I!
and add in their place the two PSCz power spectra from@20#
that we discarded above. These are the galaxy-velocity
velocity-velocity power spectra from the stochastic bias f
malism, roughly speaking corresponding to the quadrup
and hexadecapole of the redshift space distortions. The
shift distortion parameter for the PSCz galaxies was m
sured to beb50.412.12

1.13 @20#, a result in good agreement wit
the PSCz team’s own most recent measurement,b50.39
60.12 @84#. Both of these measurements involved a limit
marginalization over the power spectrum. Here we marg
alize the full likelihood function over all our cosmologica
parameters exceptb. As can be seen in Fig. 10, this gives th
1s measurementb50.452.12

1.14. The fact that this agrees s
well with the corresponding 1s measurementb50.51
60.08 from Table I for the concordance case means th
highly non-trivial consistency test has been passed.

E. Concordance

In conclusion, the simple ‘‘concordance’’ model in th
last columns of Table I~plotted in Fig. 3! is at least margin-
ally consistent with all basic cosmological constraints,
cluding CMB, PSCz and nucleosynthesis. Specifically,
discussed above, our calculations show that it has pa
three non-trivial consistency tests. Moreover our conc

-

nce
7-8



g
o

y,
d-

u
3
ty
ow
by

ib
nt

es

ze
eter

ula-

le
wer

er

r

to
ost

i-
ing
y had
he
tal

rs
-
c-

-
lly

ting

er
-

ales

e
ther

ent

a
n
n

e
un

TOWARDS A REFINED COSMIC CONCORDANCE . . . PHYSICAL REVIEW D 63 043007
dance model is encouragingly robust towards imposin
score of prior constraints in various combinations. Cosm
ogy seems to be on the right track!
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APPENDIX A: BASIC METHOD IMPROVEMENTS

As mentioned, our method is based on the one descr
in @32#, but with a number of extensions and improveme
as detailed below. It consists of the following steps:

~1! Compute power spectraCl and P(k) for a grid of
models in our 11-dimensional parameter space.

FIG. 10. The upper panel showsx2 for the linear redshift dis-
tortion parameter beta measured from the PSCz data. Specific
x2 was computed using the galaxy-galaxy, galaxy-velocity a
velocity-velocity power spectra but no CMB information, the
minimized over all parameters exceptVk andVL . The fact that the
resulting x2(Vk ,VL) falls near a 1-dimensional curve with littl
scatter shows that it essentially only depends on one particular f
tion of these two parameters, the linear growth ratef (Vm ,VL)
~equivalently the redshift distortion parameterb5 f /b). The best fit
curve~thick line! has a slower rise for highb than a parabola~thin
line!. The lower panel shows the corresponding likelihoodL
}e2x2/2, and the 1s and 2s confidence limits are where this~thick!
curve crosses the dashed lines.
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~2! Compute a likelihood for each model that quantifi
how well it fits the data.

~3! Perform 11-dimensional interpolation and marginali
to obtain constraints on individual parameters and param
pairs.

Our main improvement over@32# is in step 1. We improve
the technique for accelerated CMB power spectrum calc
tion so that it becomes essentially as accurate asCMBFAST

itself, simply about 103 times faster. We also add a simp
but accurate technique to compute the grid of matter po
spectra rapidly.

1. Improved choice of parameters

Reference@32# explored the 10-dimensional paramet
space involving the reionization optical deptht, the primor-
dial amplitudesAs , At and tiltsns , nt of scalar and tenso
fluctuations, and various contributionsV i to critical density.
The V i included were for curvatureVk , vacuum energy
VL , cold dark matterVcdm, hot dark matter~neutrinos! Vn

and baryonsVb . Since it is computationally advantageous
work with parameters that are closely linked to the m
important physical processes involved, Ref.@32# used the
parameter vector

p[~t,Vk ,VL ,vcdm,vb ,vn ,ns ,nt ,As ,At!, ~A1!

where the physical densitiesv i[h2V i .
UnlessVn!1, the neutrinos left over from the early Un

verse were heavy enough to be fairly non-relativistic dur
the processes that created the acoustic peaks, and thereb
almost the same effect as cold dark matter on the CMB. T
CMB power spectrum therefore depends mainly on the to
nonbaryonic ~cold1hot! dark matter densityvdm[vcdm
1vn and only quite weakly on the hot fractionf n

[vn /vdm. We therefore replace our old paramete
(vcdm,vn) by (vdm, f n). This allows us to accurately com
pute the weakf n-dependence of the scalar CMB power spe
trum by using a coarse gridf n50.0, 0.3, 1.0 and interpolat
ing. Moreover, the tensor fluctuations are essentia
independent off n , so we only compute them forf n50.

In this paper, we need to add one more parameter, rela
the theoretically predicted power spectrum of matterP(k) to
that of PSCz galaxiesPg(k) on large scales. This paramet
is the biasb[@Pg(k)/P(k)#1/2 from the stochastic bias for
malism @85–87#. Although it can in principle depend on
scale, we will assume that it is constant on the large sc
that we consider@24–31#. We will make no assumptions
about the value ofb, however, and therefore marginaliz
over this parameter before quoting constraints on the o
ten. In summary, we use the parameter vector

p[~t,Vk ,VL ,vdm,vb , f n ,ns ,nt ,As ,At ,b!. ~A2!

Note that the Hubble constant is not a twelfth independ
parameter, since

h5A vdm1vb

12Vk2VL
. ~A3!
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We wish to probe a large enough region of parameter sp
to cover even quite unconventional models. This way, c
straints from non-CMB observations can be optionally
cluded by explicitly multiplying the likelihood functionL(p)
by a Bayesian prior rather than being hard-wired in from
outset. To avoid dealing with prohibitively many models, w
use a roughly logarithmic grid spacing forvm, vb , andvn ,
a linear grid spacing forVk andVL , a hybrid fort, f n , ns ,
andnt , and~as described below! a continuous grid forAs ,
At , and b.

The recent progress in CMB accuracy has been so
matic that the grids used in some recent papers@2,3# are
already almost too sparse to accurately sample the sma
lowed regions of parameter space. We therefore modify
grid from @2# to zoom in on the favored parameter rang
while still retaining some outlier points to be on the sa
side. We let the parameters take on the following values

t50,0.05,0.1,0.2,0.3,0.5,0.8
VL50,0.1, . . . ,1.0
Vk such thatVm[12Vk2VL50.1,0.2, . . . ,1.0
vdm5.02,.05,.08,.13,.16,.20,.28,.40,.80
vb5.003,.013,.016,.020,.024,.03,.04,.05,.08,.13
f n50,0.05,0.1,0.2,0.3,0.4,0.6,0.8,1.0
ns50.5,0.7,0.8,0.9,1.0,1.1,1.2,1.4,1.7
nt521.00,20.70,20.40,20.20,20.10,0
As is not discretized
At is not discretized
b is not discretized

Note that the extent of theVk-grid depends onVL , giv-
ing a total of 103115110 points in the (Vm,VL)-plane.
Our discrete grid thus contains 7311039310393936
533,679,800 models. As in@32#, the main limitation on this
grid size is disk space rather than CPU time.

2. The three basic spectra and their normalization

It is convenient to write the two power spectraCl and
Pg(k) that we can measure as

Cl5AsCl
scalar1AtCl

tensor, ~A4!

Pg~k!5Asb
2P~k!, ~A5!

where the three basic power spectraCl
scalar, Cl

tensor, andP(k)
are all normalized consistently, corresponding to a fixed a
plitude of the gravitational potentialc when each mode is
outside the horizon. The default output ofCMBFAST first nor-
malizes the CMB output to COBE, but the new version
lows output of the raw unnormalized spectra that we ne
Cl

scalar depends on (t,Vk ,VL ,vdm,vb , f n ,ns), Cl
tensor de-

pends on (t,Vk ,VL ,vdm,vb ,nt) and P(k) depends on
(Vk ,VL ,vdm,vb , f n ,ns), so we need to compute thre
separate grids of models of dimensionality 7, 6 and 6,
spectively. We describe a fast and accurate way of doing
in Appendixes B and C.
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3. Likelihoods and marginalization

We compute the CMB likelihood exactly as in@32#, i.e.,
using the first results from Maxima and Boomerang as w
as all prior experiments@88# ~shown in Fig. 1! and taking
into account the effect of calibration errors.

For the PSCz galaxy power spectrum, we use only
band power measurements plotted in black in Fig. 2, om
ting the ones further to the right. This is a subset of t
measurements from@20# that includes information only a
scalesk,0.3h Mpc21 to ensure that we stay clear of non
linear effects. As a further precaution, we examine how
results change when this cut is further sharpened in S
IV B. We approximate the corresponding likelihood functio
by the multivariate GaussianLlss}e2x2/2, wherex2 is com-
puted using the measurements in Fig. 2. Each point in Fi
represents an uncorrelated measurement of the power
well-defined band whose full width at half maximum
~FWHM! is indicated by the horizontal bar. In computing th
likelihood, we take into account the detailed form of ea
band-power window.

The joint likelihood function is obtained by multiplying
the CMB and LSS likelihoods. Throughout this paper w
marginalize over the amplitudesAs , At , and the bias factor
b. Equations~A4! and ~A5! show that we can equivalentl
marginalize over these parameters separately for the C
and LSS likelihoods before multiplying them together, whi
simplifies the calculations in practice.

APPENDIX B: METHOD FOR COMPUTING Cl

We computeCl
tensor as described in@32#: by running

CMBFAST merely for a coarser grid invdm andvb ~on which
the dependence is weak! and interpolating onto our full grid
using a regularized multidimensional spline. SinceCl

tensor

only contributes to the first few hundred multipoles, it
much faster to compute thanCl

scalar, which is the real chal-
lenge.

1. The k-space split

The idea introduced in@55# and @32# was roughly speak-
ing to compute thel &100 andl *100 parts ofCl

scalar sepa-
rately and splice them together afterwards. The former
be computed just as fast asCl

tensor, since its dependence o
vdm andvb is weak and it is essentially independent off n .
The latter can be computed rapidly as well, since the o
effect of Vk andVL is to shift it sideways in a known way
To a decent approximation, thet-dependence can be inco
porated analytically as well, as simply a multiplication b
e22t. However, since there is a small bump of regenera
power from the new last scattering surface~which moves to
larger l ast is increased!, we opt to includet explicitly this
time—as mentioned, the algorithm is so fast that we are l
ited by disk space rather than CPU time anyway. In short,
high-l part of Cl

scalar only needs to be computed on
5-dimensional grid spanned by (t,vdm,vb , f n ,ns). More-
over, this is really only 4 ‘‘hard’’ parameters, sinceCMBFAST

treats multiplens-values simultaneously with no slowdown
7-10
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TOWARDS A REFINED COSMIC CONCORDANCE . . . PHYSICAL REVIEW D 63 043007
Although this approximation works well, it is typically
only accurate to 5–10 % or so. The main problem is with
splicing itself, since projection effects alias power from
given physical scale to quite a broad range ofl-values, blur-
ring the separation between the low and high grids. The n
method that we present here bypasses this problem by m
ing the split directly ink-space, where the actual physi
takes place. Specifically, we modifyCMBFAST to save only
the contribution toCl from below or above a certain wav
numberk* when it integrates the Boltzmann equation.

The ‘‘low’’ ( k,k* ) contribution corresponds to fluctua
tions on scales outside the horizon at recombination. T
makes it almost independent of the causal microphysics
creates the familiar acoustic peaks, i.e., almost indepen
of vdm, vb , and f n . Rather, it is dominated by what hap
pens at low redshift~the late integrated Sachs-Wolfe effec
reionization, etc.!.

In contrast, the ‘‘high’’ (k.k* ) contribution is essen
tially unaffected by low redshift effects, soVk and VL ~or
some other dark energy component that was negligiblez
*103) will merely take the pattern put in place atz;103 and
shift it sideways according to the angle-distance relations
Suppressing the other 9 parameters, we thus have

Cl
scalar~Vk ,VL!'Cl

low~Vk ,VL!1Cl 8
high

~0,0!, ~B1!

FIG. 11. Three examples of our method for computing CM
power spectra. The three panels show a flatL-model (Vk50,VL

50.7—top!, a moderately open model (Vk50.4,VL

50.3—middle! and a moderately closed model (Vk520.2,VL

50.9—bottom!. All three models havevdm50.1225,vb50.0245,
and f n50. The modelCl

high used in thek.k* calculation hadVk

5VL50, and is simply shifted sideways differently in each pan
whereas the (k,k* ) spectra (Cl

low) were computed separately fo
each model. The solid line shows the fullCMBFAST calculation
while the long dashed line shows the result of our new method,
the sum of the two dashed curves.
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where l 8[@dlss(Vk ,VL)/dlss(0,0)# l and dlss is the angular
diameter distance to the last scattering surface in Mpc~not in
h21 Mpc).

We tune the choice ofk* differently for each model,
choosingk* 51.5/dshor wheredshor5*csdh is the sound ho-
rizon at decoupling~herecs is the sound speed andh de-
notes conformal time!. In l-space, this value ofk* corre-
sponds approximately to the place were we did the splitt
in @32#, i.e., to the early rise of the first acoustic peakl
5100 for flat models, higher or lowerl for open or closed
models!.

Figure 11 shows an example of this splitting techniqu
We show three panels with a flatL model, a moderately
open model and a moderately closed model. Each panel
four curves. The solid line is the model calculated fully wi
CMBFAST from scratch. The long dashed line shows the sa
model calculated with our new technique, and is seen
differ by less than 2% across the spectrum. For completen
we also show the spectra fork,k* and k.k* that were
added in each panel. Note that thek.k* curve is the same
for the three panels, merely shifted sideways by differ
amounts to match the angular diameter distance.

We do not make a sharp cut atk* . Rather, to avoid nu-
merical problems, we use a soft cut defined by the funct

w~k![
2

11e2(k/k
*

)4 . ~B2!

Specifically, when computingCl
low and Cl

high, we multiply
the primordialk power spectrum byw(k) and @12w(k)#,
respectively. Note that even a sharpk-cut would result in a
fuzzy l-cut, since projection effects alias a givenk-value onto
a range ofl-values.

2. Testing theCl accuracy

To test the accuracy of our method, we drew a rand
sample of;103 of the models from our final grid and re

,

.,

FIG. 12. Median differences between the results of direc
computing a model withCMBFAST and the results in our grid as
function of l. The top panel shows absolute differences while
lower panel shows relative errors.
7-11
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computed them from scratch withCMBFAST. We also added
about 102 models to the test sample by hand that we s
pected might be particularly troublesome. The results
shown in Fig. 12. As can be seen, the median accurac
better than 2% for mostl-values. It should be noted that th
is a test not only of thek-space splitting technique, but of ou
full pipeline, which includes several steps of interpolation

One interesting thing to point out is that our median er
is substantially lower than our mean error. This occurs
cause there are a small number of outlier models where
find significantly larger errors. We should first note that o
worst model is never more that 30% off forl ,1000. An
examination of the worst models reveals our main source
inaccuracies. Our main source is percent level errors is
calculation of the angular diameter distances, which lead
small relative shift between the spectra. In models with sh
peaks, this can lead to large relative errors although the
curves are very similar to each other. Thus this is quit
benign error that can be further improved by a better ca
lation of the angular diameter distance but that has no ef
for the likelihood of current data which has window fun
tions that are much wider than this small shift.

The second source of error is in the region where
combine the high and lowk spectra. Usually our worst mod
els ~which are off by less than 15% in this region! have a
significant ISW contribution at lowl, so that this ISW con-
tribution is still significant for the highk wavelengths but
were not included because we always shift flatVm51 mod-
els. Although this source of error is inherent to our meth
it should not be a source of concern in practice because m
els with such a large ISW contribution are already ruled
by the data; in particular, they are inconsistent with the rat
flat low l power spectrum seen by COBE.

Finally there were errors that could be traced to
coarseness of our grid. Specifically our low grid had on
three values oft. Interpolation errors lead to difference
~around 10% for our worst models! for some hight models.
These errors could be trivially reduced by refining ourt-grid
although the hight models that are inaccurate are disfavor
by the data.

APPENDIX C: METHOD FOR COMPUTING P(k)

1. The approximation

When normalized according to Eq.~A5!, the matter power
spectrum P(k) depends on the six paramete
(Vk ,VL ,vdm,vb , f n ,ns). However, this dependence can
approximately factored as

P~k;Vk ,VL ,vdm,vb , f n ,ns!

'G~Vk ,VL!2T~hk;vdm,vb , f n!2S k

k0
D ns

,

~C1!

whereh is given by Eq.~A3!. HereG is the growth factor
from linear perturbation theory@81–83# andT is the transfer
function normalized so thatT51 for k50. We usek0
50.05 Mpc21 to match the tilt convention ofCMBFAST. It is
04300
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important to note that the wave number entering inT is mea-
sured using physical distance units Mpc21 whereas that en-
tering in P is measured in astronomical distance un
(h Mpc21). The approximation given by Eq.~C1! becomes
exact for the casef n50, and we will quantify its accuracy
for the neutrino case below.

We computeG numerically using the publicly available
Growl package@83#. There are excellent packages of fittin
formulas available for rapid computation of the transfer fun
tion T @89,90#, but unfortunately none of these current
handle the general case that we need. SinceT(k) depends on
merely three parameters, CPU time is not an issue and
simply compute it numerically usingCMBFAST @91#.

2. Testing theP„k… accuracy

To test the accuracy of our method, we drew a rand
sample of 103 of the models from our final grid that were no
ruled out at more than 5s and recomputed them from scratc
with CMBFAST. The results are shown in Fig. 13. We see th
the median accuracy of ourP(k)-method is better than 1%
for k&0.15 and never gets worse than about 1.4% over
range of interest. We also tested 103 random models from the
full parameter space~without the 5s cut on unphysical mod-
els!, obtaining median errors similar to the 90% curve in F
13.

The only reason that Eq.~C1! is not exact is that neutrino
affect the growth rate of fluctuations at late times whenVk
andVL become important.f n therefore cannot be separate
completely fromG. On the other hand,f n cannot be ab-
sorbed intoG either, since it suppresses only small-sca
fluctuations. Fortunately, Fig. 13 shows that Eq.~C1! is
nonetheless very accurate in practice, breaking down ba
only on scales smaller than are relevant to our present an
sis. This is because at the low redshifts whereVk and VL

become important, the neutrino free-streaming scale be

FIG. 13. Differences between the results of directly computin
model with CMBFAST and the results in our grid as a function o
wavelength. The error distribution of eachk is illustrated by its
median and 90th percentile. The top panel shows absolute di
ences while the lower panel shows relative errors.
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which fluctuations are suppressed is below a fewh21 Mpc
if mn.1 eV.

Even for f n50 when Eq.~C1! is strictly speaking exact
the practical implementation can cause small inaccurac
We found our 0.6% ‘‘noise floor’’ seen in Fig. 13 to be du
to the horizontal shifting of the transfer function given byh,
k,

J.

n.

.

rd

.

-
As

on

n,

c.

s.

04300
s.

which we accomplished with a cubic spline. This effect
also responsible for part of the rise in relative errors towa
small scales, where high baryon models have pronoun
wiggles. It should be possible to eliminate this problem
computing the input transfer function grid with more fine
spacedk-values, able to oversample all baryonic wiggles.
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