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Computer simulation has drastically changed chem-
ists’ perception and understanding of chemical reac-
tions and interactions in solution.1 Methods for
modeling solute-solvent interactions may be broadly
divided into two categories, according to the repre-
sentation of the solvent. The earliest approach, which
is still being widely used today, is based on a con-
tinuum treatment of the medium characterized by a
bulk dielectric constant.2 Continuum models can
provide valuable insight into the solvent effect and are
computationally efficient, but they lack specific infor-
mation on intermolecular interactions.2 The second
approach is based on Monte Carlo (MC) and molecular
dynamics (MD) simulation techniques, in which one
or more solute molecules are placed in a periodic unit
cell consisting of a few hundred or perhaps a few
thousand solvent molecules.3 Thermodynamic proper-
ties are averaged over geometries and conformations
sampled randomly in the MC simulation, or over a
time-dependent trajectory in the MD calculation.
These computational procedures are also used in
modeling biological macromolecules,4,5 providing valu-
able information in areas such as rational drug design.
In all simulation studies, the key element is the
accuracy of the potential energy functions used to
describe intermolecular interactions.
A rigorous quantum mechanical treatment of the

entire fluid system would be ideal in determining the
potential energy surface, but is too time-consuming
to be practical because of the size and complexity of
the system.5 Instead, molecular mechanics (MM) force
fields, which treat atoms and molecules as van der
Waals spheres, are traditionally used.3,4 Great efforts
have been made to develop reliable potential functions.
Now, a number of MM force fields are available for
organic and biological systems.6 MM calculations can
provide valuable information on molecular structure
and thermodynamic properties in solution such as the
free energy of solvation.4 Yet, the reorganization of
electronic structures in making and breaking chemical
bonds requires quantummechanical treatment. There-
fore, a logical alternative approach is to combine
quantum mechanical and molecular mechanical (QM/
MM) methods in MC and MD simulations.7-9 In such
a combined or hybrid QM/MM potential, the solute
molecule (or the reactant) is treated quantum-me-

chanically, whereas the rest of the system is ap-
proximated by MM force fields. An attractive feature
of the method is that it synthesizes the accuracy/
generality offered by QM calculations and the com-
putational efficiency of MM representations. The
procedure may be systematically improved by increas-
ing either the level of the QM treatment of the solute
or the sophistication of the MM force field.10 In this
Account, the focus will be our work on organic systems
in solution. References 7-9 contain additional techni-
cal details and reviews that reflect other research in
this area.

Combined Quantum Mechanical and
Molecular Mechanical Methods

Combined QM/MM potentials were first used in
classical trajectory calculations in the gas phase by
treating the π electron system quantum-mechanically
on a σ framework represented by molecular mechan-
ics.11 Subsequently, in a seminal paper, Warshel and
Levitt laid out the basic algorithm of the combined
QM/MM method for biological systems.7a The simula-
tion techniques presented here are based on the
procedure introduced by Field et al.8 Early calcula-
tions were primarily performed with energy minimi-
zations.12 MD andMC simulations were only practical
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recently thanks to advances both in computer technol-
ogy and in the development of QM algorithms.5,13-15

Figure 1 illustrates the treatment of a solution
system by the hybrid QM/MMmethod. The molecular
system (either a dilute solution or an enzyme) is
partitioned into a quantum mechanical region and a
molecular mechanical region. For the QM region,
electronic structure of the solute molecules is repre-
sented by a restricted Hartree-Fock (HF) wave func-
tion, Φ, which is written as a Slater determinant of
all doubly occupied molecular orbitals (MO). The
solvent atoms in the MM region are approximated by
empirical force fields. Bond lengths and angles of the
solvent molecules are often fixed to save computer
time, although torsional motions are generally in-
cluded in the MC simulation. This method can be
extended to open-shell systems and excited state
calculations, as illustrated later. The effective Hamil-
tonian of the system is given by eq 1,

where Ĥqm
o is the Hamiltonian for the QM solute

molecule, Ĥmm is the solvent-solvent interaction
energy, and Ĥqm/mm

el and Ĥqm/mm
vdW are the QM/MM

electrostatic (eq 2) and van der Waals (vdW; eq 3)
interaction Hamiltonians. In eqs 2 and 3, qs and Zm

are, respectively, charges on the solvent and solute
nuclear centers, N is the total number of electrons in
the solute, S and M are the total number of solvent
and solute atoms, respectively, and r and R are
distances of the solute electrons and nuclei from the
solvent atoms.
Since electronic structures of the solvent molecules

are not explicitly represented, the QM/MM vdW term
is required in eq 1 to account for the electronic
repulsion and dispersion interactions between the QM
andMM regions.8 The Lennard-Jones parameters σms
and εms in eq 3 are obtained by the use of geometric
means of atomic parameters for the MM (σs and εs)
and QM (σm and εm) regions, such that σms ) (σmσs)1/2
and εms ) (εmεs)1/2. σs and εs are taken directly from
the MM force field,6 whereas σm and εm are new
empirical parameters for QM atoms in the hybrid QM/
MM potential. The latter must be optimized for the
particular QM and MM combination in order to yield
good results for solute-solvent interactions.16 These
parameters depend on the atomic number and hybrid-
ization of the QM atom, and are fully transferable
from one system to another. They are determined by
fitting results from hybrid QM/MM calculations to full
ab initio or experimental data for hydrogen-bonded
complexes.14,16
The total energy of the fluid system at an instan-

taneous configuration during anMC or MD simulation
is evaluated by the expectation value of the wave
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Figure 1. Schematic representation of the partition of an organic system in methanol, a computatonal model for the proton transfer
reaction in creatinine. The electron density of the solute (creatinine) is colored by the electrostatic potential (blue is positive, and red
is negative) to emphasize that the solute is treated quantum-mechanically. The solvent methanol molecules, in which the methyl
group is represented by a single van der Waals sphere, are treated classically and are shown in a ball-and-stick model.
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function and is given as follows:

Technically, the computational procedure involves
modification of the one-electron integral term in
standard Hartree-Fock calculations of gas-phase
molecules.8,9,14 However, what is significant is that
the hybrid QM/MM approach provides a practical
bridge to extend theoretical organic chemistry beyond
the gas-phase realm to quantum mechanical investi-
gations in solution.
Ab initio or density functional theory (DFT) methods

would be desirable for use in combined QM/MM
calculations because computational accuracy can be
systematically improved.17 Indeed, both ab initio and
DFT procedures have been implemented and used in
QM/MM calculations.18,19 However, ab initio and DFT
methods are too slow to be practical in MC and MD
simulations of organic and biological systems because
millions of electronic structure calculations are needed.
For systems of organic and biological interest, com-
putationally efficient QM methods must be employed
at the present time in routine calculations. Conse-
quently, the semiempirical Austin model 1 (AM1)
theory developed by Dewar and co-workers and the
closely related PM3 method by Stewart have been
primarily utilized in QM/MM simulations.20 Warshel
has extensively used an empirical valence bond (EVB)
approach, in which empirical parameters are cali-
brated against experimental data.5,7

Bimolecular Interactions and Solvation Free
Energies

Applying hybrid QM/MMmethods, we have studied
a variety of bimolecular complexes between water and
organic compounds.16,19 In these investigations, the
organic species are treated quantum-mechanically,
and water is approximated by Jorgensen’s three-point
charge (TIP3P) model.21a Figure 2 depicts an example
of the structural arrangements for acetic acid and
water complexes. These studies provided crucial
validation of the hybrid QM/MMmethod for modeling
intermolecular interactions. In addition, the Lennard-
Jones parameters embedded in the hybrid QM/MM
potential (eq 3) are optimized through these calcula-
tions.16,19
Hydrogen-bonding energies predicted by the com-

bined AM1/TIP3P model were found to be in accord
with full ab initio 6-31G(d) and available experimental
data. This is demonstrated by a root-mean-square
(rms) deviation of 0.9 kcal/mol for 67 complexes.8,16
However, the semiempirical AM1 method tends to
underestimate charge separations, particularly for the

hydroxyl and amino groups.16 As a result, to maintain
reasonable agreement with ab initio interaction ener-
gies, hydrogen bond distances predicted with the
hybrid AM1/TIP3P potential are about 0.2-0.4 Å
shorter than the corresponding HF/6-31G(d) values for
some complexes.16 This certainly is a deficiency of the
AM1/TIP3P model, and demands further investiga-
tions to improve its quality. It should be noted that
empirical potentials such as Jorgensen’s OPLS (opti-
mized potential for liquid simulations) functions also
yield shorter hydrogen bonds by approximately 0.2 Å
for these complexes.21b

We have recently incorporated the ab initio GAMESS
package into our simulation program.22a Using the
3-21G basis set,17a we observed improvements in both
energetics and structure over the semiempirical AM1/
MM combination.19 Figure 3 shows a comparison of
interaction energies obtained from the hybrid HF
3-21G/MM and full HF/6-31G(d) optimizations for over
80 complexes. Figure 3 shows good correlation with
an rms deviation of 0.5 kcal/mol. Most significant is
the improvement in the predicted hydrogen-bond
distances; the average deviation from HF/6-31G(d)
values is less than 0.1 Å.
The key thermodynamic quantity needed to char-

acterize chemical equilibria in solution is the free
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Figure 2. Illustration of bimolecular complexes for acetic acid
with water. A variety of similar complexes have been studied
using the combined QM/MM method.

Figure 3. Comparison of interaction energies (kcal/mol) ob-
tained from the hybrid ab initio 3-21G/TIP3P model and 6-31G-
(d) optimizations.
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energy difference.23 A number of methods are avail-
able for computing the difference in free energy of
solvation between two solutes.2 The most widely used
technique is the free energy perturbation (FEP)
method,23,24 which involves “mutation” of one solute
into another through a series of simulations that
gradually change the geometrical and potential func-
tion parameters. However, it is difficult to annihilate
or create electrons and nuclei in HF calculations
employing a hybrid QM/MM potential. To circumvent
this problem, we have developed an elaborate, two-
step procedure for FEP calculations of molecules of
different sizes (A and B).14 The method is depicted
in the thermodynamic cycle below:

In the first step, the solvent electrostatic term in the
QM/MMHamiltonian (eq 1) is dwindled away, leaving
only the vdW term for solute-solvent interactions.
Then, the fictitious species A′ and B′ are intercon-
verted using standard MM procedures.23 Typically,
each conversion involves five to ten steps to yield the
free energy changes in eq 5.14,23 Note that Warshel
has used an alternative route, in which MM potentials
are first used to carry out fluid simulations. Then,
the free energy difference between the QM and MM
potential surfaces is determined on the basis of the
MM trajectory.5,7
The relative free energies of hydration for a series

of organic compounds and ions were determined at 25
°C and 1 atm using the AM1/TIP3P potential in
1992.14 The results were found to be in accord with
experimental data,25 with errors similar to those in
pure MM force field calculations. For example, the
difference in free energy of hydration between metha-
nol and ethane, a system widely used as a test case
for free energy perturbation (FEP) calculations, was
computed to be 6.2 kcal/mol, which may be compared
with the experimental value of 6.9 kcal/mol.25 These
calculations were recently extended to determine the
hydration free energies of the five nucleotide bases.26
The results from our QM/MM Monte Carlo simula-
tions are consistent with other theoretical predic-
tions.27 Still, several molecules exhibited larger de-
viations from experiment; the computed ∆∆Ghyd for
N-methylacetamide (NMA) was -8.5 kcal/mol, while
Wolfenden’s equilibrium experiments yielded a value
of -12 kcal/mol (relative to ethane).14,25 The disagree-
ment warns that the performance of the hybrid AM1/
TIP3P model must be verified for a given system.
Overall, a hybrid QM/MM potential making use of

the semiempirical AM1 theory can provide reasonable

descriptions for intermolecular interactions in the gas
phase as well as in solution, and the method may be
applied to study important chemical processes in
solution.

Solvent Polarization Effects

An important feature in the hybrid QM/MM calcu-
lation is that the solute wave function is determined
both in the gas phase and in solution, allowing an a
priori evaluation of the solvent polarization effects on
the solute electronic structure. Using a perturbation
approach,10 the solute electrostatic interaction energy
in solution can be expressed by eq 6, where Φ and Φo

are solution and gas-phase wave functions for the
solute, ∆E(1) is the first-order perturbation
(〈Φo|ĤQM/MM

el |Φo〉), representing the interaction en-
ergy of the “unpolarized” solute with the solvent. All
higher order perturbation terms consist of modifica-
tions to the wave function Φo and give rise to solvent
polarization energy.14a ∆Epol, which is always favor-
able (negative), can be further decomposed into two
components: a solute-solvent stabilization term,
∆Estab, and an energy penalty for distorting the solute
wave function from its gas-phase equilibrium state
into that in solution, ∆Edist. According to classic linear
response theory, ∆Estab ) -2∆Edist, which is repro-
duced by our numerical results listed in Table 1 for
several representative molecules in aqueous solution.14a
In addition, the MC-QM/MM simulation data are
compared with results from continuum solvation
models (Table 1).27 The agreement was remarkable,
despite the differences in computational procedures.
In all cases, the polarization effect is significant,
contributing 10-20% to the electrostatic energy. This
emphasizes the importance of including specific po-
larization terms in the MM force field for studies of
protein-DNA interaction and molecular recognition.
Indeed, polarization energies determined from com-
bined QM/MM simulations provide valuable informa-
tion needed to parametrize polarizable intermolecular
potential functions (PIPF). A set of PIPF potentials
for protein simulations is currently under develop-
ment.28
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A (HXs, HXs   )
el vdW^ ^

B (HXs, HXs   )
el vdW^ ^∆∆Gsol

∆GvdW(A′ B′)
A′ (0, HXs   )

vdW^
B′ (0, HXs   )

vdW^

∆∆Gsol(A B) = ∆Gsol(A) – ∆Gsol(B) + ∆GvdW(A′ B′)el el
sol (5)

 ∆Gsol(B) el ∆Gsol(A) el

sol

Table 1. Computed Polarization Energies and
Components (kcal/mol)a

compound E(1) ∆Estab ∆Edist Epol ∆Gpol(SCRF)

H2O -13.7 -3.7 1.8 -1.9 -0.7
CH3OH -10.3 -3.4 1.7 -1.8 -0.5
CH3NH2 -4.6 -0.9 0.4 -0.5 -0.3
CH3OCH3 -5.3 -1.5 0.8 -0.8 -0.4
CH3COCH3 -8.2 -3.1 1.5 -1.5 -1.2
CH3CO2H -14.6 -3.9 1.9 -1.9 -1.1
NMA -16.2 -7.9 3.9 -4.0 -2.0
adenine -19.5 -7.6 3.8 -3.8 -4.5
cytosine -34.8 -16.7 8.3 -8.5 -4.4
guanine -37.2 -15.6 7.8 -7.8 -5.6
thymine -21.2 -7.9 4.0 -4.0 -3.1
uracil -23.8 -7.8 3.9 -3.9 -3.8
a Energies are taken from simulations reported in refs 14 and

26. Free energies for the SCRF(AM1) models are from ref 27.

∆EQM/MM
el ) 〈Φ|ĤQM

o + ĤQM/MM
el |Φ〉 - 〈Φo|ĤQM

o |Φo〉 )

∆E(1) + ∆Epol (6)
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Molecular electronic polarization is also revealed by
the computed dipole moments in MC-QM/MM simu-
lations.14a,27e Most systems exhibit a significant di-
polar increase in water. In particular, the dipole
moments for the nucleotide bases are predicted to be
39-75% greater than their gas-phase values, a finding
in excellent agreement with results by Cramer and
Truhlar, and by Orozco et al., among others.27 In
addition, through the application of combined AM1/
MM potential in Monte Carlo simulations, molecular
electrostatic potentials (MEP) for organic compounds
have been evaluated in water.29 The average MEP
was then utilized to derive atomic charges. In the
past, this procedure has been widely used to develop
partial charges for MM force fields; however, previous
calculations have used gas-phase MEP-derived charges
for fluid simulations,6e neglecting the solvent polariza-
tion effect. Our approach takes into account the
solvent mean field through MC simulations, thereby
producing atomic charges that include solvent envi-
ronmental effects.29 Recently, Marrone et al. used a
similar procedure to determine partial charges of 18-
crown-6 and K+ in methanol, although only a single
solvent structure was used without ensemble averag-
ing.30

Conformational Equilibria in Solution

Computer simulation has a long history in studying
solvent effects on conformational equilibria.31 This
involves computation of free energy differences in
solvation of various conformers using the FEPmethod.
The first QM/MM application to conformational prob-
lems in solution was carried out in 1992 on the relative
basicity of the syn and anti lone pairs of acetate ion
in water.32 Recognizing that the basicity difference
between the two lone pairs is related to the free energy
difference of the syn and anti conformers of the
conjugated acid, we computed the potential of mean
force (pmf) for the hydroxy rotation in acetic acid in
aqueous solution. The results showed a significant
solvent stabilization of the anti structure by 4.8 kcal/
mol,32 which largely offsets the gas-phase energy
difference of 5.9 kcal/mol in favor of the syn con-
former.33 As a result, the pKa difference between syn-
and anti-acetic acid is reduced to less than 1 pKa unit
in water, in accord with Rebek and Zimmermann’s
experimental estimates,34 and with Pranata’s OPLS-
type calculation.33c

MC-QM/MM simulations were applied to the cis/
trans isomerization about the tertiary peptide bond

in dimethylformamide (DMF) in water, chloroform,
and CCl4.35 An aqueous environment was found to
increase the activation barrier of isomerization by ca.
1 kcal/mol, somewhat less than NMR experiments on
analogous compounds and previous MC calcula-
tions.36,37 An interesting finding from this study,
which has also emerged as a common feature in other
processes, is that differential polarization between the
ground and transition states plays a crucial role in
the mechanism of solvation.9,35 For DMF, the planar
ground state is more polarizable than the pyramidal
transition state (TS), resulting in much greater po-
larization stabilization of the ground state over the
TS. The polarization effect is accompanied by an
increase in dipole moment by 1.53 D compared to those
of the two TSs (0.4 and 1.0 D) in water.35

In a more recent study, the MC-QM/MM method
was used to study the tautomeric equilibria of 2- and
4-pyridone in water and chloroform.38 In agreement
with experimental findings, the gas-phase preference
of the hydroxy tautomers is predicted to be dramati-
cally reversed in water in favor of the keto forms by
-4.6 ( 0.2 and -3.7 ( 0.2 kcal/mol for 2 and 4,
respectively. In the less polar solvent CHCl3, on the
other hand, 3 is still found to be the preferred form,
but the two tautomers (3 and 4) exist in competitive
amounts. Remarkably, electronic polarization is com-

puted to contribute 40-60% to the free energy changes,
while the dipole moment of 4 is estimated to be 10.3
D in water, an increase of 4 D over the gas-phase
value. The result compares well with Cramer and
Truhlar’s calculation (10.8 D) using a generalized Born
solvation model.27b Other studies employing combined
QM/MM potentials include computation of cation-π
interactions between tetramethylammonium ion and
benzene in water,39a conformational equilibria in
dimethoxyethane,39b host-guest interactions between

(29) Gao, J.; Luque, F. J.; Orozco, M. J. Chem. Phys. 1993, 98, 2975.
(30) Marrone, T. J.; Hartsough, D. S.; Merz, K. M., Jr. J. Phys. Chem.
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(b) Gao, J. J. Phys. Chem. 1992, 96, 6432.
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K+ and 18-crown-6,39c and solvent effects on proton
transfer potential surfaces.39d

Chemical Reactions in Solution

Of great interest is simulation of chemical reactions
involving changes in covalent bonds. The hybrid QM/
MMmethod is impeccably suited for these studies.5,7-9

Our approach is similar to that used by Jorgensen,
and involves determination of the free energy profile
∆G(R), or the potential of mean force (pmf), as a
function of the reaction coordinate R.40 However, in
hybrid QM/MM simulations, it is no longer necessary
to specifically parametrize empirical potential func-
tions for a new reaction.40b Two components contrib-
ute to ∆G(R): the free energy change in the gas phase,
∆Ggas(R), and the free energy of solvation, ∆Gsol(R).
The gas-phase properties can be obtained by high-level
ab initio calculations using programs such as Gaussian
90 or GAMESS,22 which yield structural and energetic
results along with the reaction path. MC-QM/MM
simulations are used to produce changes in free energy
of solvation via the Zwanzig perturbation formula:23,24

where ∆R represents a small change in the reaction
coordinate, typically about 0.1-0.15 Å for bond dis-
tances and about 5° for bond angles. The brackets
〈...〉E(R) indicate an ensemble average over the potential
surface E(R). The reaction path in solution can also
be constructed using hybrid QM/MM potentials by
evaluating the multidimensional free energy surface.41a
Nucleophilic Substitution Reactions. The first

reaction studied was the SN2 Menshutkin reaction of
H3N + CH3Cl f CH3NH3+ + Cl-, which represents a
great challenge to the theory because of the large
solvent effect associated with the charge separation.41
To assess the structural and energetic changes, a two-
dimensional free energy surface was constructed
through a total of 87 MC-QM/MM simulations using
the combined AM1/TIP3P potential (Figure 4). The
computed ∆G‡ (26.3 ( 0.3 kcal/mol) is consistent with
the experimental activation energy of 23.5 kcal/mol
for the analogous reaction of NH3 + CH3I in water.42
An interesting observation from this study is the large
change of the TS structure due to solvent effects
(Figure 4), a result that is anticipated according to the
Hammond postulate.43 The MC simulation indicates
that the TS of the Menshutkin reaction occurs much
earlier in water than in the gas phase, with an
increase of 0.30 Å in the C-N distance and a con-
comitant decrease of 0.15 Å in the C-Cl bond length.
The gas-phase and aqueous reaction profiles are

compared in Figure 5, which demonstrates the strik-
ing solvent effect for this reaction.
Other QM/MM studies of nucleophilic substitution

reactions include the SN2 reaction of Cl- + CH3Cl in
water with the use of combined AM1(MNDO)/TIP3P
and EVB models,13 and the SN1 ionization reaction
(CH3)3CCl f (CH3)3C+ + Cl- with the AM1/TIP3P
potential.15c Liu and Shi investigated the nucleophilic
addition reaction between hydroxide ion and formal-
dehyde in water using a combined AM1/GROMOS
method, and found changes in the reaction path in
aqueous solution.15d
Pericyclic Reactions. The next reaction to be

investigated was the [3,3] sigmatropic Claisen rear-
rangement of allyl vinyl ether (AVE),44 which was
observed to have an intriguing aqueous rate accelera-
tion.45 MC-QM/MM calculations yield a TS stabiliza-
tion (∆∆G‡) of -3.5 ( 0.2 kcal/mol, which translates
to a 368-fold rate acceleration in water.44 The results
are in good accord with previous findings by Severance
and Jorgensen from molecular mechanics MC simula-
tions (-3.85 kcal/mol), and by Storer et al. employing
their reaction specific solvation model, SM4-SRP (-2.3
kcal/mol).46 Severance and Jorgensen attributed the
solvent effect to increased hydrogen bonding at the
transition state.46b Consistent with this explanation,
hybrid QM/MM simulations revealed additional in-
formation on the change of the charge distribution
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∆Gsol(R+∆R) - ∆Gsol(R) )

-kT ln〈e-[E(R+∆R)-E(R)]/kT〉E(R) (7)

Figure 4. Computed free energy surface for the Menshutkin
reaction of NH3 + CH3Cl f CH3NH3

+ + Cl- in water. Transition
states in the gas phase and aqueous solution are marked by an
O and an X, respectively. Energies are given in kilocalories per
mole and distances in angstroms.

Figure 5. Potential of mean force for the Menshutkin reaction
in water (solid curve) and in the gas phase (dashed curve). The
reaction coordinate is indicated by the curve across the diagram
in Figure 4.
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during the reaction. The differential polarization
effect between the TS and the reactant contributes
35% of the total ∆∆Gq.44,46a In addition, intrafragment
polarization rather than inter-fragment charge sepa-
ration between the allylic and oxallyl groups is found
to be key to the computed solvent effects.44
This work has been extended to substituted AVE

systems.47 Substitution of electron-withdrawing groups
on the oxallyl unit and electron-donating substituents
on the allylic fragment results in geometry changes

in transition structures, giving rise to a loose TS,
enhanced ionic character, and more profound solvent
effects.46c,47 Therefore, 2-cyano-6-methoxy-substituted
allyl vinyl ether was predicted to have a synergetic
effect with a solvent-induced rate increase of 6 × 105
times the rate in the gas phase, or 1700 times faster
than the parent AVE in water.47
The Diels-Alder reactions of cyclopentadiene (CP)

with methyl vinyl ether (MVE) and with isoprene were
recently investigated using the MC-QM/MM meth-
od.48a The computed aqueous stabilization of the TS
is -3.5 ( 0.4 kcal/mol, in reasonable agreement with
Breslow’s experimental value (-3.85 kcal/mol),49a and
Jorgensen’s MC prediction (-3.2 kcal/mol) using 6-31G-
(d) CHELPG charges.48b The enhanced hydrogen-
bonding interaction at the TS predicted by Jorgensen
is clearly revealed by the energy distribution functions
shown in Figure 6. In the hydrophobic system (CP +
isoprene), a greater solvent effect (-4.6 ( 0.3 kcal/

mol) is observed, and these results appear to be
consistent with recent experiments on the dimeriza-
tion of CP in water.49b These findings indicate that
hydrophobic effects play an important role in the rate
enhancement of Diels-Alder reactions.
Other Reactions. The MC-QM/MM method was

used to determine the pmf for the decarboxylation
reaction of 3-carboxybenzisoxazole in water,50 a reac-
tion extensively studied by Kemp and co-workers for
its gigantic solvent effects.51 The gas-phase reaction

path is determined at the HF/3-21G level, while the
solvent effect is evaluated with the hybrid AM1/TIP3P
model. An activation free energy ∆Gq of 26.1 ( 0.3
kcal/mol in water was computed, in agreement with
Kemp’s experimental value of 26.4 ( 1.5 kcal/mol.51
Solvent effects in other organic solutions were inves-
tigated by Houk and co-workers using OPLS-type
potentials in MC simulations.52 The computed kinetic
isotope effects are in agreement with experiment.51,52
Making use of the gas-phase and aqueous wave

functions obtained fromMC-QM/MM simulations, we
have calculated the change in electron density in the
hydration process for the reactant and TS structures
(∆F ) Fsol - Fgas).14,50 The charge density analysis,
which would not have been possible in molecular
mechanics calculations, revealed different origins in
the electronic polarization for the ground and transi-
tion states.50 In the ground state, charge polarization
occurs on the carboxylate group, whereas it takes place
on the isoxazole oxygen and nitrogen at the TS.

Simulating Electronic Excited States and
Photochemical Processes

An area that is virtually unexplored by computer
simulations is photochemical reactions and the solva-
tion of electronically excited states.53 Yet, many
chemical and biochemical events take place in the
excited states. Following the pioneering work of
Warshel,54 progress has been made in our laboratory
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Figure 6. Pair energy distribution functions for the Diels-
Alder reaction of cyclopentadiene and methyl vinyl ketone in
water. Units for the ordinate are number of molecules per 1
kcal/mol.
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and others.15b,55 We recently developed a combined
QM configuration interaction and MM (QMCI/MM)
method for simulating solvent effects on molecules in
the excited states.55 In this method, a CI wave
function is used to describe the QM solute molecule,
and to calculate ground and excited energies of the
solute in solution.
The procedure was applied to examine the solvato-

chromic shifts of the n f π* transition of acetone in
water and organic solvents, including CH3OH, CH3-
CN, CHCl3, and CCl4.55 Solvent spectral shifts have
been widely used by chemists to probe solvent polarity
and solute-solvent interactions.1 Theoretical inves-
tigations of the solvent effect on electronic spectra
were pioneered by McRae and Bayliss, and the early
computational techniques have been described in
several reviews.56 Our approach differs from most
previous studies in that the solvent molecules are
explicitly represented in quantum mechanical calcula-
tions. Specifically, a 5-orbital/6-electron CI wave
function that includes 100 configurations was used in
MC-QM/MM simulations.55 These computations were
performed on the ground-state potential surface;
thereby the excitation energy was obtained for the
solute molecule surrounded by the ground-state sol-
vent cage. Experimentally, the S0 f S1 excitation was
observed to be blue-shifted by 1560 and 570 cm-1 in
water and methanol, and red-shifted by 490 cm-1 in
CCl4, relative to that in the gas phase.56a For com-
parison, MC-QMCI/MM calculations yielded blue
shifts of 1694, 763, and 5 cm-1, respectively, in these
three solvents.55 The large blue shifts of the n f π*
transition in polar solvents are due to hydrogen-
bonding interactions that stabilize the ground state
more than the excited state owing to a decrease in
molecular dipole moments upon photoexcitation. The
red shift in nonpolar solvents results from a change
in dispersion interactions. Such interactions, how-
ever, were not included in our initial calculation, and
represent an area for future investigation. Recently,
Rosch and Zerner described a procedure that can treat
the dispersion effects in these calculations.57 Further,
Thompson and Schenter have used a hybrid QM/MM
model with MM polarization terms to study the excited
states in the photosynthetic reaction center.15b Stud-
ies of the spectral shifts in retinal and protonated
Schiff bases in solution and in bacteriorhodopsin are
currently in progress in our laboratory.
In another study, the MC-QMCI/MM method was

used to determine the ground- and excited-state pKa

difference of phenol in water.58 In the thermodynamic
cycle below, the ground- and excited-state pKa differ-
ence for phenol, or the free energy difference of the
two horizontal equations, is related to the difference
between the two vertical transformations (eq 8). High-

level QM calculations can be used to determine the
geometry and energy difference between the ground-
and excited-state species in the gas phase, while the
solvation free energies are determined by FEP calcu-
lations. Our MC-QM/MM simulations yield a pre-
dicted ∆pKa(PhOHfPhOH*) of -8.6 pKa units,58 on
the basis of gas-phase excitation energies determined
at the CASPT2 level of theory,59 and solvation free
energies from a series of Monte Carlo QMCI simula-
tions that involved 100 configurations. This gives rise
to a pKa of 1.4 for the singlet excited PhOH*. For
comparison, the experimental estimate of the acidity
change is about -6 pKa units (pKa(PhOH) ) 10.0, pKa-
(PhOH*) ) 3.6-4.1) using the Förster cycle.60 In view
of the large experimental uncertainties in determining
the excited-state pKa, theoretical calculations provide
an alternative approach to the investigation of solva-
tion of ground- and excited-state molecules.

Concluding Remarks

The ability to model organic reactions in solution
has greatly increased in the past decade. Previous
studies of chemical reactions have primarily utilized
molecular mechanics force fields, which involve labori-
ous and difficult parametrization. The methods and
examples presented here, which combine quantum
mechanics and molecular mechanics in statistical
mechanics simulations, provide an alternative avenue
to study organic processes in solution. Hybrid QM/
MM simulations offer the opportunity to obtain valu-
able insights into the solvent effects on solute elec-
tronic structure and molecular charge polarization.
These properties would be otherwise difficult to com-
pute using empirical MM force fields. Although
semiempirical methods have so far been used in most
applications, the procedure can easily be extended to
the more systematic ab initio method, and new com-
putational methodologies and applications will un-
doubtedly continue to emerge.
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∆G1(PhOH)

∆G2(PhOH*)

∆G3 ∆G4

PhOH PhO– + H+

PhOH* PhO*– + H+

2.303RT∆pKa = ∆G1(PhOH) – ∆G2(PhOH*) = ∆G3 – ∆G4 (8)
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