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Abstract

We consider the dynamical behavior of threshold systems driven by external periodic and stochastic signals and internal delayed feedback.
Specifically, the effect of positive delayed feedback on the sensitivity of a threshold crossing detector (TCD) to periodic forcing embedded in
noise is investigated. The system has an intrinsic ability to oscillate in the presence of positive feedback. We first show conditions under which
such reverberatory behavior is enhanced by noise, which is a form of coherence resonance (CR) for this system. Further, for input signals that
are subthreshold in the absence of feedback, the open-loop stochastic resonance (SR) characteristic can be sharply enhanced by positive delayed
feedback. This enhancement is shown to depend on the stimulus period, and is maximal when this period is matched to an integer multiple of the
delay. Reverberatory oscillations, which are particularly prominent after the offset of periodic forcing, are shown to be eliminated by a summing
network of such TCDs with local delayed feedback. Theoretical analysis of the crossing rate dynamics qualitatively accounts for the existence of
CR and the resonant behavior of the SR effect as a function of delay and forcing frequency.
© 2006 Elsevier B.V. All rights reserved.
1. Introduction

Feedback is an important concept in many areas of science,
particularly in physics [1]. The temporal evolution of a sys-
tem with delayed feedback is dependent not only on the current
value of state variables but also on their past values. Delayed
feedback occurs in many nonlinear systems such as optical res-
onators [2–4], chemical reactions [5], biological [6,7] and artifi-
cial [8] neural nets, and genetic and other physiological control
systems [9,10]. The importance of delayed feedback has further
been highlighted in chaos control [4,11], chaos communica-
tion [3], and anticipatory chaos control [12]. Memory effects
due to feedback strongly affect the dynamics when the asso-
ciated delays are commensurate with or longer than the time
scales of the system without feedback.

Many such feedback systems, including excitable biologi-
cal or optical systems, further involve sharp activation func-
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tions, or “thresholds”, and are driven by noise [13] and one
or more periodic inputs. The effect of noise on the switching
properties of threshold systems has received much interest in
the context of coherence resonance (CR) [15] and stochastic
resonance (SR) [14,16–19]. In particular, there have been very
recent studies of the enhancement by noise of the oscillations in
a network of delayed-coupled oscillators [21] and in a bistable
discrete-time stochastic map [22], of stochastic resonance in
a non-Markovian system [23] and of control of noise-induced
motion in relaxation oscillators using delayed feedback [24].
Recent studies have also highlighted the potential usefulness of
instantaneous feedback on SR [25–27].

The novel synergistic effects of noise and delayed feedback
on the synchronization of threshold elements to external input
are the subject of our Letter. We focus on single and paral-
lel arrays of threshold-crossing detectors (TCD). Each such
thresholding element produces a stereotyped brief “spike” at
the instants when a threshold level is exceeded, thus capturing
in a simple manner the key nonlinear features of excitable sys-
tems, biological, optical or other. Our results apply however to
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a large class of noisy systems with delayed feedback and ex-
ternal forcing. We find that the interaction of an intrinsic mode
due to delayed feedback with external forcing and noise leads to
a strong amplification of subthreshold input when the input pe-
riod matches the delay. Another way of describing this behavior
is to say that the TCD acts as a strong frequency selector, i.e.,
it will tend to resonate with and thus amplify a narrow range of
frequencies from a broadband input.

Our Letter is organized as follows. In Section 2, we present
the model used to study threshold elements with noise, deter-
ministic input and delayed feedback. Section 3 shows numer-
ical results on the behavior of a single threshold system with-
out feedback (“open-loop”) and with feedback (“closed loop”),
and in particular, on the behavior of the signal-to-noise ratio
(SNR) as the input noise intensity is varied. This section in-
cludes behavior of the system before and after sinusoidal forc-
ing, which reveals the presence of reverberating oscillations.
Section 4 then focuses on eliminating these reverberatory os-
cillations which are enhanced by a harmonic input of a certain
frequency and outlast its presence. This is done by considering
arrays of TCD’s, each with their individual feedback. An ap-
proximate analytical characterization of the reverberations and
dependence of the SNR on input frequency and feedback delay
follows in Section 5.

2. Model TCD with feedback

The TCD is a nonlinear system that generates a brief
spike—which for our purposes will be a Dirac delta function—
whenever its input crosses a fixed threshold. In our study, we
will confine the spike generation to crossings in the positive
direction only. Also, we will consider a TCD driven by lowpass-
filtered zero-mean Gaussian white noise, a sinusoidal input,
and pulses (“spikes”) from the output of this same TCD at a
previous time (Fig. 1(a)). This latter driving force is the de-
layed feedback. The strength of this feedback is set by the
feedback gain G defined below. In open loop, an input signal
A sin(2πf0t) is subthreshold if it is less than the TCD thresh-
old Δ0 (this threshold is measured with respect to zero) after
going through the lowpass filter of time constant τ2 in front of
the TCD, i.e., when A(1 + 2πf0τ2)

−1 < Δ0. This will always
be the case for the periodic forcing in our study.

This characterization of the external input as “subthreshold”
also holds in closed loop. However, in closed loop, one must
also consider whether an input in the form of a feedback spike
is sub- or suprathreshold. If G < 1, this spike will not reach
the TCD threshold: this is the subthreshold feedback situation.
Alternately, G > 1 corresponds to the suprathreshold feedback
situation. In this latter case, and in the absence of any external
input noise, a feedback spike will generate a sequence of spikes
roughly one delay apart. Noise may interrupt this process, or
may produce new spikes. In contrast, for the subthreshold case,
a spike can perpetuate itself via feedback only with the help of
external noise. As in the suprathreshold case however, noise can
also prevent a spike from generating future spikes.

On its own, a stochastic input will generate spikes at ran-
dom times, namely, whenever the stochastic input crosses the
(a)

(b)

Fig. 1. (a) Schematic diagram for the threshold crossing detector with delayed
feedback, driven by sinusoidal forcing and noise. (b) A time series of an input
to the detector with, below it, the associated spikes produced by the detector.
Feeding these spikes back to the input after a delay closes the feedback loop.

threshold from below. If the external noise is Gaussian white
noise, it is known that the mean time between such crossings
is zero unless precautions are taken to properly lowpass filter
this noise (see, e.g., [16]). Specifically, the spectral power den-
sity of the input fluctuations must decay at least as fast as ω4,
or else the threshold crossing rate is infinite (this is also true
for τ1 = τ2—see [28]). For this reason, we used throughout our
study a doubly filtered Gaussian white noise as the input noise
to a TCD, as in [16]. On its own this noise is governed by

(1)
d2y

dt2
+

(
1

τ1
+ 1

τ2

)
dy

dt
+ y

τ1τ2
= 1

τ1τ2
ξ(t)

where ξ is zero-mean Gaussian white noise satisfying
ξ(t)ξ(t ′) = 2Dδ(t − t ′). In the following, we will refer to D

as the noise intensity. This governing equation is actually re-
alized as part of the equations for the full model stated below
(Eq. (3)). In the context of our study, it is not necessary to de-
scribe this noise as internal or external; it could account for
synaptic noise at the input to a neuron, or quantum noise in a
laser cavity. For simplicity, we set τ1 = τ2 ≡ τ . In contrast to
the external noise, the feedback delta-spikes are singly filtered.
The rationale for this choice is simplicity, and also the similar-
ity to a neuron spike arriving at a cell and being transformed
into a synaptic response via a lowpass filter.

Mathematically, the model can be described as follows:

(2)τ1
dx

dt
= −x(t) + ξ(t),

(3)

τ2
dy

dt
= −y(t) + x(t) + A sin(2πf0t)

+ z0

∑
n

δ(t − tn − τD),

where x is the output of the first (leftmost in Fig. 1) lowpass
filter, y the output of the second lowpass filter (or input to the
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TCD), f0 the external forcing frequency, z0 the strength of the
feedback delta pulses, and tn the nth firing time of the TCD. The
feedback delay is denoted by τD . This system was integrated
numerically with an Euler–Maruyama scheme. The dynamics
are such that a feedback spike increments y(t) by an amount
z0/τ2, which allows to precisely define the feedback gain as
z0/τ2 ≡ G.

An exact theoretical analysis of the behavior of such a highly
nonlinear stochastic system is problematic, in particular be-
cause of its non-Markovian property arising from the delay (see
Section 5). Our study is thus based rather on numerical simu-
lations and analytical approximations. For positive feedback,
a feedback spike emitted τD seconds earlier pushes the input
of the TCD towards, and perhaps even past threshold. Because
the feedback is positive, this dynamical system has an inher-
ent tendency towards instability, i.e. spontaneous fluctuations
get amplified. For G = 0, i.e., the “open-loop” case, and with-
out periodic forcing, the ensemble-averaged mean threshold-
crossing rate ν due to the noise is predicted by Rice’s formula
[29] adapted to doubly-filtered Gaussian white noise [16]:

(4)ν0 = 4π
∫ ∞

0 f 2S(f )df

R(0)
exp

(
− Δ2

0

2R(0)

)

(5)= 1

2πτ
exp

(−τΔ2
0

D

)
.

Here R(0) = D/2τ is the autocovariance at lag zero (i.e., the
variance) of the doubly-filtered noise at the input of the TCD,

(6)S(f ) = 2D
(
1 + 4π2f 2τ 2)−2

is its power spectral density, and Δ0 is the threshold of the TCD
measured with respect to zero. Fig. 2 illustrates the spectral
properties of solutions of Eq. (3) with noise, periodic forcing
and delayed feedback; the behavior is illustrated for two values
of the noise intensity in both the subthreshold and suprathresh-
old feedback regimes. Multiple realizations of Eq. (3) were
computed numerically. For each realization, a power spectrum
of the spike train at the output of the TCD was calculated us-
ing the fast Fourier transform algorithm. In all our study, we
averaged spectra over many realizations of the noise; however,
we did not average over the phase of the input signal, which is
fixed at the same value for all realizations. The spectra shown
use a common frequency and power scale. In all cases, one sees
a periodic structure in the spectra, at harmonics of the forcing
frequency. The right panels show strong power at all harmon-
ics, since the feedback is strong and reinforces existing spike
patterns (i.e., they are more robust to the noise).

The signal in the rest of our study is a brief 1.6 second sine
wave, and signal-to-noise ratios (SNR) are computed from fir-
ing data for 1.6 seconds before, during and after the signal
presentation. One motivation for using such a signal is to un-
derstand detection of transient signals embedded in noise using
delayed feedback; applications include neural prostheses [31].
We will see that, like many other systems, feedback sets up
new intrinsic time scales that modify the intrinsic dynamics,
and their ability to differentially respond to certain kinds of in-
put.
Fig. 2. Power spectra of the spike trains generated by the TCD output
from Eq. (3). Specifically, for the subthreshold feedback regime (G = 0.5),
we used (A) D = 0.002 and (C) D = 0.01. For the suprathreshold regime
(G = 1.5), we used (B) D = 0.002 and (D) D = 0.01. Other parameters,
held constant throughout our study, are: τD = 0.05 s, A = 0.5, f0 = 20 Hz,
τ1 = τ2 = 0.005 s, and Δ0 = 1.0. With these parameters, the sinusoidal forc-
ing is always below the TCD threshold in the absence of feedback, i.e., it
is subthreshold. Each power spectrum was obtained by an ensemble average
over spike trains from 400 realizations, each one lasting 1.6 seconds. Fast
Fourier transforms were used on Hanning-windowed spike trains. The har-
monic structure at all integer multiples of the fundamental (i.e., signal) fre-
quency is clearly visible in all cases. Numerical integration was performed
using the Euler–Maruyama technique with integration time step 2.5 × 10−5 s.

3. Resonances for a single TCD

We first consider the case where a single TCD is driven by
noise and periodic input (subthreshold throughout our study)
as well as feedback spikes. The ratio of the spectral power at
the forcing frequency f0 to the noise floor at f0 was computed
from the averaged spectrum. The resulting signal-to-noise ra-
tio or SNR is plotted as a function of the noise intensity D in
Fig. 3 for open-loop and closed loop conditions. For open-loop
(G = 0), the SNR exhibits a unimodal curve, i.e., stochastic res-
onance (SR). This is consistent with results from previous work
on SR in nondynamical threshold crossing systems [16,17,19]
and leaky integrate-and-fire models of excitability [18,30].

In the open-loop case, the SNR differs from 1 only when
the stimulus is on; results for SNR before and after the peri-
odic stimulus are thus not shown. However, this is not the case
in closed-loop. Fig. 3 shows the SNR versus D for G = 0.5,
for a delay τD equal to the signal period 1/f0. The SNR was
computed for two-second realizations before, during and after
the sinusoidal forcing was on. We first note that the SNR-vs.-D
curve during the signal is sharper in closed loop than in open
loop. This attests to a stronger resonance in the closed loop sys-
tem.

Further, in contrast with the open-loop case, the SNR-vs.-D
curves before and after the signal have a similar shape to the
one during the signal, but with a smaller amplitude (smaller in
fact than for the open loop case during the signal). The noise
in fact increases the strength of this intrinsic oscillation in this
regime, which is a form of coherence resonance (CR) for this
feedback system [15]. This is a consequence of reverberation
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Fig. 3. Signal-to-noise ratio (SNR) versus external noise intensity D for the
subthreshold feedback regime with G = 0.5 for a single TCD with feedback.
The SNR is measured on the spike train from a single detector with a de-
lay τD = 0.05 ms in the subthreshold feedback regime (G = 0.5). Data are
shown for three cases: the pre-signal case (1.6 seconds prior to sinusoidal forc-
ing); the signal case (1.6 seconds of sinusoidal forcing at f = 20 Hz), and the
post-signal case (1.6 seconds following the signal). Also plotted are the SNR
data for the open-loop case G = 0. The SNR-vs.-D curve is more narrowly
peaked in the feedback situation, i.e. the stochastic resonance is sharper. The
pre- and post-signal cases also show resonances, which is a form of coherence
resonance for this system. Each power spectral density was computed from an
average over 2000 realizations of 1.6 seconds each. The signal component S is
given by the power at 20 Hz, and the noise N was estimated by averaging the
spectral powers at 10 and 30 Hz. The SNR is given by S/N . The uncertainty in
the SNR is on the order of the symbol size used to plot the data.

Fig. 4. SNR versus external noise intensity D as in Fig. 3, but for the perithresh-
old feedback regime G = 1.0.

caused by positive feedback: any spike generated by the noise
will reduce the distance to threshold in the TCD after a delay.

In fact, the feedback alone can, with sufficient gain as in
Fig. 4 (G = 1.0) and Fig. 5 (G = 1.5), act as a suprathreshold
forcing, even though the first spikes were generated by noise
and the periodic signal is subthreshold. One spike can statis-
tically pertuate itself and generate new spikes over many suc-
cessive delay periods; the noise will eventually suppress some
or all of these spikes, and create new forward “avalanches” of
spikes. This reverberatory activity is due to an intrinsic insta-
bility of the autonomous system (see below). The strength of
Fig. 5. SNR versus external noise intensity D as in Fig. 3, but for the
suprathreshold feedback regime with G = 1.5.

the SNR simply increases with the feedback gain, and for the
gains in Figs. 4 and 5, the SNR-vs.-D are now monotonically
decreasing rather than unimodal.

Thus, for perithreshold and suprathreshold feedback, noise
simply degrades the SNR. In fact, it degrades the intrinsic re-
verberatory oscillation, which itself is highly strenghtened by
the periodic forcing when the delay and forcing frequency are
reciprocally related. As we will see, this is because the intrinsic
oscillation is at a frequency close to the reciprocal of the delay
(see Section 5), and thus the system exhibits a resonance at this
frequency.

4. Parallel network of TCDs with feedback

This ongoing reverberation seen in Figs. 3–5 before and
after the signal can interfere with signal detection. Reverber-
ation can be eliminated, all the while significantly increasing
the SNR, by using a summing network of parallel feedback
loops (Fig. 6) driven by the same periodic signal. In our model,
the noise in one loop is uncorrelated with that in other loops,
and a given TCD receives feedback only from itself. By ana-
lyzing the superposed spike trains from all TCDs, we observe
a huge enhancement of the SNR compared to the single-loop
case, caused by the cancellation of the uncorrelated firing activ-
ity in the summed output. Further, the pre- and post-signal SNR
are now drastically lower than during the signal. This summing
operation thus allows a clearer separation between the signal
and nonsignal conditions.

The effect of the feedback delay τD on the SNR is the subject
of Fig. 7. At all noise intensities investigated, there are signif-
icant resonances at multiples of 0.05 s, the reciprocal of the
forcing frequency. Further, at every delay investigated, the suc-
cession of SNR values as a function of increasing noise reveals
that SR is always present. SR is simply magnified when the
reciprocal of the frequency matches an integer multiple of the
delay. This matching condition is all the more sharper the larger
the delay is (not shown).

These results imply that if a broadband subthreshold signal
is presented at the input of this feedback system, its components
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Fig. 6. SNR vs. D for a summing feedback network of 100 parallel detectors
in the subthreshold feedback case with G = 0.5 and τD = 50 ms, i.e., the delay
equals the value of the forcing period. The output on which the SNR is com-
puted is the sum of the spike trains from each detector. At each noise value, the
spike train power spectrum from which the SNR was computed was obtained
from an average over 40 realizations of the network dynamics, each realization
lasting 1.6 seconds. The different curves are as defined in Fig. 3.

Fig. 7. SNR as a function of the feedback delay for different values of the noise
intensity D. Simulations here are for the summing network of 100 detectors in
the subthreshold feedback case G = 0.5, as in Fig. 6. One notices resonances
near integer multiples of the delay (τD = 50 ms). Further, at each value of the
delay used for our simulations, one sees the SNR increase, then decrease, i.e.,
stochastic resonance is seen at each delay. At each delay and noise intensity,
the SNR was determined from an average of 40 realizations of the network
dynamics, each lasting 1.6 seconds. The stimulus amplitude was A = 0.5, and
its frequency was 20 Hz. Since the harmonic structure changes with the delay,
the noise floor used for the SNR calculation was estimated as the asymptotic
power at high frequency, which is proportional to the mean firing rate.

that match the delay will be strongly amplified and statistically
sustained in the loop; in other words, a TCD with delayed feed-
back can act as a sharply tuned stochastic resonator. The origin
of these resonances is the subject of the next section.

5. Analysis of the resonances

A full theoretical analysis of these SNR data is not yet pos-
sible, due to the nonlinear and non-Markovian nature of these
stochastic delayed dynamics, and to the multistability it may
exhibit with respect to initial conditions on (−τD,0) [20]. It is
possible however to analyze certain novel dynamical features of
this system. To understand the resonant nature of the system in
Fig. 1 and its implications for CR and SR, we formulate a dy-
namical equation for y(t), the voltage input right at the TCD.
The basic idea of our approach is to estimate how the amplitude
of this voltage depends on the frequency of sinusoidal forcing.
It is known [17] for a TCD in open loop that the SNR goes as

(7)SNR = ν0A
2Δ2

0σ
−4 exp

[−(Δ0/σ)2/2
]
,

where σ is the rms value of the noise. In other words, the SNR
depends on the square of the input sinusoidal amplitude. In
our system, the amplitude A above will in fact depend on the
resonant nature of the TCD with feedback; for example, this
amplitude will be replaced by an effective amplitude that will be
amplified for certain frequencies. At those frequencies, which
as we will see below are near the reciprocals of multiples of the
delay, one can expect a larger effective amplitude, and thus ex-
pect a higher SNR. In other words, we expect the SNR to reflect
the resonance properties of the effective amplitude.

We assume that the lowpass-filtered noise sets the mean
TCD threshold-crossing rate according to Eq. (5). However, the
barrier height in Eq. (5) is made an instantaneous function of
y(t), i.e., Δ(t) = Δ0 − y(t) (see also [17,31] for open-loop sit-
uations). We further assume that the time-dependent feedback
at the input to the second lowpass filter (Fig. 1(a)) at time t is
proportional to the product of the instantaneous threshold cross-
ing rate of the TCD at a time t − τD and the feedback gain.
This is simply Campbell’s theorem for time-dependent shot
noise [32], which allows us to approximate the feedback signal
by gν(t − τD) (the feedback strength g will be proportional to
the feedback gain G used up to now). This assumption is further
justified by the fact that, in the absence of feedback, the density
of time intervals between successive threshold crossings is very
nearly exponential (data not shown)—it is of course exponen-
tial for Poisson noise; it remains approximately exponential if
the feedback is not too strong. This time-dependent feedback
signal is then lowpass-filtered along with the noise and sinu-
soidal input, yielding

τ
dy

dt
= −y(t) + A sin(2πf0t)

(8)+ g

2πτΔ0
exp

{
− τ

D

[
Δ0 − y(t − τD)

]2
}
.

This equation can further be nondimensionalized to

dz

dt
= −z(t) + Ã sin(ω̃t)

(9)+ g

2πτΔ0
exp

[
−τΔ2

0

D

(
1 − z(t − τ̃D)

)2
]
,

where time is now in units of the filter time constant τ , τ̃D ≡
τD/τ , ω̃ ≡ ωτ , and Ã ≡ A/Δ0.

This description only tracks the time-dependent mean of
the feedback, which fluctuates with every spike; it neglects the
time-dependent variance of this feedback. This variance also in-
creases whenever spikes occur (this can also be understood via
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Campbell’s theorem), and affects the instantaneous noise inten-
sity at the input to the TCD after the time delay and the response
of the second filter. A proper treatment of these fluctuations in
the mean and variance, necessary to eventually explain quanti-
tatively the SNR results rather than qualitatively, is beyond the
scope of our study. A better approach to that problem is in fact
to use global coupling, i.e., to have every TCD feedback to all
TCD’s, an interesting problem for future work.

We also note that, even without sinusoidal forcing (A = 0),
there can be more than one fixed point to Eq. (8). Further, bi-
furcations may occur as parameters are varied. The full study
of these possible behavior across parameter space also goes be-
yond the scope of our study. In particular, an accurate descrip-
tion of the resulting dynamics again requires a proper treatment
of how the rate of feedback spikes not only increases the input
to the TCD, but also the total noise level.

Here we focus on providing simple analytical insight into
the resonant behavior of this system. The sharp tuning of the
SNR as a function of delay seen in Fig. 7 for a fixed input
frequency can be understood by considering the effect of forc-
ing on Eq. (8) linearized around the fixed point z∗. Defining
Z(t) ≡ z(t) − z∗, we have

(10)
dZ

dt
= −Z(t) + βZ(t − τ̃D) + Ã sin(ω̃t),

where β is the slope of the TCD characteristic at z∗, i.e., β ≡
df
dz

(z∗) where

(11)f
(
z(t)

) ≡ g

2πτΔ0
exp

[
−τΔ2

0

D

(
1 − z(t)

)2
]
.

Without forcing (A = 0), the eigenvalues s = μ + iω of this
delay-differential equation satisfy s + 1 − β exp(−sτ̃D) = 0.
Since β > 0, the infinite number of roots of this equation
are all stable. Further, because τD/τ is large, the imaginary
parts of the eigenvalues are approximately ωi ≈ 2πk/τD , k =
0,±1,±2, . . . . The real parts of these roots are very close to
zero, and slowly become more negative with increasing k start-
ing from the value of the most unstable eigenvalue, s0 = μ0 ≈
(ln τ)/τD . This system thus has a real eigenvalue s0, plus an in-
finite number of complex conjugate eigenvalues with roughly
the same small real part but with imaginary parts that are close
to harmonics of ω1 ≈ 2π/τD . These harmonics can be seen in
the spike train spectra in the absence of feedback (not shown),
and are reinforced by the presence of periodic forcing near the
fundamental of this harmonic structure (see Fig. 2).

The amplitude of the solution of Eq. (10), and by extension
of Eq. (8), will then resonate for a driving frequency f0 close to
the inverse of the delay. The stationary solution of Eq. (8) as a
function of sinusoidal forcing frequency for different feedback
gains is shown in Fig. 8. The resonances are seen at multiples
of the reciprocal of the delay. Further, Fig. 9 shows the station-
ary solution as a function of delay for different feedback gains.
The resonance structure is the same as in the simulations of the
model system in Fig. 7. It is also seen, in both Figs. 8 and 9,
that the resonances are amplified by the feedback gain.

Finally, Fig. 10 shows the amplitude of the oscillations as
a function of the delay for different noise intensities (the feed-
Fig. 8. Steady state amplitude of the solution of Eq. (8) which approximates
the behavior of the deterministic rate dynamics, as a function of the sinusoidal
stimulus frequency for different values of the feedback strength g. The feed-
back delay is τD = 0.05 s, and the sinusoidal forcing frequency is its reciprocal,
20 Hz. Increasing the feedback strength clearly enhances resonant behavior
near integer multiples of an internal mode frequency that is approximately equal
to the forcing frequency. Note the monotonically decreasing response in the ab-
sence of feedback g = 0, illustrating the lowpass open-loop behavior of the
system. Numerical integration was carried out using an Euler scheme with time
step 0.001 s. Other parameters are τ = 0.005 s, D = 0.001, Δ0 = 1.0, A = 0.5
and the initial condition was x(0) = 0.1. When A = 0, the fixed point was
0.0022, 0.0045 and 0.0069 for g = 0.01, 0.02 and 0.03, respectively.

Fig. 9. Steady state amplitude of the solution of Eq. (8) which approximates
the behavior of the deterministic rate dynamics, as a function of the feedback
delay for different values of the feedback strength g. The sinusoidal forcing
frequency is equal to 20 Hz. As in this figure, increasing the feedback strength
clearly enhances resonant behavior near integer multiples of the delay. Note the
flat response in the absence of feedback (g = 0). Parameters are as in Fig. 8.

back gain is now constant). One sees the curve move up and
then down with increasing noise, which is a manifestation of
SR at each individual delay. Near the optimal noise intensity,
the resonances are sharper, as they are in the network simula-
tions shown in Fig. 7.

Since it is known that the SNR for the usual open-loop TCD
increases with the square of the amplitude of the periodic forc-
ing as in Eq. (7), the resulting large amplitude motion in Eq. (8)
in response to the resonant forcing will also increase the SNR
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Fig. 10. Steady state amplitude of the solution of Eq. (8) which approximates
the behavior of the deterministic rate dynamics, as a function of the feedback
delay for different values of the noise intensity D. The sinusoidal forcing fre-
quency is equal to 20 Hz. The curves first increase, then decrease as a function
of noise intensity, as in Fig. 7. Parameters are as in Fig. 8, and the gain was set
at g = 0.02.

in closed loop. Further, since such motion in the full nonlin-
ear system Eq. (8) will generate, by mode-coupling, power at
harmonics of the forcing period, and since the other resonant
modes of the linearized system are close to these harmonics,
resonances will occur at these harmonics as well.

The negative feedback dynamics [33] are likely to also dis-
play coherence resonance and stochastic resonance, to include
bifurcations to oscillatory behavior, and to exhibit resonances
at harmonics of π/τD . This, along with combinations of posi-
tive and negative feedback, as occur in many applications, will
be presented elsewhere. The highly complex dynamics of a
simple TCD with delayed feedback are clearly not of the “non-
dynamical” type, as in the open-loop case. The specific inter-
play of their deterministic and stochastic resonance properties
will depend on the particular shape of the input–output charac-
teristic of the TCD, including the usual presence of a refractory
period, in the particular physical, chemical or biological con-
text.
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