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PREFACE

The theory of geometrical probability is� certainly� one of the oldest branches of
probability theory� It deals with probability distributions on spaces of geometrical
objects �points� lines� planes� triangles� sets etc�� and the corresponding random
elements� see Ambartzumian ������� The notion of a random closed set was introduced
by Kendall ���	
� and Matheron ���	��� Since their studies the concept of probability
was de�ned in a satisfactory manner from the point of view of probability measure
on a space of closed sets�

Although a random closed set is a special case of general random elements� random
sets have special properties due to the topological structure of the space of closed sets
and speci�c features of settheoretic operations� Therefore� wellknown theorems of
classical probability theory gain new meanings and features within the framework of
the theory of random sets�

The role and place of limit theorems in probability theory can scarcely be exagger
ated� Many important distributions appear as limiting ones with respect to various
operations� It is of great interest to derive limit theorems for random sets with respect
to settheoretic operations such as union� intersection or Minkowski �elementwise� ad
dition� It should be noted that limit theorems for random vectors will naturally follow
from limit theorems for random sets� since a random vector can be considered to be
a singlepoint random set� On the other hand� limit theorems for random sets gain
new features as long as we deal with shapes of limiting random sets and summands�

The limit theorems for random sets have been investigated mostly for the Min
kowski addition� The properties of this operation imply that the limiting distribution
corresponds to a convex random closed set� Since any convex set can be associated
with its support function� limit theorems for Minkowski sums follow from the central
limit theorem for sums of random support functions as Banachspacevalued random
elements�

In these notes we consider limit theorems for unions of random sets� It should
be noted that the union scheme for random sets generalizes the maxscheme for ran
dom vectors in a partiallyordered space� whereas Minkowski addition of random sets
generalizes the additive scheme for random vectors in a linear space� Limiting ran
dom sets for normalized unions of independent identically distributed random sets are
naturally said to be unionstable�

It is wellknown that the distribution of a random closed set is determined by
the corresponding capacity �or hitting� functional on the class of all compacts� This
functional is a socalled alternating Choquet capacity of in�nite order� Although
there are many examples of capacities� sometimes they are not alternating or the
corresponding random sets are di�cult to construct and simulate� The main stumbling
block in the theory of random sets and� especially� in statistics of random sets� is the
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shortage of convenient models of random sets� In fact� until now only the graingerm
�or Boolean� model provides suitable examples of random sets� In this connection� it
should be noted that limit theorems for unions and convex hulls supply us with new
models of random sets� which appear as limits�

Unlikely distribution functions of random variables� a principal problem in the
theory of random sets is to reduce the number of compacts needed to determine the
distribution of a random set by means of its capacity functional on the chosen class�
Similar problems are of no interest in classical probability theory� since a distribution
function or density are de�ned naturally on the whole space� The chosen class of
compacts then appears in a strong law of large numbers for unions and in de�nitions
of probability metrics for random sets�

Similarly to the maxscheme for random variables or coordinatewisemaximum
scheme for random vectors� the analysis of unions of random closed sets uses the
technique of regularly varying functions� On the other hand� the theory of random sets
sparks the theory of regularly varying functions with new concepts such as regularly
varying capacities or multivalued regularly varying functions�

The probability metrics method elaborated by Zolotarev ������ has proved its
e�ciency in the study of limit theorems for random variables� We de�ne some proba
bility metrics for random closed sets and apply them to limit theorems for unions� The
essence of this method lies in proving limit theorems with respect to the most �con
venient� metric for the given operation� Then the speed of convergence is estimated
with respect to other metrics by the instrumentality of the appropriate inequalities
between probability metrics�

Many of the ideas of these notes originate in the pioneering work done by Matheron
���	��� who introduced the �rst notion of unionstability and in�nitedivisibility of
random sets� Very general notions of in�nite divisibility and stability of random sets
with respect to various settheoretic operations were introduced by Trader �������
Some of the results presented in these notes are closely connected with recent works
on general extremal processes� maxstable random vectors and latticevalued random
elements� see Norberg �����b� ���	�� Vervaat ������� Pancheva ������� Gerritse ������
������

The book begins with the introduction of the basic tools and known results on
random sets distributions and their weak convergence� Although the book is devoted
to the study of limit theorems for unions� in Chapter � we present several results
on Minkowski sums of random compact sets in the Euclidean space� In Chapter �
we bring the notions of unionstable and convexstable random closed sets� Their
distributions are characterized in terms of the corresponding capacity or inclusion
functionals� In Chapter 
 we prove limit theorems for scaled unions and convex
hulls of random sets� Limit theorems for unions of special random sets �random
triangles� balls� are considered too� Almost sure stability of unions is investigated in
Chapter �� In Chapter � the limit theorems for unions are reformulated in terms of
regularly varying multivalued functions� whose de�nition is introduced too� Chapter
	 is devoted to the development of the probability metrics method in the framework of
random sets theory� In the last chapter we discuss several applications� The content
of Chapter � ranges from the estimates of the volume of random samples and the
corresponding statistical tests to the limit theorems for pointwise maxima of random
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functions and polygonal approximations of convex compact sets�

In each chapter we use notations introduced in it without any comments� While
referring to theorems� propositions� examples� formulae etc� from the same chapter we
use twodigit notations� e�g�� ����� designates the second formula from the third section
of the same chapter� Otherwise threedigit notations are used� e�g�� Theorem �����
designates Theorem ��� from Chapter ��

I am grateful to Professor V�M�Zolotarev for suggesting the idea of writing these
notes and for his further encouragement� These notes appeared as a result of an at
tempt to generalize the probability metric method for random closed sets� The idea
originated in the annual workshop on stability problems for stochastic models orga
nized by V�M�Zolotarev and V�V�Kalashnikov� I thank the organizers and participants
of this workshop for helpful comments�

This book was bene�ted from a lot of discussions with Professor D�Stoyan� His
suggestions led to a substantial improvement of the text� The �nal stage of the work
was carried out at the time of my stay at the Technical University Mining Academy
of Freiberg� This stay would have been impossible without the �nancial assistance
of the Alexander von HumboldtStiftung �Bonn� Germany� and the hospitality of the
Mining Academy� Many thanks for the help and concern of my colleagues from the
Institute of Stochastics of the Mining Academy�

I am indebted to all my colleagues for invitations� comments and stimulating
discussions of this work at di�erent stages and sending me reprints and preprints�
especially� to A�J�Baddeley� N�Cressie� W�F�Eddy� F�Hiai� N�V�Kartashov� V�S�Ko
rolyuk� E�Omey� E�Pancheva� T�Norberg� R�Rebolledo� A�D�Roitgartz� V�Schmidt�
F�Streit� W�Vervaat� R�Vitale� W�Weil� M�Zhle and many others�

Special thanks go out to my mother for her invaluable help and constant attention
to my research work�

Freiberg� den ��������� Ilya Molchanov
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Chapter �

Distributions of Random Closed

Sets

��� The Space of Closed Sets�

Roughly speaking� a random closed set is a random element in the space of all closed
subsets of the basic setting space E� The setting space E in the classical theory of
random sets �see Matheron ���	��� Stoyan� Kendall and Mecke ����	�� Cressie and
Laslett ����	� as principal references� is supposed to be locally compact� Hausdor�
and separable� It should be noted that Norberg and Vervaat ������ recently showed
that nonHausdor� E is the natural setting too�

Everywhere below we consider random closed sets in Rd only� i�e� we suppose E
to be equal to Rd � Nevertheless� many results can be easily reformulated for random
closed sets in a general �nitedimensional linear space E� The dimension d of the
Euclidean space is supposed to be �xed� The Euclidean norm and metric in Rd are
denoted by k�k and ���� �� respectively� The ball of radius r centered at x is denoted
by Br�x�� We shortly write Br instead of Br��� and B instead of B�����

De�ne F to be the family of all closed subsets of Rd �including the empty set ���
Introduce subclasses of F by

FX � fF � F � F �X � �g�FX � fF � F � F �X �� �g� �����

where X � Rd � The class F is endowed with the topology Tf �sometimes called
hit�or�miss topology� generated by

FK
G������Gn

� FK � FG� � � � � � FGn� �����

where n � �� K runs through the class K of compacts in Rd � G�� � � � � Gn belong to
the family G of all open sets� It was proven that the space F furnished with the
hitormiss topology is compact� separable and Hausdor�� see Matheron ���	���

A sequence of closed sets Fn� n � �� converges in Tf to a certain closed set F if
and only if the following conditions are valid

�F� if K �F � � for a certain compact K� then K �Fn � � for all su�ciently large
n�

�F� if G � F �� � for a certain open set G� then G � Fn �� � for all su�ciently large
n�

�
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We then write F � F	limFn or Fn
F	
 F �

Let Tk be the topology on K induced by Tf � To ensure the convergence of a
sequence Kn� n � �� of compact sets in Tk an additional condition is required�

�F� there exists a compact K � such that Kn � K � for all n � ��

We denote K � K	limKn in case Kn converges to K in Tk �
The convergence of compact sets in Tk can be metrized by means of the Hausdor�

metric �H on K� The Hausdor� distance between two compacts K and K� is de�ned
as

�H�K�K�� � inff� � � � K � K�
� � K� � K�g� �����

where
K� � �fB��x� � x � Kg � K  B����

is the �envelope of K�  is the Minkowski addition �see Section ����� The Hausdor�
distance between two closed sets is de�ned similarly� However� it can be in�nite�

The upper limit F	lim supFn is the largest closed set F which satis�es the con
dition �F�� Similarly� K	lim sup is de�ned by combining �F� and �F��

Lemma ��� Let Kn� n � �� be a sequence of compact sets� Then K � K	lim supKn

if and only if
�n � inff� � �� K � K�

ng 
 � as n
��

Proof� Let �n 
 � as n 
�� For any x from K there exists a sequence of points
xn � Kn� n � �� such that kx 	 xnk � �n� Thus� xn 
 x as n 
 �� so that
x � K	lim supKn�

Let K � K	lim supKn� Suppose that �n � � � �� n � n�� Then there exist points
xn � K� n � n�� such that B��xn� �Kn � �� Without loss of generality suppose that
xn 
 x� � K as n 
�� Then B����x�� �Kn � �� n � n�� i�e� x� �� K	lim supKn�
Hence �n 
 � as n
�� �

For later use we denote by �M � IntM � �M � M c� conv�M� respectively the closure�
interior� boundary� complement in Rd and the convex hull of any set M � Rd �

A set M is said to be canonically closed if M coincides with the closure of its
interior� i�e� M � IntM �

��� Random Closed Sets and Capacity Function�

als�

According to what has been said� a random closed set is an Fvalued random ele
ment� To complete this de�nition the class F is endowed with the Borel 	algebra 	f
generated by Tf � Then a random element in �F � 	f� is said to be a random closed set
�RACS�� Here are several examples of random closed sets� random points and point
processes� random spheres and balls� random halfspaces and hyperplanes etc�

The distribution of a random closed set A is described by the corresponding prob
ability measure P on 	f � In this connection

P
n
FK � FG� � � � � � FGn

o
� P fA �K � �� A �G� �� �� � � � � A �Gn �� �g �
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Clearly� these probabilities determine the measure P on 	f � Fortunately� P is deter
mined also by its values on FK for K running through K only� Let T �K� be equal to
P�FK�� i�e�

T �K� � P fA �K �� �g � K � K� �����

The functional T is said to be the capacity �or hitting� functional of A� Sometimes
we write TA�K� instead of T �K�� Considered as a function on K the capacity func
tional T is an alternating Choquet capacity of in�nite order �brie�y Choquet capacity��
Namely� T has the following properties�

�T� T is upper semicontinuous on K� i�e� T �Kn� � T �K� in case Kn � K as n
��

�T� The following functionals recurrently de�ned by

S��K��K� � T �K� �K�	 T �K��

� � � � � �
Sn�K��K�� ���� Kn� � Sn���K��K�� ���� Kn���	 Sn���K� �Kn�K�� ���� Kn���

are nonnegative for all n � � and K�� K�� ���� Kn from K�
The value of Sn�K��K�� ���� Kn� is equal to the probability that A misses K� but

hits K�� ���� Kn� In particular� T is increasing� since S� is nonnegative�
The properties of T resemble those of the distribution function� Property �T�

is the same as the rightcontinuity and �T� is the extension of the notion of mono
tonicity� However� in contrast to measures� the functional T is not additive� but only
subadditive�

Example ��� Let A � �	�� 
� be a random set in R� � where 
 is a random variable�
Then T �K� � P f
 � infKg for all K � K�

Example ��� Let A � f
g be a singlepoint random set in Rd � Then T �K� is equal
to P f
 � Kg and coincides with the corresponding probability distribution of 
� It
can be proven that the capacity functional T is additive i� A is a singlepoint random
set�

The powerful result derived by Matheron ���	�� and Kendall ���	
� establishes
onetoone correspondence between Choquet capacities and distributions of random
closed sets�

Theorem ��� �Choquet Let T be a functional on K� Then there is a �necessary
unique� distribution P on F with

P fFKg � T �K�� K � K�
if and only if T is an alternating Choquet capacity of in�nite order such that � �
T �K� � � and T ��� � ��

Capacity functionals play in the theory of random sets the same role as distribution
functions in classical probability theory� However� the class K of all compacts is too
large to de�ne e�ciently the capacity functional on it� In this connection an important
problem arises to reduce the class of test sets needed� That is to say� is the distribution
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of a random closed set determined by the values T �K�� K � M� for a certain class
M� K�

It was proven in Molchanov ������ that if realizations of a random set belong to
a certain subclass S � F then this extra knowledge reduces the class M of test sets
needed�

Theorem ��� Let S � F� and let M � K� Suppose that the following conditions
are valid�

	� M is closed with respect to �nite unions�


� There exists a countable sub�class B � G such that any compact K from M is
the limit of a decreasing sequence of sets from B� and also any G from B is the
limit of an increasing sequence from M�

�� For any G � B � f�g� K�� ���� Kn � M� n � �� the class

FG
K������Kn

�S

is non�empty� provided Ki nG is non�empty for all � � i � n�

�� The 	�algebra 	m generated byn
FK
G�����Gn

�S� K � M� f�g� Gi � B� � � i � n
o

coincides with the 	�algebra 	f � S � fA � S�A � 	fg induced by 	f on the
class S�

Let �S be the closure of S in Tf � Then the functional T onM is a Choquet capacity
of in�nite order on M �i�e� the conditions �T���T� are valid on M� f�g� such
that � � T � � and T ��� � � if and only if there is a �necessary unique� probability
P on 	m such that

P
n
FK � �S

o
� T �K�� K � M�

In general� the distribution of any random closed set is determined by the values of
its capacity functional on the class Kub of all �nite unions of balls of positive radii� or
on the class Kup of all �nite unions of parallelepipeds� see Salinetti and Wets �������
Lyashenko ������� Norberg ������ established deep relations between topological
properties of continuous partially ordered sets and distributions of random closed
sets�

The capacity functional T is said to be maxitive if

T �K� �K�� � max �T �K��� T �K���

for all compacts K�� K�� Such capacities arise naturally in the theory of extremal
processes� see Norberg �����b� ���	��

Example ��� De�ne a maxitive capacity T by

T �K� � sup ff�x�� x � Kg �
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where f �Rd 
 ��� �� is an upper semicontinuous function� Then T describes the
distribution of the random set A de�ned as

A �
n
x � Rd � f�x� � �

o
�

where � is a random variable uniformly distributed on ��� ���

A random closed set A is said to be stationary if A and A�x coincide in distribu
tion� whatever x in Rd may be� Similarly� A is isotropic if A has the same distribution
as its any nonrandom rotation� Of course� the capacity functional of a stationary
�isotropic� random set is shiftinvariant �rotationinvariant��

A random set is said to be compact if its realizations are almost surely compact�

��� Convex Random Sets�

De�ne C to be the class of convex closed sets in Rd � and let C� � C �K be the class of
all convex compact sets� A random closed set is said to be convex if its realizations
are almost surely convex� i�e� A belongs to C almost surely� Of course� the distribu
tion of any convex random closed set A is determined by the corresponding capacity
functional ������ Fortunately� the additional properties of the realizations of A �see
Theorem ��
� yield the reduction of the class of test compacts needed� The following
result is due to Vitale ������� It was proven independently by Molchanov ������� see
also Trader �������

Theorem ��� The distribution of any convex compact random set A is determined
uniquely by the values of the functional

t�K� � P fA � Kg

for K running through the class C� of convex compact sets�

Proof� Check the conditions of Theorem ��
� Having considered a singlepoint
compacti�cation E � � Rd � f�g� we can regard A to be a convex RACS in the
compact space E �� Since A is supposed to be compact� it misses f�g almost surely�
Let M be the class of complements to all open bounded convex sets in Rd � and let B
be the class of complements to convex polyhedrons with rational vertices� It is easy
to show that the �rst and the second conditions of Theorem ��
 are valid� The third
one is valid too� since for all G � B�f�g� K�� ���� Kn � M and xi belonging to Ki nG�
� � i � n� the convex hull of fx�� ���� xng misses G� so that

FG
K������Kn

� C� �� ��

Verify the fourth condition� Let K be a compact set� and let F � FK � C�� Then
F � FK� � C� for a certain K� from M� E�g�� K can be chosen to be the complement
to a certain bounded neighborhood U�F � of F such that U�F � �K � ��

Let F � FG � C� for a certain open G� and let

x� � �x��� ���� x�d� � F �G�
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Pick � � � such that

G� �
�
x � �x�� � � � � xd�� max

��i�d
jxi 	 x�ij  �

�
� G�

For each collection of numbers li � ��� � � i � d� de�ne

H�
j � H�

l�����ld

�

�
x � �x�� � � � � xd��

dX
i��

�xi 	 x�i�li � �	 �

�
� � � �� � � j � �d�

If � is su�ciently small� then every convex set� which misses Gc
� and hits H�

j � � � j �
�d� also contains x�� Observe that Gc

� belongs to M� Thus

F � FG�
�

H�
� �����H

�

�d
� C� � FG � C��

whence 	m � 	f � C��
By Theorem ��
� there exists the unique probability measure P on 	f such that

P
n
FK � �C�

o
� T �K�� K � M� The closure �C� consists of also convex sets containing

the point f�g �i�e� �C� � C�� However� since the random set A is compact� the cor
responding probability P is concentrated within C�� Thus� P fFK � C�g � T �K� for
each compact K� Then the distribution of A is determined by the values P fA � Kcg�
whence the statement of Theorem easy follows� �

The functional t�K�� K � C�� is naturally extended onto the class C by

t�F � � P fA � Fg � F � C� �����

This functional t is said to be the inclusion functional of A� It is a socalled
monotone capacity of in�nite order �see Choquet� ������
�� In other words� it satis�es
the following conditions�

�I� t is upper semicontinuous� i�e� t�Fn� 
 t�F � if Fn � F as n 
 � for Fn� F
belonging to C� n � ��

�I� The recurrently de�ned functionals

St

��F �F�� � t�F �	 t�F � F��

� � � � � �
St

n�F �F�� ���� Fn� � St

n���F �F�� ���� Fn���	 St

n���F � Fn�F�� ���� Fn���

are nonnegative� whatever n � � and F� F�� ���� Fn from C may be�

In fact� St

n�F �F�� ���� Fn� is the probability that A � F and A �� Fi� � � i � n�
Note that t is expressed in terms of the capacity functional T by means of

t�F � � P fA � Fg � T �F c�� F � C� �����

The following example shows that the distribution of a noncompact convex RACS�
in general� cannot be determined via the functional t on C�
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Example ��� Let A be the halfspace which touches the unit ball B� at a random
point uniformly distributed on its boundary� Then t�F � � � whenever F � C� F �� Rd �
Thus� the inclusion functional of A coincides with the inclusion functional of the set
A � Rd �

Nevertheless� we sometimes consider the functional t�F �� F � C� even for un
bounded A� If A is nonconvex� then this functional does not determine the distribu
tion of A� but conv�A��

For any convex F de�ne the support function

sF �u� � supfu � v� v � Fg� �����

where u � v is the scalar multiplication� u runs through the unit sphere Sd�� in Rd �
The function sF is allowed to take in�nite values if F is unbounded� Of course� sF is
�nite everywhere i� F is compact�

If A is a convex compact random set� then sA�u� is the random element in the
space C�Sd��� of continuous functions on Sd���

Let H be the class of all �nite intersections of halfspaces in Rd �

Proposition ��� The distribution of a compact convex random set is determined by
the values of its inclusion functional on H�

Proof� The statement follows from the fact that the values t�F � for F running
throughH determine the �nitedimensional distributions of the random process sA�u��
u � Sd��� �

��� Weak Convergence of Random Closed Sets�

Weak convergence of random sets is a particular case of weak convergence of prob
ability measures� since a random closed set is associated with a certain probability
measure on 	f � A sequence of random closed sets An� n � �� is said to converge weakly
if the corresponding probability measures Pn� n � �� converge weakly in the usual
sense� see Billingsley ������� Namely�

Pn�A�
 P�A� as n
� �
���

for each A � 	f such that P��A� � � for the boundary of A with respect to Tf �i�e�
A is a continuity set for the limiting measure��

However� it is rather di�cult to check �
��� for all A from 	f � The �rst natural
reduction is in letting A to be equal to FK for K running through K� It was proven
in Lyashenko ������ and Salinetti and Wets ������ that the class FK is a continuity
set for P if

P fFKg � P fF IntKg �
In other words�

P fA �K �� �� A � IntK � �g � � �
���
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for the corresponding limiting random closed set A� In terms of the limiting capacity
functional we get

TA�K� � TA�IntK�� �
���

where
TA�IntK� � supfT �K ��� K � � K� K � � IntKg�

The class of compacts satisfying �
��� or �
��� is denoted by ST � i�e�
ST � fK � K� TA�K� � TA�IntK�g� �
�
�

Then An converges weakly to A if

TAn�K�
 TA�K� as n
�
for each K belonging to ST � Thus� the pointwise convergence of capacity functionals
on ST implies the weak convergence of the corresponding probability measures on 	f �

Further reduction is due to Salinetti and Wets ������� Norberg ����
�� The class
ST can be replaced with the class Kub � ST � where Kub is the class of �nite unions of
balls having positive radii� In turn� Kub can be reduced to the countable class KubQ of
�nite unions of balls with rational midpoints and positive rational radii� Recent results
on the convergence of random sets and related topics from the theory of semilattices
are discussed in Norberg �������

In general� the class M � K is said to determine the weak convergence if the
pointwise convergence of capacity functionals onM�ST yields the weak convergence
of distributions of random closed sets�

It was proven in Lyashenko ������ that the class Kup of �nite unions of paral
lelepipeds and even the class KupQ of unions of parallelepipeds with rational vertices
also determine the weak convergence of random closed sets�

For general random sets there is likely no possibilities of further essential shortening
of the class determining the weak convergence� Nevertheless� for compact convex
random sets a further reduction is possible� Namely� the weak convergence of compact
convex random sets is characterized by the pointwise convergence of capacity �or
inclusion� functionals on a smaller class�

Consider convex compact random sets Zn� n � ��  Z with the inclusion functionals
tn� n � ��  t and the corresponding probability measures Pn� P on C� furnished with
the 	algebra induced by 	f � We say that Zn converges weakly to  Z if P converges
weakly to P in the usual sense� Since the class C� is measurable� this fact yields the
weak convergence of the random sets distributions on �F � 	f ��

The following theorem shows that the pointwise convergence of inclusion func
tionals on C� implies the weak convergence of random compact convex sets� see
Molchanov �����d��

Theorem ��� The convex compact random set Zn converges weakly to the random
closed set  Z if� for any K from C��

tn�K�
  t�K� as n
�� �
���

where tn� t are the inclusion functionals of random sets Zn and  Z respectively�



���� WEAK CONVERGENCE OF RANDOM CLOSED SETS� �

We begin with a lemma�

Lemma ��� Let Br�x�� � IntBR���� Then there exist sets F�� ���� Fn belonging to C�
such that M � Br�x�� �� � for any M � C� M � BR���� provided M �� Fi� � � i � n�
and the family of such sets M is non�empty�

Proof� Pick points u�� ���� um from the unit sphere Sd�� such that for any �d 	 ��
dimensional plane � crossing x�

� �BR��� � H�
r �ui� �H�

r �ui� �
���

for some ui� where

H�
r �u� � fx � BR���� �x	 x�� � u � rg �

H�
r �u� � fx � BR���� �x	 x�� � u � 	rg �

Denote F�i � H�
r �u�� F�i�� � H�

r �u� for � � i � m� n � �m� If M �� Fi�
� � i � n� then there are points

xi �M nH�
r �ui�� yi �M nH�

r �ui�� � � i � m�

and also
M �M� � conv fx�� � � � � xm� y�� � � � � ymg �

Suppose that x� �� M�� Then M� � H for a certain �d 	 ��dimensional hyperplane
� hitting x� and dividing Rd into halfspaces H and H �� However� �
��� is valid for
a certain i� whence the points xi� yi lie in the di�erent halfspaces H and H �� i�e�
M� �� H� Therefore� x� �M � that is M hits Br�x��� �

Proof of Theorem ���� Denote for any X � Rd

CX � fM � C�� M � Xg � CX � fM � C�� M �� Xg � �
�	�

The family

U �
n
CF � CF� � � � � � CFn � F� Fi � C� � � i � n� n � �

o

is closed with respect to intersections� It follows from �
��� and �I� that for any A
from the family U

Pn�A� � Stn
n �F �F�� � � � � Fn�
 P�A� � S�tn�F �F�� � � � � Fn� as n
�� �
���

Let K be a compact set� and let M � FK � C�� Then M � IntF and F �K � �
for some convex compact F � Hence

M � CIntF � CF � FK�

Let G be any open set such that M � FG � C�� i�e� M hits G� If M �G consists
of only one point x�� then M � fx�g and

M � CIntBr�x�� � CBr�x�� � FG
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for a certain ball Br�x�� � G�
Suppose that the set M �G contains at most m  d points x�� ���� xm such that the

vectors xj 	x�� � � j � m� are linearly independent� Then M is a subset of a certain
hyperplane �� containing these points� It is evident that M � BR���� B�r�x�� � G�
B�r�x��� � � M for some r� R � �� Having applied Lemma 
�� to the subspace � and
balls BR��� � � and Br�x�� � �� we obtain the corresponding sets F�� ���� Fn� Put

 Fi � fx � BR���� pr�x � Fig �
where pr�x is the projection of x on �� Let F be the intersection of BR��� and the
�envelope of �� Then

M � CIntF � C �F� � � � � � C �Fn � CF � C �F� � � � � � C �Fn � FG�

If M �G contains the ball B�r�x�� for some r � �� then Lemma 
�� immediately
yields

M � CF� � � � � � CFn � FG

for F�� ���� Fn belonging to C��
As stated in Section ���� the classes

A � FK � FG� � � � � � FGn

for K running through K and all open sets G�� ���� Gn� n � �� form the base of the
topology Tf and generate the Borel 	algebra 	f on F � Observe that CF � CIntF are
open in this topology for each F from C�� We have proved above that for such a class
A and any M belonging to A� C�

M � A� � A � A� C�
for a certain A � U � where A� is the interior of A in Tf � Thus� A is the union of at
most a countable collection of classes from U � It follows from Billingsley ������ and
�
��� that Pn converges weakly to P� �

Let
Ct � fF � C�� t�F � � t�IntF �g �

It is easy to show that for each K � C� and � � � there exists a compact K � � Ct such
that K � K � � K�� Thus� the class Ct can be used as a test class in Theorem 
���

Proposition ��� The convex compact random set Zn converges weakly to the RACS
 Z if

tn�K�
  t�K� as n
� �
���

for any K from Ct�

Similar to Theorem 
�� the following proposition can be proven� Recall that H is
de�ned to be the class of all �nite intersections of halfspaces�

Proposition ��� The convex compact RACS Zn converges weakly to the RACS  Z if�
for any F � H�

tn�F �
  t�F � as n
��

where tn� t are the corresponding inclusion functionals of random sets�
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Corollary ��� If the �nite dimensional distributions of the support function sZn of
random convex compact set Zn� n � �� converge to the �nite�dimensional distributions
of s �Z� then Z converges weakly to  Z�

Proof� The statement is evident� since the �nitedimensional distributions of sZn
are determined by the inclusion functional on H� �

Consider now the convergence of expectations of random convex sets� It will be
recalled that the �Aumann� expectation EZ of a convex RACS Z is de�ned as the
convex set with the support function sEZ�u� � EsZ�u�� u � Sd��� see Vitale �������
Stoyan ������ and Section ����

Theorem ��� Let Zn� n � �� Z be convex random subsets of a certain compact K�
and let Zn converge weakly to Z� Then EZn converges to EZ in the Hausdor� metric
as n
� and ��EZn�
 ��EZ�� where � is the Lebesgue measure in Rd �

Proof� It is obvious that EsZn�u� 
 EsZ�u� as n 
 � for each u from Sd���
Suppose that

fun� n � �g � Sd��� un 
 u� as n
��

By subadditivity of support functions�

EsZn�u��	 EsZn�u� 	 un�	 EsZ�uo� � EsZn�un�	 EsZ�u��

� EsZn�u�� �EsZn�un 	 u��	 EsZ�u���

Clearly�
jEsZ�u� 	 un�j � jsK�u� 	 un�j 
 � as n
��

Hence

sup
u�Sd��

jEsZn�u�	 EsZ�u�j 
 � as n
��

Thus� EZn converges to EZ in the Hausdor� metric� The convergence of measures
immediately follows from convexity� �

��� Set�Theoretic Operations and Measurability�

It should be pointed out that many settheoretic operations such as union� intersection�
Minkowski addition� convex hull etc� preserve measurability of F valued random
elements� provided the result is a closed set� In other words� the result of such
operations �if closed� is a random closed set�

First� consider the usual union of sets� For any random closed sets X and Y the
set X � Y is a random closed set too� Its capacity functional is evaluated as

TX�Y �K� � TX�K� � TY �K�	 TX�K�TY �K�� �����

provided X and Y are independent�
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The Minkowski sum of X and Y is de�ned as

X  Y � fx � y� x � X� y � Y g� �����

If X and Y are independent then the capacity functional of X  Y is evaluated by
means of conditional expectations

TX�Y �K� � E
h
E�TX�K  !Y � j Y �

i
�

where
!Y � f	y� y � Y g� �����

For singlepoint random sets the Minkowski addition coincides with the addition
of vectors in Rd � Thus� the Minkowski addition for random sets generalizes the usual
addition in Rd � On the other hand� the union operation generalizes the maximum
scheme for random variables or coordinatewise maxima for vectors in Rd �

Thus� the Minkowski addition and the union are dual operations in a certain sense�
as the addition and the maximum are dual for real numbers� In contrast to its real
numbers prototype� the Minkowski addition does not allow to de�ne inverse ones� In
other words� �F �� is a semigroup only� and �F ��� is a lattice�

The convex hull of random sets X and Y is a convex random �not necessarily
closed� set� If X and Y are independent� then the inclusion functional of the confex
hull is given by

t�F � � P fconv�X � Y � � Fg
� P fX � FgP fY � Fg � tX�F �tY �F �� ���
�

Furthermore� the intersection of X and Y is a random closed set� The Minkowski
subtraction de�ned as

X � Y � fx� x � Y � Xg �����

is a random closed set too� However� the evaluation of the capacity functionals of
X � Y and X � Y for general random sets is a very di�cult problem�

For convex arguments the Minkowski addition and the convex hull allow a simple
translations in terms of support functions ������ Namely�

sX�Y �u� � sX�u� � sY �u�� �����

sconv�X�Y ��u� � max �sX�u�� sY �u�� � u � Sd��� ���	�

Thus� the Minkowski addition turns into addition of support functions� and the
convex hull turns into the pointwise maximum of support functions of arguments�

For detailed discussions of the above mentioned operations and their properties
see Matheron ���	��� Serra ������ and Stoyan et al� ����	��

Note that if X as a random compact set then the Lebesgue measure ��X�� the
norm

kXk � supfkxk� x � Xg�
and the extent in a given direction sX�u� are usual realvalued random variables�
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��	 Regularly Varying Functions�

Similarly to the study of the maxscheme for random variables the analysis of unions
of random closed sets involves the technique of regularly varying functions� cf� de
Haan ���	��� Galambos ���	���

A measurable function f �R� � ����� 	
 R� is regularly varying with the expo�
nent �or index � � if� for each x � ��

lim
t��

f�tx�

f�t�
� x�� �����

We then write indf � �� A function L is said to be slowly varying if L satis�es �����
with � � �� i�e�

lim
t��

L�tx�

L�t�
� �� x � �� �����

For backgrounds of the theory of regular varying function see Seneta ���	��� de
Haan ���	�� and Feller ���	���

It is rather easy to see that

f�x� � x�L�x� �����

for a certain slowly varying function L� It was proven that ����� is valid uniformly
for x � �a� b�� �  a  b  �� Moreover� a slowly varying function L admits the
representation

L�x� � exp

�
��x� �

Z x

b

��t�

t
dt

�
� x � b� ���
�

for a certain b � �� Here ��x� is bounded on �b��� and admits a �nite limit as
x
�� and ��t� is a continuous function such that ��t�
 � as t
��

Mention a few properties of regularly varying functions� which will be of use later
on� Proofs can be found in Seneta ���	��� The letters f and L stand for arbitrary
regular varying and slowly varying functions�

�� For each � � �

x	L�x�
� and x�	L�x�
 � as x
��

�� Let f�x� be regularly varying� indf � �� Then there exists a regularly varying
function �f�x� with exponent ��� such that

f� �f�x�� � x as x
��
�f�f�x�� � x as x
��

Then �f is said to be the asymptotic inverse function for f �

�� Let L be slowly varying on �a���� a � �� and let f�x� � x	L�x� be non
decreasing on �a��� for a certain positive �� Denote

�f�x� � inf fy� f�y� � x� y � �a���g �
Then �f�x� is the asymptotic inverse function for f � This fact is called the inverse
theorem for univariate regularly varying functions�
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For the generalizations to Rd we follow Yakimiv ������� see also de Haan and
Resnick ���	��� de Haan and Omey ������� Resnick ������ and references therein�

Let C be a cone in Rd � and let S � C n f�g� A measurable multivariate function
f � C 	
 R� is said to be regularly varying with exponent �or index� � if� for a certain
e � S there exists the �nite limit

lim
t��

f�tx�

f�te�
� ��x�� �����

whatever x belonging to S may be�
The function � is homogeneous with exponent �� i�e�

��tx� � t���x�� t � �� x � S� �����

Following Yakimiv ������� we then write indf � �� f � "� and � � U�� Clearly�
the function � depends on e� If C � Rd � then e may be safely thought to be can
consider e to be equal to the dtuple ��� ���� ���

Sometimes ����� is too weak to ensure desirable properties of regular varying mul
tivariate functions� The function f is said to belong to "� if ����� is valid uniformly
on Sd�� � C � Namely�

lim
t��

sup
x�Sd��	C

�����f�tx�f�te�
	 ��x�

����� � �� ���	�

It is easy to show that "� � "� if and only if d � ��
Let W� be the class of slowly varying functions on S such that ���	� is valid with

� � �� Furthermore� let U� be the class of all continuous functions which satisfy ������
It was proven in Yakimiv ������ that f � "� if and only if

f � L� �����

for some � � U� and L �W�� In fact� this is a multivariate generalization of ������
It was proven in de Haan and Resnick ����	� that for any L � W� and c � ��

� � � there exists t� such that for t � t� and kxk � c it is

��	 ��kxk�� � L�tx�

L�te�
� �� � ��kxk�� �����
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Survey on Stability of Random

Sets and Limit Theorems for

Minkowski Addition

��� Expectation of a Random Closed Set�

The family F admits two basic operations� The �rst one is the union of sets and the
second one is the Minkowski addition� In this notes we consider mainly the limit the
orems for unions of random sets� Nevertheless� in this chapter a law of large numbers
and a limit theorem for Minkowski sums of random sets are shortly discussed� This
is explained by the duality between unions and Minkowski sums� which resembles the
duality between the additionscheme and the maximumscheme for random variables�
We discuss only results for random closed subsets of Rd � although very general results
for random sets in Banach space are now available� see Gine et al� ������� Puri and
Ralescu ������� Hiai ����
� and Gine and Hahn �����a��

First� de�ne the Aumann expectation of a random compact set� This notion ap
peared in Aumann ������ and later on was extensively used in the theory of multival
ued functions and related optimization problems� In context of random sets theory it
has been �rst explored in Artstein and Vitale ���	��� In the present section we follow
the survey given in Vitale �������

Let
kAk � sup fkxk� x � Ag

be the norm of a certain random closed set A� It is evident that kAk  � almost
surely if and only if A is compact�

A random vector 
 in Rd is said to be a selector of A if 
 � A with probability
one� The expectation of A is de�ned to be the set

EA � fE
� 
 is a selector of A�E
 existsg �
The condition EkAk  � is enough to determine that EA is nonvoid and com

pact� It follows from Aumann ������ that EA is convex even for nonconvex A �if the
underlying probability space is atomfree�� Moreover� EA � Econv�A��

The expectation EA can be also de�ned as the convex set having the support
function �see Section ����

sEA�u� � EsA�u�� u � Sd���

��
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In this way also the expectation of an unbounded random set can be de�ned�
The following theorem and its various applications are due to Vitale �������

Theorem ��� �Vitale If EkAk �� then

���d�EA� � E���d�A�� �����

where � is the d�dimensional Lebesgue measure �i�e� volume��

It was proven in Vitale ����	� that the sequence of convex sets Econvf
�� � � � � 
ng�
n � �� for iid random vectors 
�� � � � � 
n determines the distribution of 
�� provided
Ek
�k �� In turn� the distribution of a random convex compact set A is determined
uniquely by the sequence

Econv fsA����� � � � � sAn���g � n � ��

of convex subsets of C�Sd���� where A�� A�� � � � are independent copies of A� see
Molchanov �����b��

The de�nition of the expectation is welladjusted for the study of Minkowski sums
of random sets� The main inconvenience is the necessary convexity of expectations�
For instance� the expectation of a stationary random closed set is trivial and equal to
Rd �

The variance of A can be also de�ned to be the set of all variances of its appro
priate selectors� see Kruse ����	�� However this de�nition is rather peculiar� since
the variance of a nonrandom set is allowed to be nontrivial� Besides� the variance is
very di�cult to evaluate�

Further references and discussion on the above mentioned and other notions of
expectations� medians and variances of random sets can be found in Stoyan �������
Stoyan and Stoyan �������

��� A Strong Law of Large Numbers for

Minkowski Sums�

The expectation of a random closed set appears in a strong law of large numbers
for normalized sums of random closed sets� Its �rst variant was proven by Artstein
and Vitale ���	��� Their approach involved two main steps� which also are basic to
proving various central limit theorems and laws of the iterated logarithm�

Step � Reduce to consideration of random compact convex sets�

Step � Prove the result for random compact convex sets by invoking an appropriate
result in the space C�Sd��� of continuous functions on Sd��� The appropriate
result in C�Sd��� is then applied to the support functions of random sets�

Theorem ��� �Artstein and Vitale Let A�A�� A�� � � � be a sequence of indepen�
dent� identically distributed �iid� random sets with EkAk �� Then

�A�  � � �  An��n
 EA a�s� as n
�
with respect to the Hausdor� metric �or in Tk��
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The �rst step of the proof is provided by the following result of Shapley and
Folkmann �see Arrow and Hahn� ��	���

Lemma ��� �Shapley and Folkmann For each n � � and closed compact sets
Ai� � � i � n� it is

�H �A�  � � �  An� conv�A�  � � �  An�� � d��� max
��i�n

kAik�

Then Theorem ��� simply follows from the strong law of large numbers in C�Sd����
since the Hausdor� distance between sets is equal to the uniform distance between
their support functions� Besides� the norm kAik coincides with the norm in C�Sd���
of the corresponding support function sAi�

��� A Central Limit Theorem for Random Sets�

The formulation of a central limit theorem for random closed sets is more complicated
than the corresponding result for random vectors� since Minkowski sums of random
sets cannot be centered� It is caused by the lack of an inverse operation to the
Minkowski addition� Moreover� EA � f�g yields A � f�g with probability one� so
that a random set with zero mean is trivial�

Consider a limit theorem for random sets proved by Weil ������� Let A be a
random convex set� De�ne the covariance function of the corresponding support
function sA as

#A�u� v� � E ��sA�u�	EsA�u���sA�v�	 EsA�v��� � u� v � Sd���

Let
d
 designates the convergence in distribution of random variables�

Theorem ��� �Weil Let A�A�� A�� � � � be iid random close sets with EkAk  ��
Then

n����H ��A�  � � �  An��n�EA�
d
 sup

u�Sd��
��u� as n
��

where ��u� is the Gaussian centered process on Sd�� with the covariance function
E��u���v� � #A�u� v�� for all u� v from Sd���

Proof is also based on the ShapleyFolkman lemma and the central limit theorem
in C�Sd���� see Araujo and Gine ������� �

The particular case of random sets with �nite numbers of values was considered
in Cressie ���	��� It was actually the �rst limit theorem for random sets�

If the random function ��u� is the support function of a certain random closed
set Z� then this set Z is said to be Gaussian� It was proven in Lyashenko ������
and Vitale ����
� that Z � 
 �M for a certain Gaussian vector 
 and a nonrandom
convex compact M � Thus� each Gaussian random set is represented as a Gaussian
shift of a nonrandom compact�

A more intrinsic de�nition of Gaussian as well as pstable compact convex sets is
due to Gine and Hahn �����b�� A random compact convex set A is called pstable�
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�  p � �� if� for any A�� A� iid with the same law as A and for all �� � � �� there
exist convex closed sets C�D such that

�A�  �A�  C
d� ��p � �p���pAD�

where
d� designates coincidence of probability laws� For p � � we obtain Gaussian

random sets�
If � � p � �� then A � 
 � M for a certain pstable random vector 
 and a

nonrandom convex compact M � If �  p  �� then A is constructed by means of an
appropriate variant of the stochastic integral� see Gine and Hahn �����b��

��� Generalized Expectations of Random Sets

The Aumann expectation of a random set was de�ned in Section ���� It originates
deeply in ideas of convex analysis and� for sure� leads to convexvalued results�

Certainly� a relevant expectation of a random set should be setvalued� The Au
mann expectation is� moreover� convexvalued� It means that this expectation is
always convex� even in the case when the random set in question is of a general na
ture� This property makes it not very useful for the analysis of nonconvex� especially�
stationary random closed sets� In the latter case the expectation coincides with the
whole space� i�e� it is not informative� A variant of this expectation� proposed by
Vitale ������� also cannot overwhelm its major shortcomings�

On the other hand� a relevant expectation should be closely related with the
corresponding law of large numbers� as the Aumann expectation and the strong law
of large numbers for the Minkowski addition� see Section ����

Let us consider a more general approach� In special cases it leads to the Aumann
expectation or some other expectations discussed in Stoyan ������� Stoyan and Stoyan
������� The notion of the expectation depends on a certain family of functions� If
this family consists of linear functions only� then we obtain the Aumann expectation�
Choosing the class of indicator functions leads to the set of �xed points of a random
closed set� see Matheron ���	���

The important tool in the de�nition of the Aumann expectation is the support
function� Clearly� the distribution of a general random closed set is not determined by
means of the corresponding support function� For general random sets the de�nition
of the expectation may be based on the corresponding capacity functional T �K� �
P fA �K �� �g�

Let U �U�� be the family of upper semicontinuous realvalued �positive� functions
on E� For any function f from U� put

EAf �
Z �

�
T �fu � E� f�u� � tg�dt� �
���

This capacity integral can be as well de�ned for a general bounded capacity which is
not related to a certain random closed set� Note that if f is upper semicontinuous�
then the set fu� f�u� � tg is closed�

The capacity integral has been applied in Norberg ������ to the study of the week
convergence of random closed sets� It was used also in robust statistics �see Huber�
����� and the theory of large deviations �see Gerritse� ������
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The simplest case is when T coincides with a certain probability measure on R�

�in this case A is a certain singleton f
g for a positive random variable 
�� Then
EAf � Ef�
�� i�e� the integral �
��� coincides with the expectation of f�
�� In
general it is easy to show that the integral �
��� is equal to the expectation of the
maximum of f over A� i�e�

EAf � E sup
a�A

f�a�� �
���

This functional can be de�ned also for any function f from U � provided the ex
pectation exists� The functional EAf � U 
 R is said to be the capacity integral�
Sometimes we shall write f�A� instead of supa�A f�a��

If f�x� � kxk for each x � E� then EAf � EkAk� Put f�x� � �u � x� for a certain
unit vector u� Then

EAf � E sup
x�A

�u � x� � EsA�u� � sEA�u��

Furthermore� for the indicator function f�x� � �x�K we get EAf � T �K��
Consider now some properties of the capacity integral EAf � First� it is positively

homogeneous� i�e� EA�cf� � cEAf for each c � �� It is easy to show that

EAmax�f�� f�� � EAf� �EAf� 	 EAmin�f�� f��

if T is a Cadditive capacity �see Matheron� ��	�� and the functions f�� f� are convex�
Furthermore� if f�x�� � � � � xn� � x��K��x��K�� � � ��xn�Kn for disjoint K�� � � � � Kn

and x�  x�  � � �  xn� then

EAf � x�T �K� � � � � �Kn�

��x� 	 x��T �K� � � � � �Kn� � � � �� �xn 	 xn���T �Kn��

The capacity integral may be used to de�ne the corresponding setvalued expecta
tion of a random closed set� depending on a certain family F of numerical functions�
Namely� the set

EFA � fx� f�x� � EAf� for all f � Fg �
���

is said to be F �expectation of A�
If F � U � then the set EFA is closed� It is evident that EF �

A � EF �
A in the case

F � � F �� Similarly� EFA � EFB if A � B almost surely�
If the family F consists of only one function� i�e� F � ffg� then EFA is equal to

f����	��EAf ��� Furthermore�

EF ��F �
A � EF �

A �EF �
A�

E
cFA � EFA � c � ��

EF�xA � EFA � x � E�

where cF � fcf � f � Fg� F �x � ff �x� f � Fg� Thus� EFA is invariant under linear
transformations of the family F �

Example ��� Let F be the family of indicator functions �x�K for all compact K
belonging to a certain class M� Then

EFA � ��fK �M�T �K�  �g�c �
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where M c denotes the complement to M � If the class M is su�ciently rich �e�g��
consists of all singletons or all balls� then EFA is the set of all �xed points of A� see
Matheron ���	�� and Section ����

Example ��� If F coincides with the class L of all linear functions� then EFA coin
cides with the Aumann expectation of A�

Example ��� Let F be the family of functions

fv�x� �

� kxk if x�kxk � v
� otherwise

for all v � Sd��� Then
E sup

x�A
fv�x� � E supfr� rv � Ag�

Hence
EFA � fx� fv�x� � E supfr� rv � Agg

is the socalled starshaped expectation of A� see Stoyan �������

Example ��� Let F be the family of all functions fc�x� � c�x
�
� � � � � � cdx

�
d for

c � �c�� � � � � cd� � Rd � x � �x�� � � � � xd�� Then

E sup
x�A

fc�x� � E sup
x�A

�c�x
�
� � � � �� cdx

�
d� � E sup

x�A�

�c�x� � � � �� cdxd��

i�e� EFA coincides with the Aumann expectation of the set

A� � f�x��� � � � � x�d�� �x�� � � � � xd� � Ag�
For example� if A � f
g � Rd � then EFA � f�E
�� � � � � �E
�d�g�

For any set A put

�A�F � fx� f�x� � supa�A f�a�� for all f � Fg �
Evidently� EFA � �A�F for any nonrandom A� A set A is said to be F �closed if
�A�F � A� It can be easily shown that F closure is an idempotent operator� i�e�
��A�F �F � �A�F �

Example ��� Let F � L � Then F closeness is equivalent to the convexity� and also
�A�F � conv�A��

Theorem ��� The expectation EFA is F �closed�

Proof� Evidently�

�EFA �F � fx� f�x� � f�EFA �� for all f � Fg
� fx� f�x� � sup

fa	f�a��Ef�A�� for all f�F g f�a�� for all f � Fg
� fx� f�x� � EFA � for all f � Fg � EFA �
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Example ��	 Let F be the set of all indicators �x�K� K � M� If M is su�ciently
rich �see Example 
���� then

�A�F � fx� �x�K � �A	K 
��� K �Mg � �
K	A���K�M

Kc � �A

Example ��
 Let A � R� and let F be the family of all monotone �increasing�
functions� Then

�A�F � �	�� supA��

and

EFA � fx� f�x� � Ef�supA�� for all f � Fg
� �	�� inf

f�F
f���Ef�supA����

where f�� is the inverse function to f �

Now consider a stationary random closed set A�

Theorem ��� Let A be a stationary random closed set� Suppose that the family F

is translation�invariant� i�e� F � ff�x � v�� f � Fg � F  v� v � Rd � Then either
EFA � Rd or EFA is empty�

Proof� Since F is translationinvariant� the stationarity assumption yields

fx� f�x� � E supa�A f�a�� for all f � Fg �

� fx� f�x� � E supa�A�v f�a�� for all f � Fg
� fx� f�x� � E supa�A f�a� v�� for all f � Fg
� fy � v� f�y � v� � E sup

a�A
f�a� v�� for all f � Fg

� EF�vA� v � EFA � v

for all v � Rd � Thus� if EFA is nonempty� then it coincides with the whole space�
�

Therefore� interesting particular examples of F expectations of stationary random
sets can be obtained only in cases where the family F is not translationinvariant�
The following example proposes such a class F � which may be of use in the stationary
case�

Example ���� Let F � be a certain class of decreasing functions f �R� 
 R� � For
any realvalued random variable 
 put

EF �

 � fx � �� f�x� � Ef�
�� for all f � F �g�

Let F�K� be the family of functions f���x�K�� for a certain compact K and f running
through the family F �� Here ��A�B� is the minimal distance between the points of A
and B� Then the F �K�expectation of A

EF �K�
A � fx� ��x�K� � EF �

��A�K�g
� fx� f���x�K�� � Ef���A�K��� for all f � F �g�
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For example� if F � consists of only linear functions� then EF �

 � ���E
�� and

EF �K�
A � K  b�o�E��A�K�� � KE
�A�K��

Let A be the stationary Poisson point process with intensity �� Then

P f��A�K� � xg � �	 expf	��d�Kx�g�
where �d is the ddimensional Lebesgue measure� If K is convex� then the expectation
E��A�K� can be expressed in terms of the corresponding Minkowski functionals of K�
since �d�K

x� can be evaluated by means of the Steiner formula� see Matheron ���	���
Hence in this scheme we obtain a family of expectations� depending on K� E�g�� let
d � �� and let K � ��� h�� Then

P f��A�K� � xg � �	 expf	��h � �x�g�
Hence E��A�K� � e��h����� � g�h�� Thus

EF �K�
A � �	g�h�� h� g�h���

Other interesting examples may be obtained if the class F � consists of the functions
e��x for di�erent � � ��

Now reformulate the de�nition of the F expectation by means of selectors� The
selector variant of the F expectation is de�ned as

Es
FA � fEF f
g� 
 � S�A�g

where S�A� is the family of all selectors of A �of course� Es
FA is empty if EF f
g is

empty for all 
 � S�A��� In general� Es
FA is not F closed� For example� if the family F

coincides with the family of all linear functions� then the F closeness is equivalent to
convexity� but the convexity property of Es

FA depends on the �atomic or nonatomic�
structure of the probability space in question� see Vitale �������

Unfortunately� the F expectation does not always coincide with its selector variant�

Theorem ���� Suppose that for any random vector 
 in Rd

supff�u�� u � EF 
g � Ef�
�� f � F �
�
�

Then EFA � �Es
FA�F � i�e� EFA is the F �closure of the family of F �expectations of all

selectors�

Proof� Evidently� Es
FA � EFA � Moreover� �Es

FA�F � EFA � since EFA is F closed�
Furthermore�

�Es
FA�F �

�
f�F

fx� f�x� � sup
a�Es

FA
f�a�g � �

f�F

fx� f�x� � sup
��S�A�

f�EF 
�g

where f�EF 
� � supff�u�� u � EF 
g � Ef�
� by the condition of Theorem� Thus�

�Es
FA�F �

�
f�F

fx� f�x� � sup
��S�A�

Ef�
�g � �
f�F

fx� f�x� � Ef�A�g � EFA �
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Suppose that x � EFA n �Es
FA�F � Then there exists a function f such that f�x� �

Ef�
� for all 
 � S�A�� On the other hand� f�x� � Ef�A�� Hence Ef�A� � Ef�
�
for all 
 � S�A�� contrary to the fact that supa�A f�x� � f��� for a certain selector
� � S�A�� �

Corollary ���� If ����� is valid� then for each f � F

f�EFA � � EAf� �
���

Proof� Since EFA � �Es
FA�F � we get

f�EFA � � f�Es
FA� � sup

��S�A�
f�EF 
� � sup

��S�A�
Ef�
� � EAf� �

For example� the condition �
�
� is satis�ed for the family of linear functions and
also for the functions of Example 
���

Similarly to the Aumann expectation� which comes over in the law of large numbers
for Minkowski addition� F expectation appears in the strong law of large numbers for
a special addition de�ned by means of the family F �

For each A�B put

�A�B�F � fx� f�x� � f�A� � f�B�� for all f � Fg �
Recall that f�A� denotes supa�A f�a��

If F � L � then �A�B�F is the convex hull of the Minkowski sum A  B� For the
family F of all indicator functions of all compacts we get

�A�B�F � fx� �x�K � �A	K 
�� � �B	K 
��� K � Kg
�

�
K	�A�B��K�K

Kc � A � B�

If F is the family of indicators of convex sets� then �A�B�F is the convex hull of the
union of A and B� If F is the family of functions fcx�� c � �g on the real line then for
each point pair x� y their F sum is �x� � y������

For all nonrandom A�B and f � F suppose that

f��A�B�F � � f�A� � f�B�� �
���

i�e�
supff�x�� g�x� � g�A� � g�B�� for all g � Fg � f�A� � f�B�

�in general� the lefthand side is not greater than the righthand one�� Then F addition
has especially good properties�

Theorem ���� If ���� is valid� then the F �addition is associative� i�e�

��A�B�F � C�F � �A� �B�C�F �F �
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Proof� It follows from �
��� that

��A�B�F � C�F � fx� f�x� � f��A�B�F � � f�C�� for all f � Fg
� fx� f�x� � f�A� � f�B� � f�C�� for all f � Fg
� �A� �B�C�F �F � �

Then we can write �A�B�C�F instead of ��A�B�F � C�F � The condition �
�
� implies
also the F additivity of the F expectation�

Theorem ���� It ����� and ���� are valid and EFA and EFB are non�void� then

EF �A�B�F � �EFA �EFB�F �

Proof� Formula �
��� implies

EF �A�B�F � fx� f�x� � Ef��A�B�F �� for all f � Fg
� fx� f�x� � Ef�A� �Ef�B�� for all f � Fg �

On the other hand� Corollary 
��� yields

�EFA �EFB�F � fx� f�x� � f�EFA � � f�EFB�� for all f � Fg
� fx� f�x� � Ef�A� �Ef�B�� for all f � Fg � �

For each nonnegative c put

c � A � fx� f�x� � cf�A�� for all f � Fg �
Now consider the normed sums and the corresponding law of large numbers� For

each n and iid random sets A�� � � � � An put

�

n
� �A�� � � � � An�F � fx� f�x� � �

n

Pn
i�� f�Ai�� for all f � Fg � �
�	�

If F � L � then the lefthand side is equal to �
n
�A�� � �An�� For the family of functions

from Example 
�� the set �
�	� coincides with starshaped averages� considered in
Stoyan �������

The lefthand side can be de�ned also for a family F � which does not satisfy �
����
If F is the family of all indicators of compact sets� then �
�	� is equal to the closure
of �A� � � � � � An��

De�ne iid random functionals on F as 
i�f� � f�Ai�� Then

�

n
� �A�� � � � � An�F � fx� f�x� � �n�f�� for all f � Fg �

where

�n�f� �
�

n

nX
i��


i�f��
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For each f the strong law of large numbers yields �n�f� 
 Ef�A� � E
i�f� a�s� as
n
��

Let us now introduce also a metric on the class of sets called the F metric� Note
�rst that each F closed set A can be obtained as

A � fx� f�x� � f�A�� for all f � Fg �
For � � � put

�A��F � fx� f�x� � f�A� � �� for all f � Fg �
Certainly� �

��

�A��F � �A�F �

If F � L � then �A��
F

is equal to the Minkowski sum conv�A� b�o� ���
De�ne the distance between F closed sets A and B as

�F �A�B� � inff� � ��A � �B��F � B � �A��F g�
If F � L � then �F coincides with the Hausdor� distance between the convex hulls of
A and B� If F is the family of indicators of compact sets� then �A��

F
is the closure of

A in case �  � and �A��
F
� Rd if � � �� Hence �F �A�B� � � for A �� B�

It is evident that A � �B��
F
i� f�x� � f�B� � � for all x � A and f � F � In other

words� f�A� � f�B� � � for all f � F � Therefore�

�F �A�B� � inff� � �� f�A� � f�B� � �� f�B� � f�A� � �� for all f � Fg
� sup

f � F
jf�A�	 f�B�j

In particular� for F � L we obtain the fact that the Hausdor� distance between convex
sets is equal to the uniform distance between their support functions�

Theorem ���� The set B � EFA gives the minimum to the functional E��F �B�A��
�

for B belonging to the family FF of F �closed sets�

Proof� Clearly�
E�F �B�A�

� � E sup
f � F

�f�B�	 f�A����

Then for each B � FF the distance �F �B�A� coincides with the uniform distance
between two functionals �A� �B�FF 
 R� where �A�f� � f�A�� �B�f� � f�B�� Then
the value

E�F �B�A�
� � E sup

f � F
��A�f�	 �B�f��

�

is minimal if �B�f� � E�A�f�� f � F � Thus� f�B� � Ef�A� for each f � F � Since B
is F closed� we get

B � fx� f�x� � f�B�� for all f � Fg
� fx� f�x� � Ef�A�� for all f � Fg � EFA � �

The following theorem is a strong law of large numbers for normalized F sums of
random closed sets�
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Theorem ���� If �n�f� 
 Ef�A� � E
i�f� a�s� as n 
� uniformly for all f � F

�i�e� the functional 
i�f� satis�es the Glivenko�Cantelli theorem on the class F�� then

�F �
�

n
� �A�� � � � � An�F �EFA �
 � a�s� as n
�� �
���

Similarly a central limit theorem in the �F metric can be derived from the central
limit theorem for the functionals on the class F � cf Weil �������

Now we shall �nd some su�cient conditions ensuring the uniform convergence of
the functional �n�f� to Ef�A� for all f � F � Let F be equipped with a certain topology
TF �
Theorem ���	 Suppose that �F � TF � is a certain compact space� and for any f � F

and a family of its neighborhoods U�f� it is

E

�
sup

g�U�f�
g�A�	 inf

g�U�f�
g�A�

	

 � as U�f� � ffg� �
���

Then
sup
f � F

j�n�f�	 Ef�A�j 
 � a�s� as n
��

and ����� is valid�

Proof� The proof follows the standard scheme� given in Bhattacharia and Ranga
Rao ���	�� for general probability measures� �

Suppose that the convergence in F is compatible with the �F metric in such a way
that for any f � F � its neighborhood U�f� in TF � and A � FF

f��A���
F
� � inf

g�U�f�
g�A� � sup

g�U�f�
g�A� � f��A��F � �
����

for a certain � � �� where

�A���
F

� fx� �fxg��F � Ag�
The F interior of A is de�ned as

IntFA �


��

�A���
F
�

The set A is said to be a�s� F canonically closed if

�IntFA�F � A a�s��

i�e� A coincides almost surely with the F closure of its F interior� cf Molchanov ����	��
Then Theorem 
��	 can be reformulated as follows�

Theorem ���
 Suppose that the space �F � TF � is compact and for each f � F

Ef�A� � Ef�IntFA��

If A is a�s� F �canonically closed� then �n�f� converges to Ef�A� uniformly for f � F �
i�e� ����� is valid�
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Proof� First combine �
���� and �
���� Then use the monotone convergence theorem
for expectations� �

The functional 
 satis�es the GlivenkoCantelli theorem on F for each random set
A if the class F is a socalled VapnikChervonenkis class �VCclass� of functions� see
Dudley ����
�� The family L is a VCclass� so that this theorem implies the strong
law of large numbers for the Aumann expectation� If F is the class of functions of
Example 
��� then we obtain the law of large numbers for the starshaped expectation�

If F is the class of indicators of compact sets then �n�f� is the empirical capac
ity� de�ned for iid observations of the random set A� see Molchanov ����	�� where
necessary and su�cient conditions for the uniform convergence were found�
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Chapter �

In�nite Divisibility and Stability

of Random Sets with respect to

Unions

��� Union�Stable Random Sets�

The �rst to study the stability of random closed sets with respect to their unions
�Ustability� was Matheron ���	��� He characterized unionin�nitelydivisible ran
dom sets and considered the simplest case of unionstable sets �without �xed points��
These notions were later discussed from a very general point of view by Trader �������
However Trader$s constructions evaded some di�culties� For instance� the character
ization problem was merely reduced to some functional equations�

A random closed set A is said to be in�nitely divisible for unions if� for any positive
integer n�

A
d� An� � � � � � Ann�

where Ani� � � i � n� are iid random closed sets� see Matheron ���	��� Hereafter
d�

designates equivalence in distributions�
To proceed further the notion of a �xed point should be introduced� The point x

is said to be a �xed point of A if

P fx � Ag � T �fxg� � ��

where T is the capacity functional of A� In other words� x is a �xed point if and only
if A contains x almost surely� The set of all �xed points of A is denoted by FA�

Example ��� Let A � �	�� 
� be a random subset of R� � If the random variable 

is a�s� positive� then FA � �	�� ���

The random closed set A is said to be non�trivial if P fA � FAg  �� i�e� A does
not coincide almost surely with the set of its �xed points�

Clearly� T �K� � � as soon as K hits FA� To exclude such a case introduce the
class

KA � fK � K� K � FA � �g �
It is easy to prove that FA is a closed set� Having replaced Rd by the space Rd nFA�

we can consider only unionin�nitelydivisible random sets without �xed points� as it

��
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was shown in Matheron ���	��� The following theorem provides a slight modi�cation
of his result� see also Norberg ����
�� The similar result can be obtained by the
instrumentality of the harmonic analysis on semigroups� see Berg� Christensen and
Ressel ����
��

Theorem ��� The RACS A is union�in�nitely�divisible if and only if its capacity
functional is represented as

T �K� � �	 expf	%�K�g� �����

where %�K� is an alternating Choquet capacity of in�nite order such that %��� � �
and %�K� is �nite for all K belonging to KA�

Unionstable sets form a subclass of unionin�nitelydivisible random closed sets�
A random closed set A is said to be union�stable �Ustable� if� for any n � ��

anA
d� A� � � � � � An� �����

where an � � and A�� ���� An are independent copies of A�
The notion of Ustable random closed set generalizes the famous de�nition of max

stable random variables� see Galambos ���	�� and Leadbetter et al� ������� First�
recall several facts from the theory of extremes�

A random variable 
 is said to be max�stable if� for all n � ��

an
 � bn
d� max�
�� � � � � 
n��

where an � �� bn � Rd � and 
�� � � � � 
n are iid copies of 
� It is wellknown �see�
e�g�� Galambos� ��	�� that up to a shift any nondegenerate maxstable distribution
function is of type one and only one distribution of the parametric family

F	�x� � exp
n
	�� � �x����	

o
� �x � 	�� � � R� �����

Besides� if � � � �type I�� then F	�x� � � for x � 	���� if �  � �type II� then
F	�x� � � for x � 	���� and if � � � �type III�� then �� � �x����	 is an abuse of
language for e�x�

Maxstable vectors in Rd were studied by Balkema and Resnick ���		�� de Haan
and Resnick ���		�� Maxstable random processes were considered in de Haan ����
��
and from the very general point of view in Norberg �����a� ���	�� see also Gine et al�
������� There are close connections between maxstable random processes and union
stable random sets� since the hypograph of any maxstable process is a unionstable
random set �cf� Section �����

Unionstable sets without �xed points were characterized in Matheron ���	��� He
proved that the capacity % from ����� is homogeneous with the positive exponent �
if and only if A is Ustable and FA � �� It should be noted that the general situation
cannot be reduced to the case FA � � by considering the space Rd nFA� since Rd nFA
is not a closed cone any longer� On the other hand� the following example shows
that even in R� there are simple examples of Ustable sets which do not fall in with
Matheron$s scheme�
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Example ��� Let A � �	�� 
� be a random subset of R� � It is evident that A is
Ustable i� 
 is a maxstable random variable� Matheron$s characterization theorem
yields

�	 T �K� � P f
  infKg �
�

expf	c�	x��g � x  �
� � x � �

� x � infK�

where � � � and c is a certain positive constant� Thus� only maxstable laws of type II
can be characterized� It is evident that maxstable laws of type I cannot be obtained
from Matheron$s characterization theorem� since 
 is positive almost surely� so that
FA � �	�� �� is nonempty�

Although the proof in Matheron ���	�� was relied essentially on the lack of �xed
points� a similar characterization theorem is valid for general Ustable random sets�
see Molchanov ������� It should be noted that the characterization of unionstable
random sets is more di�cult than the characterization of maxstable random variables�
The main di�culty is caused by the possible selfsimilarity of random sets� Namely�

if 

d� c
 for a random variable 
 and each c � �� then 
 is equal to � a�s� On the

other hand� the relation A
d� cA for a random set A admits a lot of solutions� say the

set of zeros of the Wiener process�

Theorem ��� A non�trivial random closed set A is U�stable i� its capacity functional
T is of the form �	�	�� where %�K� is a Choquet capacity� %��� � � and

%�sK� � s�%�K��%�K� �� ���
�

sFA � FA �����

for a certain � �� �� whatever positive s and K from KA may be�

Proof of the necessity falls into several stages�
I� Let T �aK� � T �a�K� for all K from K and certain a� a� � �� Prove that a � a��

It is su�cient to consider the case a� � �� a  �� Then� for any n � ��

T �K� � T �anK�� K � K�

Hence T �K� � T �B����� for each � � �� Semicontinuity of T implies T �K� � T �f�g��
K � K� Thus� T �f�g� � T �Rd� � �� since A is nonempty with positive probability�
It follows from ����� that

T �f�g� � �	 ��	 T �f�g��n �

so that T �f�g� � �� whence � � FA� If FA � �� then the �rst step has been proven�
Let FA be nonvoid� The condition ����� yields

T �K� � �	 ��	 T �anK��n � n � �� K � K �����

for some an � �� Since a �� �

an � am�n�&n� n � ��
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for a certain integer m�n� and &n belonging to �a� ��� Then� for each compact K and
n � ��

T �K� � �	
�
�	 T �anK�a

m�n��
�n

� �	 ��	 T �&nK��n � ���	�

Choose � � � such that F �
A �� Rd and denote

K� � Rd n F �
A � BR����

Then for su�ciently small � and large R

�  T �K��  ��

It follows from ���	� that

T �K�� � �	 ��	 T �&nK���
n �

Then
T �&nK��
 � as n
��

It is obvious that

T �&nK�� � P fA �&nK� �� �g
� �	P fA � �&nK��

cg
� �	P

n
A � &n�F

��
A �BR����

o
�

where F ��
A � IntF �

A� Without loss of generality suppose &n 
 & � �a� �� as n
��
Hence

P
n
A � �&FA�

���n � Bc
R�
���

o

 � as n
��

where �n � � as n
�� R� � &�R	 ���� �� � �� Thus

P
n
A � �&FA�

� � Bc
R�
���

o
� ��

Letting � go to zero and R go to in�nity yields

P fA �K � &FAg � �

for any K from K� Hence A � &FA almost surely� It is easy to derive from ���	� that
&nFA � FA� Thus� &FA � FA and A � FA with probability one� whence A is trivial�
contrary to the condition of Theorem� Thus� a � ��

II� Since a Ustable set is unionin�nitelydivisible� its capacity functional has the
form ������ It follows from ����� that

n%�anK� � %�K�� n � �� K � KA�

anFA � FA�

For any positive rational number s � m�n � Q� put a�s� � am�an� It is easy to show
that a�s� does not depend on the representation of s� Then� for any s from Q �

s%�a�s�K� � %�K�� s � �� K � KA� �����

a�s�FA � FA�
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III� Let s� s� belong to Q� � It follows from ����� that

% �a�s�a�s��K� � % �a�ss��K� �

The �rst step of the proof and ����� yield

a�ss�� � a�s�a�s��� �����

IV� Prove that a�sn�
 � as sn 
 �� i�e� the function a�s� is continuous on Q� at
s � �� It follows from ������ ����� that

T �a�sn�K�
 T �K� as n
�� K � K�

Without loss of generality suppose that the sequence a�sn�� n � �� has the limit
�which is allowed to be in�nite��

Let this limit be �nite and equal to a � �� Then� for any � � � and su�ciently
large n�

T �a�sn�K� � T �aK���

Hence T �K� � T �aK�� Similarly we get T �K�a� � T �K�� Thus� T �aK� is equal
to T �K� for each K � K� so that a � ��

Since
%�a�sn�K� � %�K��sn and %�K�a�sn�� � sn%�K��

it is su�cient to consider either case a�sn�
 � or a�sn�
� as n
��
Choose an integer m � �� Let am � �� Suppose that a�sn� 
 � as n 
 ��

Then� for any n � ��
a�sn� � �am�

k�n�&n�

where � � &n  am and k�n� is a certain positive integer� It follows from ����� and
����� that

�am�
k�n� � amk�n� �

Hence

T �&nK� � �	
h
�	 T

�
�am�

k�n�&nK
�i

� �	 ��	 T �a�sn�K��m
k�n�

�

Let �  T �K�� Then T �&nK� 
 �� since T �a�sn�K� 
 T �K� � �� Without
loss of generality suppose that &n 
 & as n 
 �� Semicontinuity of T implies
T �&K� � �� Hence &K � FA �� � as soon as T �K� � �� It is easy to show that
&nFA � FA for all n � �� whence &FA � FA� Thus� K � FA �� � as soon as
T �K� � �� so that A � FA almost surely�

It is obvious that am �� �� If am  �� then suppose a�sn� 
 � as n
 � and use
the same arguments as above�

Thus� a�sn�
 � � a��� as sn 
 ��
V� Let sn 
 s � Q� as n
�� Then

a�sn� � a�s�a�sn�s�
 a�s� as n
��

since sn�s
 � and a�sn�s�
 �� Thus� the function a�s� is continuous on Q� �
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VI� Extend the function a�s� onto the whole halfline� For any positive s denote
a�s� � lima�sn�� where sn 
 s as n 
 �� sn � Q� � Then the function a�s� is
continuous on R� � and a�ss�� � a�s�a�s�� for each s� s� � �� Thus� a�s� � s	 for a
certain real �� If � � �� then s%�K� � %�K�� i�e� A � FA almost surely� Hence
� �� �� i�e� ���
� and ����� are valid for � � 	����

Su
ciency� The capacity functional of A� � � � � �n is equal to

Tn�K� � �	 expf	n%�K�g�

On the other hand� the capacity functional of anA is equal to

T ��K� � �	 expf	%�K�an�g�

If an � n����� then Tn � T �n on K� Thus� ����� follows from the Choquet theorem�
�

Corollary ��� A union�stable RACS A has no �xed points i� � � � in �	���� If
�  �� then FA is non�empty and � � FA�

Proof� If FA � �� then %�Br����  � for each r � �� On the other hand�
%�Br���� � r�%�B������ Thus� � � ��

Let � � �� If FA is nonempty� then� by ������ FA contains the origin� On the
other hand� K � FA � � yields %�sK� 
 � for s � �� contrary to the semicontinuity
of the capacity functional� �

Corollary ��� A stationary U�stable RACS A has positive parameter � in �	����

Proof� Indeed� otherwise A has a �xed point� so that A � Rd by stationarity� �

Corollary ��	 For any F � Rd denote its inversion transformation

F � �
n
ukuk��� u � F

o
� ������

Then a random closed set A �with a closed inverse A�� is U�stable with parameter
� �� � i� its inverse set A� is U�stable with parameter 	��

Proof� Evidently�

P fA� �K �� �g � P fA �K� �� �g � �	 expf	%�K��g�

By ���
�� %�sK�� � s�%�K��� whence %��sK��� � s��%�K��� �
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��� Examples of Union�stable Random Closed

Sets�

It is easy to show that the random set A � �	�� 
� � R� is Ustable i� 
 is maxstable
with parameter � �� �� see ������ Consider other examples of Ustable sets related with
Poisson point processes�

The Poisson point process "
 with the intensity measure ' is a random countable
subset of Rd such that the following conditions are valid �see Stoyan et al�� ���	��

�� For each bounded set # the random variable card�"
 � #� has a Poisson distri
bution with parameter '�#��

�� For all disjoint sets #�� � � � �#n the random variables card�"
 � #i� are indepen
dent� � � i � n� for each n � ��

Here ' is a Borel measure on Rd called the intensity measure�
The capacity functional of "
 is equal to

T �K� � P f"
 �K �� �g � �	 expf	'�K�g�

It is evident that any Borel measure satis�es the conditions �T� and �T� from
Section ���� By Theorem ���� any Poisson point process is unionin�nitelydivisible
and the corresponding Choquet capacity %�K� coincides with the intensity measure
'�K�� However� if "
 is unionstable� then the measure ' has to satisfy additional
conditions�

Example ��� Let A be the Poisson point process "
� Assume that ' has the density
� with respect to the Lebesgue measure� Then A is Ustable i� � is homogeneous� i�e�

��su� � s��d��u� �����

for a certain real �� whatever u from Rd and positive s may be� If �  �� then the
origin is a �xed point of A� For � � � the random set A is the stationary Poisson
point process�

The Poisson point process is of use to construct more complicated random closed
sets called Boolean �or germgrain� models� see Matheron ���	���

Example ��� Let "
 � fx�� x�� � � �g be points of the Poisson point process from Ex
ample ���� and let A�� A

�
�� A

�
�� � � � be a sequence of independent identically distributed

random sets in Rd � Then the random closed set A de�ned as

A �



xi���

�xi � Ai
��

is said to be the Boolean model with the primary grain A�� see Matheron ���	���
Stoyan et al� ����	�� It was shown in Matheron ���	�� that the capacity functional
of A is de�ned by ������ where

%�K� � E'�A�  !K��
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!K � f	x� x � Kg� If sA�
d� A� for each s � �� then the Boolean model A is Ustable�

We can choose A� to be a nonrandom cone� or the trajectory of a certain stable
process� or the set fex� x � Z�g� where e is a unit vector� Z� � ft � ��wt � �g is the
zero set of the Wiener process� We only have to ensure the �niteness of E'�A�B��x��
for some � � � and all x from Rd � Thus� the parameter � in ���
� and ����� is to be
negative�

The following example is not related with Poisson point processes�

Example ��� Let f �Rd 	
 ����� be an upper semicontinuous function� Then

%�K� � sup
x�K

f�x� �����

is a maxitive Choquet capacity� The capacity functional ����� determines the distri
bution of the random closed set A de�ned as

A � fx� f�x� � 
g�
where 
 is a random variable� having the exponential distribution with parameter ��
The RACS A is Ustable i� the function f is homogeneous� i�e� f�sx� � s�f�x� for
each s � � and x � Rd � In this connection� FA � fx� f�x� ��g�

Next� consider one quite general method of construction of capacities and� re
spectively� distributions of random sets� Let k�x� y��Rd � Rd 	
 ����� be a lower
semicontinuous function which is said to be a kernel� Furthermore� let

Uk
��x� �

Z
K
k�x� y���dy�

denote the potential of the measure �� and let S� be the support of �� Assume that k
satis�es the maximum principle� i�e� Uk

��x� �M for all x � S� implies this inequality
everywhere on Rd � Then the functional

C�K� � sup
n
��K�� Uk

� �x� � �� x � K�S� � K
o
� K � K� �����

is a Choquet capacity on K� see Landkof ������ and Choquet �������
�� Note that the
supremum is taken over all measures satisfying the imposed conditions� For instance�
the capacity % de�ned in ����� can be obtained for k�x� y� � ��max�f�x�� f�y���

According to the Choquet theorem� the functional T de�ned as

T �K� � �	 expf	C�K�g ���
�

is the capacity functional of a certain random closed set A� Then A is Ustable if and
only if

k�sx� sy� � s��k�x� y�� �����

whatever s � � and x� y � Rd may be� If A is stationary and isotropic� then k�x� y�
depends on kx	 yk only� Thus

k�x� y� �

�
Ckx	 yk�� � x �� y
q � x � y
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for a certain � �� ��
Let us prove that q � �� If q � �� then C�fxg� � �� so that A � Rd a�s� by

stationarity� If �  q �� then C�fxg� � ��q� C�fx� yg� � ��q � k�x� y��� If �  ��
then

lim
y�x

C�fx� yg� � ��q � C�x��

i�e� C is not upper semicontinuous� In case � � � we get C�fx� yg�  C�x� for
su�ciently small kx	 yk� i�e� C is not increasing� Thus� q �� and

k�x� y� � Ckx	 yk��� x �� y� �����

This kernel is equal up to a certain constant factor to the Riesz kernel kd�	kx	yk	�d
for � � d	 �� Hence C is the Riesz capacity� It is known �see Landkof� ����� that C
is an alternating capacity of in�nite order in case �  �  � for d � � or d	� � �  d
for d � �� Thus� the above described technique allows to construct examples of U
stable sets with such parameters� These Ustable sets can be described constructively
as it follows� cf� Matheron ���	���

Let us construct the RACS A with the capacity functional ���
� and kernel ������
Let � be the equilibrium probability measure on Br��� with respect to the kernel given
by ������ i�e�

Uk
��x� � ��C�Br����� x � Br����

and let N be the Poisson random variable of mean C�Br����� At the moment t � �
we launch N mutually independent and independent of N random stable processes

i�t�� � � i � N � with the index d	 � and the initial distribution �� Then A is the
union of their trajectories� Indeed� the capacity functional of A is equal to

T �K� � �	 exp f	C�Br����T��K�g �
Here T��K� is the capacity functional of the random set A� de�ned to be the

trajectory of one process 
����� Let Px be the distribution of the stable process which
starts from x� mK � infft� 
��t� � Kg� Since PxfmK  �g is the potential of the
equilibrium measure �K on K �see Ito and McKean� ������ we get

T��K� �
Z
Br
PxfmK �g��dx�

�
Z
Br

Z
K
k�x� y��K�dy���dx�

�
Z
K
�K�dy��C�Br����

� C�K��C�Br�����

Hence A has the capacity functional ���
��
It should be noted that the capacity functionals ���
� for C given in ����� and the

kernel ����� do not exhaust all examples of capacity functionals of Ustable stationary
isotropic random closed sets�

��� Convex�Stable Random Sets�

The de�nition ����� of Ustable sets is rarely applicable to convex random sets since
the set A� � � � � �An is usually nonconvex� A convex RACS must satisfy very strong
conditions to be Ustable�
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Let A be a convex RACS in Rd � This random set is said to be C�stable �convex�
stable� if� for every n � � and independent copies A�� ���� An of A�

anA
d� conv�A� � � � � � An�Kn �����

for some an � �� Kn � K� In case Kn � fbng� n � �� i�e� Kn is a singleton set for all
n � �� the random set A is said to be strictly C�stable�

This de�nition is due to Gine� Hahn and Vatan ������� where such a set A is
additionally supposed to be compact and its support function is assumed to have a
nondegenerate distribution�

Convexstable random sets arise in applied sciences while treating objects deter
mined by convex hulls of their elementary components� For example� a starcluster
can be considered to be the convex hull of the stars or subclusters� the natural habi
tat of a certain species is the convex hull of the sightings of animals� the dangerous
region to be placed in quarantine in epidemiology is the convex hull of the primary
regions where the infectious disease has manifested� The corresponding random sets
are Cstable� since they arise as limits for convex hulls �see Chapter ���

It should be noted that convex hulls of random samples were studied in the theory
of approximations of convex sets �see Schneider� ����� and in statistics while testing
for lack of circular symmetry �see Davis et al�� ������

Reformulating ����� in terms of support functions� we obtain

ansA�u�
d� max fsA��u�� � � � � sAn�u�g� sKn�u�� u � Sd��� �����

If A is compact and sA�u� has non�degenerate distribution for each u � Sd��� then
the support function sA��� is a random maxstable sample continuous process� This
fact leads to the characterization of compact Cstable sets� see Gine et al� �������
Meanwhile� even for R� these conditions are more restrictive than it seems to be�

Example ��� Let 
�� 
�� 
� be maxstable random variables with distributions of
types I� II� III respectively� see ����� and Galambos ���	��� Then the random sets
A� � ��� 
��� A� � �	�� 
��� A� � �	�� 
�� are even strictly Cstable� However these
sets do not fall in with the scheme given in Gine et al� ������� since A� and A� are
unbounded and the support function sA��u� is degenerated for u � 	�� Respectively�
these sets cannot be represented as the sum of a certain nonrandom compact and a
Cstable set whose interior almost surely contains the origin �this representation is an
essential result of Gine et al�� ������

Below we characterize Cstability of random set in terms of its inclusion functional
t� We show also that slightly modi�ed methods proposed by Gine et al� ������ work
well even in general case�

First� give a modi�ed version of Lemma ��� from Gine et al� �������

Theorem ��� Let ( be a random closed subset of a 	�compact space satisfying

(
d� (� � � � � � (n� n � ��

for (i iid copies of (� Then ( almost surely coincides with the set of its �xed points�
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For any RACS A de�ne

LA �
n
u � Sd��� P fsA�u� �g � �

o
�

HA � f�u� �v� u� v � LA� �� � � Rg �
i�e� HA is the minimal linear span of LA�

Theorem ��� If A is a C�stable RACS� then

A � A� H
A �����

where A� � A �HA is a C�stable subset of HA� H

A is the orthogonal complement to

HA�

Proof� Put
(A �

n
u � Sd��� sA�u� �

o
�

It can be shown that (A is a random closed subset of Sd��� and

(A
d� (conv�A������An��Kn �

n�
i��

(Ai�

Theorem ��� yields (A � LA a�s�� since LA is the set of �xed points of (A� Further
more� A� �� � a�s�� since otherwise sA�u� is �nite with positive probability for a certain
u from H

A � Hence� ����� is valid� �

Corollary ��� The distribution of a C�stable RACS is determined uniquely by the
inclusion functional t�F �� F � C�
Proof is obvious� since the functional t�F � determines uniquely �nitedimensional
distributions of sA�u�� u � LA� and� therefore� the distribution of A� cf� Example ������
�

The following theorem provides a characterization of inclusion functionals of C
stable sets� The class CA de�ned as

CA �
n
F H

A � F � C� FA �HA � F � HA

o
plays the same role as the class KA in Theorem ��
� It follows from ����� that t�F � � �
for F belonging to C n CA�
Theorem ��� A non�trivial convex RACS A is C�stable if and only if its inclusion
functional t is equal to

t�F � � expf��F �g� F � C� ���
�

where � is a non�positive functional satisfying conditions �I�� �I� �see Section 	���
and ��F � � 	� i� F � CA� In addition� for a certain convex compact H � HA and
� �� �� one of the following two groups of relations is valid

��F � � s��F �H log s�� FA �H log s � FA� �����

��F � � s��s	F � �s	 	 ��H�� �FA �H�s � FA� �����

whatever positive s and F from CA may be� If LA consists of at least two centrally
symmetric points� then only ���� is valid with � � ��
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Proof� Necessity� It follows from Theorem 
�� of Gine et al� ������ that there exists
a measure � on C such that

� �fM � C� M �� Fg� � 	 log t�F ��

Then it is easy to show that the functional

��F � � 	� �fM � C� M �� Fg�

satis�es conditions �I�� �I� and is �nite on CA� see also Trader ������� In addition�
we have to derive ����� and ����� from ������

The random process sA�u�� u � LA� is continuous maxstable on LA� It follows
from ����� and results of Gine et al� ������ that an � n	 for some real �� If � � ��
then

sKn�u� � 	h�u� logn� u � LA�

Suppose that LA does not consists of any pair of centrally symmetric points� Then
there exists a compact set H such that Kn � H logn� n � � �the set H� e�g�� may be
chosen to be centrally symmetric�� Hence

A
d� conv�A� � � � � � An�H logn� ���	�

and
n��F �H logn� � ��F �

for all n � � and F � CA� Thus� for any q � m�n � �

n��F �H logn� � m��F �H logm��

Put F � F � H logn for a certain F � from CA� Then

q��F � �H log q� � ��F ��� G � CA�

Here the Minkowski subtraction is replaced with the addition for q  �� By semi
continuity� ����� is valid for any positive q� It follows from ���	� that FAH logn � FA�
so that

FA H log q � FA� q � ��

If � �� �� then
sKn�u� � �n	 	 ��h�u�� u � LA�

so that Kn � �n	 	 ��H� Similar arguments as above lead to ������ If LA consists
of two points fy�	yg then the proof of Proposition 
�
 from Gine et al� ������ is
applicable� so that the possibility of � � � is rejected�

Su
ciency immediately follows from Corollary ��
� �

The characterization theorem for compact Cstable sets follows from Theorem ����
since in this case LA � Sd�� and� evidently� L does contain centrally symmetric
points� This case �� � �� was considered in Gine et al� ������� Besides� a spectral
representation for the inclusion functional t was obtained� It was proven that each
Cstable set with � � � and nondegenerately distributed support function can be
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represented as )H� where ) is a Cstable random set containing the origin as an
interior point almost surely�

We shall say that the Cstable RACS A belongs to the �rst type if ����� is valid
and to the second type otherwise� If A belongs to the second type� then ����� is
transformed to

��sF H� � s���F H�� s � �� F � CA� �����

where � � 	����
It should be noted that H � FA in case � � �� and H is a singleton if A is strictly

Cstable�

Corollary ��� Let A be the C�stable set of the second type� If �  t�F  H�  �
for some convex F containing the origin� then the parameter � in ����� is negative�
If �  t�F H�  � for some F � C such that � �� F � then � � ��

Proof� If �  t�F H�  � and � � F � then

s�F � s�F� s� � s� � ��

Hence s���F H� increases and 	�  ��F H�  �� Therefore� �  ��
Note that t�F� H�  � for any halfspace F� missing the origin� In fact� t�F� 

H� � � implies t�sF�  H� � � for su�ciently large s� so that A � �� Suppose that
�  t�F �  �� and � �� F � Then t�F� H� � � for a certain halfspace F� such that
� �� F�� F � F�� Thus� �  t�F�  H�  � and s�F� � s�F� for s� � s� � �� Hence
s���F�  H� decreases for s � �� and also 	�  ��F�  H�  �� Therefore� � is
positive� �

Example ��	 Let 
 � �
�� � � � � 
d� be a random vector in Rd � Put

A � conv feixi� � � i � d� xi � 
ig �

where e�� � � � � ed is the basis in Rd � Then A is strictly Cstable i� 
 is maxstable ran
dom vector with respect to coordinatewise maximum� see Galambos ���	��� Balkema
and Resnick ���		�� Evidently�

t�C�x�� � P fA � C�x�g � F��x��

where F� is the distribution function of 
�

C�x� � �	�� x��� � � � � �	�� xd�� x � �x�� ���� xd��

Thus� A is strictly Cstable i� F��x� � expf��x�g� where ��x� � ��y� � � if x � y
coordinatewisely� and one of the following conditions is valid for a certain v � Rd

��x� � s��x� v log s��

��x� � s��s	x � �s	 	 ��v��

whatever positive s and x � Rd may be�
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Example ��
 Let � be the exponential random variable with parameter �� f �Rd 	

������ be a certain upper semicontinuous function� Then

A � conv
n
x � Rd � f�x� � �

o
is a convex RACS� Its inclusion functional is equal to

t�F � � P

�
sup
x�F c

f�x�  �

�
� expf��F �g

for ��F � � 	� supff�x�� x � F cg� Note that FA � convfx � Rd � f�x� � ��g�
The set A is of the �rst type i� sf�x � v log s� � f�x�� and of the second type i�
sf�s	x��s	 	 ��v� � f�x� for certain v � Rd � � �� �� whatever x � Rd and s � � may
be�

It should be noted that for any Ustable RACS A its convex hull conv�A� �if
nontrivial� is strictly Cstable�

Example ��� Let "
 be a Poisson point process from Example ���� with �  ��
Then the random set A � conv�"
� is Cstable� Its inclusion functional is evaluated
as

P fA � Fg � exp f	'�F c�g � F � C�

��� Generalizations and Remarks�

A possible generalization of the notion of Ustable random sets is based on the analog
of ������ A random set A is said to be generalized union�stable �GUstable� if� for any
collection A�� ���� An of independent copies of A�

anA
d� �A� � � � � � An�Kn �
���

for certain an � �� Kn � K� A random set is said to be strictly GUstable if it satis�es
�
��� with singlepoint compacts Kn � fbng�

Generalized unionstable random sets are very di�cult to characterize� since� in
general� the characterization problem cannot be reduced to examination of maxstable
support functions� The situation is getting worse in case A is unbounded� since in this
case A may coincide in distribution with A� u for some u �� �� The main obstacle is
the lack of the Khinchin lemma �see Leadbetter et al�� ����� for random closed sets�
Namely�

T �anK � bn�
 T �K� as n
�
for each K from K does not imply the boundedness of an� kbnk� n � ��

It was proven in Trader ������ that any strictly GUstable random set A with
a� �� � can be reduced to a Ustable random set by means of a nonrandom shift� In
other words� there exists b � Rd such that A � b is Ustable� It was proven also that
in this case an is equal to n	 � n � ��

Consider the special case of �
��� for an � � and Kn � f	bng� The random set A
is said to be additive union�stable �AUstable� if

A� bn
d� �A� � � � � � An�� �
���
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Let
HA �

n
u � Rd � A

d� A� u
o

�
���

be the set of all invariant shifts for A� Suppose that HA is a cone and A is not
stationary� i�e� HA �� Rd �

The RACS A is said to be homogeneous at in�nity if� for each sequence fbn� n �
�g � Rd �

lim
n��

T �K � bn� � lim
n��

T �K � u� bn�� K � K� u � Rd � �
�
�

as soon as at least one limit exists� and ��bn� HA�
� as n
�� It is evident that
any compact random set is homogeneous at in�nity�

Lemma ��� If A is homogeneous at in�nity� then A satis�es the Khinchin lemma�
i�e� for each sequence bn � Rd � n � �� the pointwise convergence T �bn �K�
 T �K�
as n
� for K � K implies supfkbnk�n � �g ��

Proof� Suppose that ��bn� HA�
� as n
�� It follows from �
�
� that the limit
of T �K � u � bn� exists and is equal to T �K�� On the other hand T �K � u� bn� 

T �K � u� as n 
 �� Thus T �K� � T �K � u� for each u� i�e� HA � Rd � Hence the
sequence bn� n � �� is bounded� �

Theorem ��� The RACS A is AU�stable if �and only if in case A is homogeneous
at in�nity� its capacity functional is of the form �	�	�� where %��� � �� and� for a
certain v � HA�

%�K � vs� � e�s%�K�� FA � vs � FA� �
���

whatever K from KA and s from R may be�

Proof� Su
ciency can be obtained from �
��� and �
��� for bn � v logn�
Necessity� Since A is unionin�nitelydivisible� ����� is valid� It is easy to prove

the existence of an H
A valued function b�s�� s � Q� � such that

s%�b�s� �K� � %�K�� K � KA� b�s� � FA � FA� �
���

As in the proof of Theorem ��
� we can show that

b�ss�� � b�s� � b�s��

for all positive rational numbers s� s�� It follows from �
��� that T �b�sn��K�
 T �K��
K � K� as soon as sn 
 �� n
�� Lemma 
�� yields

supfkb�sn�k� n � �g ��

Without loss of generality assume that b�sn� 
 b as n 
 �� It is easy to show
that T �b � K� � T �K� for each K � K� and b � �� Thus� b�s� is continuous at
s � � and� therefore� may be continuously extended onto the positive halfline� Hence
b�s� � v log s for a certain vector v � HA� so �
��� follows from �
���� �

Example ��� Let A � �	�� 
�� Then A is AUstable i� 
 is a maxstable random
variable with distribution ������ � � ��
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Note that the random closed sets from Examples ��� and ��� are AUstable as long
as

��u� vs� � e�s��u�� u � Rd � s � R

for a certain vector v belonging to Rd n f�g�

Mention several open problems related with characterization of generalized union
stable sets�

�� Characterization of generalized unionstable sets for onepoint compacts Kn can
be obtained in case the random sets are supposed to satisfy an analog of the
Khinchin lemma� It can be shown that either A� v is unionstable for a certain
vector v� or A is additive unionstable� The problem is to �nd examples of
GUstable sets which do not satisfy the Khinchin lemma�

�� It seems interesting to characterize GUstable sets for arbitrary compacts Kn

and� in particular� for circular Kn�

�� The random set A is said to be inverted unionstable if

anAKn
d� A� � � � � � An �
�	�

in the above introduced notations� The matter is that an inverted unionstable
set is no longer in�nitely divisible by de�nition� so that we cannot use the
representation theorem for capacities of in�nitelydivisible random sets� The
conjecture is that in this case �A�Kn�Kn converges to A a�s� in the Hausdor�
metric as n 
 �� so that A can be approximated by unionin�nitelydivisible
random sets� The problem is to �nd a representation theorem for their capacity
functionals and to characterize random closed sets which do not satisfy �
����
but �
�	�� The same problem arises for inverted convex stable sets�


� The statement of Lemma 
�� is valid for homogeneous at in�nity random sets�
The problem is to �nd other conditions� which implies this statement �i�e� to
prove the Khinchin lemma for random sets��

�� Find out examples of nonstrictly Cstable random sets de�ned by random vec
tors �see Example ��	�� Which vectors are stable with respect to this de�nition�



Chapter �

Limit Theorems for Normalized

Unions of Random Closed Sets

��� Su
cient Conditions for the Weak Conver�

gence of Unions of Random Sets�

In this chapter we consider limit theorems for normalized unions of random sets� where
Ustable sets appear as limits� The reader is referred to Section ��
 for generalities
on the weak convergence of random closed sets�

Let A�� � � � � An be independent identically distributed random closed sets with the
common capacity functional T � and let X be their union� i�e�

Xn � A� � � � � � An�

We investigate the weak convergence of a��n Xn where an� n � �� is a suitable
sequence of real numbers� It is evident that the limiting RACS X �if exists� is U
stable� Hence its capacity functional  T is characterized by Theorem ����
� i�e�

 T �K� � �	 expf	%�K�g �����

for a certain homogeneous capacity % such that %�sK� � s�%�K�� s � �� for each
compact K missing the set of �xed points FX � We shall show that the corresponding
parameter � is positive in case an 
 � and is negative if an 
��

The union�scheme generalizes wellknown limit theorems for normalized extremes
of random variables� For instance� if Ai � �	�� 
i�� then a��n Xn converges weakly
as soon as the random variable a��n max�
�� � � � � 
n� has a weak limit� Thus� the limit
theorems for scaled extremes of random variables will follow from our results for
A � �	�� 
� or A � �
����� Naturally� while handling with unions of random
sets we use similar methods as in the theory of extremes� see e�g� Galambos ���	���
However� the direct generalization fails due to speci�c properties of capacities� For
example� the function �	 T �xK�� x � �� plays in our consideration the same role as
the distribution function in limit theorems for extremes� but this function is no longer
monotone and even may not tend to � as x
��

First� consider the case an 
 � as n 
 �� The limiting random set X has the
origin as a �xed point� so that Corollary ����� yields �  �� For any compact K put

an�K� � sup fx� T �xK� � ��ng � �����


�
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where an�K� � � in case T �xK�  ��n for all x � �� The values an�K�� n � �� stand
for the �best� norming constants for the given compact K� see Molchanov �����e��

The reader is referred to Section ��� for necessary facts from regular variation
theory�

Introduce the function �K�x�� x � �� and the class T of compacts by

�K�x� � T �xK�� �����

T �
�
K� lim inf

x��
T �xK� � �

�
� ���
�

Theorem ��� Assume that for any K from T there exists the limit of an�K��an
�which is not necessary �nite�� and let �K�x� be a regularly varying function with the
negative exponent �� Then a��n Xn converges weakly to the U�stable set X with the
capacity functional given by �	�	� for

%�K� �

�
lim�an�K��an�

�� � K � T
� � otherwise

�����

We begin with a lemma�

Lemma ��� Let f�x� be a regularly varying function� indf � �  �� and let g�x�
be a non�negative function such that xg�x� 
 � as x 
 � and g�x� has a certain
�maybe in�nite� limit as x
�� Then

lim
x��

f�xg�x��

f�x�
� lim

x��
g�x��� �����

Proof follows from the representation of a regularly varying function� see Seneta
���	�� and Section ���� Namely� f�x� � x�L�x�� where L�x� is a slowly varying
function� and also for a certain B � ��

L�x� � exp

�
��x� �

Z x

B

��t�

t
dt

�
� x � B�

Here ��t� tends to zero as t 
 �� and ��x� has the �nite limit as x 
 �� If g�x�
possesses a �nite positive limit� then ����� is obvious� see also Theorem ��� from Seneta
���	���

Suppose that g�x�
� as x
�� Let c � ���	�� be speci�ed� Then g�x�� 
 �
as x
�� Hence

lim
x��

f�xg�x��

f�x�
� lim

x��
g�x�� exp

�
��g�x�x�	 ��x� �

Z g�x�x

B

��t�

t
dt

�

� lim
x��

g�x�� exp

�Z g�x�x

B

��t�

t
dt

�

� lim
x��

g�x�� exp fc log g�x�g
� lim

x��
g�x���c � ��
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Let g�x�
 � as x
�� Then g�x�x � B for su�ciently large x� and

lim
x��

f�xg�x��

f�x�
� lim

x��
g�x�� exp

�
	
Z x

g�x�x

��t�

t
dt

�

� lim
x��

g�x�� exp

�
	
Z x

g�x�x

c

t
dt

�

� lim
x��

g�x���c ���

Thus� ����� is valid too� �

Proof of Theorem ���� If T is the capacity functional of the random set A��
then the RACS a��n Xn has the capacity functional Tn given by

Tn�K� � �	 ��	 T �anK��n � ���	�

If K �� T � then Tn�K�
 � �  T �K� as n
�� i�e� ����� is valid� Further suppose
that K � T � It follows from ���	� that

 T �K� � lim
n��

Tn�K� � �	 expf	%�K�g� �����

as long as the limit
lim
n��

nT �anK� � %�K� �����

exists �it may be in�nite��
Suppose that

lim sup
x��

T �xK� � � � ��

cf� ���
�� Then an�K� �� for all n � n�� i�e�

qn�K� � an�K��an ��� n � n��

Let � � � be speci�ed� Then for each n � n� there exists �n � � such that
T �an�nK� � ��n� Hence

lim
n��

nT �anK� � lim
n��

n
T �an�nK��K�an�

�K�an�n�

� lim inf
n��

���n

� ����

Letting � go to in�nity yields

lim
n��

nT �anK� ���

Hence  T �K� � �� i�e� ����� is valid with %�K� � lim qn�K� ���
Let �K�x� 
 � as x 
 �� In this case an�K�  � for all n � �� If the

sequence an�K�� n � �� is bounded� then T �xK� � � for all su�ciently large x� so
that limTn�K� � �� Hence ����� is valid� since

%�K� � lim
n��

�an�K��an�
�� � ��
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Further assume that an�K�
� as n
�� Lemma ��� yields

lim
n��

�K�an�

�K�an�K��
� lim

n��

�K�an�

�K�qn�K�an�
� lim

n��
�qn�K���� � ������

Let us prove that nT �an�K�K� 
 � as n 
 �� For arbitrary n � � choose xm�
m � �� such that

an�K�	 ��m � xm � an�K�

and T �xmK� � ��n� Semicontinuity of T implies

��n � lim
m��

T �xmK� � T �an�K�K��

Thus� nT �an�K�K� � � for all n � �� It follows from ����� that T �an�K��K� � ��n
for � � �� Regular variation of �K implies

� � lim
n��

nT �an�K�K� � lim
n��

nT �an�K��K�
�K�an�K��

�K��an�K��
� ����

Letting � go to � yields

lim
n��

nT �an�K�K� � ��

From ������ we get

lim
n��

nT �an�K�K� � lim
n��

nT �an�K�K�
�K�an�

�K�an�K��

� lim
n��


an�K�

an

���
�

Thus� ����� is valid for every compact K� It is easy to verify that for any K � T
and s � � the compact sK belongs to T � and also

%�sK� � lim
n��


an�sK�

an

���
� s�%�K��

Therefore� the limiting random set is Ustable with parameter �� �

The limiting random set X in the scheme of Theorem ���� has the origin as a �xed
point� since an�Br���� �� for each r � ��

If the norming factor an converges to a certain positive constant a� then a��n Xn

converges almost surely in the Hausdor� metric to the nonrandom set M de�ned as
is the closure of


�n
aBr�x�� T �Br�x�� � �� r � �� x � Rd

o�
�

It was stated in Section ��
 that the weak convergence of random closed sets follows
from the pointwise convergence of their capacity functionals on the subclass Kub � K�
This class Kub consists of all �nite unions of balls with positive radii� Hence a��n Xn

converges weakly even in case the conditions of Theorem ��� are valid on T � Kub

instead of T �



���� NECESSARY CONDITIONS 
�

Below we provide only the outline of the limit theorem in case an 
 � as n
��
The limiting random set X is Ustable with parameter � � ��

Denote for K � K

�an�K� � inf fx � �� T �xK� � ��ng � ������

where �an�K� �� in case T �xK�  ��n for all x � �� Let

�T �
�
K� lim inf

x��
T �xK� � �

�
�

The function f�x� is said to be regularly varying at zero with exponent � if  f�x� �
f���x� is a regularly varying function with ind  f � 	��

Theorem ��� Assume that for any K from �T there exists the limit of �an�K��an
�which is not necessary �nite� and let the function �K�x� be regularly varying at zero
with exponent � � �� Then a��n Xn converges weakly to the U�stable set X with capacity
functional �	�	� where

%�K� �

�
lim��an�K��an�

�� � K � �T �
� � otherwise

� ������

Proof is quite similar to the proof of Theorem ���� �

��� Necessary Conditions in Limit Theorems for

Unions�

It is wellknown that regular variation conditions are both su�cient and necessary in
limit theorems for extremes of random variables� see Galambos ���	��� However� for
random sets the situation is di�erent to some extent� since the pointwise convergence
of Tn�xK� for all positive x no longer implies the uniform convergence� Nevertheless�
the su�cient conditions in the scheme of Theorems ���� ��� are very close to the
necessary ones�

Theorem ��� Let the capacity functional Tn of a��n X converge uniformly on K to
the capacity functional  T of a U�stable random closed set X with parameter �� see
�	�	�� Consider a compact K such that  T �K�  � �i�e� K misses the set of �xed
points of X�� If �  �� then K � T and the function �K�x� is regularly varying with
exponent �� If � � � then K � �T � and �K�x� is regularly varying at zero with the
same exponent ��

Proof� Let T be the capacity functional of A�� Denote

F �x� �

�
�	 T �xK� � x � �
� � otherwise

�
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Since  T �K�  �� the corresponding functional %�K� from ����� is �nite� It follows
from ���	� that

F n�anx�
 expf	%�xK�g � expf	x�%�K�g �  F �x� as n
� �����

uniformly for x � �� If �  �� then  F �x� is the distribution function of a certain
maxstable random variable of type I� see �������� For x � � we suppose  F �x� � ��

Denote
F��x� � inf

x�t
F �t�� F ��x� � sup

��t�x
F �t��

Uniform convergence in ����� yields

�F ��anx��
n 
  F �x�� �F��anx��

n 
  F �x� as n
� �����

for each positive x� Since T is a Choquet capacity� the function F is lower semi
continuous� Hence the functions F � and F� are leftcontinuous� For example�

F ��x� � F ��x	 �� � lim
y�x

F ��y�

� lim inf
y�x

F �y� � F �x��

Since %�K� is �nite� F ���� � F���� � �� i�e� F � and F� are distribution func
tions� and K belongs to T �

From ����� and the necessary conditions in limit theorems for maxima �Galambos�
��	�� we derive that the functions �	F��x� and �	F ��x� are regularly varying with
exponent ��

Evidently�
�	 F ��x� � �	 F �x� � �	 F��x��

Let s � � be speci�ed� and let n�k� be the integer part of sk� Then� for all
su�ciently large t� there exists k such that an�k� � t  an�k��� and also

F��an�k�� � F��t� � F��an�k�����

F ��an�k�� � F ��t� � F ��an�k�����

Hence
logF��an�k����

logF ��an�k��
� logF��t�

logF ��t�
� logF��an�k��

logF ��an�k����
�

It follows from ����� that

logF��t�

logF ��t�

 � as t
��

whence

lim
x��

�	 F��x�

�	 F ��x�
� ��

This fact and the regular variation of F � and F� imply the regular variation of the
function �K�x��

The dual case � � � is considered similarly� It is reduced to the limit theorem for
minima� �

Consider an example of a random set such that the capacity functional of the
corresponding unions converges only pointwise�
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Example ��� Let Y � �	�� �� be a Ustable RACS with � � 	�� and let Mk be
equal to �k� k������ k � �� with probability k�� and be empty otherwise� Furthermore�
let A�� A�� � � � be iid copies of the random set A de�ned as

A � Y �M� �M� � � � �

Put an � n� Then the capacity functional of n��Xn is equal to

Tn�K� � �	 ��	 T �nK��n ��	 T ��nK��
n

� �	 ��	 T �K�� ��	 T ��nK��
n
�

where T� T � are the capacity functionals of Y and M� �M� � � � � respectively�
Let � �� K � �a� b� for a certain positive a� Then

�	 T ��K� �
�
�	 �na���

�n�b�a�
�

where �na� designates the integer part of na� Hence

��	 T ��nK��
n 
 � as n
��

so that Tn�K� 
 T �K� as n 
 �� Thus� n��Xn converges weakly to Y as n 
 ��
However� corresponding capacity functionals do not converge uniformly on the family
fxK� x � �g even for K � f�g� Indeed� T �fxg� � � for all x � �� and also

sup
x�

jTn�fxg�	 T �fxg�j � Tn�fxng�

� �	
�
�	 �nxn�

��
�n 
 �	 e�� as n
�

for xn � �n����n��� n � �� Note that the function T �xK� is not regularly varying for
the given K�

It seems interesting to construct an example such that T �xK� is regularly varying�
but the uniform convergence fails� If there is no such example� then� perhaps� the
capacity functionals converge uniformly in conditions of Theorems ��� and ���� In
this case it is interesting to �nd out exact necessary and su�cient conditions for the
pointwise convergence�

��� Limit Theorems for Normalized Convex

Hulls�

First� consider pointwise convergence of inclusion functionals of convex hull of random
sets� The limiting random set is necessary convexstable �see Sections ��
 and ��� for
notations and de�nitions��

Let An� n � �� be iid random sets with the inclusion functional

t�F � � P fA� � Fg � F � C�
and let

Zn � conv�A� � � � � � An��
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Note that the sets An� n � �� are allowed to be nonconvex and unbounded�
We consider limit theorems for the inclusion functional of a��n Zn for a certain

normalizing sequence an� n � �� of positive real numbers� Evidently� for any convex
F �

tn�F � � P
n
a��n Zn � F

o
� �t�anF ��n� �����

If tn�F � tends to  t�F � as n 
 � for each convex F � then the limiting functional
 t �if nontrivial� is a capacity functional of a certain strictly Cstable random set Z�
The limiting functional satis�es �������� In other words� Z is of the second type with
H � f�g� Thus

 t�F � � expf  ��F �g� F � C� F � FA� �����

and� for a certain � �� ��
 ��sF � � s�  ��F �� s � �� �����

The notations below resemble notations introduced in Section 
��� Let an 
 ��
as n
�� Then the origin is a �xed point of the limiting random set� so that �  �
by Corollary ������ De�ne for any convex F

an�F � � sup fx� t�xF � � �	 ��ng � ���
�

If t�xF � � � 	 ��n for all x � �� then put an�F � � �� Introduce the subfamily of
convex sets by

Tc �
�
F � C� lim sup

x��
t�xF � � �

�
�

The following theorem resembles Theorem ���� although its proof is simpler� since
the limit theorem for convex hulls can be reduced directly to the limit theorem for
extremes of random variables�

Theorem ��� Let F � Tc� Suppose that there is

lim
n��

an�F ��an � q�F ��

which is allowed to be in�nite� Then

lim
n��

tn�F � � exp
n
	q�F ���

o
� �����

if �and only if in case �  q�F � �� the function

�F �x� � �	 t�xF �� x � ��

is regularly varying with exponent �  �� If F �� Tc then tn�F �
 � as n
��

Proof� Evidently� tn�F �
 � as n
� if � �� F � Let � � F � Put


�Ai� � inf fs � �� Ai � sFg �

The distribution function of the random variable 
�Ai� is evaluated as

F��x� � P f
�Ai�  xg
� P fA � xFg � t�xF ��
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Hence
an�F � � sup fx� F��x� � �	 ��ng �

and F belongs to Tc if and only if F��x�
 � as x
�� Moreover�

�n � 
 �conv�A� � � � � � An�� � max f
�Ai�� � � i � ng �

As in Galambos ���	��� we get

P f�n  an�F �xg 
 exp f	x�g as n
��

Then ����� is valid� since

tn�anF � � P f�n  ang
� P

�
�n  an�F �

an
an�F �

�
�

If �  q�F �  �� then the necessity follows from the corresponding theorem for
extremes of random variables� see Galambos ���	���

It is easy to show that for any F � Tc and s � � the set sF belongs to Tc and
 ��sF � � s�  ��F �� so that the limiting distribution corresponds to a certain Cstable
set� �

It was proven in Section ��
 that the pointwise convergence of inclusion functionals
implies the weak convergence of convex compact random sets� Thus� the following
theorem is valid�

Theorem ��� Let the conditions of Theorem ��	 be valid for each F from Tc � C��
and let the random set A� be compact almost surely� Then a��n Zn converges weakly to
the C�stable set Z with the inclusion functional  t given by

 t�F � �

�
expf	q�F ��g � F � Tc
� � otherwise

� �����

In fact� the class C� in Theorem ��� can be replaced with the class P of all bounded
convex polyhedrons in Rd � see Proposition ��
�
�

Now consider a limit theorem for the Aumann expectation of convex compact sets
�see Section ��� for the de�nition of expectation��

Theorem ��� Let a��n Zn converge weakly to the random set Z� Then� for any R � ��
the random set a��n Zn �BR��� converges weakly to Z �BR���� and also

E
h
a��n Zn �BR���

i

 E �Z � BR���� as n
�

in the Hausdor� metric� Moreover�

a�dn � �E �Zn � anBR�����
 � �E �Z � BR����� as n
�� ���	�

where � is the Lebesgue measure in Rd �
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Proof is straightforward and simply follows from Theorem ��
��� �

We provide only the outline of the case of convergence to the limiting functional
with � � �� Let an 
 � as n
�� De�ne for any F belonging to C

�an�F � � inf fx � �� t�xF � � �	 ��ng �
If t�xF � � �	 ��n for all x � �� then put �an�F � ��� Let

�Tc �
�
F � C� lim sup

x��
t�xF � � �

�
�

Theorem ��� Let F � �Tc� Suppose that there is
lim
n��

�an�F ��an � �q�F ��

which is allowed to be in�nite� Then

lim
n��

tn�F � � exp
n
	�q�F ���

o
� �����

if �and only if in case �  �q�F �  �� the function �F �x� � � 	 t�xF �� x � �� is
regularly varying at zero with exponent � � �� If F �� �Tc� then tn�F �
 � as n
��

Note that the limiting functional in Theorem ��
 corresponds to necessary un
bounded random set� so that ����� cannot be reformulated directly in terms of the
weak convergence�

Naturally� limit theorems for convex hulls follow from the corresponding results
for unions� However� to prove the convergence of unions we have to check regular
variation conditions for all compacts� This is sometimes more tiresome than to check
conditions of Theorem ���� Besides� for the convergence of convex hulls the necessary
and su�cient conditions have been obtained�

��� Limit Theorems for Unions and Convex Hulls

of Special Random Sets

First� consider convergence of random samples in Rd and their convex hulls� In this
case A� � f
�g is a singlepoint random set and Xn � f
�� � � � � 
ng for iid random
vectors 
�� � � � � 
n� We shall prove that the random set a��n Xn admits a nontrivial
weak limit if the random vector 
 has a regularly varying density�

Hereafter in this section the numerical function f �Rd 
 R is called regularly
varying if f belongs to the class "� �see Section ����� It means that

sup
u�Sd��

���f�xu�
f�xe�

	 �e�u�
���
 � as x
� �
���

for any vector e from Rd n f�g� To make this section more selfcontained recall that
any regularly varying function f admits the representation

f�u� � ��u�L�u�� �
���

where L is a slowly varying function and ��u� is a continuous homogeneous function�
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Theorem ��� Let A� � M � 
� where 
 is a random vector with a regularly varying
positive density f � indf � � 	 d� �  �� and M is a non�empty RACS independent
of 
� Suppose that M � K� a�s� for a certain compact K�� Furthermore� let � and L
be the corresponding factors in ���
�� Put

an � sup fx� x�L�xe� � ��ng �
���

for a certain e belonging to Rd n f�g� Then a��n Xn � a��n �A� � � � � � An� converges
weakly to the U�stable compact RACS X with the capacity functional

 T �K� � �	 exp
�
	
Z
K
��u�du

�
� �
�
�

Proof� Evidently� an 
� as n
�� Check the conditions of Theorem ��� on
the class Kub� Let K � Kub� and let � � K� Then there exists a ball K� such that
� � K� � K� Since f is positive� we get

�K�x� � T �xK� � P fM � 
 � xK� �� �g
� P

n

 � xK�  !M

o
� P

n

 � K�  !M

o
� ��

where !M � f	x� x �Mg� Thus� K �� T � and

P
n
a��n Xn �K �� �

o

 � as n
��

Let K � Kub� and� moreover� � �� K� for a certain � � �� Then

�K�x� � P
n

 � xK  !M

o
�

Z
xK� �K�

f�u�du

� xd
Z
K� �K��x

f�xu�du

� x�
Z
K�

��u�L�xu�du�

for su�ciently large x�
It follows from ������� �see also Lemma ������ that

Z
K
��u�L�xu�du � L�xe�

Z
K
��u�du as x
��

Thus
�K�x� � x�L�xe��� � �x�'�K

��� �
���

where �x 
 � as x
� and

'�K� �
Z
K
��u�du� K � K� �
���

It follows from the theory of regularly varying functions that x�L�xe� 
 � as
x 
 � for �  �� see Section ���� Hence �K�x� 
 � as x 
 �� whence it follows
that K belongs to the class T de�ned in ���
��
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Estimate �K�x� from below in the similar way

�K�x� � inf
x�K�

x�
Z
K�y�x

��u�L�xu�du

� inf
y�B����

x�
Z
K�y

��u�L�xu�du�

Since K � Kub� we get
�

y�B����

�K 	 y� � K�� � fy� B��y� � Kg �

Hence� in the above introduced notations�

�K�x� � x�L�xe���	 �x�'�K
����

Thus� for all K belonging to the class Kub of �nite unions of balls�

x�
L�txe���	 �xt�'�K

���

L�te��� � �t�'�K��
� �K�xt�

�K�t�
� x�

L�txe��� � �xt�'�K
��

L�te���	 �t�'�K���
�

provided K misses the origin� Hence

x�
'�K���

'�K��
� lim

t��

�K�xt�

�K�t�
� x�

'�K��

'�K���
�

Since K � Kub� we get K�� � IntK as � � �� The continuity of � yields '�K�� �
'�K� and '�K��� � '�K� as � � �� Hence

lim
t��

�K�xt�

�K�t�
� x��

i�e� the function �K�x� is regularly varying with exponent ��
It follows from ������ �
��� that for all � � � and su�ciently large n

an�K� � sup fx� x�L�xe��� � ��'�K�� � ��ng
� sup fx� s�x� � n'�K���� � ��g �

where s�x� � x��L�xe� is a regularly varying function such that inds � 	�� Ac
cording to Seneta ���	��� s�x� admits the asymptotic inverse function �s�x�� which is
regular varying with

ind�s � � � 	 �

�
�

Then

lim
n��

an�K�

�s�n'�K��� � ���
� ��

and� by �
����
an � sup fx� s�x� � ng � �s�n� as n
��

Theorem ��� yields

%�K� � lim
n��


�s�n'�K���� � ���

�s�n�

���
� '�K���� � ���
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Similarly�
%�K� � '�K�����	 ���

Letting � go to zero yields %�K� � '�K�� whence �
��� is valid for eachK fromKub�
It follows from the general results on distributions of random sets �see Matheron� ��	��
that �
��� is valid for each compact K �if � � K we assume

R
K ��u�du ���� �

Note� If f�xu� � ��xu� as x
�� for a certain homogeneous function � and any
u from Rd n f�g� then the statement of Theorem 
�� is valid for an � n	� � � 	����

The limiting random set X in Theorem 
�� is the Poisson point process in Rd with
the intensity measure ' given by �
���� Its distribution does not depend on the shape
of M � provided M is contained a�s� inside a certain compact�

The following theorem deals with the convergence of convex hulls of random sam
ples�

Theorem ��� Let the conditions of Theorem ��	 be valid� and let

Zn � conv�A� � � � � � An��

Then a��n Zn converges weakly to Z � conv�X�� where X is the weak limit of a��n �A��
� � � � An�� The inclusion functional of the limiting random set Z is de�ned as

 t�F � � exp
�
	
Z
F c
��u�du

�
� �
�	�

Proof follows from Theorem 
��� since for any convex F

P fZ � Fg � P fX � F c � �g � �	 T �F c��

The limiting random set Z is strictly Cstable with � � 	��� � � and H � f�g
�see Theorem ������� �

It was proven in Vitale ����	� that expectations of convex hulls for n iid random
vectors� n � �� determine uniquely the distribution of the random vector in question�
Let us proceed to evaluate the expectation of the limiting convex random set Z in
Theorem 
���

Theorem ��� If �  	�� then the expectation of the C�stable set Z with the inclusion
functional ����� is the convex compact set EZ having the support function

sEZ�v� � #��	 ��
�
�
Z
S�v

��u��u � v���	du
�	
� v � Sd��� �
���

where S�
v � fu � Sd��� �u � v� � �g� � � 	���� # is the gamma�function�

Proof� It is obvious that

P fsZ�v�  xg � P fA � xHc
vg � exp f	x�a�v�g
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where Hv � fu� u � v � �g is the halfspace touching the unit sphere at the point v
and a�v� �

R
Hv

��w�dw� Ordinary evaluations yield

sEZ�v� � EsZ�v� � a�v�����#����� ��

� a�v�	#��	 ��� �
���

Let w � uy� for u � S�
v � and let y � ���u � v�� Thus� dw � yd��dudy and

a�v� �
Z
S�v

du
Z �

�u�v���
��yu�yd��dy

�
Z
S�v

du
Z �

�u�v���
y��d��u�yd��dy

� 	���
Z
S�v

��u��u � v���du�

Now �
��� follows from �
���� Note that integrals over any part of Sd�� are un
derstood with respect to the �d 	 ��dimensional Lebesgue measure on Sd��� �

The expectation EZ may be used in statistics for testing for lack of circular sym
metry for random samples�

Example ��� Let the function � be spherically symmetric� i�e� ��u� � C for all
u � Sd��� Then the inclusion functional of Z is equal to

 t�F � � exp
�
	C

Z
F c
kuk��ddu

�
�

and EZ is the ball Br��� for r given by

r � #��	 ��
�
�C

Z
S�v

�u � v���	du
�	
� �
����

Similarly to the expectation of the random set Z� the expectation of its norm
kZk � supfkzk� z � Zg is evaluated as

EkZk � #��	 ��
�
�sd��

Z
Sd��

��u�
�	
�

where sd�� is the surface area of the unit sphere in Rd �
If � is spherically symmetric� then

kEZk
EkZk �

�Z
S�v

�u � v���	du�sd��
��	

�

In particular� for d � � it is

kEZk
EkZk �

�
�

�

Z ���

�
�cos ����	d�

	�	

�

�
#���	 �����

�����#��	 ����

	���
�
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Applications of the results above will be discussed in Section ���� Note only that
from Theorems 
�� and 
�� estimates for tail probabilities for the volume of convex
hulls of random samples can be derived�

As it was stated above� the limiting distribution of a��n X in the scheme of Theo
rem 
�� does not depend on the shape of M � provided M is contained almost surely
in a certain compact� Otherwise the limiting distribution becomes more complicated�

The following theorem deals with iid copies of the random closed set de�ned as
A� � M�
�� where M �Rm 
 F is a multivalued function and 
 is a random vector in
Rm having a regularly varying density� Suppose that

sup fkM�u�k� u � Sm��g ��

Theorem ��� Let 
 be a random vector in Rm having positive regularly varying den�
sity f � indf � � 	 m� �  �� and let M �Rm 
 K be a homogeneous set�valued
function whose values are compact convex subsets of Rd � i�e�

M�xu� � x�M�u� �
����

for a certain � � �� whatever x � � and u � Rm may be� Furthermore� let A� � M�
�
be a random closed set� For a certain vector e � Rm n f�g denote

LK � fu � Rm � M�u� �K �� �g � �
����

an � sup fx�� x�L�xe� � ��ng � �
����

where f � �L for a slowly varying function L and homogeneous �� Then the random
closed set

a��n Xn � a��n �A� � � � � � An�

converges weakly to the U�stable set X with the capacity functional  T de�ned as

 T �K� �

�
�	 exp

n
	 RLK ��u�du

o
� � �� K

� � otherwise
� �
��
�

Proof� It is obvious that
LxK � x���LK

for all x � � and K � K� Note that � � LK as long as � � K� In the above introduced
notations we get

�K�x� � P f
 � LxKg � P
n

 � x���LK

o
� x���

Z
LK

��u�L�x���u�du�

If � �� K� then �K�x�
 � as x
� and

x���L�x���e���	 �x�'�LK� � �K�x� � x���L�x���e��� � �x�'�LK��

Hence �K�x� is regularly varying with exponent ���� The proof is completed
similarly to the proof of Theorem 
��� �

Note� The dimension m is allowed to be di�erent from d� If the vector 
 is
distributed in a certain cone C � Rm � and M � C 
 K� then �
��
� remains true for

LK � fu � C � M�u� �K �� �g�
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Example ��� Let m � d � �� and let 
 be a random variable having Cauchy distri
bution� Furthermore� let A� � 
M be a random subset of R� whereM is a nonrandom
compact missing the origin� Then an � n� and the random set n���
�M � � � � � 
nM�
converges weakly to the Ustable random set X with � � 	�� The capacity functional
of X is evaluated as

 T �K� � �	 exp

�
	
Z
K�M

u��du

�
�

where K�M � fx�y� x � K� y � Mg� In particular� for M � f�g the random sample
n��f
�� � � � � 
ng converges weakly to the random set X with the capacity functional
given by

 T �K� � �	 exp
�
	
Z
K
u��du

�
�

Clearly� X is the Poisson point process with the intensity function u���

Then consider convergence of convex hulls of special random closed sets� Similar
to Theorem 
��� we obtain the following result�

Theorem ��	 Let the conditions of Theorem ��� be valid� Then

a��n Zn � a��n conv�A� � � � � � An�

converges weakly to the C�stable random closed set Z with the inclusion functional

 t�F � � exp

�
	
Z
fu	 M�u�
�Fg

��u�du

�
� F � C� �
����

If K is a convex compact set and � � IntK� then

 t�K� � exp

���
��
�

�

Z
Sd��

�
� inf
u�Sm���sM�e��u��

sK�u�

sM�e��u�

�
�
���

��e�de

���
�� � �
����

where sK���� sM�e���� are the support functions of K and M�e��
If ���  	�� then the expectation EZ of the limiting convex RACS Z exists and

has the support function

sEZ�v� � #��	 ���

�
��

Z
fu	M�u�	Hv 
��g

��u�du

		�
� v � Sd���

where Hv � fu � Rd � u � v � �g� � � 	����

Proof� Evidently� �
���� follows from �
��
�� Then

fu� M�u� �� Kg � fxe� x�M�e� �� Kg
� fxe� x� � hK�e�g �

where

hK�e� � inf

�
sK�u�

sM�e��u�
� u � Sm��� sM�e��u� � �

�
�
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Thus Z
fu	M�u�
�Fg

��u�du �
Z
Sm��

��e�de
Z �

hK�e�����
x���dx

� 	 �

�

Z
Sm��

hK�e�
�����e�de�

Then �
���� follows from �
����� The evaluation of the support function of EZ is
straightforward� �

Note that Theorem 
�� and 
�	 make it possible to obtain limit theorems for unions
and convex hulls of random balls �m � d � �� M�u�� � � � � ud��� is the ball in Rd of
radius ud�� centered at �u�� � � � � ud�� or random triangles �m � �d� andM�u�� � � � � u�d�
is the triangle with the vertices �u�� � � � � ud�� �ud��� � � � � u�d�� �u�d��� � � � � u�d�� etc� In
these cases M�su� � sM�u� for all u � Rm and s � �� whence � � ��

Consider a consequence from Theorems 
�� and 
�	�

Theorem ��
 Let �
�� � � � � 
d� �� be a random vector in Rd � ����� with the regularly
varying density f�u� y�� indf � � 	 d 	 �� �  �� and let A� � 
 � �M � where

 � �
�� � � � � 
d�� M � K� � �M � Furthermore� let

f�u� y� � ��u� y�L�u� y�� u � Rd � y � ��

where � is homogeneous and L is slowly varying� Put

an � sup fx� x�L�xe� xt� � ��ng

for a certain point �e� t� from �Rd n f�g� � ������ Then a��n Xn converges weakly to
the U�stable RACS X with the capacity functional

 T �K� � �	 exp
�
	
Z �

�
dy
Z
K�y �M

��u� y�du
�
� �
��	�

Moreover� a��n Zn � a��n conv�Xn� converges weakly to the C�stable RACS Z with the
inclusion functional

 t�F � � exp
�
	
Z �

�
dy
Z
F c�y �M

��u� y�du
�
� �
����

If � � 	���  �� then the expectation EZ has the support function

sEZ�v� � #��	 ��
�
�
Z �

�
dy
Z
S�v

��w� y� ��w � v� � ysM�v����	 dw
�	
� �
����

Proof� Formulae �
��	� and �
���� simply follow from �
��
� and �
���� for � � ��
Theorem 
�	 yields

sEZ�v� � #��	 ��
�
�
Z
Fv
��u� y�dudy

�	
� v � Sd��� �
����

where
Fv �

n
�u�� � � � � ud� y�� u � Rd � y � ��M�u� y� �Hv �� �

o
�
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M�u� y� � u� yM�

and u � �u�� � � � � ud�� Hence

Fv � f�u�� � � � � ud� y�� su�yM�v� � �g
� f�u�� � � � � ud� y�� u � v � �	 ysM�v�g �

Similar to the proof of Theorem 
�� we get

a�v� �
Z
Fv
��u� y�dudy

�
Z �

�
dy
Z
S�v

dw
Z �

���ysM �v����w�v�
��rw� y�rd��dr�

Let y � y�r� Then

r � �	 y�rsM�v�

w � v �

whence
r � ��w � v� � y�sM�v���� �

Hence

a�v� �
Z �

�
rdy�

Z
S�v

dw
Z
��w�v��y�sM �v����

��w� y��r
���dr

� �
Z �

�
dy
Z
S�v

��w� y� ��w � v� � ysM�v����	 dw�

Now �
���� follows from �
����� �

Corollary ��� Let the conditions of Theorem ��� be valid� and let M be a random
compact set� Then the statements of Theorem ��� remain valid with

 T �K� � �	 exp
�
	
Z �

�
dyE

�Z
K�y �M

��u� y�du
��

�

 t�F � � exp
�
	
Z �

�
dyE

�Z
F c�y �M

��u� y�du
��

�

sEZ�v� � #��	 ��
�
�
Z �

�
dy
Z
S�v

��w� y�E
h
��w � v� � ysM�v����	

i
dw

�	
�

instead of ���	��� ���	��� ���	�� respectively�

Let the conditions of Theorem 
�� be valid� and let 
 have a spherically symmetric
distribution� Then ��w� y� � ���y� for any w from Sd��� Therefore� �
���� yields

sEZ�v� � #��	 ��
�
�
Z �

�

���y�dy
Z
S�v

��w � v� � ysM�v����	 dw
�	
�

If � � �� then the support function sEZ�v��#��	 �� can be approximated with

c�

Z �

�

���y�dy � c�

Z �

�
y ���y�dysM�v��
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where c� is the surface area of S�
v and

c� �
Z
S�v

�w � v�dw�
Roughly speaking� EZ�#�� 	 �� can be approximated with the set Br���  cM �

where

r � c�

Z �

�

���y�dy�

c � c�

Z �

�
y ���y�dy�

Thus� the set EZ�#��	 �� inherits the shape of M as � � ��
Example ���� Let d � �� � � 	�� and let 
 have circular symmetric distribution�
Furthermore� put ��w� y� � �� � y���� for each w from Sd��� It follows from �
����
that the support function of EZ is equal to

sEZ�v� �
�

����

�
�

�
� ����sM�v� � sM�v��

����
�

Below we provide only the outline of analogues of the previous results for conver
gence to Ustable and Cstable random sets with � � 	���  ��

Theorem ���� Let A� � f
g be a single�point random set� and let 
 be distributed
with the density g in a certain convex cone C � Rd which does not contain any
half�space� Suppose that the function f�u� � g�ukuk���� u �� �� is regularly varying�
indf � d	 �� � � �� with � and L as factors in ���
�� For a certain e � C n f�g put

an � inf fx � �� x�L�e�x� � ��ng � �
����

Then a��n Xn � a��n f
�� � � � � 
ng converges weakly to the U�stable set X with the capacity
functional

 T �K� � �	 exp
�
	
Z
C 	K

��ukuk���du
�
� K � K� �
����

The normalized convex hull a��n Zn � a��n convf
�� � � � � 
ng converges weakly to the
strictly C�stable random set Z with parameters � � 	���  �� H � f�g and the
inclusion functional

 t�F � � exp

�
	
Z
C nF

��ukuk���du
�
� F � C� �
����

If the function ��w� � inffy� yw � Fg is �nite for each w from Sd�� � C � then

 t�F � � exp
�
	 �

�

Z
C 	Sd��

��w���w��dw
�
� �
��
�

It should be noted that the limiting random set Z is unbounded almost surely� so
that the expectation EZ does not exist� However� EsZ�v� may be �nite for some v�

Corollary ���� Let Hv�x� � fu� u � v � xg� Then� for any v from C � Sd���

 t�Hv�x�� � exp f	x�a�v�g �
EsZ�	v� � 	#�� � ����a�v������

where

a�v� �
�

�

Z
C 	Sd��

��w��w � v���dw�
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��� Further Remarks and Open Problems�

Consider a general normalization scheme for unions of random sets� Let Xn be the
union of iid random sets A�� � � � � An� For a sequence an � �an�� � � � � and� of points
belonging to Rd

� � �����d� n � � put

a��n �Xn �
n
�a��n�x�� � � � � a

��
ndxd�� �x�� � � � � xd� � Xn

o
� �����

Similarly to Section 
��� a limit theorem for a��n � Xn can be obtained� De�ne a
subset an�K� � Rd

� as

an�K� �
n
a � �a�� � � � � ad� � Rd

� � T �a �K� � ��n
o

�����

�cf� ������� where

a �K � f�a�x�� � � � � adxd�� �x�� � � � � xd� � Kg �
Furthermore� let

�K�x� � T �x �K�� x � Rd
� � �����

T �
�
K � K� lim inf

t��
T �tx �K� � � for every x � IntRd

�

�
�

qn�K� � sup ft � �� tan � an�K�g � ���
�

Note that qn�K� is the analog of an�K��an from Theorem ����

Theorem ��� Assume that for any K from T there exists the limit of qn�K� �which
is not necessary �nite� as n 
 �� and let �K�x� be a regularly varying multivariate
function from the class "� having a negative index �� If ankank�� tends to a certain
vector belonging to IntRd

� � then a��n � Xn converges weakly to the random closed set
X� The capacity functional of X is equal to

T �K� �

�
�	 expf	 lim�qn�K���g � K � T
� � otherwise

�

The limiting random set X is stable in the following sense� For any n � � and iid
copies X�� � � � � Xn of X there exists an � Rd

� such that

an �X d� X� � � � � �Xn�

It should be pointed out that all results on the pointwise convergence of capac
ity functionals remain true for unions of random sets in Banach spaces� However�
they do not imply the weak convergence� since a random set distribution in in�nite
dimensional Banach spaces is no longer determined by the corresponding capacity
functional�

Enlist several open problems worth mentioning� It has been stated above that the
necessity conditions from Section 
�� do not coincide with the su�cient ones� The
problem is to derive necessary and su�cient conditions for convergence of unions�
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It follows from Example ��� that the regular variation condition for the function
�K�x� is too restrictive� But in general it cannot be weakened� since for the random
set A � �	�� 
� the regular variation condition is necessary and su�cient� On the
other hand� Example ��� is too arti�cial� since� in fact� the limiting random set is
degenerated on ������ Maybe� the regular variation condition in Theorem ��� is
necessary and su�cient in case the limiting random set is nondegenerated in a certain
sense�

Multivalued homogeneous functions appear naturally in the scheme of Theorem 
���
It will be shown in Chapter � that some results of Section 
�
 remain true for socalled
multivalued regularly varying functions�

It seems interesting to prove analogs of limit theorems for more general norming
schemes than purely multiplicative �e�g�� a��n Xn � bn or HnXn� where Hn is the se
quence of linear operators�� Similarly to characterization problems the main obstacle
here is the lack of an analog of the Khinchin lemma for random sets distributions�
For convex hulls this problem is more simple and can be reduced to limit theorems
for coordinatewise maximums of random vectors�

For non�identical distributed summands the limiting distribution corresponds to a
certain unionin�nitelydivisible random set� see Norberg �����a�� Then the nullarray
of random sets have to satisfy usual uniform conditions found by Norberg �����b��
However it is rather di�cult to reformulate these conditions in terms of regular varia
tion properties of capacities or other analytical properties of random sets distributions�
Certainly� some limit theorems for unions of random sets can be derived from general
limit theorems for latticevalued random elements� see Gerritse ������� Nevertheless�
the main problem is to verify the general conditions for particular examples of random
closed sets�

It is important to extend the results of this chapter for weakly dependent random
sets� The corresponding limit theorems can be applied to the study of processes of
random growth�

Pancheva ����������� and Zolotarev ������ considered very general norming scheme
for maxima of random variables� It was shown that the use of non�linear normaliza�
tions allowed to unify maxstable and selfdecomposable laws and even to drop the
condition of the uniform smallness of summands� Of course� it is interesting to gen
eralizes their approach for random closed sets� The main obstacle here lies in the
solving some functional equations on the space of closed sets�
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Chapter �

Almost Sure Convergence of

Unions of Random Closed Sets

��� Almost Sure Convergence of Random Closed

Sets�

Many investigations concern with �nding the almost sure limit for a random sample
in Rd or its convex hull as the sample size increases� This problem was solved in
Davis� Mulrow and Resnick ������� where further references and commentaries can
be found�

This chapter is intended to prove a strong law of large numbers for unions of
random sets� It deals with the almost sure convergence of normalized unions to a
nonrandom limit� Note that the results for samples of random vectors are imbedded
in our scheme since a random vector is a singlepoint random set�

Let A be a random closed set in the Euclidean space Rd � and let A�� � � � � An be iid
copies of A� Denote

Yn � a��n �A� � � � � � An�� �����

Of course� Yn is a random closed set� We shall �nd conditions which ensure
convergence and the limit of the sequence Yn as n
��

The convergence of closed sets in F �Fconvergence� was de�ned in Section ����
see also Matheron ���	��� Recall that a sequence Fn� n � �� of closed sets is said to
converge to F if the following conditions are satis�ed�

�F� If K�F � � for a certain compact K from K� then there exists a number N � �
such that K � Fn � � whenever n � N �

�F� If G � F �� � for a certain G from the class G of all open sets� then there exists
a number N � � such that G � Fn �� � whenever n � N �

In our scheme the sets Yn� n � �� are allowed to be unbounded� so that we cannot
use convergence in K �compare with Davis et al� ������� where the convergence in K
was investigated��

A random set Yn is said to converge to Y almost surely if Y � F	 limYn with

probability one� We then write Yn
F	
 Y a�s as n
�� The almost sure convergence

in K is de�ned similarly�

�	



�� CHAPTER �� ALMOST SURE CONVERGENCE

The conditions �F� and �F� can be safely reformulated for the sets K and G
belonging to some countable subfamilies of K and G respectively� Then we can render
these conditions for a sequence of random sets with a nonrandom limit� see Davis et
al� �������

Lemma ��� �Davis� Mulrow and Resnick Let Yn� n � �� be a sequence of ran�

dom closed sets and let Y be a non�random closed set� Then Yn
F	
 Y almost surely

as n
� i� the following conditions are valid�

�R� If K � Y � � for a certain K from K� then

P fYn �K �� � i�o�g � P

�
��
n��

�

m�n

fYn �K �� �g
�
� ��

�R� If G � Y �� � for a certain G from G then

P fYn �G � � i�o�g � P

�
��
n��

�

m�n

fYn �G � �g
�
� ��

These conditions may be weakened by replacing the class K in �R� and G in
�R� with some their subclasses M and M� respectively� It is rather easy to show
that we can choose the class of all balls �open balls� instead of M �respectively M���
We may as well take parallelepipeds as their elements�

The classes M andM� are said to determine F�convergence if Lemma ��� is valid
after replacing K with M and G with M��

We always assume that the following assumptions is valid�

Assumptions�

�� Each K from M coincides with the closure of its interior �i�e� K is canonically
closed��

�� The interior IntK is the limit of an increasing sequence of sets from M�

�� The class M� contains interiors of all sets from M� i�e�

M� � fIntK�K � Mg�


� For any c � �
cM � fcK� K � Mg �M�

Let Sd�� be the unit sphere in Rd � Assume that Sd�� is furnished with the topology
induced by the standard topology in Rd � Then the class

M �
n
fux� u � S� a � x � bg� S is a closed subset of Sd��� � � a  b

o
�����

can be used in Lemma ��� instead of K as well� Indeed� each K from K� such that
K � F � �� can be covered with a collection of sets K�� � � � � Kn belonging to M and
missing F � Besides� any open G hitting F contains a set G� � M� which hits F too�
It can be also shown that the set S in ����� can be assumed to take values only in the
class of canonically closed subsets of Sd���
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��� Regularly Varying Capacities�

Investigating random closed sets� we deal with capacities instead of functions� Now
we translate to capacities some notions from multivariate regular variation theory� see
Section ����

Let M be a subclass of F and let R�M 	
 ����� be a nonnegative capacity�
Suppose that R is an upper semicontinuous decreasing capacity without any restric
tions on signs of higher di�erences inherent to Choquet capacities� see Section ��� and
Matheron ���	���

The capacity R is said to be regularly varying on M with the limit capacity ' if�
for all F from M�

lim
t��

R�tF �

g�t�
� '�F �� �����

where g� ����� 	
 ����� is a regularly varying function of index �� see Seneta ���	��
and Section ���� We then write R � RV���M�'� g��

The limiting capacity '�F � is allowed to take zero or in�nite values� However we
suppose that ' is not equal to zero or in�nity identically�

It is easy to prove that ' is a decreasing functional on M� and� for any C � �� F�

from M� the limit ����� exists for the set F � CF�� Moreover�

'�CF � � C�'�F���

Lemma ��� Let T be the capacity functional of a certain random closed set A� and
let

R�K� � 	 logT �K� �����

belong to RV���M�'� g� with positive �� Then� for any F� and F� from M� the limit
�
�	� exists for the set F � F� � F�� and also

'�F � � min�'�F���'�F���� �����

Proof� It is evident that for i � �� �

lim sup
t��

R�tF �

g�t�
� lim

t��

R�tFi�

g�t�

� min�'�F���'�F����

If either '�F�� or '�F�� is equal to zero then ����� is evident� Let both '�F�� and
'�F�� be �nite and nonvanishing� Then� for any � � � and su�ciently large t�

T �tFi� � exp f	g�t�'�Fi���	 ��g � i � �� �� ���
�

Hence� by subadditivity of T � we get

lim inf
t��

R�tF �

g�t�
� lim inf

t��
	 log�T �tF�� � T �tF���

g�t�

� lim inf
t��

	 log �� exp f	g�t�min�'�F���'�F�����	 ��g�
g�t�

� min �'�F���'�F��� ��	 ���



	� CHAPTER �� ALMOST SURE CONVERGENCE

Note that g�t��� 
 � as t
�� since � � �� Hence ����� is valid�
If '�F�� ��� then ���
� is replaced with the inequality

T �tF�� � exp f	g�t�Cg �

which holds for any positive C and su�ciently large t� Then� for C � '�F���

lim inf
t��

R�tF �

g�t�
� lim inf

t��
	 log �expf	g�t�Cg� expf	g�t�'�F����	 ��g�

g�t�

� lim inf
t��

	 log �� expf	g�t�'�F����	 ��g�
g�t�

� '�F����	 ��

� min�'�F���'�F�����	 ��� �

Below we always associate the capacity R with the capacity functional of a certain
random closed set A by means of ������ It follows from Lemma ��� that ' is a
minitive capacity �compare with maxitive capacities introduced in Norberg� ����b��
Nevertheless� the value '�F � cannot be represented as the minimum value of '�fxg�
for x belonging to F � since� in general� the class M does not contain singlepoint sets
and '�fxg� can be in�nite�

The functional ' is said to be strictly monotone �decreasing� on M if '�K�� �
'�K� for any K�K� from M such that K� � IntK� '�K� ��

Denote for any compact K

*K � �fsK� s � �g�

It is evident that *K is closed and s *K � *K for all s � ��

Lemma ��� Suppose that R � RV���M�'� g�� � � �� and the capacity ' is contin�
uous in the following sense� '�Kn� � '�F � as long as Kn � F � whatever F from F
and a sequence of compacts Kn� n � �� belonging to M may be� Moreover� let the
limit �
�	� exist for the limiting set F � Then the limit �
�	� exists for the set F � *K
and also '� *K� � '�K�� whatever K from M may be�

Proof� It is obvious that Kn � *K for Kn de�ned as

Kn �
n

i��

sinK�

where fs�n� � � � � snng � ����� for all n� The homogeneous property of ' yields

'�sinK� � s�in'�K� � '�K��

Then� by Lemma ���� we get

'�Kn� � min
��i�n

'�sinK� � '�K��
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It follows from the condition of Lemma ��� that

'� *K� � lim'�Kn� � '�K��

On the other hand� '�K� � '� *K�� since *K � K� Thus� '� *K� � '�K�� �

Note that the condition of Lemma ��� is valid in case ����� is satis�ed uniformly
on K� Namely�

lim
t��

R�tKt�

g�t�
� '�K�

as soon as Kt � K � K as t
�� cf� the class "� in Section ����

For any functional '�M	
 ����� denote

Z�'�M� �
�
fIntF � F � M�'�F � � �g

�c
� �����

Lemma ��� Let ' be a limiting capacity in �
�	�� Then

sZ�'�M� � Z�'�M�� s � ��

Proof immediately follows from the inequality

'�sF � � s�'�F � � '�F �

for all s � �� �

��� A Strong Law of Large Numbers for Unions

of Random Closed Sets�

Now that we have introduced all necessary notions we investigate almost sure con
vergence of the random set Yn de�ned in ������ as an 
 �� n 
 �� The following
theorem �see Molchanov� ����c� resembles to some extent Theorem ��� from the cited
work by Davis et al� ������ which� in fact� dealt with the similar problem for single
point random sets Ai � f
ig�
Theorem ��� Let A be a random closed set with the capacity functional T � and let
the class M determine F�convergence� De�ne the capacity R with possibly in�nite
values by �
�
�� Furthermore� let R � RV���M�'� g� for � � �� Suppose that ' is a
strictly monotone capacity on M and for any K from M

lim
t��

R�t *K�

g�t�
� '� *K� � '�K�� �����

Since � � � � we can de�ne an to satisfy g�an� � logn� Then

Yn � a��n �A� � � � � � An�
F	
 Z�'�M� a�s� as n
�� �����

and
conv�Yn�

F	
 conv�Z�'�M�� a�s� as n
��
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Proof� Verify the conditions of Lemma ��� for the class M and the class M� �
fIntK�K � Mg�

Let K belong to M and miss Z�'�M�� Then

K � 
 fIntF � '�F � � �� F � Mg �

Hence K is covered by the �nite collection of sets IntFi� � � i � m� for Fi belonging
to M such that '�Fi� � ��

It follows from ����� and the choice of an that

lim
n��

R�anFi�

logn
� '�Fi��

Lemma ��� yields

lim
n��

R�anK�

logn
� '�K�

� min
��i�m

'�Fi�

� a � ��

It follows from ����� that

lim
n��

R�an *K�

logn
� '� *K� � '�K� � a�

Pick � � � such that a	 � � �� Then� for all su�ciently large n�

T �an *K� � n��a���� �����

Note that
P
n
Y � *K �� � i�o�

o
� P

n
Ain � an *K �� � i�o�

o
�

where � � in � n� n � �� It is easy to show that the sequence in� n � �� is unbounded�
Since an *K � an�� *K for n � �� we get

P
n
Yn � *K �� � i�o�

o
� P

n
�A� � � � � � An� � an *K �� � i�o�

o
� P

n
Ain � an *K �� � i�o�

o
� P

n
An � an *K �� � i�o�

o

� P


��
n��

�

m�n

fAn � an *K �� �g
�
�

The latter probability is equal to zero due to ����� and the BorelCantelli lemma�
since

�X
n��

P
n
An � an *K �� �

o
�

�X
n��

T �an *K�

�
�X
n��

n��a��� ��
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Let x belong to G � Z�'�M� for a certain G from M�� Then

G �� 
 fIntK� '�K� � �� K � Mg �
Choose an open neighborhood U�x� � G and pick K and K� from M such that

U�x� � K� � IntK � K � G�

If '�K� � �� then '�K�� � �� since ' is strictly monotone� Hence

x � IntK� and '�K�� � ��

so that x �� Z�'�M�� Thus� '�K� � a  � and K � Z�'�M� �� �� Clearly�
P fYn �G � � i�o� g � P fYn �K � � i�o� g �

Pick � � � such that a� �  �� Then

T �anK� � n��a���

for all su�ciently large n� Thus

P f�A� � � � � � An� � anK � �g � ��	 T �anK��n

� expf	nT �anK�g
� expfnn��a���g
� expf	n���a���g�

Since � � �	 �a� �� � �� we get

�X
n��

P fYn �K � �g �
�X
n��

expf	n�g ��

Hence P fYn �G � � i�o� g � ��
Thus� both conditions of Lemma ��� are valid� The convergence of convex hulls fol

lows from the continuity of the function F 	
 conv�F � with respect to Fconvergence�
see Matheron ���	��� �

Corollary ��� Suppose that the conditions of Theorem ��	 are valid� and '�Kc
�� ��

��� for a certain convex compact K� such that � � IntK�� K
c
� � M�� Then Yn almost

surely converges to Z�'�M� with respect to the Hausdor� metric�

Proof� The convergence in the Hausdor� metric is equivalent to Kconvergence of
compacts �see Section����� We have to check additionally that

P

�
sup
n��

sup
x�Yn

kxk �
�
� ��

see also Davis et al� ������� It su�ces to show that

P

�
sup
n��

infft � �� Yn � tK�g �
�
�

� P

�
sup
n��

a��n infft � �� A� � � � � � An � tK�g �
�
� ��
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Denote
�n � inf ft � �� A� � � � � � An � tK�g �

Then �n � max���� � � � � �n� for iid random variables ��� � � � � �n with the common dis
tribution

P f�� � yg � P fA � yKc
� �� �g �

Hence 	 log�P f�� � yg� is a regularly varying function� This is su�cient for almost
sure stability of supn�� a

��
n �n� see Resnick and Tomkins ���	��� �

It can be shown that for a single�point set A � f
g all conditions of Theorem ���
follow from the conditions on the distribution of 
 imposed in Theorem ��� of Davis
et al� ������� In this case it is reasonable to choose the class of all parallelepipeds as
the class M� Note that in this case the functional ' of any parallelepiped K depends
on the lowerleft vertex of K only�

Preserve all notations from Davis et al� ������� Let A � f
g� and let 
 be
distributed in Rd

� � �����d only� Put

r�x� � 	 logP f
 � xg �
where the inequality is understood coordinatewisely� Choose parallelepipeds to be
elements of M�

Theorem ��� �Davis� Mulrow� Resnick Let r�x� be a regularly varying function
on Rd

� n f�g� with the index of variation � � �� i�e�

lim
t��

r�tx�

g�t�
� '�x��

where
'�tx� � t�'�x�� t � �� x � Rd

� n f�g�
and g is a regularly varying function of index � � �� Suppose that � is strictly
monotone �increasing� coordinate�wisely� Then in K

a��n f
�� � � � � 
ng 
 fx � Rd
� � ��x� � �g a�s� as n
��

Proof� Check the conditions of Theorem ���� Introduce the capacity R�K� by

R�K� � 	 logP f
 � Kg �
It su�ces to prove that R � RV���M�'� g�� and '�K� for any parallelepiped K

is equal to ��a�� where a is its lowerleft vertex� Indeed� then '� *K� � '�K�� ' is
strictly monotone onM� so that the statement of Theorem follows from Theorem ����

So letK be a parallelepiped �a� b� � �a�� b���� � ���ad� bd�� Denote F �x� � P f
 � xg
for x � Rd

� �all inequalities are coordinatewise�� Then� similarly to Davis et al� �������

P f
 � tKg � F �ta�	
dX
i��

F �tx�i��

�
X

��i�j�d

F �tx�i� j��	 � � �� �	��dF �tb��
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where x�i� is the vector with the ith component bi and whose pth component is ap�
p �� i� etc� It follows from the assumptions of Theorem that for any � � � there exists
t� � t���� a� b� such that

exp f	g�t����z� � ��g � F �tz� � exp f	g�t����z�	 ��g �
where z � a� or b� or x�i�� x�i� j� etc� for some i� j� � � ��

Then

P f
 � tKg � q�t�����a���� 	
dX
i��

q�t�����x�i�����

�
X

��i�j�d

q�t�����x�i�j����� 	 � � �� �	��dq�t�����b������d���

where q�t� � expfg�t�g� Hence

P f
 � tKg � q�t�����a����
�
�	

dX
i��

q�t�����x�i�����a�����

�
X

��i�j�d

q�t�����x�i�j�����a�� 	 � � �� �	��dq�t�����b��
�a��������d��
�
�

Since � is increasing� letting � be su�ciently small yields

P f
 � tKg � q�t�����a����
�
�	

dX
i��

q�t��c�i�

�
X

��i�j�d

q�t��c�i�j� 	 � � �� �	��dq�t��c
�
�

where c�i� � �� c�i� j� � �� � � � � c � �� It was established in Davis et al� ������ that
the term in brackets is no less that ��� for all su�ciently large t� Thus� for K � �a� b��

T �tK� � P f
 � tKg � �

�
exp f	g�t����a� � ��g �

Hence� for a certain t� and all t � t�

�

�
exp f	g�t����a� � ��g � T �tK� � P f
 � tag

� F �at� � exp f	g�t����a�	 ��g �
Thus

��a�	 � � R�tK�

g�t�
� ��a� � � 	 log �

g�t�
�

Therefore

lim
t��

R�tK�

g�t�
� '�K� � '��a� b�� � ��a��

Thus� in complete accordance with Davis et al� ������� a��n f
�� � � � � 
ng converges
in K to the set

Z�'�M� �
�
f�x���� ��x� � �g

�c
�
n
x � Rd

� � ��x� � �
o
� �
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It should be noted also that the lack of preferable directions in Theorem ��� �in
contrast to Theorem ��� where 
 is distributed within Rd

� and the distribution function
F is de�ned on upperright unbounded sets only� makes it possible to apply it for
random samples in all quadrants of Rd without any changes� cf Davis et al� �������

We can also apply Theorem ��� to the random set

A � �	�� 
� � �	�� 
��� � � � � �	�� 
d��

Then for a parallelepiped �a� b� � �a�� b��� � � � � �ad� bd�

P fA � t�a� b� �� �g � P f
 � tag � F �ta��

Thus� regular variation of the function 	 logF �ta� for any a � Rd
� with the strictly

monotone limiting function � ensures almost sure convergence of the appropriate
normalized unions to the deterministic limitn

y � Rd � y � x � Rd
� � ��x� � �

o
�

In case we are interested in the convergence of convex hulls only� a simpler condi
tion can be obtained�

Let Yn � a��n conv�A� � � � � � An�� where A�� � � � � An are iid copies of a compact
random set A� Then� in terms of support functions�

sYn�u� � a��n max fsA��u�� � � � � sAn�u�g � u � Sd���

The following theorem simply follows from Resnick and Tomkins ���	���

Theorem ��� Let for any u � Sd�� and x � � there exists the �nite limit

lim
t��

	 logP fsA�ux� � tg
g�t�

� ��ux��

Then Yn a�s� converges in K to the setn
ux� u � Sd��� x � �� ��ux� � �

o
�

��� Almost Sure Limits for Unions of Special Ran�

dom Sets�

Now that a general theorem on almost sure convergence of scaled unions has been
derived� we consider one special but rather general example of random sets and the
corresponding law of large numbers�
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Let h be a regularly varying function on Rm with the limiting function � �see
Section ����� and let indh � � � �� i�e�

��tx� � t���x�

for all t � �� x �� �� Suppose that � is nonvanishing on Sm��� Moreover� let h � "��
i�e� h satisfy the uniformity condition �see Yakimiv� ����� de Haan and Resnick�
���	��

lim
t��

sup
kxk��

���h�tx�
h�te�

	 ��x�
��� � � �
���

for a certain e from Rd n f�g� see also Section ���� Sometimes it is convenient to put
e � I� ��� � � � � ��� It was proven in Yakimiv ������ that � is a continuous function�

Let 
 be a random vector in Rm with the probability density expf	h�x�g� and
let M �Rm 	
 K be a continuous in the Hausdor� metric multivalued homogeneous
function of index � � �� i�e�

M�tu� � t�M�u�

for all t � �� u �� �� Suppose also that M�u� � f�g i� u � �� It is easy to show that
kM�e�k is continuous on Sm��� Hence

sup
kxk��

kM�x�k ��

Note that the values ofM are compact subsets of Rd � som is allowed to be di�erent
from d�

Denote

A � M�
��

g�t� � h�t���e��

Let A�� A�� � � � be independent copies of the RACS A�
For simplicity suppose that for any open cone # � Rd

�m�� �fe � Sm��� M�e� � # �� �g� � � �
���

where �m�� is the �m 	 ��dimensional Lebesgue measure on Sm��� Otherwise the
range of possible values of A is a certain cone G � so that all results below can be safely
reformulated after replacing Rd with G and Sd�� with Sd�� � G �

For each S � Sd�� denote

#S � fxv� x � �� v � Sg �
L�S� � fe � Sm��� M�e� � #S �� �g �
qS�e� � kM�e� � #Sk� e � L�S��

For a singlepoint set S � fvg the corresponding notations are replaced with #v�
L�v� and qv�e� respectively�

Theorem ��� Suppose that the following assumption is valid
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�i for any canonically closed set S � Sd��� e� � L�S�� � � � and u� from M�e���#S
there exists e� � L�S� such that

M�e�� � Int#S �B��u�� �� ��

Pick an such that g�an� � logn� Then� in K�
Yn � a��n �A� � � � � � An�
 Z �

n
vx� v � Sd��� � � x � f�v�

o
a�s� as n
��

where

f�v� � sup

�
qv�e�

��e����
� e � L�v�

�
�

We begin with a lemma�

Lemma ��� Let F � ������ be a �nite union of disjoint segments of positive lengths
with possibly in�nite right end�points� and let g�y� � e�yy	��� � � �� ThenZ

Ft
g�y�dy � g�t inf F � as t
�� �
���

Proof� Let F � �a���� Then the statement of Lemma 
�� follows fromZ �

at
g�y�dy � g�at� as t
��

It is evident that g�bt��g�at�
 � as t
� in case a  b� Thus� for F � �a� b� we get

lim
t��

R bt
at g�y�dy

g�at�
� ��

By induction� �
��� is valid for any F � �

Proof of Theorem ���� For any K from K denote

LK � fu � Rm � M�u� �K �� �g �
It is easy to show that LtK � t���LK and kxk � � for some � � � and all x from LK

in case � �� K�
It is obvious that the limiting set Z contains the origin� Suppose that � �� K� i�e�

K misses the origin� Then

T �tK� � P ftK � A �� �g
� P f
 � LtKg
� P

n

 � t���LK

o
�

Z
LK

exp
n
	h�t���u�

o
td��du�

It follows from �
��� and Lemma ��� from Davis et al� ������ �see also Lemma ������
that for all � � � and su�ciently large t

T �tK� � I��t� �
Z
LK

exp
n
	��	 ����u�kuk��g�t�

o
td��du� �
�
�

T �tK� � I��t� �
Z
LK

exp f	�� � ����u�kuk�g�t�g td��du� �
���
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It su�ces to verify the conditions of Theorem ��� for the classM de�ned by ������
Let

K � fux� u � S� a � x � bg � �
���

where �  a  b � and S is a canonically closed subset of Sd���
Denote additionally for e belonging to L�S�

LK�e� � fr � �� r�M�e� �K �� �g �

�K�e� � inf LK�e� �


a

qS�e�

����

� �
�	�

The function qS�e� is bounded on L�S�� since

 q � sup fqS�e�� e � L�S�g � sup fkM�e�k� e � Sm��g �� �
���

Thus
fK � inf f�K�e�� e � L�S�g � �a� q�����

Since
LK � fer� e � L�S�� r � LK�e�g�

the integral I��t� from �
�
� is equal to

I��t� �
Z
L�S�

�m���de�
Z
LK�e�

exp
n
	��	 ����e�r���g�t�

o
td��rd��dr�

Letting y be equal to ��	 ��r����e�g�t� yields

I��t� � ������td��
Z
L�S�

�m���de�Z
L�
K
�e�g�t�

expf	ygyd�������� ���	 ����e�g�t���d������ dy�

where
L�K�e� �

n
r�����	 ����e�� r � LK�e�

o
�

Since ��e� is continuous and nonvanishing on Sm��� ��e� � c for some constant
c � �� Then for a certain positive constant c�

I��t� � c�g�t�
�d������td��

Z
L�S�

�m���de�
Z �

��K�e�g�t�
expf	ygy d

���
��dy�

where
��K�e� � inf L�K�e� � �K�e�

�����	 ����e��

Lemma 
�� yields

I��t� � c�g�t�
�d������td���m���L�S��

Z �

f �
K
g�t�

expf	ygy d
���

��dy

� c�g�t�
�d������td���m���L�S�� expf	f �Kg�t�g�f �Kg�t��

as t
�� where

f �K � inf f��K�e�� e � L�S�g
� inf

n
�K�e�

�����	 ����e�� e � L�S�
o
� �
���
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Note that
f �K � c��	 ���fK�

��� � ��

It follows from �
��� that �m���L�S�� � �� Since g�t� is regularly varying with
positive index�

lim inf
t��

	 logT �tK�

g�t�
� lim inf

t��

	 log I��t�

g�t�
� f �K�

Estimate the function I��t� from �
�
� in the following way

I��t� � c�g�t�
�d������td��

Z
L�S�

de
Z
L��K�e�g�t�

expf	ygy d
���

��dy�

where
L��K�e� �

n
r����� � ����e�� r � LK�e�

o
�

The de�nition of LK�e� yields

LK�e� � �a���� b����qS�e�
�����

It follows from �
��� that

LK�e� �
h
�K�e�� �K�e� �

�
b��� 	 a���

�
 q����

i
�

Hence for a certain � � � and all e from L�S� it is

����K�e�� �
��
K�e� � �� � L��K�e��

where
���K�e� � inf L��K�e� � �K�e�

����� � ����e�� �
����

Denote

f ��K � inf f���K�e�� e � L�S�g
� inf

n
�K�e�

����� � ����e�� e � L�S�
o
� �
����

It follows from �i and continuity of M�e� that for each � � � and e� � L�S�

�m�� �fe � L�S�� qS�e� � qS�e��	 �g� � �� �
����

Indeed� qS�e�� � ku�k for a certain u� from #S� By �i there exists a point u�
belonging to M�e��� �Int#S��B����u��� It follows from continuity of the function M
in the Hausdor� metric that for a certain � � � and each e � B��e�� � L�S�

M�e� � Int#S �B����u�� �� ��
Hence qS�e� � qS�e��	 � for all e from B��e��� whence �
���� is valid�

Pick � from the interval ��� ��� It follows from �
�	� and �
���� that ���K�e� is a
continuous transformation of qS�e�� From �
���� we derive that the set

F� � fe � L�S�� ���K�e� � f ��K � �g
is of positive �m	 ��dimensional Lebesgue measure� i�e� �m���F�� � ��
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It follows from Lemma 
�� that for a certain constant c�

I��t� � c�g�t�
�d������td��

Z
F�

�m���de�
Z �f ��K���g�t�

�f ��K���g�t�
expf	ygy d

���
��dy

� c�g�t�
�d������td���m���F�� exp f	�f ��K � ��g�t�g �f ��K � ��g�t��

d
���

��

as t
�� Thus

lim sup
t��

	 logT �tK�

g�t�
� f ��K � ��

Letting � go to zero yields

f �K � lim inf
t��

	 logT �tK�

g�t�
� lim sup

t��

	 logT �tK�

g�t�
� f ��K�

Since � in �
��� and �
���� is arbitrary positive� we get

lim
t��

	 logT �tK�

g�t�
� '�K� � inf

e�L�K�
�K�e�

���e�� �
����

It is evident that '�K� � '� *K� and '�K�� � '�K� if K� is a subset of IntK�
Thus� the conditions of Theorem ��� are valid for the class M de�ned in ������ i�e�

R�K� � 	 logT �K� � RV���M�'� g��

To prove Kconvergence put K � fv� kvk � �g� Then

LK�e� � fr � �� r�kM�e�k � �g

and
�K�e� � kM�e�k�����

whence
'�K� � inf

n
kM�e�k������e�� e � Sd��

o
�� ����

Theorem ��� and Corollary ��� yield Kconvergence of Yn to the set

Z � Z�'�M� �
�
 fIntF � F � M�'�F � � �g

�c
�

For K given in �
��� we get

'�K� � inf

��
�


a

q�e�

����
��e�� e � L�K�

��
� �

If S in �
��� tends to the singlepoint set fvg for some v � Sd��� then '�K� tends
to

inf

��
�


a

qv�e�

����
��e�� e � L�v�

��
� �



�� CHAPTER �� ALMOST SURE CONVERGENCE

Hence

Z�'�M� �

��
�vb� v � Sd��� b � a� inf

e�L�v�


a

qv�e�

����
��e� � �

��
�
c

�

��
�vx� v � Sd��� � � x � a� inf

e�L�v�


a

qv�e�

����
��e� � �

��
�

�
n
vx� v � Sd��� � � x � f�v�

o
�

where

f�v� �

�
�inf

��
�

��e�

qv�e�

����
� e � L�v�

��
�
�
�
����

� sup

��
�

qv�e�

��e�

����
� e � L�v�

��
� �

If L�v� � � we put f�v� � �� �

Note� Theorem 
�� can be easily generalized for a random vector 
 distributed
in a certain cone C � Rm and M � C 	
 K�

Corollary ��� Let M�u� � fug� Then �i is valid� � � �� A� � f
g� L�v� � fvg
and qv�e� � kek� Hence a��n f
�� � � � � 
ng converges in K to the set

Z � Z�'�M� �
n
vx� v � Sd��� x � �� ��vx� � �

o
�

Note that this result coincides with the statement of Theorem ��� from Davis et
al� ������� Moreover� we removed the conditions of monotonicity imposed on � in
that paper�

Corollary ��� Let the assumptions of Theorem ��	 be valid and let ��e� � � for all
e from Sd��� Then the limiting set in Theorem ��	 is equal ton

vx� v � Sd��� � � x � ����� supfqv�e�� e � L�v�g
o
�

Assumption �i is the most awkward in Theorem 
��� Fortunately� it is valid in
case the multivalued function M is de�ned as

M�x�� � � � � xdn�l� � conv
n
�x�� � � � � xd�� � � � � �x�n���d��� � � � � xnd�

o
xdn��M�  � � �  xdn�lMl�

whereM�� � � � �Ml are closed subsets of Rd � This representation covers many important
examples of random sets� For example� if n � �� l � �� and M� � B����� then
M�x�� � � � � xd� xd��� is the ball of radius xd�� centered at �x�� � � � � xd��

Note that �i can be replaced with the condition of lower semicontinuity of the
function qS�e� on L�S��

Having replaced in�ma in �
��� and �
���� with essential in�ma� we may drop the
assumption �i� Then the following theorem is valid�
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Theorem ��� Let an be de�ned in Theorem ��	� Then

Yn
F	


��
�vx� v � S� S � Sd��� � � x � ess sup

e�L�S�


qS�e�

��e�

������
�

a�s� as n
��

Consider a few examples of random closed sets and almost sure limits of their
normalized unions�

Example ��� Let M be a nonrandom convex subset of R� and let w� be the turn
�say clockwise� to the angle �� Denote

M�te� � t�w�M

for t � � and e � �cos�� sin��� Then the conditions of Theorem 
�� are valid and

qv�e� � sup fr� rv � w�Mg � q�w��� v��

where
q�u� � sup fr� ru �Mg � u � S��

Similarly�
L�v� �

n
e � �cos�� sin�� � S�� w��� v � S�

o
�

where S� � fukuk��� u �M n f�gg� The assumption �i is� evidently� valid� Then the
limiting set in Theorem 
�� is given by

Z �

��
�xv� v � S�� � � x � sup

e�S�


q�e�

��w��e v�

������
� �

If ��e� � � � const� then Z � Br���� where

r � ����� sup fkxk� x � Mg � �����kMk�

Example ��	 Let A� � B���� be a random ball in Rd � De�neM�u� � Bu��u�� � � � � ud�
for a vector u � �u�� u�� � � � � ud� from Rm � u� � �� m � d� �� Then A� � M�
� ���

The function M satis�es the conditions of Theorem 
�� with � � �� For any
v � Sd�� and e � �e�� e�� � � � � ed� � Sm�� we get

qv�e� � sup fr� rv � Be��e�� � � � � ed�g �
It should be noted that� in general� the evaluation of f�v� in Theorem 
�� is very

complicated� If ��e� � �� then Corollary 
�
 can be applied� Since qv�e� attains its
maximum for �e�� � � � � ed� � tv and e�� � e�� � � � �� e�d � �� we get

sup fqv�e�� e � L�v�g � sup
n
t� e�� t

� � e�� � �� t� e� � �
o
�
p
��

Thus� Yn converges to Br��� for r � �����
p
��

In more general case

��e� � ���e�� � ���e�� � � � � ed��
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�But the center and the radius of A� � B���� are still independent�� Suppose that
�� is a circular symmetric function� i�e� the center � of A� has a circular symmetric
distribution� Then the function f�v� in Theorem 
�� is equal to

f�v� � sup

�
e� � t

����e�� � ���tv�����
� t� � e�� � �

�
� r�

Hence Yn converges almost surely as n 
 � to the ball Br���� If ���e�� � ��e
�
�

and ���tv� � t���kvk�� then

r � sup

�
e� � t

���e�� � ��t�����
� t� � e�� � �

�
�

Example ��
 Let m � �� d � � and let M�u� for u � �u�� � � � � u�� be the triangle
with the vertices �u�� u��� �u�� u�� and �u�� u��� Then the condition �i is valid and
the limiting set is equal to

Z �

�
vx� v � Sd��� � � x � sup

e�L�v�

qv�e�

��e����

�
�

where
L�v� � fe � �e�� � � � � e�� � Sm��� M�e� � #v �� �g �

The function qv�e� � qv�e�� � � � � e�� attains its minimum for �e�i��� e�i� � tiv�
i � �� �� �� i�e for the degenerated triangle M�u�� Thus� in case ��e� � � we get

f�v� � sup
n
qv�e���e�

����� e � L�v�
o

� ����� sup
n
max�t�� t�� t��� t

�
� � t�� � t�� � �

o
� ��

Hence Yn almost surely converges to Z � Br���� r � ������ For a general function �
the evaluation of f�v� is much more complicated�



Chapter �

Multivalued Regularly Varying

Functions and Their Applications

to Limit Theorems for Unions of

Random Sets

	�� De�nition of Multivalued Regular Variation�

Multivalued functions �multifunctions� have become an important object of optimiza
tion theory and control� see Aubin and Ekeland ����
�� Clarke ������� Rockafel
lar and Wets ����
�� Aubin and Frankowska ������� A multivalued �or setvalued�
function describe� e�g�� the set of states of a control system for all admissible con
trols� Random multivalued functions appear in the theory of controlled random pro
cesses� random di�erential inclusions and stochastic optimization� see Artstein ����
��
Salinetti ����	�� Papageorgiou ����	�� Molchanov ������� As a rule� multivalued func
tions are supposed to be closedvalued�

A random closed set can be considered to be a multivalued function A��� de�ned
on a probability space �+� 	� P �� see Hiai and Umegaki ���		�� Clearly� the space of
elementary events + can be chosen to be the Euclidean space Rd � Then the random set
can be considered to be a multivalued function whose argument is a random vector�
In such a way many examples of random sets can be obtained� For instance� a random
ball B��
� in Rd with random center 
 and radius � can be represented as M�
� ���
for the multivalued function M�u� y��Rd�� � �u� y� 	
 By�u�� Some examples of
homogeneous multivalued functions have been mentioned in Sections 
�
 and ��
 in
connection with limit theorems for unions of random sets�

It should be noted that random closed sets de�ned as multivalued functions of a
random vector are easy to simulate� Then such random sets can be used as elements
for the simulation of more complicated random closed sets �see Section �����

In this chapter we introduce regularly varying multivalued functions and prove that
the homogeneity condition in limit theorems and laws of large numbers for unions of
special random sets can be replaced with the condition of the regular variation�

It will be shown also that the concept of multivalued regular variation is of use even
within the frameworks of the classical theory of regularly varying functions� Namely�
this concept allow to establish the inverse theorem for multivariate numerical regularly

��
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varying functions�
The main concepts of multivariate regular variation theory have been reviewed in

Section ���� The reader is referred to Section ��� for de�nitions of the convergence in
the space of closed sets�

Let C be a canonically closed cone in Rm � C � � C n f�g� and let M � C 	
 F
be a multivalued function on C with values in the class F of closed subsets of Rd �
Hereafter we suppose that M��� � f�g and M is measurable� i�e� for any compact K
the set

fu � C � M�u� �K �� �g
is measurable� Note again that the dimensions d and m are not supposed to be equal�

The function M is said to be regularly varying with the limit function , and index
� if� for any u from C ��

F	 lim
t��

M�tu�

g�t�
� ,�u�� �����

where ,�u� is a nontrivial closed subset of Rd � ,�u� �� f�g for u �� �� and g� ����� 	

����� is a numerical univariate regularly varying function of index �� We then write
M � "��g� C

��F � ��,� or� shortly� M � "��
If M has compact values only and ����� is valid for Klimit� i�e�

K	 lim
t��

M�tu�

g�t�
� ,�u�� �����

then M is said to belong to "��g� C
��K� ��,�� Here K is the class of all compacts in

Rd �
We denote M � "��g� C

��F � ��,� if� for any sequence ut � C �� such that ut 
 u ��
� as t
�� we have

F	 lim
t��

M�tut�

g�t�
� ,�u�� �����

The class "��g� C
��K� ��,� is de�ned similarly� As in Section ���� "� � "� if

m � ��
The classes "� and "� of numerical multivariate regularly varying functions were

introduced in Section ���� We may safely think that the function h� C � 	
 R� belongs
to "j if and only if the onepointvalued function M�u� � fh�u�g � "j� j � �� ��

The limiting multifunction ,�u� is� evidently� homogeneous� Namely�

,�su� � s�,�u��

whatever s � � and u from Rm may be�
A multivalued function M is said to be F continuous �respectively Kcontinuous�

if
F	 lim

u�v
M�u� � M�v�

�respectively for Klimit�� It was shown by Yakimiv ������ that the limiting function
� for any numerical function from the class "� is continuous� The following theorem
generalizes this result for multivalued functions�
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Theorem ��� IfM belongs to "��g� C
��F � ��,� �respectivelyM � "��g� C

��K� ��,���
then the multifunction , is F�continuous on C � �respectively K�continuous��

Proof� Let un 
 u � C � as n
�� Verify the �rst condition of Fconvergence for
the sequence ,�un�� n � �� Suppose that K �,�u� � � and� moreover� K��,�u� � �
for some K � K and � � �� If K � ,�un� �� � for su�ciently large n� then without
loss of generality we can assume that

IntK� � ,�un� �� �
for all su�ciently large n� Then

IntK� � M�tun�

g�t�
�� �

for all t � tn and some tn� Suppose that tn � � and put ut � u for t � �tn� tn����
Then ����� yields

IntK� � ,�u� �� ��
i�e� ,�u� hits K� for all � � �� so that ,�u� hits K� contrary to the conjecture�

Let ,�u� hit a certain open set G� Then G� �,�u� �� � for open G� with compact
closure� such that �G� � G� If G � ,�un� � � for all su�ciently large n� then

G� � M�tun�

g�t�
� �

for t � tn� Similar arguments as above and ����� yield G� � ,�u� � �� Thus� ,�un�
F converges to ,�u� as n
��

For M belonging to "��g� C
��K� ��,� the proof repeats the proof of Theorem �

of Yakimiv ������ reformulated for the Hausdor� distance instead of the Euclidean
metric� �

Corollary ��� If M � "��g� C
��K� ��,�� then there exists a � � such that for all

b � a and some C � �
M�u� � BC���� a � kuk � b�

If� additionally� � �� ,�u� for all u �� �� then� for a certain � � ��

B���� �M�u� � �
as soon as a � kuk � b�

Proof� Consider an arbitrary compact K missing the origin� It follows from �����
that there exists t� such that

M�tu� � ,�u��g�t�� t � t��

for u � C � � K� Since g is regularly varying�

�  C� � inf
t�a�b�

g�t� � sup
t�a�b�

g�t� � C� �
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for some b � a � t�� Hence

M�u� � ,�ukuk���g�kuk��
whence the statement of Corollary ��� easily follows� �

For compact convex�valued multifunctions ����� can be reformulated in terms of
corresponding support functions�

Proposition ��� Let M be a compact convex�valued multifunction� Then

M � "��g� C
��K� ��,�

if and only if
sM�tu��v�

g�t�

 s��u��v� as t
�

uniformly for v belonging to the unit sphere Sm���

Proof is straightforward� since the uniform convergence of support functions is equiv
alent to the Kconvergence of compact sets� �

Consider several examples of regularly varying multivalued functions�

Example ��� Let F �Sm�� 	
 F be a multivalued function on the unit sphere Sm���
The function M de�ned as

M�u� � kuk�F �ukuk���� u � Rm � ���
�

is said to be homogeneous� It is evident that M � "��g�R
m n f�g�F � �� F � for g�s� �

s�� If F is continuous in F �in K�� then M � "�� It should be noted that the
function M remains regularly varying after replacing kuk� in ���
� with g�kuk� for
any numerical regularly varying function g�

Example ��� Let m � �� d � �� and let M�u�� ���� u�� be the triangle in Rd with the
vertices �u�� u��� �u�� u�� and �u�� u��� Then M is homogeneous and regularly varying
of index �� If ��M� is the area of M � then the function

M��u� � ��M�u���M�u�

is regularly varying of index �� � ��

Example ��� Let hi�R
m 	
 R� � � � i � d� be regularly varying numerical multi

variate functions from the class "� on C �� i�e�

lim
t��

hi�tu�

g�t�
� �i�u�� � � i � d� u � C �� �����

Then
M�u� � f�h��u�� � � � � hd�u��g � "��g� C

��K� ��,��
where ,�u� � f����u�� � � � � �d�u��g is a singleton for each u� The function M is one
pointvalued function from Rm into the class of singlepoint subsets of Rd � Note that
M � "� if hi � "�� � � i � d�
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Example ��	 Let M � "j� and let h�Rm 	
 R� be a multivariate function belong
ing to the class "j of numerical functions� Then h�u�M�u� is a multivalued function
of the class "j� j � �� ��

The following lemma shows that main settheoretic operations preserve the regular
variation property�

Lemma ��
 Let j � � or j � �� and let Mi � "j� ci � �� � � i � p� Then the
functions

M ��� � c�M� � � � � � cpMp�

M ��� � conv�M �����

M ��� � c�M�  � � �  cpMp

belong to the same class "j �if the results are closed��

Proof follows from the continuity of the enlisted operations with respect to the
convergence in F �in K�� �

	�� Inversion Theorem for Multivalued Regularly

Varying Functions�

The following theorem is the analog of the inversion theorem for numerical univariate
regularly varying functions� see Section ���� It should be noted that this theorem can
not be generalized within the framework of numerical multivariate regularly varying
functions only� since the inverse function for a multivariate one is necessary multival
ued� see also Theorem ��� below�

Theorem ��� Let M � "��g� C
��F � ��,� for a positive �� and let

M��K� � fu � C � M�u� �K �� �g �����

for K � K� � �� K� Suppose that for all u� from C � and � � � there exists � � � such
that

,�u��
� � 


u�B��u��

M�tu�

g�t�
�����

for all su�ciently large t� Then the function M� is regularly varying of index � � ���
on the set C a � fu � C � kuk � ag for any a � �� Namely�

F	 lim
t��

M��tKt�

g��t�
� C a � ,��K� � C a� �����

Here g� is the asymptotically inverse function for g� see Seneta �	��� and Section 	��

,��K� � fu � C � ,�u� �K �� �g � ���
�
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and K	limKt � K� � �� K� If M � "��g� C
��K� ��,� and � �� ,�u�� whatever u � C �

may be� then F�limit in �
��� can be replaced with K�limit� If

K	 lim
t��

M�tut�

g�t�
� f�g� �����

provided ut 
 � as t
�� then �
��� is valid for a � ��

Proof� It is evident that

M��tK�

g��t�
�
n
u � C �  Mt�u� � f�t�K �� �

o
� �����

where
 Mt�u� �

M�g��t�u�

g�g��t��
���	�

and

f�t� �
t

g�g��t��

 � as t
��

It follows from Theorem ��� that the set ,��K�� C a is closed for all a � �� Check
the �rst condition of the Fconvergence in ������ Suppose that K � � ,��K� � � for a
certain compact K � � C a� but

K � � M��tKt�

g��t�
�� �

for su�ciently large values of t� By ����� we can choose a point ut from K � such that

 Mt�ut� � f�t�Kt �� �� �����

Without loss of generality suppose ut 
 u� � K � as t
�� Then ����� yields

F	 lim
t��

 Mt�ut� � ,�u���

From ����� we get ,�u���K� �� � for all � � �� whence ,�u���K �� �� contrary to the
conditions u� � K � and K � �,��K� � �� Thus the �rst condition of F convergence is
valid even without assumption ������

If a � �� then we have to consider additionally the case � � K �� ut 
 u� � � as
t
�� From ����� and ����� we get

� � �f�t�Kt�
�

for all � � � and su�ciently large t� However we assumed that � �� K� Thus� the
condition �F� from Section ��� is valid�

Verify the second condition of F convergence �F� in ����� for a � � at once� Let
,��K� have nonvoid intersection with a certain open set G� Since � �� ,��K�� the
common point of G and ,��K� is not zero� so that we can safely think that � �� �G�
Let u� belong to G�,��K�� and� moreover� B��u�� � G for a certain � � �� Suppose
that

B��u�� � M��tKt�

g��t�
� � �����
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for su�ciently large t� Hence



u�B��u��

 Mt�u� � f�t�Kt � �� ������

From ����� we get
,�u��

� � f�t�Kt � ��
Hence ,�u�� misses K� i�e� u� �� ,��K�� Thus� ����� has been proven�

Finally� suppose that M � "��g� C
��K� ��,� and � �� ,�u� whenever u � C �� In

order to prove Kconvergence in ����� we have to verify that sets M��tKt��g��t� are
contained in a certain compact for all su�ciently large t� Suppose that

ut � M��tKt�

g��t�

for an unbounded sequence of points ut� t � �� Without loss of generality suppose
that the unit vector et � ut�kutk converges to e as t
�� From ����� we get

K	 lim
t��

M�g��t�kutket�
g�g��t�kutk� � ,�e�� ������

and
g�g��t�kutk�
g�g��t��

� kutk� as t
��

Since B���� � ,�e� � � for a certain � � �� ������ yields

 Mt�ut� � Rd n B����g�g��t�kutk�
g�g��t��

for su�ciently large t� Hence

 Mt�ut� � f�t�Kt � ��

contrary to the choice of ut� �

Note that the function M� de�ned by ����� is said to be the inverse for the mul
tifunction M � see Rockafellar and Wets ����
��

The condition ����� is the most awkward in Theorem ���� However it can be
weakened a little�

Denote for any closed F and positive �

�F �� �

 fFy� �	 � � y � � � �g � ������

Theorem ��� Suppose that all conditions of Theorem 
�	 are valid except �
�
�� and�
for all u� � C �� � � �� there exists � � � such that

�,�u���
� � 


����q����

M�qu�t�

g�t�
������

for all su�ciently large t� Then �
��� is valid for Kt � K� t � ��
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Proof of Theorem ��� is applicable except the following implication� From ����� we
get 


����q����

 Mt�u�q� � f�t�K � �

�cf� �������� so that ������ implies

�,�u���
� � f�t�K � ��

Since f�t�
 � as t
��

�,�u���
�

f�t�
� �,�u���

�� � ,�u��

for a certain �� � � and su�ciently large t� Thus ,�u���K � �� This fact contradicts
the choice of u�� �

Note that if d � � �values of M are closed subsets of the line�� then ����� and
������ are equivalent�

Reformulate ����� for particular functions M �

Lemma ��� Let M�u� � f�h��u�� � � � � hd�u��g be the single�point�valued function
from Example 	�� where hi� � � i � d� are continuous multivariate functions from
the class "�� If the function g in �	��� is continuous� then �
�
� is valid�

Proof� Let �i� � � i � d� be limiting homogeneous functions from ������ Then



u�B��u��

M�tu�

g�t�
�



u�B��u��

f����u�� � � � � �d�u��

���t��u�� � � � � �
t
d�u�� g �

where
�t�u� � ��t��u�� � � � � �

t
d�u��� R

m 	
 Rd

is continuous function for any given t� and

sup
u�B��u��

k�t�u�k 
 � as t
��

Thus� ����� follows from

u�B��u��

f����u�� � � � � �d�u��g � f����u��� � � � � �d�u���g�

for a certain � � �� �

Lemma ��� Let M�u� � g�kuk�F �eu�� where F �Sm�� 	
 F is a multivalued func�
tion on the unit sphere and eu � u�kuk� Then �
�	�� is valid if g is a continuous
numerical regularly varying function� The condition �
��� is valid if F is bounded on
S and

g�txt�

g�t�

 � as xt 
 �� t
��
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Proof� It is evident that ,�u� � kuk�F �eu�� Hence



����q����

M�qkukt�
g�t�

�



����q����

F �eu�
g�qtkuk�
g�t�

� 

�����q�����

F �eu�q
�kuk�

� �,�u���

for some ��  � and � � �� Indeed��
g�qtkuk�
g�t�

� �	 � � q � � � �

�

converges in the Hausdor� metric to the set

fq�kuk�� �	 � � q � � � �g �
so that� for some �� � � and su�ciently large t��

g�qtkuk�
g�t�

� �	 � � q � � � �

�
� fq�kuk�� �	 �� � q � � � ��g � �

Note also that all functions from Lemma ��� satisfy the conditions ����� or ������
in case all their components Mi� � � i � p� satisfy the same condition�

Without ����� or ������ the following result is valid�

Corollary ��� If the conditions of Theorem 
�	 are valid except �
�
�� then �
��� is
replaced with

F	lim sup
t��

M��tKt�

g��t�
� C a � ,��K� � C a� ����
�

Proof follows from Lemma ����� �for de�nition of the upper limit in F see Sec
tion ����� �

Note that the closed sets K� Kt� t � � in Theorem ��� are allowed to be non
compact� provided �H�K�Kt�
 � as t
��

Now consider a particular case of Theorem���� which� in fact� is the inversion
theorem for multivariate regularly varying functions�

Theorem ��� Let h� C 	
 R� be a continuous regularly varying numerical function
�h � "�� with the limiting function � and index � � �� Suppose that the corresponding
norming function g in �	��� is continuous� De�ne for any x � �� a � �

M��x� � fu � C � kuk � a� h�u� � xg � ������

Then
M� � "��g�� ������F� ��,���

where g� is the asymptotically inverse function for g� � � ��� and

,��x� � fu � C � ��u� � xg �
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Proof� Since M� is de�ned on ������ the corresponding classes "� and "� coincide�
Let us apply Theorem ��� to the onepointvalued function M�u� � fh�u�g� u � C �
Then ������ is equivalent to

��	 �� � � �� �
�

h�qut�

g�t���u�
� �	 � � q � � � �

�
� ������

The inclusion ������� in turn� follows from continuity of h� � and g� Note that
the continuity condition can be replaced with a certain analog of coordinatewise
monotonicity�

The function h can be rede�ned on C n C a to ensure ������ Indeed� ����� is valid
in case utt is divided from the origin� Otherwise� letting h be equal to zero on C n C a

ensures ������ It follows from Theorem ��� that

F	 lim
t��

M��xt�

g��t�
� ,��x��

i�e� M� is regularly varying� �

Note that we can construct the next inverse function to M de�ned by ������� This
function M� is de�ned as

M��K� � ��� sup
u�K

h�u��� K � C �

Naturally� the function M� is regularly varying too�

	�� Integrals on Multivalued Regularly Varying

Functions�

Results� concerning asymptotic properties of integrals of regularly varying functions�
constitute a large part of classical regular variation theory� In this section we con
sider asymptotic properties of an integral� whose domain of integration is a certain
multivalued regularly varying function�

Theorem ��� Let L� G � 
 R� be a slowly varying function �i�e� L � W�� see Sec�
tion 	��� and let �� G � 
 R� be a continuous homogeneous function of index � 	 d�
�  �� where G � � G n f�g� G is a cone in Rd � Furthermore� let

M � R� 	
 F�G � � fF � F � F � G �g
be a multivalued function� whose values are closed subsets of G � � Suppose that for
some canonically closed set D� missing the origin� and� for every compact K�

inf

�
� � �� D�� �K � M�t�

g�t�
�K � D� �K

�

 � as t
�� �����

where g� ����� 	
 ����� is a regularly varying function of index � � �� Then� for
any e � G � � Z

M�t�
��u�L�u�du � L�g�s�e�g�s��

Z
D
��u�du as s
�� �����
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First� derive a lemma concerning integrals of regularly varying functions�

Lemma ��� Let F be a closed subset of Rd n f�g� and let �� L be de�ned in Theo�
rem ��	� Then� for any e from Rd n f�g�

Z
F
��u�L�xu�du � L�xe�

Z
F
��u�du as x
�� �����

Proof� Evidently�
c � inf fkxk� x � Fg � ��

It was proven in de Haan and Resnick ����	� that� for any � � �� there exists x�
such that for x � x� and kxk � c it is

��	 ��kuk�� � L�xu�

L�xe�
� �� � ��kuk��

Let & � ��� �� be speci�ed� Since �  �� we can choose R � � such that

Z
F	Bc

R���
��u�kuk�du  &

Z
F
��u�du�

Z
F	BR���

��u�du � ��	&�
Z
F
��u�du�

ThusZ
F	BR���

��u���	 ��kuk��L�xe�du �
Z
F
��u�L�xu�du

� L�xe��� � ��
Z
F	BR���

��u�kuk�du

�&
Z
F
��u�du�

Hence

��	&���	 ��R�� �
R
F ��u�L�xu�du

L�xe�
R
F ��u�du

� �� � ��R� �&�

Since � may be chosen su�ciently small� ����� is valid� �

Proof of Theorem ���� If x � g�t�� then

Z
M�t�

��u�L�u�du � x�
Z
M�t��x

��u�L�ux�du�

Since � �� D� it is Z
M�t��x

��u�kuk�du �

for su�ciently large t and any � � ���	��� Hence� for all R � ��

x�
Z
D��	BR���

��u�L�ux�du � x�
Z
M�t�
x

	 BR���
��u�L�ux�du

� x�
Z
D�

��u�L�ux�du ���
�
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Denote
'�F � �

Z
F
��u�du� F � F �

Lemma ��� and ���
� yield

'�D�� � BR����

'�D�
� lim

t��

R
M�t� ��u�L�u�du

L�xe�x�'�D�
� '�D��

'�D�
�

To obtain ����� we have to put R
�� � � � and use continuity of �� �

Note� The condition ����� is more restrictive than

F	 lim
t��

M�t�

g�t�
� D�

Nevertheless� for convex�valued multifunctions these conditions are equivalent�

Corollary ��� Let M � "��g� C
��K� ��,� be a convex�valued multifunction� and let

the functions � and L satisfy the conditions of Theorem ��	� Then

H�v� �
Z
M�v�

��u�L�u�du

is a regularly varying multivariate function from the class "�� In particular ��M�v�� �
"�� where � is the Lebesgue measure�

	�� Limit Theorems for Unions�

Multivalued Functions Approach�

In this section we apply the above mentioned results to limit theorems for unions of
random sets considered in Sections 
�� and 
�
�

Let 
 be a random point in C � Rm having the density f � Suppose that f � "�

on C � � C n f�g and indf � � 	 m for a certain negative �� Then f � �L� where
� is a homogeneous continuous function of the same index� and L is a slowly varying
function on C ��

Furthermore� let M be a multivalued function from the class "��g� C
��K� ��,��

� � �� Then A � M�
� is a random compact set� Consider its independent copies
A�� A�� � � � and de�ne

a��n Xn � a��n �A� � � � � � An��

for the norming constants an� n � �� given by

an � sup fg�s�� s�L�se� � ��ng � �
���

for a certain e � C ��
In this section we investigate the weak convergence of random closed sets a��n Xn�

n � �� As it was stated in Section ��
� the weak convergence of random sets is
equivalent to the pointwise convergence of the corresponding capacity functionals

Tn�K� � P
n
a��n Xn �K �� �

o
�



	��� APPLICATIONS TO LIMIT THEOREMS �	

Moreover� the pointwise convergence of Tn on the class Kub of all �nite unions of
balls ensures the weak convergence of the random sets in question�

Hereafter in this section we suppose that the above mentioned conditions on the
function M � the random variable 
 and its density are satis�ed�

Theorem ��� Suppose that� for every u� � C �� positive r and K from Kub� the con�
ditions

,�u�� �K �� � and ,�u�� � IntK � ��
yield the existence of some points u� and u� belonging to Br�u�� such that

,�u�� �K � � and ,�u�� � IntK �� ��

In addition� let �
��� be valid for the multivalued function M � Then a��n Xn converges
weakly to the random closed set X with the capacity functional  T given by

 T �K� �

�
�	 exp

n
	 R���K� ��u�du

o
� � �� K�

� � otherwise
�

where ,� is the inverse function to ,� see �
����

Proof� Since an 
� as n
�� the origin is a �xed point of the limiting random
set� i�e�  T �K� � � as soon as � � K�

Let us verify the pointwise convergence of capacity functionals� Due to Theo
rem 
����� it su�ces to show that the function

�K�x� � P fA � xK �� �g
� P fM�
� � xK �� �g

is regularly varying at in�nity for any K from Kub� Using the notations of Theorem ���
we get

�K�x� � P f
 �M��xK�g
�

Z
M��xK�

��u�L�u�du�

It follows from Corollary ��� that

inf

�
� � ��

M��xK�

g��x�
� BR��� � ,��K��

�

 � as x
� �
���

for any R � ��
Let us show that

inf

�
� � ��

M��xK�

g��x�
� ,��K��� � BR���

�

 � as x
�� �
���

Suppose that

,��K��� � BR��� �� M��xK�

g��x�
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for some � � � and x � xk� k � �� where xk 
 � as k 
 �� Then pick points uk�
k � �� such that

uk �
�
,��K��� �BR���

�
n M��xkK�

g��xk�
�

Let uk 
 u� � IntBR��� as k 
 �� Since � �� ,��K�� we get u� �� �� Thus�
,�u� �K �� � whenever u � B����u��� On the other hand�

 Mxk�uk� �K � ��
i�e� ,�u�� � IntK � �� On the contrary� by the assumption� ,�u�� misses K for a
certain u� belonging to B����u��� Thus� �
��� is valid�

Let us show that ,��K� is canonically closed� If ,�u�� � IntK �� �� then u� �
Int,��K� by Theorem ���� Let

,�u�� � IntK � � and ,�u�� �K �� ��
In view of the assumption of Theorem� there exists a sequence of points uk� k � ��
such that uk 
 u� as k 
� and

,�uk� � IntK �� �� k � ��

Hence any point u� from ,��K� is a limit of a sequence of points from Int,��K�� i�e�
the set ,��K� is canonically closed�

It follows from �
���� �
��� and Theorem ��� that

�K�x� � ��x� � L�g��x�e��g��x��
�
Z
���K�

��u�du as x
��

The function ��x� is regularly varying of index ���� It follows from Theorem 
����
that

lim
n��

Tn�K� �  T �K�

� �	 exp

��
�	 lim

n��


an�K�

an

�������
� �

where
an�K� � sup fs� �K�s� � ��ng �

Let us de�ne

'�K� �
Z
���K�

��u�du�

y�x� � �g��x�
�L�g��x�e��

�� �

Then
an � sup fx� y�x� � ng �

and� for su�ciently large n�

an�K� � sup
�
x� g��x�

�L�g��x�e��� � ��'�K� � �

n

�
� sup fx� y�x� � n'�K��� � ��g �
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Let �y be the asymptotically inverse function for y� Since y is regularly varying of
index �	����� we get

lim
n��


an�K�

an

�����
� lim

n��


�y�n'�K��� � ���

�y�n�

�����

� '�K��� � ���

for any � � �� The estimates from below are obtained similarly� Thus� the formula
for  T in Theorem 
�� is valid� �

Note� We can choose instead of Kub another class M determining the weak
convergence� see Section ��
 and Norberg ����
�� The statement of Theorem 
�� is
also true even in case the conditions is valid for the class M� such that

K�� � K� � K � K� � K�

for any K from M� � � � and some K�� K� from M��
Note also that the conditions of Theorem 
�� are valid for all examples of regularly

varying multifunctions from Section ����

Example ��� Let M � g�kuk�Br�eu�� where r � �� eu � u�kuk and g is a regularly
varying univariate function of index � � � such that

g�xtt�

g�t�

 � as xt 
 �� t
��

Furthermore� let 
 be a random vector which satis�es the conditions of Theorem 
���
Then the RACS a��n Xn converges weakly to the random closed set X with the capacity
functional

 T �K� � �	 exp

�
	
Z
Sm��

��e�de
Z
FK�e�

x���dx

�
� � �� K�

where
FK�e� � fx � �� x�Br�e� �K �� �g �

Suppose that the distribution of 
 is spherically symmetric� i�e� ��e� � C for all e
belonging to Sm��� Then

 T �K� � �	 exp
�
	C

Z �

�
x����m�� �S

m�� � �K�x��� dx
�
� � �� K�

where �m�� is the Lebesgue measure on Sm���
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Chapter 	

Probability Metrics in the Space

of Random Sets Distributions

�� De�nitions of Probability Metrics�

In this chapter we discuss probability metrics in the space of random closed sets
distributions� Probability metrics method and its applications to limit theorems were
elaborated by Zolotarev ������� Kalashnikov and Rachev ������� Rachev ������� This
method is developed mostly for distributions of random variables� There are many
examples of probability metrics for random variables and inequalities between these
metrics�

The probability metrics method enables to prove limit theorems for the most
convenient metric� Afterwards� estimates of the speed of convergence are reformulated
for other metrics by the instrumentality of inequalities between metrics� Sometimes
this method allows to drop the condition of the uniform smallness of summands in
limit theorems� i�e� to prove �nonclassical� versions of limit theorems�

The probability metric m�
� �� is a numerical function on the space of distributions
of random elements� It satis�es the following conditions�

�� m�
� �� � � implies P f
 � �g � ��

�� m�
� �� � m��� 
��

�� m�
� �� � m�
� �� �m��� ���
In this section several probability metrics for random sets are de�ned� They enable

to determine distances between random sets distributions� Later on their applications
to limit theorems for unions are considered�

Since a random set is an Fvalued random element� probability metrics for random
sets can be de�ned by specializing general metrics for the case of random elements in
the space F furnished with 	algebra 	 and the Hausdor� distance �H �

In such a way the LevyProhorov metric can be de�ned� because its form does not
depend essentially on the structure of the setting space� We can also de�ne the metric
KH as

KH�X� Y � � inf f� � �� P f�H�X� Y � � �g  �g �
where X and Y are random compact sets� It can be shown that K metrizes the
convergence of random compact sets in probability with respect to the Hausdor�

���
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metric� The analog of socalled �engineering� metric �see Zolotarev� ����� is de�ned
as

IH�X� Y � � E�H�X� Y ��

The enlisted metrics are composite� i�e� their values depend on the mutual dis
tributions of X and Y � It is wellknown that simple metrics are more convenient�
since they can be naturally applied to limit theorems� A probability metric is said
to be simple if its values depend only on marginal distributions of random elements
�random sets��

Many interesting simple metrics for random variables are de�ned by the corre
sponding densities or characteristic functions� Unfortunately� they cannot be refor
mulated for random sets directly� since the space F of closed sets does not admit a
group operation and there are not analogues of the Lebesgue measure and densities
for F valued random elements �random sets��

Another approach is based on the notion of selector for random sets� see Wag
ner ���	��� The random element 
 is said to be a selector of X if 
 � X almost
surely� We then write 
 � S�X�� If the random closed set X is nonempty almost
surely� then the class S�X� is nonvoid too� Moreover� X coincides with the closure
of a certain countable collection of its selectors� This collection is called the Castaign
representation of X�

Let m be a probability metric on the space of distributions of random vectors in
Rd � Then the metric mH on the space of random sets distributions is introduced in
the same way as the Hausdor� metric �H is de�ned by the Euclidean metric � in Rd �
Put

mH�X� Y � � max
�

sup
��S�X�

inf
��S�Y �

m�
� ��� sup
��S�Y �

inf
��S�X�

m�
� ��
�
�

It is easy to show that mH is a probability metric on the space of random sets
distributions� Moreover� mH inherits the homogeneous property of m� Namely� if m
is homogeneous of degree �� i�e�

m�c
� c�� � jcj	m�
� ��� c �� ��

then mH is homogeneous too� Indeed� the class S�cX� coincides with cS�X�� whatever
c �� � may be�

Example ��� Let m be the simple -engineering metric�� i�e� m�
� �� � ��E
�E���
Then

mH�X� Y � � max

�
sup

��S�X�
inf

��S�Y �
��E
�E��� sup

��S�Y �
inf

��S�X�
��E
�E��

�

� max

��
� sup
x�EX

inf
y�EY

��x� y�� sup
y�EY

inf
x�EX

��x� y�

��
�

� �H�EX�EY ��

i�e� in this case mH coincides with the Hausdor� distance between the corresponding
expectations of random sets� As in Section ���� EX designates the Aumann expecta
tion of the random set X�
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Example ��� Let m�
� �� � E��
� ��� Then

mH�
� �� � E�H�X� Y ��

Unfortunately� for a more complicated metric m the evaluation of mH for random
sets is very di�cult� since the class of all selectors is very large even for simple random
sets�

Example ��� Let X � f
�� 
�g and Y � f��� ��g be twopoint random sets in R� �
Clearly� the class S�X� consists of trivial selectors 
� and 
�� as well as all selectors
de�ned as 
f�������� where f �R

� 	
 f�� �g is a Borel function� Then

P
n

f�������  x

o
� P f
�  x� �
�� 
�� � Fg�P f
�  x� �
�� 
�� �� Fg
� P f�
�� 
�� � Fxg �

where

F �
n
�x� y� � R� � f�x� y� � �

o
�

Fx � �F � ��	�� x�� R�� � �F c � �R � �	�� x��� �

Let m be the uniform distance between random variables� It is de�ned as the uni
form distance between the corresponding distributions functions� see Zolotarev �������
Then the distance mH between X and Y is evaluated by

mH�X� Y � �

� max

�
sup
F�B

inf
G�B

sup
���x��

jP f�
�� 
�� � Fxg 	P f���� ��� � Gxgj�

sup
G�B

inf
F�B

sup
���x��

jP f�
�� 
�� � Fxg 	P f���� ��� � Gxgj
�
�

where B designates the class of Borel subsets of R� � Thus� the evaluation of mH even
for simple m and twopoint random sets is very complicated�

Meaningful generalizations of famous probability metrics can be obtained by re
placing distribution functions in their de�nitions with capacity functionals of random
sets� The capacity functional of X is de�ned as TX�K� � P fX �K �� �g for K
belonging to the class K of all compact subsets of Rd � Sometimes we consider the
restriction of TX on a certain subclass M� K�

The uniform distance between the random sets X and Y is de�ned as

r�X� Y �M� � sup fjTX�K�	 TY �K�j� K � Mg � �����

where M is a subclass of K� The Levy metric is de�ned as follows �see also Rachev�
����� and Baddeley� �����

L�X� Y �M� � inf f� � �� �����

TX�K� � TY �K
�� � �� TY �K� � TX�K

�� � ��K �Mg�
where K� is the �envelope of K� see Section ����
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Hereafter we omit M if M � K� i�e� r�X� Y � � r�X� Y �K� and L�X� Y � �
L�X� Y �M� etc�

We prove below that the Levy metric determines the weak convergence of random
sets� see Section ��
 for the notion of the weak convergence� The RACS Xn with the
capacity functional Tn converges to the RACS X� having the capacity functional T �
if

Tn�K�
 T �K� as n
� �����

for all K belonging to the class

ST � fK � K� T �K� � T �IntK�g �

The class M� K is said to determine the weak convergence of random sets if the
pointwise convergence ����� for allK belonging toM�ST yields the weak convergence
of random sets� It was noted in Section ��
 that such classes as the class Kub of �nite
unions of balls or the class Kup of �nite unions of parallelepipeds determine the weak
convergence of random closed sets�

For each compact K� put

M�K�� � fK � M� K � K�g �

Theorem ��� Let the class M� K determine the weak convergence of random sets�
and let IntK for each K � M be equal to the limit of an increasing sequence fKn� n �
�g � M� Then a sequence Xn� n � �� of random sets converges weakly to X if and
only if� for each K� � K�

L�Xn� X�M�K���
 � as n
��

Proof� Su
ciency� Let L�Xn� X�M�K���
 � as n
�� and letK � M�K���ST �
It follows from ����� that

T �K� � Tn�K
�n� � �n and Tn�K� � T �K�n� � �n� n � �� ���
�

where �n � � as n 
 �� It follows from the conditions on M imposed in Theorem
that

T �Kn� � T �IntK� � T �K� �����

for a sequence Kn� n � �� from M� Having renumbered the sequence Kn� n � �� one
can ensure that

K�n
n � K� n � ��

Since ���
� is valid on M�K���

Tn�Kn� � Tn�K
�n
n � � �n � Tn�K� � �n�

Thus

T �K�	 �n 	 �T �K�	 T �Kn� � Tn�K� � T �K� � �n � �T �K�n�	 T �K�� �

Upper semicontinuity of T and ����� yield Tn�K�
 T �K� as n
��
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Necessity� Let Xn converges weakly to X� Then ����� is valid� whatever K be
longing to M�ST may be�

Let � � � and K� � K be speci�ed� Consider compacts K�� � � � � Km� which form
the �net of M�K�� in the Hausdor� metric �H� It is easy to show that Kri

i belongs
to ST for a certain ri � ��� ���� � � i � m� It follows from ����� that for a certain
integer n� and every n � n�� � � i � m�

jTn�Kri
i �	 T �Kri

i �j � ��

Let K � M�K��� and let Kj be its nearest neighbor from the chosen �net� Then�
for all n � n��

Tn�K� � Tn�K
�
j � � Tn�K

rj
j �

� T �K
rj
j � � � � T �K��� � ��� �����

Similarly�
T �K� � Tn�K

��� � ��� ���	�

Thus� L�Xn� X�M�K��� � ��� Letting � be su�ciently small proves the necessity�
�

Corollary ��� The random closed set Xn converges weakly to a compact random set
X if and only if

L�Xn� X�
 � as n
��

Proof� Su
ciency immediately follows from Theorem ��
�
Necessity� Let Kn� n � �� be an increasing sequence of compacts� such that

Kn � Rd as n
�� Then� for a certain n�

T �Rd�	 T �Kn�  ��

It is easy to show that the compact K � � K�
n belongs to S for a certain � � ��

Then
Tn�R

d�	 Tn�K
��  �

for su�ciently large n� For each K � K � the inequalities ����� and ���	� hold� If
K �� K �� then

Tn�K� � Tn�K �K �� � � � T �K��� � 
�

and
T �K� � Tn�K

��� � 
��

Thus� L�Xn� X�
 � as n
�� �

The introduced metrics depend on the class M� K� It is of great importance to
choose this class properly� Hereafter we suppose that

cM � fcK� K � Mg �M
for all c � �� and also Kr � M for all r � � and K from M� We then say that M is
standard� In the sequel a standard class may be safely thought to be the class of all
closed balls�
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�� Some Inequalities between Probability Met�

rics�

Derive several inequalities between the introduced probability metrics on the space of
random sets distributions� Recall that the classical inequality between uniform and
Levy metrics involves concentration functions of random variables� First� introduce
the same notion for random sets�

The concentration function of a random closed set X is de�ned as

Q���X�M� � sup fTX�K��	 TX�K�� K � Mg � � � �� �����

cf� Hengartner and Theodorescu ���	��� Evidently� Q���X�M� coincides with the
uniform distance between the distributions of X and X�� i�e� Q���X�M� is equal to
r�X�X��M�� Other examples of concentration functions can be obtained by replacing
r with other probability metrics� As above� Q���X� means Q���X�K��

The following theorem provides an inequality between uniform and Levy metrics�

Theorem ��� If L � L�X� Y �M�� then

L � r�X� Y �M� � L�min fQ�L�X�M�� Q�L� Y �M�g � �����

Proof follows from the obvious inequalities L � r�X� Y �M� and

TX�K�	 TY �K� � TX�K�	 TY �K
�� � TY �K

��	 TY �K�

� L�X� Y �M� �Q��� Y �M�

for � � L�X� Y �M�� �

Consider some properties of the concentration function ������

Theorem ��� Let X and Y be independent random closed sets� Then� for each � � �
and M� K�

	� Q���X � Y �M� � Q���X�M� �Q��� Y �M��


� Q���X�c�M� � Q���X� cM� � c �� ��

�� Q���X  Y � � min �Q���X�� Q��� Y ���

Proof� It follows from ������� that

Q���X � Y �M� � sup
n
�TX�K

��	 TX�K�� ��	 TY �K
���

� �TY �K
��	 TY �K�� ��	 TX�K�� � K � M

o
� Q���X�M� �Q��� Y �M��

The second statement is obvious�
Note that

Q���X� � sup fTX�F ��	 TX�F �� F � Fg �
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since any F � F is approximated by an increasing sequence of compact sets� Then

Q���X  Y � � sup
n
E
h
TX�K

�  !Y �	 TX�K  Y � j Y
i
� K � K

o
� sup fE �Q���X� j Y � � K � Kg
� Q���X��

where E��j�� stands for conditional expectation� �

Considered as a function of z the concentration function Q�z�X�M� is monotone�
Moreover� it is leftcontinuous in case M� ST �

Let Lz be the Levy distance between the distribution functions FX�z� � Q�z�X�M�
and FY �z� � Q�z� Y �M�� i�e�

Lz � inf f� � �� FX�z� � FY �z � �� � �� FY �z� � FX�z � �� � �� z � �g �

Theorem ��� Let the class M be standard� Then

Lz � �L�max fQ�L�X�M�� Q�L� Y �M�g �

where L � L�X� Y �M��

Proof� If L � �� then Kz�� � M for each K � M� z � �� and

TX�K
z��� � TY �K

z���� � ��

TY �K� � TX�K
�� � ��

Thus
TX�K

z���	 TX�K
�� � TY �K

z���� � � 	 �TY �K�	 ���

It is obvious that

TX�K
z���	 TX�K

�� � TX�K
z�	 TX�K� � TX�K�	 TX�K

��

� TX�K
z�	 TX�K� �Q���X�M��

Hence
TX�K

z�	 TX�K�	Q���X�M� � TY �K
z����	 TY �K� � ���

i�e�
Q�z�X�M� � Q�z � ��� Y �M� � �� �Q�z�X�M�� z � ��

Thus
FX�z� � FY �z � ��� � �� �Q���X�M��

The similar inequality is valid on replacing X with Y � �

Evaluate concentration functions and distances for several examples of random
closed sets�
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Example ��� Let X � f
g and Y � f�g be singlepoint random sets� Then L�X� Y �
is the LevyProhorov distance between 
 and �� see Zolotarev ������� The uniform
distance between X and Y is equal to

r�X� Y �M� � sup fjP f
 � Kg 	P f� � Kgj� K � Mg �

If M � K� then r�X� Y � coincides with the total variation distance between the
distributions of 
 and �� The concentration function of X is equal to

Q���X�M� � sup fP f
 � K�g 	P f
 � Kg � K � Mg �

Example ��� Let X � �	�� 
� and Y � �	�� �� be random subsets of R� � and let
finfK�K � Mg � R� �i�e� the classM is su�ciently �rich��� Then r�X� Y �M� coin
cides with the uniform distance between 
 and �� Furthermore� L�X� Y �M� is equal
to the Levy distance between these random variables� The concentration functions
of X and Y are equal to the classical concentration functions of the corresponding
random variables� see Hengartner and Theodorescu ���	���

Example ��� Let X and Y be the Poisson point processes in Rd with the intensity
measures 'X and 'Y respectively� Then

jTX�K�	 TY �K�j � j'X�K�	 'Y �K�j�

so that r�X� Y � is not greater than the total variation distance between 'X and 'Y �
Similarly�

Q���X�M� � sup f'X�K
��	 'X�K�� K � Mg �

If X and Y are stationary and have intensities �X and �Y � then

r�X� Y � �

�����
�
�X
�Y

� �X
�Y ��X 	

�
�X
�Y

� �Y
�Y ��X

������
Example ��	 Let X and Y be the Boolean models in Rd generated by the stationary
Poisson point processes with the intensities �X � �Y and the primary grains AX � AY

�see Example ������� The capacity functional of the Boolean model X is equal to

TX�K� � �	 exp
n
	�XE

h
��K  !AX�

io
�

where !AX � f	x� x � AXg� Let M� be the class of all balls� Then� by stationarity�

r�X� Y �M�� � sup
n
jexp f�XE��Ar

X�g 	 exp f�YE��Ar
Y �gj� r � �

o
�

If AX and AY are almost surely convex� then the Steiner formula �see Stoyan et
al�� ���	� Matheron� ��	�� yields

E��Ar
X� �

dX
i��

�
d
i

�
EWi�AX�r

i�

where Wi�AX�� � � i � d� are Minkowski functionals of AX � Hence� the distance
r�X� Y �M�� can be expressed in terms of the intensities �X � �Y and the expected
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values of the Minkowski functionals of the grains AX � AY � For example� in R� the
functional W� is the area� W� is the perimeter length� and W� � �� Hence

r�X� Y �M�� � sup
n
j exp

n
�X�SX � �PXr � �r��

o
	 exp

n
�Y �SY � �PY r � �r��

o
j� r � �

o
�

where SX � PX and SY � PY are the mean values of the area and the perimeter length
of AX � AY respectively� For example� if �X � �Y � � and PX � PY � then

r�X� Y �M�� � jexpf	�SXg 	 expf	�SY gj�

Now evaluate distances between Ustable random closed sets de�ned in Chapter ��
It was proven that the capacity functional of a Ustable random set X is equal to

TX�K� � �	 exp f%X�K�g � �����

where %X is a homogeneous Choquet capacity such that

%X�sK� � s�%X�K�

for s � � and all K� which misses the set of �xed points of X� The value � is said to
be the index of X�

Hereafter
M� �

n
Br�x�� r � �� x � Rd

o
designates the class of all balls and

MK � fsK� s � �g
is the class of all scale transformations of the compact set K�

If X and Y are Ustable with the same index � then

r�X� Y �MK� � sup
�
jexp f	s�%X�K�g 	 exp f	s�%Y �K�gj� s � �

�
�

Hence

r�X� Y �MK� � h


%X�K�

%Y �K�

�
� ���
�

where
h�x� � jxc 	 xcxj� c � ����	 x��

Similarly�

Q���X�MK� � h


%X�K

��

%Y �K�

�
� �����

It follows from ���
� and ����� that

r�X� Y �M�� � sup

�
h


%X�B��a��

%Y �B��a��

�
� a � Rd

�
� �����

Q���X�M�� � sup

�
h


%X�B����a��

%X�B��a��

�
� a � Rd

�
�
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If the random sets X and Y are stationary � then

r�X� Y �M�� � r�X� Y �MB�����

� h


%X�B�����

%Y �B�����

�
� ���	�

Q���X�M�� � h��� � ����� �����

For example� if X and Y are stationary Poisson point processes� then

r�X� Y �M�� � r�X� Y � � h


�X
�Y

�
�

�� Ideal Metrics for Random Closed Sets�

It was shown in Zolotarev ���	�� ����� that socalled ideal metrics play a signi�cant
role in the study of limit theorems�

The probability metric m is said to be ideal if m is homogeneous and regular�
Namely� m is homogeneous of degree � if

m�cX� cY � � jcj	m�X� Y �� �����

whatever c �� � may be� The metric m is said to be regular with respect to unions if

m�X � Z� Y � Z� � m�X� Y � �����

for any random set Z independent of X and Y � Regular metrics with respect to the
Minkowski addition are de�ned similarly�

Hereafter suppose that the class M is standard if otherwise is not stated� Then
the uniform metric r�X� Y �M� is ideal of zero degree� Indeed�

r�cX� cY �M� � r�X� Y �M�c� � r�X� Y �M�� �����

and

r�X � Z� Y � Z�M� � sup fjTX�Z�K�	 TY �Z�K�j� K � Mg
� sup fjTX�K� � TZ�K�	 TX�K�TZ�K�	 TY �K�

	TZ�K� � TZ�K�TY �K� j � K � Mg
� sup fj�TX�K�	 TY �K��j��	 TZ�K��� K � Mg
� r�X� Y �M��

If M � K� then the metric r�X� Y � � r�X� Y �K� is regular with respect to the
Minkowski addition� Indeed�

r�X  Z� Y  Z� � sup
n���E hTX�K  !Z�	 TY �K  !Z� j Z

i���� K � K
o

� r�X� Y ��
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The Levy metric L�X� Y �M� is also regular with respect to unions and with
respect to the Minkowski addition in case M � K� For example� L�X� Y �M� � �
yields

TX�Z�K� � TX�K� � TZ�K�	 TX�K�TZ�K�

� TX�K���	 TZ�K�� � TZ�K�

� TY �K
��	 TY �K

��TZ�K� � TZ�K� � �

� TY �K
�� � �� TZ�K

����	 TY �K
���

� TY �Z�K
�� � ��

so that L�X � Z� Y � Z�M� � � too�

It follows from ����� and ����� that r and L are ideal metrics of zero degree� Never
theless� ideal metrics of a positive degree are preferable� To apply the probability
metrics method to limit theorems for unions of random sets we have to �nd out an
ideal metric of positive degree �� Such a metric can be constructed by generalizing
the uniform metric r� Put

r��X� Y �M� � sup f,�K�jTX�K�	 TY �K�j� K � Mg � ���
�

where ,�K 	
 ����� is a nonnegative increasing and homogeneous functional of
degree � � �� i�e�

,�sK� � s	,�K�� �����

whatever positive s and K from K may be�
We may put� for example� ,�K� � ���K��	�d or ,�K� � �C�K��	 � where � is the

Lebesgue measure� C is the Newton capacity� see Landkof ������� Matheron ���	���
Hereafter suppose that , is chosen in such a way that for each K � K

,�K��
 ,�K�� as � 
 � � ��

Clearly� the metric r� is an ideal metric of degree � with respect to unions�

Derive an inequality between r� and the Levy metric L� For any K� � K and
� � � introduce the family of compacts by means of

U��K�� �
n
K � K� K� � K � K�

�

o
�

Lemma ��� The value L�X� Y �M� is equal to the supremum *L of all positive � such
that� for a certain compact K� � M and any K�� K� belonging to U��K�� �M�

jTX�K��	 TY �K��j � ��

Proof� Let *L  �� and let K � M be speci�ed� Then

jTX�K��	 TY �K��j � �

for some K�� K� from U��K�� �M� Hence

TX�K� � TX�K�� � TY �K�� � � � TY �K
�� � ��
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Similarly�
TY �K� � TX�K

�� � ��

Thus� L�X� Y �M� � �� so that L�X� Y �M� � *L�
Let L�X� Y �M�  �� For su�ciently small � � � there exists a compact K� such

that
TX�K�� � TY �K

���
� � � � 	 �

or
TY �K�� � TX�K

���
� � � � 	 ��

Then� for each K from U����K���

TX�K� � TX�K�� � TY �K
���
� � � � 	 � � TY �K� � � 	 �

or
TY �K� � TX�K� � � 	 ��

Hence *L � �� and� therefore� *L � L�X� Y �M�� �

It is wellknown that the Levy distance between distribution functions is equal
to the side of the maximal square inscribed between the graphs of the functions
in question� Lemma ��� generalized this property for the Levy distance between
capacities� The family U��K�� plays the role of the side of the �square� inscribed
between the graphs of capacities� see also Baddeley �������

Theorem ��� If L � L�X� Y �M�� then

r��X� Y �M� � L��	 inf
x�Rd

,�B��x��� �����

Proof� If �  L� then Lemma ��� yields���TX�K�
��	 TY �K

�
��
��� � �

for a certain compact K� � M� Hence

r��X� Y �M� � ,�K�
��
���TX�K�

��	 TY �K
�
��
���

� �,�K�
���

It follows from ����� that

r��X� Y �M� � L inf
K�M

,�KL�

� L inf
x�Rd

,�BL�x��

� L��	 inf
x�Rd

,�B��x��� �

Corollary ��� If the functional , is shift�invariant� then

r��X� Y �M� � L�X� Y �M���	,�B������ ���	�
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From ����� and ���	� we obtain the following inequality between r� and r�

r�X� Y �M� � q �min �Q�q�X�M�� Q�q� Y �M�� � �����

where

q �


r��X� Y �M�

,�B�����

�	�
�����

and

�� �
�

� � �
� ������

It follows from ����� that

r�X� Y �M� � q � h��� � q�d�� ������

in case X is stationary and Ustable�

If the functional , is decreasing and satis�es ����� with �  �� then

r��X� Y �M�K��� � L,�KL
� �

for all K� � K�

The statement of Theorem ��� is valid for any class M such that K� belongs to
M for all � � � and K � M� However� this condition is too restrictive� Consider a
generalization of Theorem ��� for the shiftinvariant functional ,�

Theorem ��� Let M � M� � K� and let Kr � M� for each K belonging to M�
r � ��� �� and a certain � � �� Then

r��X� Y �M�� � min �L�X� Y �M�� ����	 ,�B������

Proof� Let �  L�X� Y �M�� Lemma ��� yields���TX�K�
��	 TY �K

�
��
��� � �

in case � � � or
jTX�K�

��	 TY �K
�
��j � �

when � � ��
The de�nition of the metric r� yields

r��X� Y �M�� � ,�K�
���

for �  �� since K�
� � M�� Otherwise

r��X� Y �M�� � ,�K�
��� � ,�K�

����

The proof can be �nished similar to the proof of Theorem ���� �

Corollary ��� Let

M�a� �
n
Br�x�� r � �� x � Rd � kxk 	 r � a

o
for a certain positive a� Then� for each a�  a�

r��X� Y �M�a��� � min fL�X� Y �M�a��� a	 a�g��	 ,�B������

Note that M�a�� �M�a� when a�  a�
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�� Applications to Limit Theorems for Unions�

In this section previously obtained results are applied to the study of limit theorems
for unions of random closed sets� Let A�� A�� � � � be iid copies of a certain random
closed set A� and let

Yn � n����A� � � � � � An��

If Yn converges weakly to a certain nontrivial random set X� then the limiting
random set is Ustable with index ��

For any F � Rd denote its �inverse� set by

F � �
n
xkxk��� x � F

o
� �
���

see also Section ����

Theorem ��� Let X be a U�stable random set with the negative index �� and let , be
a homogeneous increasing functional� which satis�es ����� for � � 	�� If the distance
r��A�� X�M� is �nite� then

r��Yn� X�M� � n��
�
� r��A�� X�M�� �
���

If X is U�stable with index � � � and r��A
�
�� X

��M� �� � � �� then

r��Yn� X�M� � n��
�
� r��A

�
�� X

��M�� �
���

Proof is similar to the proof of the corresponding result for random variables� see
Zolotarev ������� Since X is Ustable�

X
d� n����X� � � � � �Xn��

for iid random sets X�� � � � � Xn equivalent to X� It follows from ������ ����� that

r��Yn� X�M� � r�

�
n����A� � � � � � An�� n

����X� � � � � �Xn��M
�

� n	��
nX

k��

r��Ak� Xk�M�

� n��
�
� r��A�� X�M��

Thus� �
��� is valid�
It is easy to show that �cF �� � c��F �� Hence

Y �
n � n�����A�� � � � � � A�n��

so that �
��� immediately follows from �
���� �

Note that Theorem 
�� is valid for all classes M� K� such that cM �M for all
su�ciently large c�

If the class M is standard� then Theorem 
�� and ����� yield

r�Yn� X�M� � q �Q�q�X�M�� �
�
�
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where

q �


n��

�
�
r��A�� X�M�

,�B�����

������	�

�

The inequality �
�
� provides an estimate for the speed of convergence of capacity
functionals in the limit theorem for unions of random sets�

Naturally� the pointwise and even the uniform convergence of capacity functionals
on M follow from �
�
�� In particular� let M � MK� and let ,�K� � ���K��	�d�
Then

r�Yn� X�MK� � q � h


%X�K

q�

%X�K�

�
�

where

q � n�

r��A�� X�MK�

b
	�d
d

������	�

�

� �
� � �

��� � ��
�

bd is the volume of the unit ball in Rd �

Let us estimate the distance r��A�� X�MK� in the scheme of Theorem 
�
���
Let A� � M�
� be de�ned in Theorem 
�
��� Here 
 is a random vector in Rm

having the positive regularly varying density f � and M �Rm 	
 K is a homogeneous
multifunction with values in the class K of compacts in Rd such thatM�su� � s�M�u�
for each s � �� u � Rm and a certain � � ��

Suppose that indf � � 	 m for some �  �� and f�u� � ��u�L�u�� where � is
homogeneous and L is slowly varying� These conditions have been already used in
Theorem 
�
��� In addition� suppose that

L�su�
 � as s
��

The functional ,�K� from ���
� is de�ned as

,�K� � ���K��	�d�

where � � � and � is the Lebesgue measure�
Consider the Ustable random set X with the capacity functional

T �K� � �	 exp f'�LK�g � �
���

where

'�LK� �
Z
LK

��u�du� �
���

LK �
n
u � Rd � M�u� �K �� �

o
� �
�	�

Note that LK is compact in case � �� K and the index of the Ustable random set
X is equal to ���� since '�LxK� � x���'�LK��
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Theorem ��� Let � � 	���� and let �  �  ��� Suppose that for K � K� � �� K

sup
u�LK

�L�us�	 �� � o�s����	�� as s
�� �
���

Then r��A�� X�MK� is �nite� Moreover�

r��A�� X�MK� � ��K�	�d
�
C�����'�LK�

	�� � ��LK�
�
�

where
C�x� � sup

y��
y�x�y 	 � � e�y��

and
��F � � sup

s��
s	��

���RF ��u� �L�us����	 �
�
du
����

Proof� It is evident that

r��A�� X�MK� � sup
n
��K�	�ds	jP f
 � LsKg 	 ��	 exp f	'�LsK�g�j� s � �

o

� ��K�	�d sup

�
s	
����s��

Z
LK

��u�L�us����du

	
�
�	 exp

n
	s��'�LK�

o� ����� s � �

�

� ��K�	�d sup

�
t�	��

����t
Z
LK

��u�L�ut����du

	� � exp f	t'�LK�g
����� t � �

�
� �
���

In view of �  �  ��� we get

t�	��
�
t
Z
LK

��u�L�t���u�du	 � � exp f	t'�LK�g
�

� t�	��tL�t���e�
Z
LK

��u�du
 � as t
��

It follows from �
��� that

t�	��
�
t
Z
LK

��u�L�t���u�du	 � � exp f	t'�LK�g
�

� t�	��
�
t
Z
LK

��u�L�t���u�du	 t'�LK� �O�t��
�

� t�	��
�
t
Z
LK

��u�
�
L�t���u�	 �

�
du�O�t��

�

 � as t
 ��

Thus� the distance r��A�� X�MK� is �nite�
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It follows from �
��� that

r��A�� X�MK� � ��K�	�d

sup

n
t�	��jt'�LK�	 � � exp f	'�LK�gj� t � �

o

�sup
n
t�	����

���RLK ��u�
�
L�t���u�	 �

�
du
���� t � �

o�

� ��K�	�d

'�LK�

	�� sup
n
y�	���y 	 � � e�y�� y � �

o

�sup
n
y	��

���RLK ��u�
�
L�y���u�	 �

�
du
���� y � �

o�

� ��K�	�d
�
C�����'�LK�

	�� � ��LK�
�
� �

Note� If
jL�us�	 �j � min

�
�� ���u�s

��
�

for &  � 	 �� then

��LK� � '�LK�
�	�������

�Z
LK

��u����u�du
���	�����

�

We can apply Theorem 
�� to the metric r��A�� X�MK� and obtain an estimate
for r��Yn� X�MK�� which� in fact� represents the speed of convergence with respect
to this metric� Nevertheless� these estimates cannot be reformulated in terms of the
uniform metric r�Yn� X�MK�� since Theorem ��� is no longer applicable to the class
MK�

Recall that in Theorem ��� we assumed that K� � M for each K � M and � � ��
Thus� we have to consider� e�g�� the distance r��A�� X�M��� where M� is the class of
all balls� However� for this class M� the distance r��A�� X�M�� is in�nite� since the
origin is a �xed point of the random set X� To obtain essential estimates in this case
we make use of Theorem ��
 and Corollary ����

Let us estimate the distance r� for the class M��a� R� de�ned as

M��a� R� �
n
Br�x�� r � �� x � Rd � kxk 	 r � a� Br�x� � BR���

o

for some R � a � �� Unfortunately� the metric r��A�� X�M��a� R�� is no longer
homogeneous� since cM��a� R� ��M��a� R� for an arbitrary c�

To overcome this di�culty note that in Theorem 
�� we did not use the full strength
of the homogeneous property ������ It is su�cient to ensure

m�cX� cY � � m�X� Y � �
����

for all su�ciently small c� Then the metric m is said to be semi�homogeneous�
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It is easy to show that the metric r��A�� X�M� is semihomogeneous if� for a
certain c� � ��

cM�M for all c � c�� �
����

Introduce the class M�a� R� by

M�a� R� � fcK� K � M��a� R�� c � �g � �
����

Then cM�a� R� � M�a� R� for all c � �� whence the corresponding metric r� is
semihomogeneous� Evidently�

r��A�� X�M�a� R�� � sup fr��A�� X�MK�� K � M�a� R�g �

Theorem 
�� yields

r��A�� X�M�a� R�� �
� sup

�
��Br�x��

	�d
h
C�����'�LBr�x��

	�� � ��LBr�x��
i
�

r � �� x � Rd � Br�x� �Ba��� � �� Br�x� � BR���

�

� sup

�
r	b

	�d
d

h
C�����'�LBr�x��

	�� � ��LBr�x��
i
�

� � r � �R	 a���� a� r � kxk � R	 r

�

� b
	�d
d sup

�
C�����'�LB��x�r��

	�� � ��LB��x�r���

� � r � �R	 a���� a� r � kxk � R	 r
�

� b
	�d
d sup

�
C�����'�L

B
�
�v�

�	�� � ��LB��v���

� � r � �R	 a���� a�r � � � kvk
�
�

where bd is the volume of the unit ball in Rd � Finally�

r��A�� X�M�a� R�� �
� b

	�d
d sup

�
C�����'�LB��v��

	�� � ��LB��v��� kvk � � �
�a

R	 a

�
�

Consider the particular case M�u� � fug� i�e� M�u� is a singlepointvalued
function �see Theorem 
�
���� Then

LBr�v� � B��v��

and � � 	�� Suppose also that

jL�u�s�	 �j � jL�u�s�	 �j
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if ku�k � ku�k� Then

r��A�� X�M�a� R�� � b
	�d
d sup

n
C�����'�B��qw��

	�� � ��B��qw��� kwk � �
o
�

where q � � � �a��R	 a�� If the distribution of 
 is spherically symmetric� then� for
a certain e � Sd���

r��A�� X�M�a� R�� � b
	�d
d

�
C�����'�B��qe��

	�� � ��B��qe��
�
�

If� additionally� L�u� � � whenever u �� Bq����� and � � �� then

r��A�� X�M�a� R�� � b
	�d
d

n
C�	����'�B��qe��

�	��
o
� �
����

Example ��� Let 
 have Cauchy distribution in R� � Then � � 	�� ��u� � �u��

and L�u� � u���� � u�� for u �� �� Hence

'�B��q�� �
Z q��

q��
�u��du � �

�
�q 	 ���� 	 �q � ����

�
�

and

��B��q�� � sup
s��

s	��
Z q��

q��

�

u��� � u��
du

� � sup
s��

min
�
s	��

Z q��

q��
�u��du� s	��

Z q��

q��
�u��du

�

� �
�Z q��

q��
�u��du

��	����� �Z q��

q��
�u��du

��	�����

� �����	����q 	 ����	��

� �����	���
�
R	 a

�a

��	��
�

Thus

r��A�� X�M�a� R�� � ��	
�
C�	����

�
R	 a

�a

�
� ����	���

�
R	 a

�a

��	��	
�

In view of �
����� Theorem 
�� allows to estimate the distance r��Yn� X�M�a� R���
It follows from Theorem ��
 that� for any a� � a and R�  R�

r��Yn� X�M�a� R�� � min �L�Yn� X�M�a�� R���� ��
��	 ,�B������

where � � min�a� 	 a� R	 R���

Thus� for su�ciently large n such that

r��Yn� X�M�a� R�� � ���	bd� �
��
�

we get
r��Yn� X�M�a� R�� � L�Yn� X�M�a�� R���

��	bd�
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Hence� for su�ciently large n satisfying �
��
��

L�Yn� X�M�a�� R��� �

n��	��

r��A�� X�M�a� R��

bd

������	�

�

Finally� Theorem ��� allows to estimate the distance r�Yn� X�M�a�� R����
The estimate of r��A�� X�M�a� R�� can be re�ned in the following way� Note that

M�a� R� does not consist of the whole classes MK for K belonging to M��a� R�� but
only compacts cK for c � � and K belonging to M��a� R� �cf� �
������ Denote

M�
K � fcK� c � �g �

Similarly to Theorem 
��� we get

r��A�� X�M�
K� � ��K�	�d


'�LK�

	�� sup
n
y�	���y 	 � � e�y�� � � y � '�LK�

o

�sup
n
y	��

���RLK ��u�
�
L�y���u�	 �

�
du
���� y � �

o�
�

In particular�

r��A�� X�M�
Br�x�� � r	b

	�d
d


'�LBr�x��

	�� sup
�
y�	���y 	 � � e�y��

� � y � '�LBr�x��
�

�sup
n
y	��

���RLBr�x� ��u�
�
L�y���u�	 �

�
du
���� y � �

o�

� b
	�d
d

�
C


�

�
� r��'�LB��x�r��

�
'�LB��x�r��

	��

���LB��x�r�� r�

�
�

where
C�x� z� � sup

n
y�x�y 	 � � e�y�� � � y � z

o
and

��LK � r� � sup
n
y	��

���RLK ��u�
�
L�y���u�	 �

�
du
���� y � r

o
�

Finally� estimate the distance r��A�� X�M�a� R�� by

r��A�� X�M�a� R�� �

� sup fr��A�� X�M�
K�� K � M��a� R�g

� b
	�d
d sup

��
C


�

�
� r��'�LB��x�r�

�
'�LB��x�r��

	��

���LB��x�r�� r�
�
� � � r � R	 a

�
� � �

a

r
� kvk

�
�
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Unfortunately� this estimate tends to in�nity as R
� or a � ��
In particular� let M�
� � f
g be an isotropic random set �singleton�� and let L�u�

be equal to � outside Ba���� Then

r��A�� X�M�a� R�� � b
	�d
d C����� s��'�B��qe��

	���

where e is a certain unit vector�

q � � �
�a

R	 a

and

s� � sup
�
r��'

�
B���� � �� �

a

r
�e
�
� � � r � R	 a

�

�
�
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Chapter 


Applications of Limit Theorems

��� Simulation of Stable Random Sets�

Many di�culties in the theory of random sets and in statistics of random sets are
caused by the shortage of models or distributions of random sets� A good model of
random sets should be easy to simulate and have a wide spectrum of possible shapes
of realizations� It is desirable to have an explicit formula for its distribution �e�g�� for
its capacity functional�� which could be computed without serious di�culties�

In fact� until now only one such a model of random sets is known� It is the well
known Boolean model of random sets� see Matheron ���	��� Serra ������� The Boolean
model is applicable in many branches of natural science� see Stoyan et al� ����	� and
references therein�

The Boolean model A is de�ned by

A �



xi���

�xi � Ai
��� �����

where "
 is the Poisson point process in Rd with the intensity measure '� the Ai
� �

i � �� form a sequence of iid random sets� These sets are assumed to be copies of a
certain random closed set A� called the �typical� grain of the Boolean model A�

The simulation of a Boolean model within a set W falls into the following stages�
First� the number of points is determined by simulating a Poisson random variable N
with parameter '�W��� The setW� is the enlarged window de�ned asW� � WBR���
for su�ciently large R� �If A� is bounded a�s�� then it is advisable to put R � kA�k��
Then N independent random points in W� with the distribution '�dx��'�W�� and N
iid copies of A� are to be simulated� Finally� A is constructed by ������ The �typical�
grain A� is supposed to have a simple distribution� In many applications the grain is
chosen to be a disc� polygon or ellipse of random size and�or orientation etc� Even
Boolean models with deterministic grains are sometimes considered�

The capacity functional of the Boolean model A is equal to

T �K� � �	 exp
n
	E'�A�  !K�

o
� �����

see also Example ������
A generalization of Robbins formula for expected volumes of random sets �see

Robbins� ��

� Matheron ��	�� yields

T �K� � �	 exp
�
	
Z
Rd

TA��K � x�'�dx�
�
� �����

���
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where TA��K� is the capacity functional of A�� Note that ����� may be obtained very
simple from the Fubini theorem�

Although the Boolean model is a convenient model and is applied to many practical
problems� new models of random sets are most appreciated to be derived� There is a
special need of models of random compact sets� since they can be used as models for
the typical grain A� of a certain Boolean model� In this connection Ustable and C
stable random sets may serve as relevant models of random closed sets� It follows from
limit theorems for unions that Ustable sets can be simulated with given accuracy by
means of an appropriate sequence of iid random sets� Besides� capacity functionals
of stable random sets are expressed by explicit formulae� see Chapter 
� Below we
mention several examples con�rming that Ustable sets may be of various shapes�

It should be noted that sometimes the Boolean model is Ustable� For example�
this is true in case ' is a homogeneous measure and A� is a singlepoint random set
�random point�� Then A coincides with the Poisson point process "
� see Exam
ples ����� and ������

In general� Ustable sets can be simulated by means of a certain sequence A�� A�� � � �
of iid random closed sets and scale transformation of their union� that is we put

Xn � a��n �A� � � � � � An� ���
�

for suitable constants an� n � �� In practice� the random sets A�� A�� � � � �summands�
are supposed to have a simple distribution� Since� in fact� we can simulate random
variables and random vectors only� the scheme of Theorem 
�
�� is applicable� Then A�

is supposed to be equal toM�
�� where 
 is a random vector in Rm � andM �Rm 	
 K
is a multivalued homogeneous function with compact values in Rd � Below we consider
random closed sets in R� only �i�e� d � ���

In the simplest case M is a singlepointvalued function� i�e� M�
� � f
g� Here 

is assumed to have the probability density

f�x� �
C�m���

� � kxkm�� � d � m � �� �����

for a suitable constant C�m���� In fact�

C�m��� � #
�
m

�

�
�m	 ����m��m��� sin

�
m�

m	 �

�
� �����

since the integral of f�x� is to be equal to �� Evidently� the density f is spherically
symmetric� It is also regularly varying with indf � �	m�

By �
�
����� the norming constants are to be equal to

an � �C��� ��n������

Furthermore� the limiting random set X has the capacity functional  T given by

 T �K� � �	 exp
�
	
Z
K
kuk���du

�
� ���	�

Figure � presents simulation results of the set Xn from ���
� for � � 	� and
several values of n �n � ���� ����� �������
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Figure �

It should be noted that all sets on Figure � consist of points only� They are
countable and nonfractal� Since f is rotation invariant� random sets on Figure � are
isotropic�

An example of a nonisotropic Ustable set can be constructed similarly by taking

f�x� �
C

� � ��xkxk���kxkm�� �

Such a random set can be simulated either directly or by means of the transformation
x 	
 x��x�kxk� applied to the isotropic random sets from Figure ��

Assume that m � � and M�
� � M�
�� � � � � 
�� is a random triangle having the
vertices �
�� 
��� �
�� 
�� and �
�� 
��� In this case M is homogeneous of degree � � ��
Put an � n����� where

f�u� �
C�m���

� � kukm�� � u � Rm � m � �� �����

is the density of 
 � �
�� � � � � 
��� Then the capacity functional of the limiting random
set X in the union scheme is equal to

 T �K� � �	 exp
�
	C��� ��

Z
LK
kuk���du

�
� � �� K� �����

Simulation results are presented in Figure � for the parameters � � 	� and � � 	��
The number n is equal to ����

Furthermore� we can consider the Boolean model whose typical grain A� coincides
�in distribution� with a certain Ustable random set X� say presented on Figure ��
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Figure �

A sample of such a Boolean model simulated by the stationary Poisson point
process with intensity � � ������ is given in Figure � within the unit �� � �� for
� � 	�� Here each copy of X is produced by an appropriate scale transformation of
the union of n � ��� triangles�

Note that the Boolean model A has the capacity functional

T �K� � �	 exp

�
	�

Z
Rd


�	 exp

�
	C��� ��

Z
LK�x

��u�du

��
dx

�
� ������

where the function � is given by

��u� � kuk����

Figure �

Let M�
� � M�
�� 
�� 
�� be the ball of radius 
� centered at �
�� 
��� and let 
 have
the density

f�u� � �
C�m���

� � kukm�� � m � �� d � �� ������

for u � �u�� u�� u��� u� � �� In this case the radius and the center of the ball are
dependent and their common distribution is spherically symmetric�
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Figure 
 shows two samples of the set

Xn � a��n �A� � � � � � An��

where A�� � � � � An are iid copies of M�
�� an � ��C�m���n����� and � � 	�� The
number of �summands� n is equal to ��� and ���� respectively�

Figure �

It should be noted that the accuracy of simulation can be estimated by means
of the probability metrics method� see Chapter 	� This technique may be used to
estimate the uniform or Levy distances between the capacity functional of Xn and
the limiting random set X� see Section 	�
�

Convexstable sets are simulated similarly as convex hulls of unionstable random
closed sets� The corresponding pictures can be obtained by taking convex hulls of
sets shown on Figures ��� and 
� It was proven in Davis� Mulrow and Resnick ����	�
that the convex hull for the setting of Figure � has almost surely a �nite number of
vertices�

Our models of unionstable and convexstable random sets are likely useful for
modeling and description of objects in many practical examples�

Example ��� Assume that a random vector 
 represents the location of a star in a
starcluster� Then the starcluster itself is the union of stars �or their convex hull��
After scale transformation we obtain a Ustable �respectively Cstable� random closed
set� Such sets are depicted in Figure � for 
 having the density ����� and several values
of n�

Example ��� Suppose a certain disease has appeared in circular elementary regions
A�� A�� � � � on a map� The origin stands for the primary center of the disease prop
agation� Then scaled unions of these elementary regions tend to a Ustable random
set� Of course� their scaled convex hull is Cstable� It might be appropriate to assume
that the convex hull describes the region to be placed in quarantine� We can apply
Theorem 
�
�� with m � �� d � � and M � B����� Hence the weak limit for unions
with suitable norming factors an is a Ustable set X with the capacity functional given
by

 T �K� � �	 exp
�
	
Z �

�
dy
Z
Ky

��u� y�du
�
� ������
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where Ky � KBy��� � R� and f � �L is the representation ������� of the regularly
varying density of the random vector �
�� 
�� 
��� Here an elementary region is de�ned
as A� � �
�� 
�� � 
�M � For f de�ned in ������ we get

��u� y� � ��u�� u�� y� �
�
kuk� � y�

����d���
�

and an � ��nC�m��������� see ������ The corresponding examples of simulated sets
are shown in Figure 
� The scaled convex hull a��n Zn of these elementary regions
A�� A�� � � � converges weakly to the random Cstable set Z with the inclusion functional

 t�K� � exp

�
	
Z �

�
dy
Z
�F�y�c

��u� y�dy

�
� ������

where F�y � F � By���� The support function of the Aumann expectation of Z is
equal to

sEZ�v� � #��	 ��
�
�
Z �

�
dy
Z
S�v

��w� y� ��w � v� � y���	 dw
�	
� v � Sd��� ����
�

where � � 	���� S�
v � fu � Sd��� �u � v� � �g and d � ��

Similarly� original sets A�� A�� � � � �summands� can be used to describe polluted
regions �e�g�� oil spots in the sea�� Then their scaled union is unionstable� so that
Ustable random sets may be of use for the simulation pollution propagation� In this
case the origin stands for the primary source of pollution�

Example ��� Let A� � ��� 
� be the segment with one endpoint in the origin and
the other one in the random point 
 in R� � This set may represent the direction and
the strength of the wind at a �xed place� Then Xn � a��n �A� � � � �An� represents
the extremal rose of directions of the wind �compare with the Minkowski sum of
A�� A�� � � � � An� which is the usual rose of directions��

In order to �nd the capacity functional of the corresponding weak limit of Xn we
can apply Theorem 
�
�� to the multivalued function M�u� � ��� u�� Then

LK � fu� M�u� �K �� �g
� fcx� x � K� c � �g � *K�

If 
 admits a regularly varying density f � �L� then Xn converges weakly to the
random closed set X with the capacity functional

 T �K� � �	 exp
�
	
Z
�K
��u�du

�
� K � K�

A sample of such a set is obtained from the sets given in Figure � after joining all
points with the origin� The expected convex hull of scaled unions describes the rose
of extremal directions too� Its support function is given by �
�
���� For 
 having the
density ����� we get

sEZ�v� � #�� � ����
�
	 �

�

Z
S�v
kuk��d�w� v���du

�����
� v � Sd��� d � ��
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Stable random sets with positive indices come from the scheme of Theorem 
�
����
Consider the following example� which may be of use� say for the study of corrosion
propagation�

Example ��� Let C be a cone in Rd � and let us suppose that random points 
�� 
�� � � �
describe defects in this cone� Then the random convex set Zn � convf
�� � � � � 
ng may
be interpreted as the destroyed region� Its limit distribution is de�ned by �
�
�����
For example� take d � � and C � f�u�� u��� u�� u� � �g� Then

 t�F � � exp
�
	 �

�

Z �

�

 ���� ����d�
�
�

where

 ���� � ��cos �� sin���

 ���� � inf fx � �� �x cos �� x sin�� � Fg �
Thus� the expectation of the limiting random set Z is given by means of the

corresponding mean support function

EsZ�	v� � 	#
�
� �

�

�

�
	 �

�

Z ���

�

 ���� cos�� 	 ��d�

�����

for v � �cos �� sin�� and � � � � ���� For other v the lefthand side is in�nite� If
 ���� � c� � � � � ��� �the angle distribution of 
� is uniform within C �� then

EsZ�	v� � 	#�� � ����
�
	c����cos � � sin��

�����
�

��� Estimation of Tail Probabilities for Volumes

of Random Samples�

The limit behavior of functionals of convex hulls of random samples is an important
subject of stochastic geometry �see Schneider� ������ Limit theorems for convex hulls
of random sets imply weak convergence of any continuous and bounded functional
of normalized convex hulls to its value on the limiting Cstable random closed set�
The simplest functional is the volume of a convex set� The unboundedness of this
functional is overcome by considering truncated random sets� i�e� intersections of
scaled convex hulls with a certain nonrandom ball� Below we deal with volumes of
random samples and their convex hulls�

Following Vitale ������� consider the similar problem for Gaussian random sam
ples� It was proven in Vitale ������ that

E���d�X� � ���d�EX� �����

for any random set X with EkXk  �� Here kXk � supfkuk� u � Xg� EX is the
Aumann expectation of X �see Chapter ��� and � is the Lebesgue measure in Rd �
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Suppose that 
�� � � � � 
n are iid random points in Rd each having standard Gaussian
distribution and Xn is their convex hull� Then the expectation EXn is equal to anB�
where B is the unit ball and an is the expected value of the maximum of n standard
Gaussian variables in R� � Then� for each x � ��

P f��X� � xg � P
n
���d�Xn� � x��d

o
� x���dE���d�Xn�

� an�bd�x�
��d� �����

where bd � ��B� is the volume of the unit ball�

We derive the similar inequality for general random samples� provided the condi
tions of limit theorems for convex hulls are satis�ed� Let A�� � � � � An be iid copies of
a certain random closed set A� Suppose that their convex hull

a��n Zn � a��n conv�A� � � � � � An�

converges weakly to a certain Cstable random set Z with parameter �� The reader
is referred to the notations introduced in Chapter 
�

Theorem ��� Let EZ be compact� Then for any R� � � � and su�ciently large n

P f� �conv�A� � � � � � An� � anBR���� � xg � an

�
��EZ� � �

x

	��d
� x � �� �����

Proof� It follows from ����� that for any R � �

E���d
�
a��n Zn � BR���

�
� ���d

�
E
h
a��n Zn � BR���

i�
� ���
�

The functional F 	
 ��F � BR���� is bounded and continuous for convex F in
the Hausdor� metric� Theorem ��
�� yields

�
�
E
h
a��n Zn � BR���

i�

 � �E �Z � BR����� a�s� as n
��

Then� by ���
� and Markov$s inequality� we get

P f� �conv�A� � � � � � An� � anBR���� � xg �
� P

�
�
�
a��n Zn � BR���

���d � a��n x��d
�

� E���d �a��n Zn � BR����

a��n x��d

� an

�
� �E�a��n Zn � BR����

x

	��d

� an

�
��EZ� � �

x

	��d
� �

It follows from ����� that

P
n
�
�
a��n Zn � BR���

�
� x

o
�
�
��EZ� � �

x

	��d
� x � �� �����
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for all su�ciently large n�
The expectation EZ was computed in Section 
�
 for several special examples of

random sets A�� A�� � � �� It is determined by the corresponding support function sEZ�
If d � �� then the volume ��EZ� is evaluated by

��EZ� � ���
Z ��

�

�
p���� 	 p�����

�
d�� �����

see Santal.o ���	��� Here p��� � sEZ�cos �� sin��� � � � � ��� is the support function
of EZ� For general d

��EZ� � �

d�d��

Z
Sd��

sEZ�u�du� ���	�

see Uryson ����
��

Now consider convex hulls of random points� In this case A� � f
g is a single
pointrandom set� Then ����� and ����� estimate the tail probabilities of distribution
of ��convf
�� � � � � 
ng��

Suppose that the conditions of Theorems 
�
�� and 
�
�� are valid� Then the
normalized random sample

a��n convf
�� � � � � 
ng
converges weakly to the Cstable random set Z with the inclusion functional

 t�F � � exp
�
	
Z
F c
��u�du

�
� F � C� �����

The expectation of Z is determined by

sEZ�v� � #��	 ��
�
�
Z
S�v

��u��w � v���	du
�	
� v � Sd��� �����

where � � 	���� �  	�� S�
v � fu � Sd��� �u � v� � �g and �� 	 d� is the index of

the regularly varying density f of 
�� Suppose that f�tu� � ��tu� as t 
 �� Then
an � n	� Thus

lim
n��

P
n
�
�
n�	Zn �BR���

�
� x

o
�
�
��EZ� � �

x

	��d
� x � �� ������

Let � be circular symmetric� i�e� ��u� � C for all u � Sd��� Then EZ � Br����
where

r � #��	 ��
�
�C

Z
S�v

�u � v���	du
�	
� ������

It follows from ������ that

lim
n��

P
n
�
�
n�	Zn �BR���

�
� x

o
� b

��d
d rx���d� x � �� ������

For planar samples �d � �� we get

lim
n��

P
n
�
�
n�	Zn � BR���

�
� x

o
�
�
�

x

����
r
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and

r � #��	 ��

�
�C

Z ���

����
�cos ����	d�

		
�

For example� if � � 	�� then r � �C������

The above estimators for tail probabilities for volumes of random samples are
useful in constructing statistical tests for Cstable random sets�

It was explained in Example ��� that Cstable sets may describe distributions of
normalized convex hulls of starclusters� provided the location of a star has regularly
varying density f � Now we can check also whether or not a collection of stars forms
one or several clusters� provided the density f is known� It can be done as follows�
For simplicity suppose that f�xu� � ��xu� as x
� and u � Rd n f�g� Here � is a
homogeneous function�

First� evaluate the expectation of the limiting Cstable random set Z by Theo
rem 
�
�� and its volume ��EZ� �e�g�� by ����� or ���	��� Then compute

� � n	

��EZ�

Vn

���d

� ������

where Vn is the volume of the convex hull Zn of the collection of n random locations
of stars �or random points�� If � is small� then the collection of stars unlikely forms a
unique cluster�

The values of � were computed for random samples in R� having the density f
given by ����� with � � 	�� In this case � � ���EZ��nVn�

���� and EZ is the ballBr���
with r � ������ It has been done for ��� independent samples of sets a��n f
�� � � � � 
ng
each having n points� The empirical counterparts *xq�n� of quantiles xq of � de�ned
by P f� � xqg � q are presented in Table ��

Table �� Empirical quantiles *xq�n� and expected values of � evaluated by ��� inde
pendent samples� each having n points�

q
n

���� ����� ���� ��� ��� ��� ��� EZ

��� ���� ���
 ���� ���� ���� ���� ���� ����

���� ���� ���� ���� ���� ���� ���� ���� ����

����� ���� ���� ���� ���� ���� ���� ���� ��	�

Now consider unions of random closed sets with positive volumes� In this case the
expected value of the volume of the limiting random set are to be computed�

Let Xn � A��� � ��An� and let X be the limiting random set of a��n Xn for suitable
constants an� n � �� Suppose that the conditions of Theorem 
�
�� are valid� Robbins
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formula �see� e�g�� Matheron� ��	�� yields

E��X� �
Z
Rd

P fx � Xg dx�

From �
�
��
� we get

E��X� �
Z
Rd

 T �fxg�dx

�
Z
Rd

�
�	 exp

�
	
Z
Lx
��u�du

��
dx�

where Lx � fu � Rm � x �M�u�g� Recall that M �Rm 	
 K is a multivalued function
whose values are closed compacts in Rd � Suppose that �d�� � 	�� i�e� �  	�d� If
x � ye for some y � � and e � Sd��� then Lx � y���Le� Hence

E��X� �
Z
Sd��

�d���de�
Z �

�

�
�	 exp

�
	y���

Z
Le
��u�du

��
yd��dy

� #


�d

�
� �

�Z
Sd��

�Z
Le
��u�du

���d��
�d���de�� ����
�

where �d�� is the uniform measure on Sd���
If 
 from Theorem 
�
�� have a circular symmetric distribution� then

E��X� �
��d��#��d��� ��

d#�d���

�Z
Le
��u�du

���d��
�

Note that E��X� does not depend on e belonging to Sd���
For v � Rm denote

q��e� v� � inf fy � �� ye �M�v�g �
q��e� v� � sup fy � �� ye �M�v�g �

In case the set in question is empty we put q��e� v� � � and q��e� v� � ��� Then

Z
Le
��u�du �

Z
Sm��

��v�
h
q��e� v�

���� 	 q��e� v�
����

i
�m���dv��

Finally� for any positive b� R� � and su�ciently large n� we get

P f� ��A� � � � � � An� � anBR���� � bg �
� P

�
�
�
a��n Xn � BR���

���d � a�dn b
�

� E� �a��n Xn � BR����

a�dn b

� ��EZ� � �

a�dn b
�
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��� Convergence of Random Sets Generated by

Graphs of Random Functions�

In this section we apply limit theorems for random sets to unions of hypographs of
random upper semicontinuous functions� It should be noted that limit theorems
for unions of hypographs imply similar limit theorems for maximums of random
functions� Related results for extremes of random processes can be found in Nor
berg �����b����	��

A realvalued function g�E 	
 R on a locally compact Hausdor� separable linear
space E is said to be upper semi�continuous if lim supx�a g�x� � g�a� for all a � E�
�In the following E is considered to be the Euclidean space Rd �� It can be shown that
g is upper semicontinuous if and only if its hypograph

hypog � f�x� t�� t � g�x�� x � E� t � Rg �����

is closed in E � R furnished with the producttopology�
If 
 is a random function with almost surely upper semicontinuous realizations�

then hypo
 is a random closed subset of E � R� Thus� basic concepts of random sets
theory can be reformulated for random functions� Following Molchanov �����a�� we
say that �n hypo�converges to � if hypo�n converges weakly to hypo� as random closed
sets� cf� Salinetti and Wets ������� Attouch and Wets ������� where this idea was
introduced and discussed for epigraphs of random lower semicontinuous functions�

Let 
�� 
�� � � � be iid copies of a certain upper semicontinuous random function 
�
In the hypographical language pointwise maxima of functions turn into unions of their
hypographs� Namely�

hypo �max�
�� � � � � 
n�� �
n

i��

hypo
i� �����

To proceed further we normalize unions of hypographs or maxima of random pro
cesses� In previous chapters we use only scale transformation� However� hypographs
of random functions are subsets of the Cartesian product E � R� Hence scale factors
for parameters and values are naturally allowed to be di�erent from each other� De�ne

�n�u� � c��n max �
��bnu�� � � � � 
n�bnu�� �����

for certain positive constants cn and bn� Thus

Zn � hypo�n�x� � a��n �
n

i��

hypo
i� ���
�

where an � �bn� cn� � R�
� � C and

a��n � F �
n
�b��n x�� c

��
n x��� �x�� x�� � F

o
� F � E � R� �����

cf� Section 
��� Thus� �n hypoconverges to a certain random function � if the random
closed set A � hypo
 satis�es the conditions of Theorem 
����� It means that the
function

�K�x� � TA�x �K� � P fA � x �K �� �g � x � �x�� x��
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is regularly varying on C for each K such that lim infx�� T �x �K� � ��
Besides�

qn�K� � sup ft � �� �K�tan� � ��ng �����

should have a limit �maybe in�nite��
General results on the weak convergence of random closed sets are presented in

Norberg ����
�� Salinetti and Wets ������ �see also Section ��
 for a brief discussion��
It is known that pointwise convergence of capacity functionals on the class Kup of
all �nite unions of parallelepipeds implies the weak convergence of the corresponding
random closed sets� The class Kup consists of compacts of the form

K �
n

i��

Ki � �ci� di�� ���	�

where Ki� � � i � m� are compact subsets of E� We can safely suppose that
K�� � � � � Km are convex and their intersections are pairwise disjoint� Since hypo

consists of entire vertical halflines� we may put di ���

Now we check conditions of Theorem 
���� for such a compact K and a special
example of random function 
� Put


�u� � ��g�u	 ���� u � Rd � �����

where g�Rd 	
 ����� is a bounded continuous nonrandom function� �� is a random
vector in Rd � and �� is a positive random variable independent with ��� Suppose
that �� and �� have regularly varying densities f� and f� admitting representations
fi � �iLi� i � �� �� Moreover� let indf� � �� 	 d and indf� � �� 	 � for a certain
negative constants �� and ���

We assume also that the origin is the maximum point of g� that is

g��� � sup
n
g�u�� u � Rd

o
� g��

and
 g�r� � sup

u��Br���
g�u� � o�r	� as r 
� �����

for a certain �  ��
Let us consider a compact set of the form K � K� � �c���� � �� K�� c � �� and

estimate the probability P fhypo
 � tK �� �g as t
�� This probability is equal to

P fhypo
 � tK �� �g �
� P

�
sup
u�K�t

��g�u	 ��� � ct

�

�
Z
Rd

f��y��dy�

Z �

�
f��y��Iy� supu�K�t

g�u�y���ctdy�

� td��
Z
Rd

f��ty��dy�

Z �

�
f��ty��Iy���t�y���cdy�

� td��
Z
Rd

f��ty��dy�

Z �

c���t�y��
f��ty��dy�

� td��
Z
Rd

f��ty��dy�

Z �

�
f�


tcy�

��t� y��

�
c��t� y��

��dy��
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where
��t� y�� � sup

v�K�

g ��v 	 y��t� �

If y� � K�� then ��t� y�� � g� and

P fhypo
 � tK �� �g � c

g�
td��

Z
K�

f��ty��dy�

Z �

�
f�


t
c

g�
y�

�
dy� ������

� I��

It follows from properties of regularly varying functions �see Section ���� that as
t
�

I� � c

g�
td��t���dL��te��

Z
K�

���y��dy�


t
c

g�

�����
L��te��

Z �

�
y����� dy�

� 	 �

��
t�����L��te��L��te��


c

g�

���
���y��dy�

� Q�t�
�
	 �

��

�
c

g�

��� Z
K�

���y��dy� ������

for certain e� � Rd n f�g and e� � ������
Let us estimate the capacity functional of hypo
 from above� Since � �� K� the set

K� misses the origin for su�ciently small �� Then

P fhypo
 � tK �� �g � I� � I��

where

I� �
c

g�
td��

Z
K�
�

f��ty��dy�

Z �

�
f�


tcy�
g�

�
dy�

� Q�t�
�
	 �

��

�
c

g�

��� Z
K�
�

���y��dy� ������

and

I� � td��
Z
Rd

nK�
�

f��ty��dy�

Z �

c���t�y��
f��ty��dy�

� td��
Z
Rd

nK�
�

f��ty��dy�

Z �

c��g��t�
f��ty��dy�

� t
Z
�Rd

nK�
��t
f��y��dy�

Z �

�
f�


ty�c

 g��t�

�
c

 g��t�
dy�

� ct

 g��t�

Z �

�
f�


ty�c

 g��t�

�
dy�

� 	 �

��
L��te��


ct

 g��t�

�

� Q��t�c
��

�
	 �

��

�
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for e� � �� It follows from ����� that

Q��t� � o�t���	����� as t
�

for each � � �� If �  	������ then Q��t� � o�Q�t��� Hence P fhypo
 � tK �� �g is
asymptotically less than

Q�t��� � �t�
Z
K�
�

���y��dy��

where �t 
 � as t
��
Similarly� for K given in ���	�� we get

P fhypo
 � tK �� �g
Q�t�

� g����

�
	 �

��

� mX
i��

c���i

Z
Ki

���y��dy� as t
�

� g���� '�K��

where ' � ,� � ,� is the product of measures ,� and ,�� Here

,��K�� �
Z
K�

���y�dy

is a measure on Rd � and

,���c���� �
Z �

�
�y��

����dy�

is a measure on �������
If K � K� � �c���� where � � IntK and c � �� then� for su�ciently small r� we

get

P fhypo
 � tK �� �g � ct

g�

Z
Btr���

f��y��dy�

Z �

�
f�


tcy�
g�

�
dy�

�

c

g�

��� �
	 �

��

�
t��L��te�� as t
��

Similarly to the proof of Theorem 
�
�� we can show that the conditions of Theo
rem 
���� are valid� Finally� put an � �bn� cn�� where bn � kcn� �  k �� and

cn � sup
n
y� k��y�����L��te��L��te�� � ��n

o
� ������

Then a��n �Zn � a��n �hypo�n converges weakly to the Ustable random set Z with
the capacity functional given by

 T �K� �

�
�	 exp

n
	g���� '� *K�

o
� K � �F� � F�� � �

� � otherwise
� ����
�

where F� � f�g � ������ F� � Rd � f�g and the measure ' is de�ned by

'�K� �
Z
K
���y��y

����
� dy�dy�� K � Rd � ������ ������
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Thus� the random process

�n�u� � c��n max �
��bnu�� � � � � 
n�bnu��

hypoconverges to the random process � such that hypo� � Z� The random set
Z is constructed in the following way� Take points of the Poisson point process in
Rd � R� with the intensity measure '� and attach to each point vertical halfline
unbounded from below� Then Z is the union of these halflines� cf� Norberg ����	��
Lyashenko �������

Now outline the principal result for another normalization scheme� Put bn � � in
������ that is

�n�u� � c��n max �
��u�� � � � � 
n�u�� �

Consider 
 de�ned in ����� and suppose that ����� is valid� Now �� is not assumed
to have regularly varying density� Put

cn � sup fy � �� y��L��te�� � ��ng � n � ��

Then �n hypoconverges to �� such that hypo� has the capacity functional  T given by

 T �K� �

�
�	 exp

n
	g���� '� *K�

o
� K � F� � �

� � otherwise
� ������

where
'�K� �

Z
K
f��y��y

����
� dy�dy�� K � Rd � ������

Note that the capacity functionals ����
� and ������ do not depend on the shape
of g� provided ����� is valid with �  	������ Let us modify ����� a little to ensure
the dependence on the shape of g� Put


�u� � ��g�u�
��
� 	 ���� u � Rd � ����	�

where ���� ��� is a random vector in Rd� ����� with positive regularly varying density
f �on the productspace Rd� ������ such that f � �L� for homogeneous � and slowly
varying L� and indf � �	 d	 �� �  �� Then

hypo
 � ��G� ���

where G � hypog is a nonrandom set� The function g is supposed to be bounded
and have bounded support� De�ne the multivalued function M �Rd � ����� 	
 K as

M�u�� � � � � ud��� � ud��G� �u�� � � � � ud��

Then M is homogeneous� From Theorem 
�
�� we obtain that the random function

�n�u� � a��n max �
��anu�� � � � � 
n�anu��
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�cf� ������ hypoconverges to the random function �� such that hypo� has the capacity
functional

 T �K� �

�
�	 exp

nR
LK

��u�du
o

� � �� K

� � otherwise
�

where
LK �

n
u � Rd�� � ud��G� �u�� � � � � ud� �K �� �

o
�

For example� if K � f�x� y�g� x � Rd and y � �� then

Z
LK

��u�du �
Z �

�
dv
Z
�vG�y�v��x

��w� v�dw�

where G�a� � fw � Rd � g�w� � ag�

��� Convergence of Random Processes Generated

by Approximations of Convex Compact Sets�

Let F be a convex compact set in Rd with the smooth �twice di�erentiable� boundary
�F � and let �n�u� be the unit outer normal vector at the point u from �F � Furthermore�
let P be a probability measure on F with continuous density f � Consider iid random
points 
�� � � � � 
n� distributed according to the probability law P� Suppose that f is
nonvanishing on IntF � Then convex hulls of random points (n � conv�
�� � � � � 
n�
�random polyhedrons� approximate F as n increases�

Various problems of approximation of compact sets by convex hulls of sample
points were considered in Schneider ������� McClure and Vitale ���	��� Groeneboom
������� The main subjects to study were limit theorems for the volume of (n� distances
between F and its polygonal approximation (n� the number of vertices and other
geometric functionals of (n� Here we prove a limit theorem for the di�erence between
the support functions of (n and F �

De�ne s�n�u� and sF �u� to be the support functions of ( and F respectively�
u � Sd��� and let

�n�u� � sF �u�	 s�n�u�

� minfsF �u�	 �u � 
i�� � � i � ng � u � Sd��� �
���

In this section we prove a limit theorem for the normalized function a��n �n�u��
Since this function is the minimum of n iid random functions� the epigraph of �n is
the union of epigraphs of functions sF �u� 	 �u � 
i�� � � i � n� Here �u � 
i� is the
scalar multiplication in Rd �

Recall that the epigraph of the function g is de�ned as

epig � f�u� x�� g�u� � xg �

cf� the de�nition of the hypograph in Section ��� Hence epi�n � Sd��� R� � and

Hn � epi�n �
n

i��

Ai�
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where A�� � � � � An are iid random sets�

Ai �
n
�u� x�� u � Sd��� �u � 
i� � sF �u�	 x

o
�

Consider the sequence of scaled random sets

a��n �Hn �
n
�u� a��n x�� �u� x� � Hn

o
�

where an 
 � as n 
 �� In fact� the set a��n � Hn is the epigraph of the random
function a��n �n�u�� u � Sd��� Similarly to Section ���� a��n �n is said to epi�converge if
corresponding epigraphs converge weakly as random closed sets� see also Salinetti and
Wets ������� The weak convergence of a��n �Hn follows from the pointwise convergence
of the corresponding capacity functionals on all compacts� which can be represented
as

 K �
m

i��

Ki � ��� xi�� �
���

Here K�� � � � � Km are compact subsets of Sd��� x�� � � � � xm � � and m � �� We can
safely suppose that K�� � � � � Km are canonically closed �with respect to the induced
topology on the unit sphere Sd��� and have disjoint interiors�

First� put  K � K� ��� x� and estimate the capacity functional P
n
A� � t �  K �� �

o
as t 
 �� Here K is a canonically closed subset of Sd��� and t �  K � K � ��� tx��
Introduce also the sets

M�K� x� � fv � F � inffsF �u�	 �u � v�� u � Kg � xg

and

N�K� � fv � �F � sF �u� � �v � u� for a certain u � Kg
� fv � �F � �n�v� � Kg �

Then
P
n
A� � t �  K �� �

o
� P �M�K� xt�� �

Z
M�K�xt�

f�u�du

Furthermore� introduce a set N�K� x� by

N�K� x� � fv 	 y�n�v�� v � N�K�� � � y � xg �

Then� for all � � � and su�ciently small t�

N�K� xt� �M�K� xt� �M�K�� xt�� �
���

where K� � fv � Sd���B��v� �K �� �g�
It can be shown that for a certain constant C and every su�ciently small positive

t ���RN�K�xt� f�u�du	
R
N�K� �d���dv�

R xt
� f�v 	 y�n�v��dy

��� � C sup
u�N�K�xt�

f�u��xt��� �
�
�

where �d�� is the �d	 ��dimensional Lebesgue measure on �F �
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Furthermore�

Z
N�K�

�d���dv�
Z xt

�
f�v 	 y�n�v��dy � �
���

�
Z
N�K�

�d���dv�
Z xt

�

h
f�v�	 �f ��v� � �n�v��y � ��v� xt�y�

i
dy

� xt
Z
N�K�

f�v��d���dv�	 �xt��

�

Z
N�K�

�f ��v� � �n�v���d���dv� � o�t��

as t
 �� where

f ��v� �


�f

�v�
� � � � �

�f

�vd

�
�

Suppose that f�v� �� � for at least one point v from �F � Then

�d�� �fv � �F � f�v� �� �g� � ��

From �
�
�� �
��� we get

t��
Z
N�K�xt�

f�u�du
 x
Z
N�K�

f�v��d���dv� as t
 ��

It follows from �
��� that

x
Z
N�K�

f�v��d���dv� � lim
t��

t��
Z
M�K�xt�

f�u�du � x
Z
N�K��

f�v��d���dv��

Similar inequality is valid for K given in �
����

mX
i��

xi

Z
N�Ki�

f�v��d���dv� � lim
t��

t��P
n
A � t �  K �� �

o

�
mX
i��

xi

Z
N�K�

i �
f�v��d���dv��

Thus� for an � n��� the random closed set a��n �Hn converges weakly to the random
set H having the capacity functional

 T �K� � �	 exp

�
	
Z
S�K�

f�v�dvdy

�
� K � Sd��� ������� �
���

where

S�K� �



�u�y��K

f�v� z�� v � N�fug�� � � z � yg � ��F �� ������ �
�	�

Respectively� n�n epiconverges to the lower semicontinuous random process �
such that epi� � H�

Consider now an important particular case� Let 
�� � � � � 
n have the uniform dis
tribution on F � Then the limiting capacity functional is given by

 T �K� � �	 expf	��S�K����d�F �g�
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where � � �d�� � �� and �� is the Lebesgue measure on the line�

Now suppose that f�v� � � for all v from �F � and f is continuously di�erentiable
in a certain neighborhood of �F � Then

sup
u�N�K�xt�

f�u�
 � as t
 ��

Hence

t��
Z
N�K�xt�

f�u�du
 	x
�

�

Z
N�K�

�f ��v� � �n�v���d���dv� as t
 ��

Thus� for an � n����� the limiting random set H � epi� �the epilimit of the
random function a��n �n� has the capacity functional  T given by

 T �K� � �	 exp

�Z
S�K�

y�f ��v� � �n�v��dvdy
�
� K � �Sd��� ������� �
���

for S�K� given by �
�	��

��� A Limit Theorem for Intersections of Ran�

dom Half�Spaces�

For any point u � Rd de�ne the corresponding halfspace H�u� as

H�u� �
n
x � Rd � �x � u� � kuk�

o
�

In this section we consider normalized unions of intersections of random halfspaces
de�ned as

Xn � a��n �H�
�� � � � � �H�
n�� � �����

Here an 
 � as n 
 �� and 
�� � � � � 
n are iid random copies of a certain random
vector 
� Suppose that its density f is regularly varying at zero with index �	 d for
� � �� It means that the function  f�u� � f�ukuk��� is regularly varying in the usual
sense �see Section ����� and ind  f � d	 ��

Let Yn be the closure of Rd nXn� Then P fYn �K � �g � P fK � Xng� Thus� Xn

converges weakly to a certain random convex closed set X if and only if Yn converges
weakly to the closure of Rd nX� Moreover� for any compact K

P fY �K � �g � P fK � Xg � �����

The random closed set Yn is the union of complement halfspaces� that is

Yn � a��n �M�
�� � � � � �M�
n�� �

where
M�u� �

n
x � Rd � �x � u� � kuk�

o
� u � Rd �
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Let us verify the conditions of Theorem 
���� for the random set A � M�
�� First�
estimate its capacity functional� Evidently�

fu� K �M�u� �� �g �
n
u � Rd � sK�ukuk��� � kuk

o
� fyv� v � S�K�� y � �� sK�v� � yg �

where sK is the support function of K� and

S�K� �
n
v � Sd��� sK�v� � �

o
� �����

Then

P fA � tK �� �g � P fM�
� � tK �� �g
�

Z
S�K�

dv
Z stK�v�

�
yd��f�yv�dy

� td
Z
S�K�

dv
Z sK�v�

�
yd��� f�y�vt�dy�

� t�
�

�
L�te��

Z
S�K�

�sK�v��
���v�dv as t
 ��

where e� � �� L is slowly varying at zero and � is a homogeneous function� such that
f � �L� Note that similar statements as in Section ��� are valid for regularly varying
at zero functions�

Put

an � inf
�
t � �� t�L�te�� � �

n

�
�

Then the random set Yn admits the weak limit Y with the capacity functional  T
given by

 T �K� � �	 exp

�
	���

Z
S�K�

�sK�v��
���v�dv

�
� ���
�

From ����� we get

P fK � Xg � exp

�
	���

Z
S�K�

�sK�v��
���v�dv

�
� �����

Consider two particular cases�

�� If K � Br���� then

P fBr��� � Xg � exp
�
	r����

Z
Sd��

��v�dv
�
� �����

�� If K � fxg is a singleton� then

P fx � Xg � exp
�
	���

Z
S�x

��v��x � v��dv
�
� ���	�

where S�
x � fv � Sd��� �x � v� � �g�
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For example� if d � � and ��v� � C for all v from Sd�� �i�e� the function � is
circular symmetric� then ����� and ���	� turn into

P fBr��� � Xg � exp f	��Cr���g
and

P fx � Xg � exp

��
�	C�����kxk�

#
�
���
�

�
#
�
�
�
� �

�
��
� �

The expected volume of the limiting random set X is �nite� It can be evaluated
as

E��X� �
Z
Rd

P fx � Xg dx

�
Z
Sd��

dw
Z �

�
yd�� exp

�
	���y�

Z
S�w

��v��w � v��dv
�
dy

� #


d

�

�
���

Z
Sd��

�
���

Z
S�w

��v��w � v��dv
��d��

dw�

Intersections of random halfspaces appear in linear programming problems with
random constraints� Consider n random constraints given by

�i�x� � � � �� �idxd � �i�d���� � � i � n� �����

where ��i�� � � � � �id� �i�d����� � � i � n� are iid random vectors in Rd�� � Put


i �
��i�� � � � � �id�

��i�d�������
�

Then Xn� given by ������ coincides with the normalized set of all admissible so
lutions of ������ If the density of the random vector 
 is regularly varying at zero�
indf � 	d� then the weak limit X of the set of solutions of ����� exists and its
distribution is given by ������

It is particularly interesting to obtain limit theorems for maxima values of linear
functionals on Xn� Let

�h � x� � h�x� � � � �� hdxd

be a linear functional on Rd � where h � �h�� � � � � hd�� For simplicity suppose that
khk � �� Then

sup
x�X

�h � x� � sX�h��

and sXn�h� converges weakly to sX�h�� The exact distribution of sX�h� is very di�cult
to evaluate� since� in fact� we do not know the capacity functional of X� but only
probabilities given by ������

Let us estimate the distribution function of sX�h� from below in the following way

P fsX�h� � ag � P fha � Xg �
It follows from ���	� that

P fsX�h� � ag � exp

�
	���a�

Z
S�
h

��v��h � v��dv
�
�
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Then the expectation of sX�h� is estimated from below as follows

EsX�h� �
Z �

�
exp

�
	���y�

Z
S�
h

��v��h � v��dv
�
dy

� ���#
�
�

�

� �
���

Z
S�
h

��v��h � v��dv
	����

�
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