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## Preface

Many mathematicians are aware of some of the dramatic interactions between ergodic theory and other parts of the subject, notably Ramsey theory, infinite combinatorics, and Diophantine number theory. These notes are intended to provide a gentle route to a tiny sample of these results. The intended readership is expected to be mathematically sophisticated, with some background in measure theory and functional analysis, or to have the resilience to learn some of this material along the way from other sources.

In this volume we develop the beginnings of ergodic theory and dynamical systems. While the selection of topics has been made with the applications to number theory in mind, we also develop other material to aid motivation and to give a more rounded impression of ergodic theory. Different points of view on ergodic theory, with different kinds of examples, may be found in the monographs of Cornfeld, Fomin and Sinaĭ [60], Petersen [282], or Walters [374]. Ergodic theory is one facet of dynamical systems; for a broad perspective on dynamical systems see the books of Katok and Hasselblatt [182] or Brin and Stuck [44]. An overview of some of the more advanced topics we hope to pursue in a subsequent volume may be found in the lecture notes of Einsiedler and Lindenstrauss [80] in the Clay proceedings of the Pisa Summer school.

Fourier analysis of square-integrable functions on the circle is used extensively. The more general theory of Fourier analysis on compact groups is not essential, but is used in some examples and results. The ergodic theory of commuting automorphisms of compact groups is touched on using a few examples, but is not treated systematically. It is highly developed elsewhere: an extensive treatment may be found in the monograph by Schmidt [332]. Standard background material on measure theory, functional analysis and topological groups is collected in the appendices for convenience.

Among the many lacunae, some stand out: Entropy theory; the isomorphism theory of Ornstein, a convenient source being Rudolph [324]; the more advanced spectral theory of measure-preserving systems, a convenient source being Nadkarni [264]; finally Pesin theory and smooth ergodic theory, a source
being Barreira and Pesin [19]. Of these omissions, entropy theory is perhaps the most fundamental for applications in number theory, and this was the reason for not including it here. There is simply too much to say about entropy to fit into this volume, so we will treat this important topic, both in general terms and in more detail in the algebraic context needed for number theory, in a subsequent volume. The notion is mentioned in one or two places in this volume, but is never used directly.

No Lie theory is assumed, and for that reason some arguments here may seem laborious in character and limited in scope. Our hope is that seeing the language of Lie theory emerge from explicit matrix manipulations allows a relatively painless route into the ergodic theory of homogeneous spaces. This will be carried further in a subsequent volume, where some of the deeper applications will be given.

## Notation and Conventions

The symbols $\mathbb{N}=\{1,2, \ldots\}, \mathbb{N}_{0}=\mathbb{N} \cup\{0\}$, and $\mathbb{Z}$ denote the natural numbers, non-negative integers and integers; $\mathbb{Q}, \mathbb{R}, \mathbb{C}$ denote the rational numbers, real numbers and complex numbers; $\mathbb{S}^{1}, \mathbb{T}=\mathbb{R} / \mathbb{Z}$ denote the multiplicative and additive circle respectively. The elements of $\mathbb{T}$ are thought of as the elements of $[0,1)$ under addition modulo 1 . The real and imaginary parts of a complex number are denoted $x=\Re(x+\mathrm{i} y)$ and $y=\Im(x+\mathrm{i} y)$. The order of growth of real- or complex-valued functions $f, g$ defined on $\mathbb{N}$ or $\mathbb{R}$ with $g(x) \neq 0$ for large $x$ is compared using Landau's notation:

$$
\begin{aligned}
& f \sim g \text { if }\left|\frac{f(x)}{g(x)}\right| \longrightarrow 1 \text { as } x \rightarrow \infty \\
& f=\mathrm{o}(g) \text { if }\left|\frac{f(x)}{g(x)}\right| \longrightarrow 0 \text { as } x \rightarrow \infty
\end{aligned}
$$

For functions $f, g$ defined on $\mathbb{N}$ or $\mathbb{R}$, and taking values in a normed space, we write $f=\mathrm{O}(g)$ if there is a constant $A>0$ with $\|f(x)\| \leqslant A\|g(x)\|$ for all $x$. In particular, $f=\mathrm{O}(1)$ means that $f$ is bounded. Where the dependence of the implied constant $A$ on some set of parameters $\mathscr{A}$ is important, we write $f=\mathrm{O}_{\mathscr{A}}(g)$. The relation $f=\mathrm{O}(g)$ will also be written $f \ll g$, particularly when it is being used to express the fact that two functions are commensurate, $f \ll g \ll f$. A sequence $a_{1}, a_{2}, \ldots$ will be denoted $\left(a_{n}\right)$. Unadorned norms $\|x\|$ will only be used when $x$ lives in a Hilbert space (usually $L^{2}$ ) and always refer to the Hilbert space norm. For a topological space $X, C(X), C_{\mathbb{C}}(X), C_{c}(X)$ denote the space of real-valued, complexvalued, compactly supported continuous functions on $X$ respectively, with the supremum norm. For sets $A, B$, denote the set difference by

$$
A \backslash B=\{x \mid x \in A, x \notin B\} .
$$

Additional specific notation is collected in an index of notation on page 467.

Statements and equations are numbered consecutively within chapters, and exercises are numbered in sections. Theorems without numbers in the main body of the text will not be proved; appendices contain background material in the form of numbered theorems that will not be proved here.

Several of the issues addressed in this book revolve around measure rigid$i t y$, in which there is a natural measure that other measures are compared with. These natural measures will usually be Haar measure on a compact or locally compact group, or measures constructed from Haar measures, and these will usually be denoted $m$.

We have not tried to be exhaustive in tracing the history of the ideas used here, but have tried to indicate some of the rich history of mathematical developments that have contributed to ergodic theory. Certain references to earlier and to related material is generally collected in endnotes at the end of each chapter; the presence of these references should not be viewed in any way as authoritative. Statements in these notes are informed throughout by a desire to remain rooted in the familiar territory of ergodic theory. The standing assumption is that, unless explicitly noted otherwise, metric spaces are complete and separable, compact groups are metrizable, discrete groups are countable, countable groups are discrete, and measure spaces are assumed to be Borel probability spaces (this assumption is only relevant starting with Sect. 5.3; see Definition 5.13 for the details). A convenient summary of the measure-theoretic background may be found in the work of Royden [320] or of Parthasarathy [280].
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## Leitfaden

The dependencies between the chapters is illustrated below, with solid lines indicating logical dependency and dotted lines indicating partial or motivational links.


Some possible shorter courses could be made up as follows.

- Chaps. 2 \& 4: A gentle introduction to ergodic theory and topological dynamics.
- Chaps. 2 \& 3: A gentle introduction to ergodic theory and the continued fraction map (the dotted line indicates that only parts of Chap. 2 are needed for Chap. 3).
- Chaps. 2, 3, \& 9: As above, with the connection between the Gauss map and hyperbolic surfaces, and ergodicity of the geodesic flow.
- Chaps. 2, 4, \& 8: An introduction to ergodic theory for group actions.

The highlights of this book are Chaps. 7 and 11. Some more ambitious courses could be made up as follows.

- To Chap. 6: Ergodic theory up to conditional measures and the ergodic decomposition.
- To Chap. 7: Ergodic theory including the Furstenberg-Katznelson-Ornstein proof of Szemerédi's theorem.
- To Chap. 11: Ergodic theory and an introduction to dynamics on homogeneous spaces, including equidistribution of horocycle orbits. A minimal path to equidistribution of horocycle orbits on $\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathrm{SL}_{2}(\mathbb{R})$ would include the discussions of ergodicity from Chap. 2, genericity from Chap. 4, Haar measure from Chap. 8, the hyperbolic plane from Chap. 9, and ergodicity and mixing from Chap. 11.
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## Chapter 1 Motivation

Our main motivation throughout the book will be to understand the applications of ergodic theory to certain problems outside of ergodic theory, in particular to problems in number theory. As we will see, this requires a good understanding of particular examples, which will often be of an algebraic nature. Therefore, we will start with a few concrete examples, and state a few theorems arising from ergodic theory, some of which we will prove within this volume. In Sect. 1.8 we will discuss ergodic theory as a subject in more general terms ${ }^{(1)}$.

### 1.1 Examples of Ergodic Behavior

The orbit of a point $x \in X$ under a transformation $T: X \rightarrow X$ is the set $\left\{T^{n}(x) \mid n \in \mathbb{N}\right\}$. The structure of the orbit can say a great deal about the original point $x$. In particular, the behavior of the orbit will sometimes detect special properties of the point. A particularly simple instance of this appears in the next example.

Example 1.1. Write $\mathbb{T}$ for the quotient group $\mathbb{R} / \mathbb{Z}=\{x+\mathbb{Z} \mid x \in \mathbb{R}\}$, which can be identified with a circle (as a topological space, this can also be obtained as a quotient space of $[0,1]$ by identifying 0 with 1 ); there is a natural bijection between $\mathbb{T}$ and the half-open interval $[0,1)$ obtained by sending the coset $x+\mathbb{Z}$ to the fractional part of $x$. Let $T: \mathbb{T} \rightarrow \mathbb{T}$ be defined by $T(x)=10 x(\bmod 1)$. Then $x \in \mathbb{T}$ is rational if and only if the orbit of $x$ under $T$ is finite. To see this, assume first that $x=\frac{p}{q}$ is rational. In this case the orbit of $x$ is some subset of $\left\{0, \frac{1}{q}, \ldots, \frac{q-1}{q}\right\}$. Conversely, if the orbit is finite then there must be integers $m, n$ with $1 \leqslant n<m$ for which $T^{m}(x)=T^{n}(x)$. It follows that $10^{m} x=10^{n} x+k$ for some $k \in \mathbb{N}$, so $x$ is rational.

Detecting the behavior of the orbit of a given point is usually not so straightforward. Ergodic theory generally has more to say about the orbit of
"typical" points, as illustrated in the next example. Write $\chi_{A}$ for the indicator function of a set,

$$
\chi_{A}(x)=\left\{\begin{array}{l}
1 \text { if } x \in A \\
0 \text { if } x \notin A .
\end{array}\right.
$$

Example 1.2. This example recovers a result due to Borel [40]. We shall see later that the map $T: \mathbb{T} \rightarrow \mathbb{T}$ defined by $T(x)=10 x(\bmod 1)$ preserves Lebesgue measure $m$ on $[0,1$ ) (see Definition 2.1), and is ergodic with respect to $m$ (see Definition 2.13). A consequence of the pointwise ergodic theorem (Theorem 2.30) is that for any interval

$$
A(j, k)=\left[\frac{j}{10^{k}}, \frac{j+1}{10^{k}}\right),
$$

we have

$$
\begin{equation*}
\frac{1}{N} \sum_{i=0}^{N-1} \chi_{A(j, k)}\left(T^{i} x\right) \longrightarrow \int_{0}^{1} \chi_{A(j, k)}(x) \mathrm{d} m(x)=\frac{1}{10^{k}} \tag{1.1}
\end{equation*}
$$

as $N \rightarrow \infty$, for almost every $x$ (that is, for all $x$ in the complement of a set of zero measure, which will be denoted a.e.). For any block $j_{1} \ldots j_{k}$ of $k$ decimal digits, the convergence in (1.1) with $j=10^{k-1} j_{1}+10^{k-2} j_{2}+\cdots+j_{k}$ shows that the block $j_{1} \ldots j_{k}$ appears with asymptotic frequency $\frac{1}{10^{k}}$ in the decimal expansion of almost every real number in $[0,1]$.

Even though the ergodic theorem only concerns the orbital behavior of typical points, there are situations where one is able to describe the orbits for all starting points.

Example 1.3. We show later that the circle rotation $R_{\alpha}: \mathbb{T} \rightarrow \mathbb{T}$ defined by $R_{\alpha}(t)=t+\alpha(\bmod 1)$ is uniquely ergodic if $\alpha$ is irrational (see Definition 4.9 and Example 4.11). A consequence of this is that for any interval $[a, b) \subseteq[0,1)=\mathbb{T}$,

$$
\begin{equation*}
\frac{1}{N} \sum_{n=0}^{N-1} \chi_{[a, b)}\left(R_{\alpha}^{n}(t)\right) \longrightarrow b-a \tag{1.2}
\end{equation*}
$$

as $N \rightarrow \infty$ for every $t \in \mathbb{T}$ (see Theorem 4.10 and Lemma 4.17). As pointed out by Arnol'd and Avez [7] this equidistribution result may be used to find the density of appearance of the digits ${ }^{(2)}$ in the sequence $1,2,4,8,1,3,6,1, \ldots$ of first digits of the powers of 2 :

$$
\mathbf{1}, \mathbf{2}, \mathbf{4}, \mathbf{8}, \mathbf{1} 6, \mathbf{3} 2, \mathbf{6 4}, \mathbf{1} 28, \mathbf{2 5 6}, \mathbf{5 1 2}, \mathbf{1} 024, \ldots
$$

A set $A \subseteq \mathbb{N}$ is said to have density $\mathbf{d}(A)$ if

$$
\mathbf{d}(A)=\lim _{k \rightarrow \infty} \frac{1}{k}|A \cap[1, k]|
$$

exists. Notice that $2^{n}$ has first digit $k$ for some $k \in\{1,2, \ldots, 9\}$ if and only if

$$
\log _{10} k \leqslant\left\{n \log _{10} 2\right\}<\log _{10}(k+1)
$$

where we write $\{t\}$ for the fractional part of the real number $t$.
Since $\alpha=\log _{10} 2$ is irrational, we may apply (1.2) to deduce that

$$
\begin{aligned}
\frac{\mid\left\{n \mid 0 \leqslant n \leqslant N-1,1^{\text {st }} \text { digit of } 2^{n} \text { is } k\right\} \mid}{N} & =\frac{1}{N} \sum_{n=0}^{N-1} \chi_{\left[\log _{10} k, \log _{10}(k+1)\right)}\left(R_{\alpha}^{n}(0)\right) \\
& \rightarrow \log _{10}\left(\frac{k+1}{k}\right)
\end{aligned}
$$

as $N \rightarrow \infty$.
Thus the first digit $k \in\{1, \ldots, 9\}$ appears with density $\log _{10}\left(\frac{k+1}{k}\right)$, and it follows in particular that the digit 1 is the most common leading digit in the sequence of powers of 2 .

## Exercises for Sect. 1.1

Exercise 1.1.1. A point $x \in X$ is said to be periodic for the map $T: X \rightarrow X$ if there is some $k \geqslant 1$ with $T^{k}(x)=x$, and pre-periodic if the orbit of $x$ under $T$ is finite. Describe the periodic points and the pre-periodic points for the map $x \mapsto 10 x(\bmod 1)$ from Example 1.1.

Exercise 1.1.2. Prove that the orbit of any point $x \in \mathbb{T}$ under the map $R_{\alpha}$ on $\mathbb{T}$ for $\alpha$ irrational is dense (that is, for any $\varepsilon>0$ and $t \in \mathbb{T}$ there is some $k \in \mathbb{N}$ for which $T^{k} x$ lies within $\varepsilon$ of $\left.t\right)$. Deduce that for any finite block of decimal digits, there is some power of 2 that begins with that block of digits.

### 1.2 Equidistribution for Polynomials

A sequence $\left(a_{n}\right)_{n \in \mathbb{N}}$ of numbers in $[0,1)$ is said to be equidistributed if

$$
\mathbf{d}\left(\left\{n \in \mathbb{N} \mid a \leqslant a_{n}<b\right\}\right)=b-a
$$

for all $a, b$ with $0 \leqslant a<b \leqslant 1$. A classical result of Weyl [381] extends the equidistribution of the numbers $(n \alpha)_{n \in \mathbb{N}}$ modulo 1 for irrational $\alpha$ to the values of any polynomial with an irrational coefficient*.

[^0]Theorem 1.4 (Weyl). Let $p(n)=a_{k} n^{k}+\cdots+a_{0}$ be a real polynomial with at least one coefficient among $a_{1}, \ldots, a_{k}$ irrational. Then the sequence $(p(n))$ is equidistributed modulo 1.

Furstenberg extended unique ergodicity to a dynamically defined extension of the irrational circle rotation described in Example 1.3, giving an elegant ergodic-theoretic proof of Theorem 1.4. This approach will be discussed in Sect. 4.4.

## Exercises for Sect. 1.2

Exercise 1.2.1. Describe what Theorem 1.4 can tell us about the leading digits of the powers of 2 .

### 1.3 Szemerédi's Theorem

Szemerédi, in an intricate and difficult combinatorial argument, proved a long-standing conjecture of Erdős and Turán [85] in his paper [357]. A set $S$ of integers is said to have positive upper Banach density if there are sequences $\left(m_{j}\right)$ and $\left(n_{j}\right)$ with $n_{j}-m_{j} \rightarrow \infty$ as $j \rightarrow \infty$ with the property that

$$
\lim _{j \rightarrow \infty} \frac{\left|S \cap\left[m_{j}, n_{j}\right]\right|}{n_{j}-m_{j}}>0
$$

Theorem 1.5 (Szemerédi). Any subset of the integers with positive upper Banach density contains arbitrarily long arithmetic progressions.

Furstenberg [102] (see also his book [103] and the article of Furstenberg, Katznelson and Ornstein [107]) showed that Szemerédi's theorem would follow from a generalization of Poincaré's recurrence theorem, and proved that generalization. The connection between recurrence and Szemerédi's theorem will be explained in Sect. 7.3, and Furstenberg's proof of the generalization of Poincaré recurrence needed will be presented in Chap. 7. There are a great many more theorems in this direction which we cannot cover, but it is worth noting that many of these further theorems to date only have proofs using ergodic theory.

More recently, Gowers [122] has given a different proof of Szemerédi's theorem, and in particular has found the following effective form of it*.

Theorem (Gowers). For every integer $s \geqslant 1$ and sufficiently large integer $N$, every subset of $\{1,2, \ldots, N\}$ with at least

[^1]$$
N(\log \log N)^{-2^{-2^{s+9}}}
$$
elements contains an arithmetic progression of length $s$.
Typically proofs using ergodic theory are not effective: Theorem 1.5 easily implies a finitistic version of Szemerédi's theorem, which states that for every $s$ and constant $c>0$ and all sufficiently large $N=N(s, c)$, any subset of $\{1, \ldots, N\}$ with at least $c N$ elements contains an arithmetic progression of length $s$. However, the dependence of $N$ on $c$ is not known by this means, nor is it easily deduced from the proof of Theorem 1.5. Gowers' Theorem, proved by different methods, does give an explicit dependence.

We mention Gowers' Theorem to indicate some of the limitations of ergodic theory. While ergodic methods have many advantages, proving quite general theorems which often have no other proofs, they also have disadvantages, one of them being that they tend to be non-effective.

Subsequent development of the combinatorial and arithmetic ideas by Goldston, Pintz and Yıldırım [118] ${ }^{(3)}$ and Gowers, and of the ergodic method by Host and Kra [159] and Ziegler [393], has influenced some arguments of Green and Tao [127] in their proof of the following long-conjectured result. This is a good example of how asking for effective or quantitative versions of existing results can lead to new qualitative theorems.

Theorem (Green and Tao). The set of primes contains arbitrarily long arithmetic progressions.

### 1.4 Indefinite Quadratic Forms and Oppenheim's Conjecture

Our purpose here is to provide enough background in ergodic theory to quickly reach some understanding of a few deeper results in number theory and combinatorial number theory where ergodic theory has made a contribution. Along the way we will develop a good portion of ergodic theory as well as some other background material. In the rest of this introductory chapter, we mention some more highlights of the many connections between ergodic theory and number theory. The results in this section, and in Sects. 1.5 and 1.6, will not be covered in this book, but we plan to discuss them in a subsequent volume.

The next theorem was conjectured in a weaker form by Oppenheim in 1929 and eventually proved by Margulis in the stronger form stated here in 1986 [247, 250]. In order to state the result, we recall some terminology for quadratic forms.

A quadratic form in $n$ variables is a homogeneous polynomial $Q\left(x_{1}, \ldots, x_{n}\right)$ of degree two. Equivalently, a quadratic form is a polynomial $Q$ for which there is a symmetric $n \times n$ matrix $A_{Q}$ with

$$
Q\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1}, \ldots, x_{n}\right) A_{Q}\left(x_{1}, \ldots, x_{n}\right)^{\mathrm{t}} .
$$

Since $A_{Q}$ is symmetric, there is an orthogonal matrix $P$ for which $P^{\mathrm{t}} A_{Q} P$ is diagonal. This means there is a different coordinate system $y_{1}, \ldots, y_{n}$ for which

$$
Q\left(x_{1}, \ldots, x_{n}\right)=c_{1} y_{1}^{2}+\cdots+c_{n} y_{n}^{2}
$$

The quadratic form is called non-degenerate if all the coefficients $c_{i}$ are nonzero (equivalently, if $\operatorname{det} A_{Q} \neq 0$ ), and is called indefinite if the coefficients $c_{i}$ do not all have the same sign. Finally, the quadratic form is said to be rational if its coefficients (equivalently, if the entries of the matrix $A_{Q}$ ) are rational*.

Theorem (Margulis). Let $Q$ be an indefinite non-degenerate quadratic form in $n \geqslant 3$ variables that is not a multiple of a rational form. Then $Q\left(\mathbb{Z}^{n}\right)$ is a dense subset of $\mathbb{R}$.

It is easy to see that two of the stated conditions are necessary for the result: if the form $Q$ is definite then the elements of $Q\left(\mathbb{Z}^{n}\right)$ all have the same sign, and if $Q$ is a multiple of a rational form, then $Q\left(\mathbb{Z}^{n}\right)$ lies in a discrete subgroup of $\mathbb{R}$. The assumption that $Q$ is non-degenerate and $n$ is at least 3 are also necessary, though this is less obvious (requiring in particular the notion of badly approximable numbers from the theory of Diophantine approximation, which will be introduced in Sect. 3.3). This shows that the theorem as stated above is in the strongest possible form. Weaker forms of this result have been obtained by other methods, but the full strength of Margulis' Theorem at the moment requires dynamical arguments (for example, ergodic methods).

Proving the theorem involves understanding the behavior of orbits for the action of the subgroup $\mathrm{SO}(2,1) \leqslant \mathrm{SL}_{3}(\mathbb{R})$ on points $x \in \mathrm{SL}_{3}(\mathbb{Z}) \backslash \mathrm{SL}_{3}(\mathbb{R})$ (the space of right cosets of $\mathrm{SL}_{3}(\mathbb{Z})$ in $\mathrm{SL}_{3}(\mathbb{R})$ ); these may be thought of as sets of the form $x \mathrm{SO}(2,1)$. As it turns out (a consequence of Raghunathan's conjectures, discussed briefly in Sect. 1.7), such orbits are either closed subsets of $\mathrm{SL}_{3}(\mathbb{Z}) \backslash \mathrm{SL}_{3}(\mathbb{R})$ or are dense in $\mathrm{SL}_{3}(\mathbb{Z}) \backslash \mathrm{SL}_{3}(\mathbb{R})$. Moreover, the former case happens if and only if the point $x$ corresponds in an appropriate sense to a rational quadratic form.

Margulis' Theorem may be viewed as an extension of Example 1.3 to higher degree in the following sense. The statement that every orbit under the map $R_{\alpha}(t)=t+\alpha(\bmod 1)$ is dense in $\mathbb{T}$ is equivalent to the statement that if $L$ is a linear form in two variables that is not a multiple of a rational form, then $L\left(\mathbb{Z}^{2}\right)$ is dense in $\mathbb{R}$.

[^2]
### 1.5 Littlewood's Conjecture

For a real number $t$, write $\langle t\rangle$ for the distance from $t$ to the nearest integer,

$$
\langle t\rangle=\min _{q \in \mathbb{Z}}|t-q| .
$$

The theory of continued fractions (which will be described in Chap. 3) shows that for any real number $u$, there is a sequence $\left(q_{n}\right)$ with $q_{n} \rightarrow \infty$ such that $q_{n}\left\langle q_{n} u\right\rangle<1$ for all $n \geqslant 1$. Littlewood conjectured the following in the 1930s: for any real numbers $u, v$,

$$
\liminf _{n \rightarrow \infty} n\langle n u\rangle\langle n v\rangle=0
$$

Some progress was made on this for restricted classes of numbers $u$ and $v$ by Cassels and Swinnerton-Dyer [50], Pollington and Velani [290], and others, but the problem remains open. In 2003 Einsiedler, Katok and Lindenstrauss [79] used ergodic methods to prove that the set of exceptions to Littlewood's conjecture is extremely small.

Theorem (Einsiedler, Katok \& Lindenstrauss). Let

$$
\Theta=\left\{(u, v) \in \mathbb{R}^{2} \mid \liminf _{n \rightarrow \infty} n\langle n u\rangle\langle n v\rangle>0\right\}
$$

Then the Hausdorff dimension of $\Theta$ is zero.
In fact the result in [79] is a little stronger, showing that $\Theta$ satisfies a stronger property that implies it has Hausdorff dimension zero. The proof relies on a partial classification of certain invariant measures on $\mathrm{SL}_{3}(\mathbb{Z}) \backslash \mathrm{SL}_{3}(\mathbb{R})$. This is part of the theory of measure rigidity, and the particular type of phenomenon seen has its origins in work of Furstenberg [100], who showed that the natural action $t \mapsto a t(\bmod 1)$ of the semi-group generated by two multiplicatively independent natural numbers $a_{1}$ and $a_{2}$ on $\mathbb{T}$ has, apart from finite sets, no non-trivial closed invariant sets. He asked if this system could have any non-atomic ergodic invariant measures other than Lebesgue measure. Partial results on this and related generalizations led to the formulation of far-reaching conjectures by Margulis [251], by Furstenberg, and by Katok and Spatzier [183, 184]. A special case of these conjectures concerns actions of the group $A$ of positive diagonal matrices in $\operatorname{SL}_{k}(\mathbb{R})$ for $k \geqslant 3$ on the space $\mathrm{SL}_{k}(\mathbb{Z}) \backslash \mathrm{SL}_{k}(\mathbb{R})$ : if $\mu$ is an $A$-invariant ergodic probability measure on this space, is there a closed connected group $L \geqslant A$ for which $\mu$ is the unique $L$-invariant measure on a single closed $L$-orbit (that is, is $\mu$ homogeneous)?

In the work of Einsiedler, Katok and Lindenstrauss the conjecture stated above is proved under the additional hypothesis that the measure $\mu$ gives positive entropy to some one-parameter subgroup of $A$, which leads to the
theorem concerning $\Theta$. A complete classification of these measures without entropy hypotheses would imply the full conjecture of Littlewood.

In this volume we will develop the minimal background needed for the ergodic approach to continued fractions (see Chap. 3) as well as the basic theorems concerning the action of the diagonal subgroup $A$ on the quotient space $\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathrm{SL}_{2}(\mathbb{R})$ (see Chap. 9). We will also describe the connection between these two topics, which will help us to prove results about the continued fraction expansion and about the action of $A$.

### 1.6 Integral Quadratic Forms

An important topic in number theory, both classical and modern, is that of integral quadratic forms. A quadratic form $Q\left(x_{1}, \ldots, x_{n}\right)$ is said to be integral if its coefficients are integers.

A natural problem ${ }^{(4)}$ is to describe the range $Q\left(\mathbb{Z}^{n}\right)$ of an integral quadratic form evaluated on the integers. A classical theorem of Lagrange ${ }^{(5)}$ on the sum of four squares says that $Q_{0}\left(\mathbb{Z}^{4}\right)=\mathbb{N}_{0}$ if

$$
Q_{0}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}
$$

solving the problem for a particular form.
More generally, Kloosterman, in his dissertation of 1924, found an asymptotic formula for the number of expressions for an integer in terms of a positive definite quadratic form $Q$ in five or more variables and deduced that any large integer lies in $Q\left(\mathbb{Z}^{n}\right)$ if it satisfies certain congruence conditions. The case of four variables is much deeper, and required him to make new deep developments in analytic number theory; special cases appeared in [201] and the full solution in [202], where he proved that an integral definite quadratic form $Q$ in four variables represents all large enough integers $a$ for which there is no congruence obstruction. Here we say that $a \in \mathbb{N}$ has a congruence obstruction for the quadratic form $Q\left(x_{1}, \ldots, x_{n}\right)$ if $a$ modulo $d$ is not a value of $Q\left(x_{1}, \ldots, x_{n}\right)$ modulo $d$ for some $d \in \mathbb{N}$.

The methods that are usually applied to prove these theorems are purely number-theoretic. Ellenberg and Venkatesh [83] have introduced a method that combines number theory, algebraic group theory, and ergodic theory to prove results in this field, leading to a different proof of the following special case of Kloosterman's Theorem.

Theorem (Kloosterman). Let $Q$ be a positive definite quadratic form with integer coefficients in at least 6 variables. Then all large enough integers that do not fail the congruence conditions can be represented by the form $Q$.

That is, if $a \in \mathbb{N}$ is larger than some constant that depends on $Q$ and for every $d>0$ there exists some $x_{d} \in \mathbb{Z}^{n}$ with $Q\left(x_{d}\right)=a$ modulo $d$, then there
exists some $x \in \mathbb{Z}^{n}$ with $Q(x)=a$. This theorem has purely number-theoretic proofs (see the survey by Schulze-Pillot [335]).

In fact Ellenberg and Venkatesh proved in [83] a different theorem that currently does not have a purely number-theoretic proof. They considered the problem of representing a quadratic form by another quadratic form: If $Q$ is an integral positive definite ${ }^{(6)}$ quadratic form in $n$ variables and $Q^{\prime}$ is another such form in $m<n$ variables, then one can ask whether there is a subgroup $\Lambda \leqslant \mathbb{Z}^{n}$ generated by $m$ elements such that when $Q$ is restricted to $\Lambda$ the resulting form is isomorphic to $Q^{\prime}$. This question has, for instance, been studied by Gauss in the case of $m=2$ and $n=3$ in the Disquisitiones Arithmeticae [111]. As before, there can be congruence obstructions to this problem, which are best phrased in terms of $p$-adic numbers. Roughly speaking, Ellenberg and Venkatesh show that for a given integral definite quadratic form $Q$ in $n$ variables, every integral definite quadratic form $Q^{\prime}$ in $m \leqslant n-5$ variables ${ }^{(7)}$ that does not have small image values can be represented by $Q$, unless there is a congruence obstruction. The assumption that the quadratic form $Q^{\prime}$ does not have small image means that $\min _{x \in \mathbb{Z}^{m} \backslash\{0\}} Q^{\prime}(x)$ should be bigger than some constant that depends on $Q$.

The ergodic theory used in [83] is related to Raghunathan's conjecture mentioned in Sect. 1.4 and discussed again in Sect. 1.7 below, and is the result of work by many people, including Margulis, Mozes, Ratner, Shah, and Tomanov.

### 1.7 Dynamics on Homogeneous Spaces

Let $G \leqslant \mathrm{SL}_{n}(\mathbb{R})$ be a closed linear group over the reals (or over a local field; see Sect. 9.3 for a precise definition), let $\Gamma<G$ be a discrete subgroup ${ }^{(8)}$, and let $H<G$ be a closed subgroup. For example, the case $G=\mathrm{SL}_{3}(\mathbb{R})$ and $\Gamma=$ $\mathrm{SL}_{3}(\mathbb{Z})$ arises in Sect. 1.4 with $H=\mathrm{SO}(2,1)$, and arises in Sect. 1.5 with $H=$ $A$. Dynamical properties of the action of right multiplication by elements of $H$ on the homogeneous space $X=\Gamma \backslash G$ is important for numerous problems ${ }^{(9)}$. Indeed, all the results in Sects. 1.4-1.6 may be proved by studying concrete instances of such systems. We do not want to go into the details here, but simply mention a few highlights of the theory.

There are many important and general results on the ergodicity and mixing behavior of natural measures on such quotients (see Chap. 2 for the definitions). These results (introduced in Chaps. 9 and 11) are interesting in their own right, but have also found applications to the problem of counting integer (and, more recently, rational) points on groups (or certain other varieties). The first instance of this can be found in Margulis's thesis [252], where this approach is used to find the asymptotics for the number of closed geodesics on compact manifolds of negative curvature. Independently, Eskin and McMullen [86] found the same method and applied it to a counting problem in
certain varieties, which re-proved certain cases of the theorems in the work of Duke, Rudnick and Sarnak [76] in a simpler manner. However, as discussed in Sect. 1.1, the most difficult-and sometimes most interesting-problem is to understand the orbit of a given point rather than the orbit of almost every point. Indeed, the solution of Oppenheim's conjecture in Sect. 1.4 by Margulis involved understanding the $\mathrm{SO}(2,1)$-orbit of a point in $\mathrm{SL}_{3}(\mathbb{Z}) \backslash \mathrm{SL}_{3}(\mathbb{R})$ corresponding to the given quadratic form.

We need one more definition before we can state a general theorem in this direction. A subgroup $U<\mathrm{SL}_{n}(\mathbb{R})$ is called a one-parameter unipotent subgroup if $U$ is the image of $\mathbb{R} w$ under the exponential map, for some matrix $w \in$ Mat $_{n n}$ satisfying $w^{n}=0$ (that is, $w$ is nilpotent and $\exp (t w)$ has only 1 as an eigenvalue, hence the name). For example, there is an index two subgroup $H \leqslant \mathrm{SO}(2,1)$ which is generated by one-parameter unipotent subgroups. However, notice that the diagonal subgroup $A$ is not generated by one-parameter unipotent subgroups.

Raghunathan conjectured that if the subgroup $H$ is generated by oneparameter unipotent subgroups, then the closures of orbits $x H$ are always of the form $x L$ for some closed connected subgroup $L$ of $G$ that contains $H$. This reduces the properties of orbit closures (a dynamical problem) to the algebraic problem of deciding for which closed connected subgroups $L$ the orbit $x L$ is closed.

Ratner [305] proved this important result using methods from ergodic theory. In fact, she deduced Raghunathan's conjecture from Dani's conjecture ${ }^{(10)}$ regarding $H$-invariant measures, which she proved first in the series of papers [302, 303] and [304].

To date there have been numerous applications of the above theorem, and certain extensions of it. To name a few more seemingly unrelated applications, Elkies and McMullen [82] have applied these theorems to obtain the distribution of the gaps in the sequence of fractional parts of $\sqrt{n}$, and Vatsal [367] has studied values of certain $L$-functions using the $p$-adic version of the theorems. There are further applications of the theory too numerous to describe here, but the examples above show again the variety of fields that have connections to ergodic theory.

We will discuss a few special cases of the conjectures of Raghunathan and Dani. Example 1.3, Sect. 4.4, Chap. 10, Sect. 11.5, and Sect. 11.7 treat special cases, some of which were known before the conjectures were formulated.

### 1.8 An Overview of Ergodic Theory

Having seen some statements that qualify as being ergodic in nature, and some of the many important applications of ergodic theory to number theory, in this short section we give a brief overview of ergodic theory. If this is
not already clear, notice that it is a rather diffuse subject with ill-defined boundaries ${ }^{(11)}$.

Ergodic theory is the study of long-term behavior in dynamical systems from a statistical point of view. Its origins therefore are intimately connected with the time evolution of systems modeled by measure-preserving actions of the reals or the integers, with the action representing the passage of time. Related approaches, using probabilistic methods to study the evolution of systems, also arose in statistical physics, where other natural symmetriestypically reflected by the presence of a $\mathbb{Z}^{d}$-action-arise. The rich interaction between arithmetic and geometry present in measure-preserving actions of (lattices in) Lie groups quickly emerged, and it is now natural to view ergodic theory as the study of measure-preserving group actions, containing but not limited to several special branches:
(1) The classical study of single measure-preserving transformations.
(2) Measure-preserving actions of $\mathbb{Z}^{d}$; more generally of countable amenable groups.
(3) Measure-preserving actions of $\mathbb{R}^{d}$ and more general amenable groups, called flows.
(4) Measure-preserving and more general actions of groups, in particular of Lie groups and of lattices in Lie groups.

Some of the illuminating results in ergodic theory come from the existence of (counter-)examples. Nonetheless, there are many substantial theorems. In addition to fundamental results (the pointwise and mean ergodic theorems themselves, for example) and structural results (the isomorphism theorem of Ornstein, Krieger's theorem on the existence of generators, the isomorphism invariance of entropy), ergodic theory and its way of thinking have made dramatic contributions to many other fields.

## Notes to Chap. 1

${ }^{(1)}$ (Page 1) The origins of the word 'ergodic' are not entirely clear. Boltzmann coined the word monode (unique $\mu$ òvos, nature $\varepsilon$ 白os) for a set of probability distributions on the phase space that are invariant under the time evolution of a Hamiltonian system, and ergode for a monode given by uniform distribution on a surface of constant energy. Ehrenfest and Ehrenfest (in an influential encyclopedia article of 1912, translated as [78]) called a system ergodic if each surface of constant energy comprised a single time orbita notion called isodic by Boltzmann (same เбoৎ, path òठós) - and quasi-ergodic if each surface has dense orbits. The Ehrenfests themselves suggested that the etymology of the word ergodic lies in a different direction (work ह́prov, path òoós). This work stimulated interest in the mathematical foundations of statistical mechanics, leading eventually to Birkhoff's formulation of the ergodic hypothesis and the notion of systems for which almost every orbit in the sense of measure spends a proportion of time in a given set in the phase space in proportion to the measure of the set.
${ }^{(2)}$ (Page 2) Questions of this sort were raised by Gel'fand; he considered the vector of first digits of the numbers $\left(2^{n}, 3^{n}, 4^{n}, 5^{n}, 6^{n}, 7^{n}, 8^{n}, 9^{n}\right.$ ) and asked if (for example) there
is a value of $n>1$ for which this vector is $(2,3,4,5,6,7,8,9)$. This circle of problems is related to the classical Poncelet's porism, as explained in an article by King [194]. The influence of Poncelet's book [292] is discussed by Gray [126, Chap. 27].
${ }^{(3)}$ (Page 5) See also the account with some simplifications by Goldston, Motohashi, Pintz, and Yıldırım [117] and the survey by Goldston, Pintz and Yıldırım [119].
${ }^{(4)}$ (Page 8) In a more general form, this is the 11th of Hilbert's famous set of problems formulated for the 1900 International Congress of Mathematics.
${ }^{(5)}$ (Page 8) Bachet conjectured the result, and Diophantus stated it; there are suggestions that Fermat may have known it. The first published proof is that of Lagrange in 1770; a standard proof may be found in [87, Sect. 2.3.1] for example.
${ }^{(6)}$ (Page 9) For indefinite quadratic forms there is a very successful algebraic technique, namely strong approximation for algebraic groups (an account may be found in the monograph [286] of Platonov and Rapinchuk), so ergodic theory does not enter into the discussion.
${ }^{(7)}$ (Page 9) Under an additional congruence condition on $Q^{\prime}$ the method also works for $m \leqslant n-3$.
${ }^{(8)}$ For some of the statements made here one actually has to assume that $\Gamma$ is a lattice; see Sect. 9.4.3.
${ }^{(9)}$ (Page 9) Further readings from various perspectives on the ergodic theory of homogeneous spaces may be found in the books of Bekka and Mayer [21], Feres [90], Starkov [350], Witte Morris [385, 387] and Zimmer [394].
${ }^{(10)}$ (Page 10) For linear groups over local fields, and products of such groups, the conjectures of Dani (resp. Raghunathan) have been proved by Margulis and Tomanov [253] and independently by Ratner [306].
${ }^{(11)}$ (Page 11) Some of the many areas of ergodic theory that we do not treat in a substantial way, and other general sources on ergodic theory, may be found in the following books: the connection with information theory in the work of Billingsley [31] and Shields [342]; a wide-ranging overview of ergodic theory in that of Cornfeld, Fomin and Sinar̆ [60]; ergodic theory developed in the language of joinings in the work of Glasner [116]; more on the theory of entropy and generators in books by Parry [277, 279]; a thorough development of the fundamentals of the measurable theory, including the isomorphism and generator theory, in the book of Rudolph [324].

## Chapter 2 <br> Ergodicity, Recurrence and Mixing

In this chapter the basic objects studied in ergodic theory, measure-preserving transformations, are introduced. Some examples are given, and the relationship between various mixing properties is described. Background on measure theory appears in Appendix A.

### 2.1 Measure-Preserving Transformations

Definition 2.1. Let $(X, \mathscr{B}, \mu)$ and $(Y, \mathscr{C}, \nu)$ be probability spaces. A map* $\phi$ from $X$ to $Y$ is measurable if $\phi^{-1}(A) \in \mathscr{B}$ for any $A \in \mathscr{C}$, and is measurepreserving if it is measurable and $\mu\left(\phi^{-1} B\right)=\nu(B)$ for all $B \in \mathscr{C}$. If in addition $\phi^{-1}$ exists almost everywhere and is measurable, then $\phi$ is called an invertible measure-preserving map. If $T:(X, \mathscr{B}, \mu) \rightarrow(X, \mathscr{B}, \mu)$ is measurepreserving, then the measure $\mu$ is said to be $T$-invariant, $(X, \mathscr{B}, \mu, T)$ is called a measure-preserving system and $T$ a measure-preserving transformation.

Notice that we work with pre-images of sets rather than images to define measure-preserving maps (just as pre-images of sets are used to define measurability of real-valued functions on a measure space). As pointed out in Example 2.4 and Exercise 2.1.3, it is essential to do this. In order to show that a measurable map is measure-preserving, it is sufficient to check this property on a family of sets whose disjoint unions approximate all measurable sets (see Appendix A for the details).

Most of the examples we will encounter are algebraic or are motivated by algebraic or number-theoretic questions. This is not representative of ergodic theory as a whole, where there are many more types of examples (two nonalgebraic classes of examples are discussed on the website [81]).

[^3]We define the circle $\mathbb{T}=\mathbb{R} / \mathbb{Z}$ to be the set of cosets of $\mathbb{Z}$ in $\mathbb{R}$ with the quotient topology induced by the usual topology on $\mathbb{R}$. This topology is also given by the metric

$$
\mathrm{d}(r+\mathbb{Z}, s+\mathbb{Z})=\min _{m \in \mathbb{Z}}|r-s+m|
$$

and this makes $\mathbb{T}$ into a compact abelian group (see Appendix C). The interval $[0,1) \subseteq \mathbb{R}$ is a fundamental domain for $\mathbb{Z}$ : that is, every element of $\mathbb{T}$ may be written in the form $t+\mathbb{Z}$ for a unique $t \in[0,1)$. We will frequently use $[0,1$ ) to define points (and subsets) in $\mathbb{T}$, by identifying $t \in[0,1$ ) with the unique coset $t+\mathbb{Z} \in \mathbb{T}$ defined by $t$.

Example 2.2. For any $\alpha \in \mathbb{R}$, define the circle rotation by $\alpha$ to be the map

$$
R_{\alpha}: \mathbb{T} \rightarrow \mathbb{T}, R_{\alpha}(t)=t+\alpha \quad(\bmod 1)
$$

We claim that $R_{\alpha}$ preserves the Lebesgue measure $m_{\mathbb{T}}$ on the circle. By Theorem A.8, it is enough to prove it for intervals, where it is clear. Alternatively, we may note that Lebesgue measure is a Haar measure on the compact group $\mathbb{T}$, which is invariant under any translation by construction (see Sects. 8.3 and C.2).

Example 2.3. A generalization of Example 2.2 is a rotation on a compact group. Let $X$ be a compact group, and let $g$ be an element of $X$. Then the map $T_{g}: X \rightarrow X$ defined by $T_{g}(x)=g x$ preserves the (left) Haar measure $m_{X}$ on $X$. The Haar measure on a locally compact group is described in Appendix C, and may be thought of as the natural generalization of the Lebesgue measure to a general locally compact group.


Fig. 2.1 The pre-image of $[a, b)$ under the circle-doubling map

Example 2.4. The circle-doubling $\operatorname{map}$ is $T_{2}: \mathbb{T} \rightarrow \mathbb{T}, T_{2}(t)=2 t(\bmod 1)$. We claim that $T_{2}$ preserves the Lebesgue measure $m_{\mathbb{T}}$ on the circle. By The-
orem A.8, it is sufficient to check this on intervals, so let $B=[a, b) \subseteq[0,1)$ be any interval. Then it is easy to check that

$$
T_{2}^{-1}(B)=\left[\frac{a}{2}, \frac{b}{2}\right) \cup\left[\frac{a}{2}+\frac{1}{2}, \frac{b}{2}+\frac{1}{2}\right)
$$

is a disjoint union (thinking of $a$ and $b$ as real numbers; see Fig. 2.1), so

$$
m_{\mathbb{T}}\left(T_{2}^{-1}(B)\right)=\frac{1}{2}(b-a)+\frac{1}{2}(b-a)=b-a=m_{\mathbb{T}}(B)
$$

Notice that the measure-preserving property cannot be seen by studying forward iterates: if $I$ is a small interval, then $T_{2}(I)$ is an interval* with total length $2(b-a)$.

Example 2.5. Generalizing Example 2.4, let $X$ be a compact abelian group and let $T: X \rightarrow X$ be a surjective endomorphism. Then $T$ preserves the Haar measure $m_{X}$ on $X$ by the following argument. Define a measure $\mu$ on $X$ by $\mu(A)=m_{X}\left(T^{-1} A\right)$. Then, given any $x \in X$ pick $y$ with $T(y)=x$ and notice that

$$
\mu(A+x)=m_{X}\left(T^{-1}(A+x)\right)=m_{X}\left(T^{-1} A+y\right)=m_{X}\left(T^{-1} A\right)=\mu(A)
$$

so $\mu$ is a translation-invariant Borel probability on $X$ (this just means a probability measure defined on the Borel $\sigma$-algebra). Since the normalized Haar measure is the unique measure with this property, $\mu$ must be $m_{X}$, which means that $T$ preserves the Haar measure $m_{X}$ on $X$.

One of the ways in which a measure-preserving transformation may be studied is via its induced action on some natural space of functions. Given any function $f: X \rightarrow \mathbb{R}$ and map $T: X \rightarrow X$, write $f \circ T$ for the function defined by $(f \circ T)(x)=f(T x)$. As usual we write $L_{\mu}^{1}$ for the space of (equivalence classes of) measurable functions $f: X \rightarrow \mathbb{R}$ with $\int|f| \mathrm{d} \mu<\infty, \mathscr{L}^{\infty}$ for the space of measurable bounded functions and $\mathscr{L}_{\mu}^{1}$ for the space of measurable integrable functions (in the usual sense of function, in particular defined everywhere; see Sect. A.3).

Lemma 2.6. A measure $\mu$ on $X$ is $T$-invariant if and only if

$$
\begin{equation*}
\int f \mathrm{~d} \mu=\int f \circ T \mathrm{~d} \mu \tag{2.1}
\end{equation*}
$$

for all $f \in \mathscr{L}^{\infty}$. Moreover, if $\mu$ is $T$-invariant, then (2.1) holds for $f \in L_{\mu}^{1}$.
Proof. If (2.1) holds, then for any measurable set $B$ we may take $f=\chi_{B}$ to see that

[^4]$$
\mu(B)=\int \chi_{B} \mathrm{~d} \mu=\int \chi_{B} \circ T \mathrm{~d} \mu=\int \chi_{T^{-1} B} \mathrm{~d} \mu=\mu\left(T^{-1} B\right)
$$
so $T$ preserves $\mu$.
Conversely, if $T$ preserves $\mu$ then (2.1) holds for any function of the form $\chi_{B}$ and hence for any simple function (see Sect. A.3). Let $f$ be a non-negative real-valued function in $\mathscr{L}_{\mu}^{1}$. Choose a sequence of simple functions $\left(f_{n}\right)$ increasing to $f$ (see Sect. A.3). Then $\left(f_{n} \circ T\right)$ is a sequence of simple functions increasing to $f \circ T$, and so
$$
\int f \circ T \mathrm{~d} \mu=\lim _{n \rightarrow \infty} \int f_{n} \circ T \mathrm{~d} \mu=\lim _{n \rightarrow \infty} \int f_{n} \mathrm{~d} \mu=\int f \mathrm{~d} \mu
$$
showing that (2.1) holds for $f$.
One part of ergodic theory is concerned with the structure and classification of measure-preserving transformations. The next definition gives the two basic relationships there may be between measure-preserving transformations ${ }^{(12)}$.

Definition 2.7. Let $\left(X, \mathscr{B}_{X}, \mu, T\right)$ and $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ be measure-preserving systems on probability spaces.
(1) The system $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ is a factor of $\left(X, \mathscr{B}_{X}, \mu, T\right)$ if there are sets $X^{\prime}$ in $\mathscr{B}_{X}$ and $Y^{\prime}$ in $\mathscr{B}_{Y}$ with $\mu\left(X^{\prime}\right)=1, \nu\left(Y^{\prime}\right)=1, T X^{\prime} \subseteq X^{\prime}, S Y^{\prime} \subseteq Y^{\prime}$ and a measure-preserving map $\phi: X^{\prime} \rightarrow Y^{\prime}$ with

$$
\phi \circ T(x)=S \circ \phi(x)
$$

for all $x \in X^{\prime}$.
(2) The system $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ is isomorphic to $\left(X, \mathscr{B}_{X}, \mu, T\right)$ if there are sets $X^{\prime}$ in $\mathscr{B}_{X}, Y^{\prime}$ in $\mathscr{B}_{Y}$ with $\mu\left(X^{\prime}\right)=1, \nu\left(Y^{\prime}\right)=1, T X^{\prime} \subseteq X^{\prime}, S Y^{\prime} \subseteq Y^{\prime}$, and an invertible measure-preserving map $\phi: X^{\prime} \rightarrow Y^{\prime}$ with

$$
\phi \circ T(x)=S \circ \phi(x)
$$

for all $x \in X^{\prime}$.
In measure theory it is natural to simply ignore null sets, and we will sometimes loosely think of a factor as a measure-preserving map $\phi: X \rightarrow Y$ for which the diagram

is commutative, with the understanding that the map is not required to be defined everywhere.

A factor map

$$
\left(X, \mathscr{B}_{X}, \mu, T\right) \longrightarrow\left(Y, \mathscr{B}_{Y}, \nu, S\right)
$$

will also be described as an extension of $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$. The factor $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ is called trivial if as a measure space $Y$ comprises a single element; the extension is called trivial if $\phi$ is an isomorphism of measure spaces.

Example 2.8. Define the $\left(\frac{1}{2}, \frac{1}{2}\right)$ measure $\mu_{(1 / 2,1 / 2)}$ on the finite set $\{0,1\}$ by

$$
\mu_{(1 / 2,1 / 2)}(\{0\})=\mu_{(1 / 2,1 / 2)}(\{1\})=\frac{1}{2} .
$$

Let $X=\{0,1\}^{\mathbb{N}}$ with the infinite product measure $\mu=\prod_{\mathbb{N}} \mu_{(1 / 2,1 / 2)}$ (see Sect. A. 2 and Example 2.9 where we will generalize this example). This space is a natural model for the set of possible outcomes of the infinitely repeated toss of a fair coin. The left shift map $\sigma: X \rightarrow X$ defined by

$$
\sigma\left(x_{0}, x_{1}, \ldots\right)=\left(x_{1}, x_{2}, \ldots\right)
$$

preserves $\mu$ (since it preserves the measure of the cylinder sets described in Example 2.9). The map $\phi: X \rightarrow \mathbb{T}$ defined by

$$
\phi\left(x_{0}, x_{1}, \ldots\right)=\sum_{n=0}^{\infty} \frac{x_{n}}{2^{n+1}}
$$

is measure-preserving from $(X, \mu)$ to $\left(\mathbb{T}, m_{\mathbb{T}}\right)$ and $\phi(\sigma(x))=T_{2}(\phi(x))$. The $\operatorname{map} \phi$ has a measurable inverse defined on all but the countable set of dyadic rationals $\mathbb{Z}\left[\frac{1}{2}\right] / \mathbb{Z}$, where

$$
\mathbb{Z}\left[\frac{1}{2}\right]=\left\{\left.\frac{m}{2^{n}} \right\rvert\, m \in \mathbb{Z}, n \in \mathbb{N}\right\}
$$

so this shows that $(X, \mu, \sigma)$ and $\left(\mathbb{T}, m_{\mathbb{T}}, T_{2}\right)$ are measurably isomorphic.
When the underlying space is a compact metric space, the $\sigma$-algebra is taken to be the Borel $\sigma$-algebra (the smallest $\sigma$-algebra containing all the open sets) unless explicitly stated otherwise. Notice that in both Example 2.8 and Example 2.9 the underlying space is indeed a compact metric space (see Sect. A.2).

Example 2.9. The shift map in Example 2.8 is an example of a one-sided Bernoulli shift. A more general ${ }^{(13)}$ and natural two-sided definition is the following. Consider an infinitely repeated throw of a loaded $n$-sided die. The possible outcomes of each throw are $\{1,2, \ldots, n\}$, and these appear with probabilities given by the probability vector $\mathbf{p}=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ (probability vector means each $p_{i} \geqslant 0$ and $\sum_{i=1}^{n} p_{i}=1$ ), so $\mathbf{p}$ defines a measure $\mu_{\mathbf{p}}$ on the finite sample space $\{1,2, \ldots, n\}$, which is given the discrete topology. The sample space for the die throw repeated infinitely often is

$$
\begin{aligned}
X & =\{1,2, \ldots, n\}^{\mathbb{Z}} \\
& =\left\{x=\left(\ldots, x_{-1}, x_{0}, x_{1}, \ldots\right) \mid x_{i} \in\{1,2, \ldots, n\} \text { for all } i \in \mathbb{Z}\right\} .
\end{aligned}
$$

The measure on $X$ is the infinite product measure $\mu=\prod_{\mathbb{Z}} \mu_{\mathbf{p}}$, and the $\sigma$ algebra $\mathscr{B}$ is the Borel $\sigma$-algebra for the compact metric space* $X$, or equivalently is the product $\sigma$-algebra defined below and in Sect. A.2.

A better description of the measure is given via cylinder sets. If $I$ is a finite subset of $\mathbb{Z}$, and $\mathbf{a}$ is a map $I \rightarrow\{1,2, \ldots, n\}$, then the cylinder set defined by $I$ and $\mathbf{a}$ is

$$
I(\mathbf{a})=\left\{x \in X \mid x_{j}=\mathbf{a}(j) \text { for all } j \in I\right\}
$$

It will be useful later to write $\left.x\right|_{I}$ for the ordered block of coordinates

$$
x_{i} x_{i+1} \cdots x_{i+s}
$$

when $I=\{i, i+1, \ldots, i+s\}=[i, i+s]$. The measure $\mu$ is uniquely determined by the property that

$$
\mu(I(\mathbf{a}))=\prod_{i \in I} p_{a(i)}
$$

and $\mathscr{B}$ is the smallest $\sigma$-algebra containing all cylinders (see Sect. A. 2 for the details).

Now let $\sigma$ be the (left) shift on $X: \sigma(x)=y$ where $y_{j}=x_{j+1}$ for all $j$ in $\mathbb{Z}$. Then $\sigma$ is $\mu$-preserving and $\mathscr{B}$-measurable. So $(X, \mathscr{B}, \mu, \sigma)$ is a measurepreserving system, called the Bernoulli scheme or Bernoulli shift based on p. A measure-preserving system measurably isomorphic to a Bernoulli shift is sometimes called a Bernoulli automorphism.

The next example, which we learned from Doug Lind, gives another example of a measurable isomorphism and reinforces the point that being a probability space is a finiteness property of the measure, rather than a metric boundedness property of the space. The measure $\mu$ on $\mathbb{R}$ described in Example 2.10 makes $(\mathbb{R}, \mu)$ into a probability space.

Example 2.10. Consider the 2-to-1 map $T: \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
T(x)=\frac{1}{2}\left(x-\frac{1}{x}\right)
$$

for $x \neq 0$, and $T(0)=0$. For any $L^{1}$ function $f$, the substitution $y=T(x)$ shows that

[^5]$$
\int_{-\infty}^{\infty} f(T(x)) \frac{\mathrm{d} x}{\pi\left(1+x^{2}\right)}=\int_{-\infty}^{\infty} f(y) \frac{\mathrm{d} y}{\pi\left(1+y^{2}\right)}
$$
(in this calculation, note that $T$ is only injective when restricted to $(0, \infty)$ or $(-\infty, 0))$. It follows by Lemma 2.6 that $T$ preserves the probability measure $\mu$ defined by
$$
\mu([a, b])=\int_{a}^{b} \frac{\mathrm{~d} x}{\pi\left(1+x^{2}\right)}
$$

The map $\phi(x)=\frac{1}{\pi} \arctan (x)+\frac{1}{2}$ from $\mathbb{R}$ to $\mathbb{T}$ is an invertible measurepreserving map from $(\mathbb{R}, \mu)$ to $\left(\mathbb{T}, m_{\mathbb{T}}\right)$ where $m_{\mathbb{T}}$ denotes the Lebesgue measure on $\mathbb{T}$ (notice that the image of $\phi$ is the subset $(0,1) \subseteq \mathbb{T}$, but this is an invertible map in the measure-theoretic sense).

Define the map $T_{2}: \mathbb{T} \rightarrow \mathbb{T}$ by $T_{2}(x)=2 x(\bmod 1)$ as in Example 2.4. The $\operatorname{map} \phi$ is a measurable isomorphism from $(\mathbb{R}, \mu, T)$ to ( $\mathbb{T}, m_{\mathbb{T}}, T_{2}$ ). Example 2.8 shows in turn that $(\mathbb{R}, \mu, T)$ is isomorphic to the one-sided full 2 -shift.

It is often more convenient to work with an invertible measure-preserving transformation as in Example 2.9 instead of a non-invertible transformation as in Examples 2.4 and 2.8. Exercise 2.1.7 gives a general construction of an invertible system from a non-invertible one.

## Exercises for Sect. 2.1

Exercise 2.1.1. Show that the space $\left(\mathbb{T}, \mathscr{B}_{\mathbb{T}}, m_{\mathbb{T}}\right)$ is isomorphic as a measure space to $\left(\mathbb{T}^{2}, \mathscr{B}_{\mathbb{T}^{2}}, m_{\mathbb{T}^{2}}\right)$.

Exercise 2.1.2. Show that the measure-preserving system ( $\left.\mathbb{T}, \mathscr{B}_{\mathbb{T}}, m_{\mathbb{T}}, T_{4}\right)$, where $T_{4}(x)=4 x(\bmod 1)$, is measurably isomorphic to the product system $\left(\mathbb{T}^{2}, \mathscr{B}_{\mathbb{T}^{2}}, m_{\mathbb{T}^{2}}, T_{2} \times T_{2}\right)$.

Exercise 2.1.3. For a map $T: X \rightarrow X$ and sets $A, B \subseteq X$, prove the following.

- $\chi_{A}(T(x))=\chi_{T^{-1}(A)}(x)$;
- $T^{-1}(A \cap B)=T^{-1}(A) \cap T^{-1}(B)$;
- $T^{-1}(A \cup B)=T^{-1}(A) \cup T^{-1}(B)$;
- $T^{-1}(A \triangle B)=T^{-1}(A) \triangle T^{-1}(B)$.

Which of these properties also hold with the pre-image under $T^{-1}$ replaced by the forward image under $T$ ?

Exercise 2.1.4. What happens to Example 2.5 if the map $T: X \rightarrow X$ is only required to be a continuous homomorphism?

Exercise 2.1.5. (a) Find a measure-preserving system $(X, \mathscr{B}, \mu, T)$ with a non-trivial factor map $\phi: X \rightarrow X$.
(b) Find an invertible measure-preserving system $(X, \mathscr{B}, \mu, T)$ with a nontrivial factor map $\phi: X \rightarrow X$.

Exercise 2.1.6. Prove that the circle rotation $R_{\alpha}$ from Example 2.2 is not measurably isomorphic to the circle-doubling map $T_{2}$ from Example 2.4.

Exercise 2.1.7. Let $\mathrm{X}=(X, \mathscr{B}, \mu, T)$ be any measure-preserving system. A sub- $\sigma$-algebra $\mathscr{A} \subseteq \mathscr{B}_{X}$ with $T^{-1} \mathscr{A} \equiv \mathscr{A} \underset{\widetilde{X}}{\text { modulo } \mu}$ is called a $T$-invariant sub- $\sigma$-algebra. Show that the system $\widetilde{\mathrm{X}}=(\widetilde{X}, \widetilde{B}, \widetilde{\mu}, \widetilde{T})$ defined by

- $\widetilde{X}=\left\{x \in X^{\mathbb{Z}} \mid x_{k+1}=T\left(x_{k}\right)\right.$ for all $\left.k \in \mathbb{Z}\right\}$;
- $(\widetilde{T}(x))_{k}=x_{k+1}$ for all $k \in \mathbb{Z}$ and $x \in \widetilde{X}$;
- $\widetilde{\mu}\left(\left\{x \in \widetilde{X} \mid x_{0} \in A\right\}\right)=\mu(A)$ for any $A \in \mathscr{B}$, and $\widetilde{\mu}$ is invariant under $\widetilde{T}$;
- $\widetilde{B}$ is the smallest $\widetilde{T}$-invariant $\sigma$-algebra for which the map $\pi: x \mapsto x_{0}$ from $\widetilde{X}$ to $X$ is measurable;
is an invertible measure-preserving system, and that the map $\pi: x \mapsto x_{0}$ is a factor map. The system $\widetilde{X}$ is called the invertible extension of X .

Exercise 2.1.8. Show that the invertible extension $\widetilde{X}$ of a measure-preserving system $X$ constructed in Exercise 2.1.7 has the following universal property. For any extension

$$
\phi:\left(Y, \mathscr{B}_{Y}, \nu, S\right) \rightarrow\left(X, \mathscr{B}_{X}, \mu, T\right)
$$

for which $S$ is invertible, there exists a unique map

$$
\widetilde{\phi}:\left(Y, \mathscr{B}_{Y}, \nu, S\right) \rightarrow(\widetilde{X}, \widetilde{B}, \widetilde{\mu}, \widetilde{T})
$$

for which $\phi=\pi \circ \widetilde{\phi}$.
Exercise 2.1.9. (a) Show that the invertible extension of the circle-doubling map from Example 2.4,

$$
X_{2}=\left\{x \in \mathbb{T}^{\mathbb{Z}} \mid x_{k+1}=T_{2} x_{k} \text { for all } k \in \mathbb{Z}\right\}
$$

is a compact abelian group with respect to the coordinate-wise addition defined by $(x+y)_{k}=x_{k}+y_{k}$ for all $k \in \mathbb{Z}$, and the topology inherited from the product topology on $\mathbb{T}^{\mathbb{Z}}$.
(b) Show that the diagonal embedding $\delta(r)=(r, r)$ embeds $\mathbb{Z}\left[\frac{1}{2}\right]$ as a discrete subgroup of $\mathbb{R} \times \mathbb{Q}_{2}$, and that $X_{2} \cong \mathbb{R} \times \mathbb{Q}_{2} / \delta\left(\mathbb{Z}\left[\frac{1}{2}\right]\right) \cong \mathbb{R} \times \mathbb{Z}_{2} / \delta(\mathbb{Z})$ as compact abelian groups (see Appendix $C$ for the definition of $\mathbb{Q}_{p}$ and $\mathbb{Z}_{p}$ ). In particular, the map $\widetilde{T_{2}}$ (which may be thought of as the left shift on $X_{2}$, or as the map that doubles in each coordinate) is conjugate to the map

$$
(s, r)+\delta\left(\mathbb{Z}\left[\frac{1}{2}\right]\right) \mapsto(2 s, 2 r)+\delta\left(\mathbb{Z}\left[\frac{1}{2}\right]\right)
$$

on $\mathbb{R} \times \mathbb{Q}_{2} / \delta\left(\mathbb{Z}\left[\frac{1}{2}\right]\right)$. The group $X_{2}$ constructed in this exercise is a simple example of a solenoid.

### 2.2 Recurrence

One of the central themes in ergodic theory is that of recurrence, which is a circle of results concerning how points in measurable dynamical systems return close to themselves under iteration. The first and most important of these is a result due to Poincaré [288] published in 1890; he proved this in the context of a natural invariant measure in the "three-body" problem of planetary orbits, before the creation of abstract measure theory ${ }^{(14)}$. Poincaré recurrence is the pigeon-hole principle for ergodic theory; indeed on a finite measure space it is exactly the pigeon-hole principle.

Theorem 2.11 (Poincaré Recurrence). Let $T: X \rightarrow X$ be a measurepreserving transformation on a probability space $(X, \mathscr{B}, \mu)$, and let $E \subseteq X$ be a measurable set. Then almost every point $x \in E$ returns to $E$ infinitely often. That is, there exists a measurable set $F \subseteq E$ with $\mu(F)=\mu(E)$ with the property that for every $x \in F$ there exist integers $0<n_{1}<n_{2}<\cdots$ with $T^{n_{i}} x \in E$ for all $i \geqslant 1$.

Proof. Let $B=\left\{x \in E \mid T^{n} x \notin E\right.$ for any $\left.n \geqslant 1\right\}$. Then

$$
B=E \cap T^{-1}(X \backslash E) \cap T^{-2}(X \backslash E) \cap \cdots,
$$

so $B$ is measurable. Now, for any $n \geqslant 1$,

$$
T^{-n} B=T^{-n} E \cap T^{-n-1}(X \backslash E) \cap \cdots
$$

so the sets $B, T^{-1} B, T^{-2} B, \ldots$ are disjoint and all have measure $\mu(B)$ since $T$ preserves $\mu$. Thus $\mu(B)=0$, so there is a set $F_{1} \subseteq E$ with $\mu\left(F_{1}\right)=\mu(E)$ and for which every point of $F_{1}$ returns to $E$ at least once under iterates of $T$. The same argument applied to the transformations $T^{2}, T^{3}$ and so on defines subsets $F_{2}, F_{3}, \ldots$ of $E$ with $\mu\left(F_{n}\right)=\mu(E)$ and with every point of $F_{n}$ returning to $E$ under $T^{n}$ for $n \geqslant 1$. The set

$$
F=\bigcap_{n \geqslant 1} F_{n} \subseteq E
$$

has $\mu(F)=\mu(E)$, and every point of $F$ returns to $E$ infinitely often.
Poincaré recurrence is entirely a consequence of the measure space being of finite measure, as shown in the next example.

Example 2.12. The map $T: \mathbb{R} \rightarrow \mathbb{R}$ defined by $T(x)=x+1$ preserves the Lebesgue measure $m_{\mathbb{R}}$ on $\mathbb{R}$. Just as in Definition 2.1, this means that

$$
m_{\mathbb{R}}\left(T^{-1} A\right)=m_{\mathbb{R}}(A)
$$

for any measurable set $A \subseteq \mathbb{R}$. For any bounded set $E \subseteq \mathbb{R}$ and any $x \in E$, the set

$$
\left\{n \geqslant 1 \mid T^{n} x \in E\right\}
$$

is finite. Thus the map $T$ exhibits no recurrence.
The absence of guaranteed recurrence in infinite measure spaces is one of the main reasons why we restrict attention to probability spaces. There is nonetheless a well-developed ergodic theory of transformations preserving an infinite measure, described in the monograph of Aaronson [1].

Theorem 2.11 may be applied when $E$ is a set in some physical system preserving a finite measure that gives $E$ positive measure. In this case it means that almost every orbit of such a dynamical system returns close to its starting point infinitely often (see Exercise 2.2.3(a)). A much deeper property that a dynamical system may have is that almost every orbit returns close to almost every point infinitely often, and this property is addressed in Sect. 2.3 (specifically, in Proposition 2.14).

Extending recurrence to multiple recurrence (where the images of a set of positive measure at many different future times is shown to have a non-trivial intersection) is the crucial idea behind the ergodic approach to Szemerédi's theorem (Theorem 1.5). This multiple recurrence generalization of Poincaré recurrence will be proved in Chap. 7.

## Exercises for Sect. 2.2

Exercise 2.2.1. Prove the following version of Poincaré recurrence with a weaker hypothesis (finite additivity in place of countable additivity for the measure) and with a stronger conclusion (a bound on the return time). Let $(X, \mathscr{B}, \mu, T)$ be a measure-preserving system with $\mu$ only assumed to be a finitely additive measure (see (A.1)), and let $A \in \mathscr{B}$ have $\mu(A)>0$. Show that there is some positive $n \leqslant \frac{1}{\mu(A)}$ for which $\mu\left(A \cap T^{-n} A\right)>0$.

Exercise 2.2.2. (a) Use Exercise 2.2 .1 to show the following. If $A \subseteq \mathbb{N}$ has positive density, meaning that

$$
\mathbf{d}(A)=\lim _{k \rightarrow \infty} \frac{1}{k}|A \cap[1, k]|
$$

exists and is positive, prove that there is some $n \geqslant 1$ with $\overline{\mathbf{d}}(A \cap(A-n))>0$ (here $A-n=\{a-n \mid a \in A\}$ ), where

$$
\overline{\mathbf{d}}(B)=\limsup _{k \rightarrow \infty} \frac{1}{k}|B \cap[1, k]|
$$

(b) Can you prove this starting with the weaker assumption that the upper density $\overline{\mathbf{d}}(A)$ is positive, and reaching the same conclusion?

Exercise 2.2.3. (a) Let ( $X, \mathrm{~d}$ ) be a compact metric space and let $T: X \rightarrow X$ be a continuous map. Suppose that $\mu$ is a $T$-invariant probability measure defined on the Borel subsets of $X$. Prove that for $\mu$-almost every $x \in X$ there is a sequence $n_{k} \rightarrow \infty$ with $T^{n_{k}}(x) \rightarrow x$ as $k \rightarrow \infty$.
(b) Prove that the same conclusion holds under the assumption that $X$ is a metric space, $T: X \rightarrow X$ is Borel measurable, and $\mu$ is a $T$-invariant probability measure.

### 2.3 Ergodicity

Ergodicity is the natural notion of indecomposability in ergodic theory ${ }^{(15)}$. The definition of ergodicity for ( $X, \mathscr{B}, \mu, T$ ) means that it is impossible to split $X$ into two subsets of positive measure each of which is invariant under $T$.

Definition 2.13. A measure-preserving transformation $T: X \rightarrow X$ of a probability space $(X, \mathscr{B}, \mu)$ is ergodic if for any* $B \in \mathscr{B}$,

$$
\begin{equation*}
T^{-1} B=B \Longrightarrow \mu(B)=0 \text { or } \mu(B)=1 \tag{2.2}
\end{equation*}
$$

When the emphasis is on the map $T: X \rightarrow X$, and we are studying different $T$-invariant measures, we will also say that $\mu$ is an ergodic measure for $T$. It is useful to have several different characterizations of ergodicity, and these are provided by the following proposition.

Proposition 2.14. The following are equivalent properties for a measurepreserving transformation $T$ of $(X, \mathscr{B}, \mu)$.
(1) $T$ is ergodic.
(2) For any $B \in \mathscr{B}, \mu\left(T^{-1} B \triangle B\right)=0$ implies that $\mu(B)=0$ or $\mu(B)=1$.
(3) For $A \in \mathscr{B}, \mu(A)>0$ implies that $\mu\left(\bigcup_{n=1}^{\infty} T^{-n} A\right)=1$.
(4) For $A, B \in \mathscr{B}, \mu(A) \mu(B)>0$ implies that there exists $n \geqslant 1$ with

$$
\mu\left(T^{-n} A \cap B\right)>0
$$

(5) For $f: X \rightarrow \mathbb{C}$ measurable, $f \circ T=f$ almost everywhere implies that $f$ is equal to a constant almost everywhere.

In particular, for an ergodic transformation and countably many sets of positive measure, almost every point visits all of the sets infinitely often under iterations by the ergodic transformation.

[^6]Proof of Proposition 2.14. (1) $\Longrightarrow$ (2): Assume that $T$ is ergodic, so the implication (2.2) holds, and let $B$ be an almost invariant measurable setthat is, a measurable set $B$ with $\mu\left(T^{-1} B \triangle B\right)=0$. We wish to construct an invariant set from $B$, and this is achieved by means of the following limsup construction. Let

$$
C=\bigcap_{N=0}^{\infty} \bigcup_{n=N}^{\infty} T^{-n} B
$$

For any $N \geqslant 0$,

$$
B \triangle \bigcup_{n=N}^{\infty} T^{-n} B \subseteq \bigcup_{n=N}^{\infty} B \triangle T^{-n} B
$$

and $\mu\left(B \triangle T^{-n} B\right)=0$ for all $n \geqslant 1$, since $B \triangle T^{-n} B$ is a subset of

$$
\bigcup_{i=0}^{n-1} T^{-i} B \triangle T^{-(i+1)} B
$$

which has zero measure. Let $C_{N}=\bigcup_{n=N}^{\infty} T^{-n} B$; the sets $C_{N}$ are nested,

$$
C_{0} \supseteq C_{1} \supseteq \cdots,
$$

and $\mu\left(C_{N} \triangle B\right)=0$ for each $N$. It follows that $\mu(C \triangle B)=0$, so

$$
\mu(C)=\mu(B)
$$

Moreover,

$$
T^{-1} C=\bigcap_{N=0}^{\infty} \bigcup_{n=N}^{\infty} T^{-(n+1)} B=\bigcap_{N=0}^{\infty} \bigcup_{n=N+1}^{\infty} T^{-n} B=C .
$$

Thus $T^{-1} C=C$, so by ergodicity $\mu(C)=0$ or 1 , so $\mu(B)=0$ or 1 .
$(2) \Longrightarrow(3):$ Let $A$ be a set with $\mu(A)>0$, and let $B=\bigcup_{n=1}^{\infty} T^{-n} A$. Then $T^{-1} B \subseteq B$; on the other hand $\mu\left(T^{-1} B\right)=\mu(B)$ so $\mu\left(T^{-1} B \triangle B\right)=0$. It follows that $\mu(B)=0$ or 1 ; since $T^{-1} A \subseteq B$ the former is impossible, so $\mu(B)=1$ as required.
$(3) \Longrightarrow(4)$ : Let $A$ and $B$ be sets of positive measure. By (3),

$$
\mu\left(\bigcup_{n=1}^{\infty} T^{-n} A\right)=1
$$

so

$$
0<\mu(B)=\mu\left(\bigcup_{n=1}^{\infty} B \cap T^{-n} A\right) \leqslant \sum_{n=1}^{\infty} \mu\left(B \cap T^{-n} A\right)
$$

It follows that there must be some $n \geqslant 1$ with $\mu\left(B \cap T^{-n} A\right)>0$.
$(4) \Longrightarrow(1)$ : Let $A$ be a set with $T^{-1} A=A$. Then

$$
0=\mu(A \cap X \backslash A)=\mu\left(T^{-n} A \cap X \backslash A\right)
$$

for all $n \geqslant 1$ so, by (4), either $\mu(A)=0$ or $\mu(X \backslash A)=0$.
$(2) \Longrightarrow(5):$ We have seen that if $(2)$ holds, then $T$ is ergodic. Let $f$ be a measurable complex-valued function on $X$, invariant under $T$ in the stated sense. Since the real and the imaginary parts of $f$ must also be invariant and measurable, we may assume without loss of generality that $f$ is real-valued. Fix $k \in \mathbb{Z}$ and $n \geqslant 1$ and write

$$
A_{n}^{k}=\left\{x \in X \left\lvert\, f(x) \in\left[\frac{k}{n}, \frac{k+1}{n}\right)\right.\right\}
$$

Then $T^{-1} A_{n}^{k} \triangle A_{n}^{k} \subseteq\{x \in X \mid f \circ T(x) \neq f(x)\}$, a null set, so by (2)

$$
\mu\left(A_{n}^{k}\right) \in\{0,1\} .
$$

For each $n, X$ is the disjoint union $\bigsqcup_{k \in \mathbb{Z}} A_{n}^{k}$. It follows that there must be exactly one $k=k(n)$ with $\mu\left(A_{n}^{k(n)}\right)=1$. Then $f$ is constant on the set

$$
Y=\bigcap_{n=1}^{\infty} A_{n}^{k(n)}
$$

and $\mu(Y)=1$, so $f$ is constant almost everywhere.
$(5) \Longrightarrow(2)$ : If $\mu\left(T^{-1} B \triangle B\right)=0$ then $f=\chi_{B}$ is a $T$-invariant measurable function, so by $(5) \chi_{B}$ is a constant almost everywhere. It follows that $\mu(B)$ is either 0 or 1 .

Proposition 2.15. Bernoulli shifts are ergodic.
Proof. Recall the measure-preserving transformation $\sigma$ defined in Example 2.9 on the measure space $X=\{0,1, \ldots, n\}^{\mathbb{Z}}$ with the product measure $\mu$. Let $B$ denote a $\sigma$-invariant measurable set. Then given any $\varepsilon \in(0,1)$ there is a finite union of cylinder sets $A$ with $\mu(A \triangle B)<\varepsilon$, and hence with $|\mu(A)-\mu(B)|<\varepsilon$. This means $A$ can be described as

$$
A=\left\{x \in X|x|_{[-N, N]} \in F\right\}
$$

for some $N$ and some finite set $F \subseteq\{0,1, \ldots, n\}^{[-N, N]}$ (for brevity we write $[a, b]$ for the interval of integers $[a, b] \cap \mathbb{Z}$. It follows that for $M>2 N$,

$$
\sigma^{-M}(A)=\left\{x \in X|x|_{[M-N, M+N]} \in F\right\}
$$

where we think of $\left.x\right|_{[M-N, M+N]}$ as a function on $[-N, N]$ in the natural way, is defined by conditions on a set of coordinates disjoint from $[-N, N]$, so

$$
\begin{equation*}
\mu\left(\sigma^{-M} A \backslash A\right)=\mu\left(\sigma^{-M} A \cap X \backslash A\right)=\mu\left(\sigma^{-M} A\right) \mu(X \backslash A)=\mu(A) \mu(X \backslash A) \tag{2.3}
\end{equation*}
$$

Since $B$ is $\sigma$-invariant, $\mu\left(B \triangle \sigma^{-1} B\right)=0$. Now

$$
\begin{aligned}
\mu\left(\sigma^{-M} A \triangle B\right) & =\mu\left(\sigma^{-M} A \triangle \sigma^{-M} B\right) \\
& =\mu(A \triangle B)<\varepsilon
\end{aligned}
$$

so $\mu\left(\sigma^{-M} A \triangle A\right)<2 \varepsilon$ and therefore

$$
\begin{equation*}
\mu\left(\sigma^{-M} A \triangle A\right)=\mu\left(A \backslash \sigma^{-M} A\right)+\mu\left(\sigma^{-M} A \backslash A\right)<2 \varepsilon \tag{2.4}
\end{equation*}
$$

Therefore, by (2.3) and (2.4),

$$
\begin{aligned}
\mu(B) \mu(X \backslash B) & <(\mu(A)+\varepsilon)(\mu(X \backslash A)+\varepsilon) \\
& =\mu(A) \mu(X \backslash A)+\varepsilon \mu(A)+\varepsilon \mu(X \backslash A)+\varepsilon^{2} \\
& <\mu(A) \mu(X \backslash A)+3 \varepsilon<5 \varepsilon .
\end{aligned}
$$

Since $\varepsilon$ was arbitrary, this implies that $\mu(B) \mu(X \backslash B)=0$, so $\mu(B)=0$ or 1 as required.

More general versions of this kind of approximation argument appear in Exercises 2.7.3 and 2.7.4.

Proposition 2.16. The circle rotation $R_{\alpha}: \mathbb{T} \rightarrow \mathbb{T}$ is ergodic with respect to the Lebesgue measure $m_{\mathbb{T}}$ if and only if $\alpha$ is irrational.

Proof. If $\alpha \in \mathbb{Q}$, then we may write $\alpha=\frac{p}{q}$ in lowest terms, so $R_{\alpha}^{q}=I_{\mathbb{T}}$ is the identity map. Pick any measurable set $A \subseteq \mathbb{T}$ with $0<m_{\mathbb{T}}(A)<\frac{1}{q}$. Then

$$
B=A \cup R_{\alpha} A \cup \cdots \cup R_{\alpha}^{q-1} A
$$

is a measurable set invariant under $R_{\alpha}$ with $m_{\mathbb{T}}(B) \in(0,1)$, showing that $R_{\alpha}$ is not ergodic.

If $\alpha \notin \mathbb{Q}$ then for any $\varepsilon>0$ there exist integers $m, n, k$ with $m \neq n$ and $|m \alpha-n \alpha-k|<\varepsilon$. It follows that $\beta=(m-n) \alpha-k$ lies within $\varepsilon$ of zero but is not zero, and so the set $\{0, \beta, 2 \beta, \ldots\}$ considered in $\mathbb{T}$ is $\varepsilon$-dense (that is, every point of $\mathbb{T}$ lies within $\varepsilon$ of a point in this set). Thus $(\mathbb{Z} \alpha+\mathbb{Z}) / \mathbb{Z} \subseteq \mathbb{T}$ is dense.

Now suppose that $B \subseteq \mathbb{T}$ is invariant under $R_{\alpha}$. Then for any $\varepsilon>0$ choose a function $f \in C(\mathbb{T})$ with $\left\|f-\chi_{B}\right\|_{1}<\varepsilon$. By invariance of $B$ we have

$$
\left\|f \circ R_{\alpha}^{n}-f\right\|_{1}<2 \varepsilon
$$

for all $n$. Since $f$ is continuous, it follows that

$$
\left\|f \circ R_{t}-f\right\|_{1} \leqslant 2 \varepsilon
$$

for all $t \in \mathbb{R}$. Thus, since $m_{\mathbb{T}}$ is rotation-invariant,

$$
\begin{aligned}
\left\|f-\int f(t) \mathrm{d} t\right\|_{1} & =\int\left|\int(f(x)-f(x+t)) \mathrm{d} t\right| \mathrm{d} x \\
& \leqslant \iint|f(x)-f(x+t)| \mathrm{d} x \mathrm{~d} t \leqslant 2 \varepsilon
\end{aligned}
$$

by Fubini's theorem (see Theorem A.13) and the triangle inequality for integrals. Therefore

$$
\left\|\chi_{B}-\mu(B)\right\|_{1} \leqslant\left\|\chi_{B}-f\right\|_{1}+\left\|f-\int f(t) \mathrm{d} t\right\|_{1}+\left\|\int f(t) \mathrm{d} t-\mu(B)\right\|_{1}<4 \varepsilon
$$

Since this holds for every $\varepsilon>0$ we deduce that $\chi_{B}$ is constant and therefore $\mu(B) \in\{0,1\}$. Thus for irrational $\alpha$ the transformation $R_{\alpha}$ is ergodic with respect to Lebesgue measure.

Proposition 2.17. The circle-doubling map $T_{2}: \mathbb{T} \rightarrow \mathbb{T}$ from Example 2.4 is ergodic (with respect to Lebesgue measure).

Proof. By Example 2.8, $T_{2}$ and the Bernoulli shift $\sigma$ on $X=\{0,1\}^{\mathbb{N}}$ together with the fair coin-toss measure are measurably isomorphic. By Proposition 2.15 the latter is ergodic, and it is clear that measurably isomorphic systems are either both ergodic or both not ergodic.

Ergodicity (indecomposability in the sense of measure theory) is a universal property of measure-preserving transformations in the sense that every measure-preserving transformation decomposes into ergodic components. This will be shown in Sects. 4.2 and 6.1. In contrast the natural notion of indecomposability in topological dynamics-minimality-does not permit an analogous decomposition (see Exercise 4.2.3).

In Sect. 2.1 we pointed out that in order to check whether a map is measure-preserving it is enough to check this property on a family of sets that generates the $\sigma$-algebra. This is not the case when Definition 2.13 is used to establish ergodicity (see Exercise 2.3.2). Using a different characterization of ergodicity does allow this, as described in Exercise 2.7.3(3).

## Exercises for Sect. 2.3

Exercise 2.3.1. Show that ergodicity is not preserved under direct products as follows. Find a pair of ergodic measure-preserving systems $\left(X, \mathscr{B}_{X}, \mu, T\right)$ and $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ for which $T \times S$ is not ergodic with respect to the product measure $\mu \times \nu$.

Exercise 2.3.2. Define a map $R: \mathbb{T} \times \mathbb{T} \rightarrow \mathbb{T} \times \mathbb{T}$ by $R(x, y)=(x+\alpha, y+\alpha)$ for an irrational $\alpha$. Show that for any set of the form $A \times B$ with $A, B$ measurable subsets of $\mathbb{T}$ (such a set is called a measurable rectangle) has the property of Definition 2.13, but the transformation $R$ is not ergodic, even if $\alpha$ is irrational.

Exercise 2.3.3. (a) Find an arithmetic condition on $\alpha_{1}$ and $\alpha_{2}$ that is equivalent to the ergodicity of $R_{\alpha_{1}} \times R_{\alpha_{2}}: \mathbb{T} \times \mathbb{T} \rightarrow \mathbb{T} \times \mathbb{T}$ with respect to $m_{\mathbb{T}} \times m_{\mathbb{T}}$. (b) Generalize part (a) to characterize ergodicity of the rotation

$$
R_{\alpha_{1}} \times \cdots \times R_{\alpha_{n}}: \mathbb{T}^{n} \rightarrow \mathbb{T}^{n}
$$

with respect to $m_{\mathbb{T}^{n}}$.
Exercise 2.3.4. Prove that any factor of an ergodic measure-preserving system is ergodic.

Exercise 2.3.5. Extend Proposition 2.14 by showing that for each $p \in[1, \infty]$ a measure-preserving transformation $T$ is ergodic if and only if for any $L^{p}$ function $f, f \circ T=f$ almost everywhere implies that $f$ is almost everywhere equal to a constant.

Exercise 2.3.6. Strengthen Proposition $2.14(5)$ by showing that a measurepreserving transformation $T$ is ergodic if and only if any measurable function $f: X \rightarrow \mathbb{R}$ with $f(T x) \geqslant f(x)$ almost everywhere is equal to a constant almost everywhere.

Exercise 2.3.7. Let $X$ be a compact metric space and let $T: X \rightarrow X$ be continuous. Suppose that $\mu$ is a $T$-invariant ergodic probability measure defined on the Borel subsets of $X$. Prove that for $\mu$-almost every $x \in X$ and every $y$ in the support of $\mu$ there exists a sequence $n_{k} \nearrow \infty$ such that $T^{n_{k}}(x) \rightarrow y$ as $k \rightarrow \infty$. Here the support $\operatorname{Supp}(\mu)$ of $\mu$ is the smallest closed subset $A$ of $X$ with $\mu(A)=1$; alternatively

$$
\operatorname{Supp}(\mu)=X \backslash \bigcup_{\substack{O \subseteq X \text { open, } \\ \mu(O)=0}} O .
$$

Notice that $X$ has a countable base for its topology, so the union is still a $\mu$-null set (see p. 406).

### 2.4 Associated Unitary Operators

A different kind of action ${ }^{(16)}$ induced by a measure-preserving map $T$ on a function space is the associated operator $U_{T}: L_{\mu}^{2} \rightarrow L_{\mu}^{2}$ defined by

$$
U_{T}(f)=f \circ T
$$

Recall that $L_{\mu}^{2}$ is a Hilbert space, and for any functions $f_{1}, f_{2} \in L_{\mu}^{2}$,

$$
\begin{aligned}
\left\langle U_{T} f_{1}, U_{T} f_{2}\right\rangle & =\int f_{1} \circ T \cdot \overline{f_{2} \circ T} \mathrm{~d} \mu \\
& =\int f_{1} \overline{f_{2}} \mathrm{~d} \mu \quad \text { (since } \mu \text { is } T \text {-invariant) } \\
& =\left\langle f_{1}, f_{2}\right\rangle .
\end{aligned}
$$

Here it is natural to think of functions as being complex-valued; it will be clear from the context when members of $L_{\mu}^{2}$ are allowed to be complex-valued. Thus $U_{T}$ is an isometry mapping $L_{\mu}^{2}$ into $L_{\mu}^{2}$ whenever $\left(X, \mathscr{B}_{X}, \mu, T\right)$ is a measure-preserving system.

If $U: \mathscr{H}_{1} \rightarrow \mathscr{H}_{2}$ is a continuous linear operator from one Hilbert space to another then the relation

$$
\langle U f, g\rangle=\left\langle f, U^{*} g\right\rangle
$$

defines an associated operator $U^{*}: \mathscr{H}_{2} \rightarrow \mathscr{H}_{1}$ called the adjoint of $U$. The operator $U$ is an isometry (that is, has $\|U h\|_{\mathscr{H}_{2}}=\|h\|_{\mathscr{H}_{1}}$ for all $h \in \mathscr{H}_{1}$ ) if and only if

$$
\begin{equation*}
U^{*} U=I_{\mathscr{H}_{1}} \tag{2.5}
\end{equation*}
$$

is the identity operator on $\mathscr{H}_{1}$ and

$$
\begin{equation*}
U U^{*}=P_{\operatorname{Im} U} \tag{2.6}
\end{equation*}
$$

is the projection operator onto $\operatorname{Im} U$. Finally, an invertible linear operator $U$ is called unitary if $U^{-1}=U^{*}$, or equivalently if $U$ is invertible and

$$
\begin{equation*}
\left\langle U h_{1}, U h_{2}\right\rangle=\left\langle h_{1}, h_{2}\right\rangle \tag{2.7}
\end{equation*}
$$

for all $h_{1}, h_{2} \in \mathscr{H}_{1}$. If $U: \mathscr{H}_{1} \rightarrow \mathscr{H}_{2}$ satisfies (2.7) then $U$ is an isometry (even if it is not invertible). Thus for any measure-preserving transformation $T$, the associated operator $U_{T}$ is an isometry, and if $T$ is invertible then the associated operator $U_{T}$ is a unitary operator, called the associated unitary operator of $T$ or Koopman operator of $T$.

A property of a measure-preserving transformation is said to be a spectral or unitary property if it can be detected by studying the associated operator on $L_{\mu}^{2}$.
Lemma 2.18. A measure-preserving transformation $T$ is ergodic if and only if 1 is a simple eigenvalue of the associated operator $U_{T}$. Hence ergodicity is a unitary property.

Proof. This follows from the proof of the equivalence of (2) and (5) in Proposition 2.14 or via Exercise 2.3.5 applied with $p=2$ : an eigenfunction for the eigenvalue 1 is a $T$-invariant function, and ergodicity is characterized by the property that the only $T$-invariant functions are the constants.

An isometry $U: \mathscr{H}_{1} \rightarrow \mathscr{H}_{2}$ between Hilbert spaces ${ }^{(17)}$ sends the expansion of an element

$$
x=\sum_{n=1}^{\infty} c_{n} e_{n}
$$

in terms of a complete orthonormal basis $\left\{e_{n}\right\}$ for $\mathscr{H}_{1}$ to a convergent expansion

$$
U(x)=\sum_{n=1}^{\infty} c_{n} U\left(e_{n}\right)
$$

in terms of the orthonormal set $\left\{U\left(e_{n}\right)\right\}$ in $\mathscr{H}_{2}$.
We will use this observation to study ergodicity of some of the examples using harmonic analysis rather than the geometrical arguments used earlier in this chapter.
Proof of Proposition 2.16 By Fourier analysis. Assume that $\alpha$ is irrational and let $f \in L^{2}(\mathbb{T})$ be a function invariant under $R_{\alpha}$. Then $f$ has a Fourier expansion $f(t)=\sum_{n \in \mathbb{Z}} c_{n} \mathrm{e}^{2 \pi \mathrm{i} n t}$ (both equality and convergence are meant in $L^{2}(\mathbb{T})$ ). Now $f$ is invariant, so $\left\|f \circ R_{\alpha}-f\right\|_{2}=0$. By uniqueness of Fourier coefficients, this requires that $c_{n}=c_{n} \mathrm{e}^{2 \pi \mathrm{i} n \alpha}$ for all $n \in \mathbb{Z}$. Since $\alpha$ is irrational, $\mathrm{e}^{2 \pi \mathrm{in} \mathrm{\alpha}}$ is only equal to 1 when $n=0$, so this equation forces $c_{n}$ to be 0 except when $n=0$. Thus $f$ is a constant almost everywhere, and hence $R_{\alpha}$ is ergodic.

If $\alpha \in \mathbb{Q}$ then write $\alpha=\frac{p}{q}$ in lowest terms. The function $g(t)=\mathrm{e}^{2 \pi \mathrm{i} q t}$ is invariant under $R_{\alpha}$ but is not equal almost everywhere to a constant.

Similar methods characterize ergodicity for endomorphisms.
Proof of Proposition 2.17 by Fourier analysis. Let $f \in L^{2}(\mathbb{T})$ be a function with $f \circ T_{2}=f$ (equalities again are meant as elements of $L^{2}(\mathbb{T})$ ). Then $f$ has a Fourier expansion $f(t)=\sum_{n \in \mathbb{Z}} c_{n} \mathrm{e}^{2 \pi \mathrm{i} n t}$ with

$$
\begin{equation*}
\sum_{n \in \mathbb{Z}}\left|c_{n}\right|^{2}=\|f\|_{2}^{2}<\infty \tag{2.8}
\end{equation*}
$$

By invariance under $T_{2}$,

$$
f\left(T_{2} t\right)=\sum_{n \in \mathbb{Z}} c_{n} \mathrm{e}^{2 \pi \mathrm{i} 2 n t}=f(t)=\sum_{n \in \mathbb{Z}} c_{n} \mathrm{e}^{2 \pi \mathrm{i} n t}
$$

so by uniqueness of Fourier coefficients we must have $c_{2 n}=c_{n}$ for all $n \in \mathbb{Z}$. If there is some $n \neq 0$ with $c_{n} \neq 0$ then this contradicts (2.8), so we deduce that $c_{n}=0$ for all $n \neq 0$. It follows that $f$ is constant a.e., so $T_{2}$ is ergodic.

The same argument gives the general abelian case, where Fourier analysis is replaced by character theory (see Sect. C. 3 for the background). Notice that for a character $\chi: X \rightarrow \mathbb{S}^{1}$ on a compact abelian group and a continuous
homomorphism $T: X \rightarrow X$, the map $\chi \circ T: X \rightarrow \mathbb{S}^{1}$ is also a character on $X$.

Theorem 2.19. Let $T: X \rightarrow X$ be a continuous surjective homomorphism of a compact abelian group $X$. Then $T$ is ergodic with respect to the Haar measure $m_{X}$ if and only if the identity $\chi\left(T^{n} x\right)=\chi(x)$ for some $n>0$ and character $\chi \in \widehat{X}$ implies that $\chi$ is the trivial character with $\chi(x)=1$ for all $x \in X$.

Proof. First assume that there is a non-trivial character $\chi$ with

$$
\chi\left(T^{n} x\right)=\chi(x)
$$

for some $n>0$, chosen to be minimal with this property. Then the function

$$
f(x)=\chi(x)+\chi(T x)+\cdots+\chi\left(T^{n-1} x\right)
$$

is invariant under $T$, and is non-constant since it is a sum of non-trivial distinct characters. It follows that $T$ is not ergodic.

Conversely, assume that no non-trivial character is invariant under a nonzero power of $T$, and let $f \in L_{m_{X}}^{2}(X)$ be a function invariant under $T$. Then $f$ has a Fourier expansion in $L_{m_{X}}^{2}$,

$$
f=\sum_{\chi \in \widehat{X}} c_{\chi} \chi
$$

with $\sum_{\chi}\left|c_{\chi}\right|^{2}=\|f\|_{2}^{2}<\infty$. Since $f$ is invariant, $c_{\chi}=c_{\chi \circ T}=c_{\chi \circ T^{2}}=\cdots$, so either $c_{\chi}=0$ or there are only finitely many distinct characters among the $\chi \circ T^{i}$ (for otherwise $\sum_{\chi}\left|c_{\chi}\right|^{2}$ would be infinite). It follows that there are integers $p>q$ with $\chi \circ T^{p}=\chi \circ T^{q}$, which means that $\chi$ is invariant under $T^{p-q}$ (the map $\chi \mapsto \chi \circ T$ from $\widehat{X}$ to $\widehat{X}$ is injective since $T$ is surjective), so $\chi$ is trivial by hypothesis. It follows that the Fourier expansion of $f$ is a constant, so $T$ is ergodic.

In particular, Theorem 2.19 may be applied to characterize ergodicity for endomorphisms of the torus.

Corollary 2.20. Let $A \in \operatorname{Mat}_{d d}(\mathbb{Z})$ be an integer matrix with $\operatorname{det}(A) \neq 0$. Then $A$ induces a surjective endomorphism $T_{A}$ of $\mathbb{T}^{d}=\mathbb{R}^{d} / \mathbb{Z}^{d}$ which preserves the Lebesgue measure $m_{\mathbb{T}^{d}}$. The transformation $T_{A}$ is ergodic if and only if no eigenvalue of $A$ is a root of unity.

While harmonic analysis sometimes provides a short and readily understood proof of ergodic or mixing properties, these methods are in general less amenable to generalization than are the more geometric arguments.

## Exercises for Sect. 2.4

Exercise 2.4.1. Give a different proof that the circle rotation $R_{\alpha}: \mathbb{T} \rightarrow \mathbb{T}$ is ergodic if $\alpha$ is irrational, using Lebesgue's density theorem (Theorem A.24) as follows. Suppose if possible that $A$ and $B$ are measurable invariant sets with $0<m_{\mathbb{T}}(A), m_{\mathbb{T}}(B)<1$ and $A \cap B=\varnothing$, and use the fact that the orbit of a point of density for $A$ is dense to show that $A \cap B$ must be non-empty.

Exercise 2.4.2. Prove that an ergodic toral automorphism is not measurably isomorphic to an ergodic circle rotation.

Exercise 2.4.3. Extend Proposition 2.16 as follows. If $X$ is a compact abelian group, prove that the group rotation $R_{g}(x)=g x$ is ergodic with respect to Haar measure if and only if the subgroup $\left\{g^{n} \mid n \in \mathbb{Z}\right\}$ generated by $g$ is dense in $X$.

Exercise 2.4.4. In the notation of Corollary 2.20, prove that $A$ is injective if and only if $|\operatorname{det}(A)|=1$, and in general that $A: \mathbb{T}^{d} \rightarrow \mathbb{T}^{d}$ is $|\operatorname{det}(A)|$-toone if $\operatorname{det}(A) \neq 0$. Prove Corollary 2.20 using Theorem 2.19 and the explicit description of characters on the torus from (C.3) on p. 436.

### 2.5 The Mean Ergodic Theorem

Ergodic theorems at their simplest express a relationship between averages taken along the orbit of a point under iteration of a measure-preserving map (in the physical origins of the subject, this represents an average over time) and averages taken over the measure space with respect to some invariant measure (an average over space). The averages taken are of observables in the physical sense, represented in our setting by measurable functions. Much of this way of viewing dynamical systems goes back to the seminal work of von Neumann [268].

We have already seen that ergodicity is a spectral property; the first and simplest ergodic theorem only uses properties of the operator $U_{T}$ associated to a measure-preserving transformation $T$. Theorem 2.21 is due to von Neumann [267] and predates ${ }^{(18)}$ the pointwise ergodic theorem (Theorem 2.30) of Birkhoff, despite the dates of the published versions.

Write $\underset{L_{\mu}^{p}}{\longrightarrow}$ for convergence in the $L_{\mu}^{p}$ norm.
Theorem 2.21 (Mean Ergodic Theorem). Let $(X, \mathscr{B}, \mu, T)$ be a measurepreserving system, and let $P_{T}$ denote the orthogonal projection onto the closed subspace

$$
I=\left\{g \in L_{\mu}^{2} \mid U_{T} g=g\right\} \subseteq L_{\mu}^{2}
$$

Then for any $f \in L_{\mu}^{2}$,

$$
\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{n} f \underset{L_{\mu}^{2}}{\longrightarrow} P_{T} f
$$

Proof. Let $B=\left\{U_{T} g-g \mid g \in L_{\mu}^{2}\right\}$. We claim that $B^{\perp}=I$. If

$$
U_{T} f=f
$$

then

$$
\left\langle f, U_{T} g-g\right\rangle=\left\langle U_{T} f, U_{T} g\right\rangle-\langle f, g\rangle=0
$$

so $f \in B^{\perp}$. If

$$
f \in B^{\perp}
$$

then

$$
\left\langle U_{T} g, f\right\rangle=\langle g, f\rangle
$$

for all $g \in L_{\mu}^{2}$, so

$$
\begin{equation*}
U_{T}^{*} f=f \tag{2.9}
\end{equation*}
$$

Thus

$$
\begin{aligned}
\left\|U_{T} f-f\right\|_{2} & =\left\langle U_{T} f-f, U_{T} f-f\right\rangle \\
& =\left\|U_{T} f\right\|_{2}^{2}-\left\langle f, U_{T} f\right\rangle-\left\langle U_{T} f, f\right\rangle+\|f\|_{2}^{2} \\
& =2\|f\|_{2}^{2}-\left\langle U_{T}^{*} f, f\right\rangle-\left\langle f, U_{T}^{*} f\right\rangle \\
& =0 \quad \text { by }(2.9),
\end{aligned}
$$

so $f=U_{T} f$.
It follows that $L_{\mu}^{2}=I \oplus \bar{B}$, so any $f \in L_{\mu}^{2}$ decomposes as

$$
\begin{equation*}
f=P_{T} f+h, \tag{2.10}
\end{equation*}
$$

with $h \in \bar{B}$. We claim that

$$
\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{n} h \underset{L_{\mu}^{2}}{\longrightarrow} 0
$$

This is clear for $h=U_{T} g-g \in B$, since

$$
\begin{align*}
\left\|\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{n}\left(U_{T} g-g\right)\right\|_{2}= & \| \frac{1}{N}\left(\left(U_{T} g-g\right)+\right. \\
& \left(U_{T}^{2} g-U_{T} g\right)+\cdots \\
& \left.+\left(U_{T}^{N} g-U_{T}^{N-1} g\right)\right) \|_{2}  \tag{2.11}\\
= & \frac{1}{N}\left\|U_{T}^{N} g-g\right\|_{2} \longrightarrow
\end{align*}
$$

as $N \rightarrow \infty$. All we know is that $h \in \bar{B}$, so let $\left(g_{i}\right)$ be a sequence in $L_{\mu}^{2}$ with the property that $h_{i}=U_{T} g_{i}-g_{i} \rightarrow h$ as $i \rightarrow \infty$. Then for any $i \geqslant 1$,

$$
\begin{equation*}
\left\|\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{n} h\right\|_{2} \leqslant\left\|\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{n}\left(h-h_{i}\right)\right\|_{2}+\left\|\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{n} h_{i}\right\|_{2} \tag{2.12}
\end{equation*}
$$

Fix $\varepsilon>0$ and choose, by the convergence (2.11), quantities $i$ and $N$ so large that

$$
\left\|h-h_{i}\right\|_{2}<\varepsilon
$$

and

$$
\left\|\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{n} h_{i}\right\|_{2}<\varepsilon
$$

Using these estimates in the inequality (2.12) gives

$$
\left\|\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{n} h\right\|_{2} \leqslant 2 \varepsilon
$$

so

$$
\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{n} h \underset{L_{\mu}^{2}}{\longrightarrow} 0
$$

as $N \rightarrow \infty$, for any $h \in \bar{B}$. The theorem follows by (2.10).
The quantity studied in Theorem 2.21 is an ergodic average, and it will be convenient to fix some notation for these. For a fixed measure-preserving system $(X, \mathscr{B}, \mu, T)$ and a function $f: X \rightarrow \mathbb{C}$ the $N$ th ergodic average of $f$ is defined to be

$$
\mathrm{A}_{N}=\mathrm{A}_{N}^{f}=\mathrm{A}_{N}(f)=\frac{1}{N} \sum_{n=0}^{N-1} f \circ T^{n}
$$

It is important to understand that this will be interpreted in several quite different ways.

- In Theorem 2.21 the function $f$ is an element of the Hilbert space $L_{\mu}^{2}$ (that is, an equivalence class of measurable functions) and $\mathrm{A}_{N}^{f}$ is thought of as an element of $L_{\mu}^{2}$.
- In Corollary 2.22 we will want to think of $f$ as an element of $L_{\mu}^{1}$, but evaluate the ergodic average $\mathrm{A}_{N}^{f}$ at points, sometimes writing $\mathrm{A}_{N}^{f}(x)$. Of course in this setting any statement can only be made almost everywhere with respect to $\mu$, since $f$ (and hence $\mathrm{A}_{N}^{f}$ ) is only an equivalence class of functions, with two point functions identified if they agree almost everywhere.
- At times it will be useful to think of $f$ as an element of $\mathscr{L}_{\mu}^{p}$ (that is, as a function rather than an equivalence class of functions) in which case $\mathrm{A}_{N}^{f}$ is defined everywhere. Also, if $f$ is continuous, we will later ask whether the convergence of $\mathrm{A}_{N}^{f}(x)$ could be uniform across $x \in X$.

Corollary 2.22. ${ }^{(19)}$ Let $(X, \mathscr{B}, \mu, T)$ be a measure-preserving system. Then for any function $f \in L_{\mu}^{1}$ the ergodic averages $\mathrm{A}_{N}^{f}$ converge in $L_{\mu}^{1}$ to a $T$ invariant function $f^{\prime} \in L_{\mu}^{1}$.

Proof. By the mean ergodic theorem (Theorem 2.21) we know that for any $g \in L_{\mu}^{\infty} \subseteq L_{\mu}^{2}$, the ergodic averages $\mathrm{A}_{N}^{g}$ converge in $L_{\mu}^{2}$ to some $g^{\prime} \in L_{\mu}^{2}$. We claim that $g^{\prime} \in L_{\mu}^{\infty}$. Indeed, $\left\|\mathrm{A}_{N}^{g}\right\|_{\infty} \leqslant\|g\|_{\infty}$ and so

$$
\left|\left\langle\mathrm{A}_{N}^{g}, \chi_{B}\right\rangle\right| \leqslant\|g\|_{\infty} \mu(B)
$$

for any $B \in \mathscr{B}$. Since $\mathrm{A}_{N}^{g} \rightarrow g^{\prime}$ in $L_{\mu}^{2}$, this implies that

$$
\left|\left\langle g^{\prime}, \chi_{B}\right\rangle\right| \leqslant\|g\|_{\infty} \mu(B)
$$

for $B \in \mathscr{B}$, so $\left\|g^{\prime}\right\|_{\infty} \leqslant\|g\|_{\infty}$ as required.
Moreover, $\|\cdot\|_{1} \leqslant\|\cdot\|_{2}$, so we deduce that

$$
\mathrm{A}_{N}^{g} \underset{L_{\mu}^{1}}{\longrightarrow} g^{\prime} \in L_{\mu}^{\infty} .
$$

Thus the corollary holds for the dense set of functions $L_{\mu}^{\infty} \subseteq L_{\mu}^{1}$.
Let $f \in L_{\mu}^{1}$ and fix $\varepsilon>0$; choose $g \in L_{\mu}^{\infty}$ with $\|f-g\|_{1}<\varepsilon$. By averaging,

$$
\left\|\frac{1}{N} \sum_{n=0}^{N-1} f \circ T^{n}-\frac{1}{N} \sum_{n=0}^{N-1} g \circ T^{n}\right\|_{1}<\varepsilon,
$$

and by the previous paragraph there exists $g^{\prime}$ and $N_{0}$ with

$$
\left\|\frac{1}{N} \sum_{n=0}^{N-1} g \circ T^{n}-g^{\prime}\right\|_{1}<\varepsilon
$$

for $N \geqslant N_{0}$. Combining these gives

$$
\left\|\frac{1}{N} \sum_{n=0}^{N-1} f \circ T^{n}-\frac{1}{N^{\prime}} \sum_{n=0}^{N^{\prime}-1} f \circ T^{n}\right\|_{1}<4 \varepsilon
$$

whenever $N, N^{\prime} \geqslant N_{0}$. In other words, the ergodic averages form a Cauchy sequence in $L_{\mu}^{1}$, and so they have a limit $f^{\prime} \in L_{\mu}^{1}$ by the Riesz-Fischer theorem (Theorem A.23). Since

$$
\left\|\left(\frac{1}{N} \sum_{n=0}^{N-1} f \circ T^{n}\right) \circ T-\frac{1}{N} \sum_{n=0}^{N-1} f \circ T^{n}\right\|_{1}<\frac{2}{N}\|f\|_{1}
$$

for all $N \geqslant 1$, the limit function $f^{\prime}$ must be $T$-invariant.

## Exercises for Sect. 2.5

Exercise 2.5.1. Show that a measure-preserving system $(X, \mathscr{B}, \mu, T)$ is ergodic if and only if, for any $f, g \in L_{\mu}^{2}$,

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1}\left\langle U_{T}^{n} f, g\right\rangle=\langle f, 1\rangle \cdot\langle 1, g\rangle
$$

Exercise 2.5.2. Let $(X, \mathscr{B}, \mu, T)$ be a measure-preserving system. For any function $f$ in $L_{\mu}^{p}, 1 \leqslant p<\infty$, prove that

$$
\frac{1}{n} \sum_{i=0}^{n-1} f\left(T^{i} x\right) \underset{L_{\mu}^{p}}{\longrightarrow} f^{*}
$$

with $f^{*} \in L_{\mu}^{p}$ a $T$-invariant function.
Exercise 2.5.3. Show that a measure-preserving system $(X, \mathscr{B}, \mu, T)$ is ergodic if and only if $\mathrm{A}_{N}(f) \rightarrow \int f \mathrm{~d} \mu$ as $N \rightarrow \infty$ for all $f$ in a dense subset of $L_{\mu}^{1}$.

Exercise 2.5.4. Extend Theorem 2.21 to a uniform mean ergodic theorem as follows. Under the assumptions and with the notation of Theorem 2.21, show that

$$
\lim _{N-M \rightarrow \infty} \frac{1}{N-M} \sum_{n=M}^{N-1} U_{T}^{n} f \rightarrow P_{T} f
$$

Exercise 2.5.5. Apply Exercise 2.5.4 to strengthen Poincaré recurrence (Theorem 2.11) as follows. For any set $B$ of positive measure in a measurepreserving system $(X, \mathscr{B}, \mu, T)$,

$$
E=\left\{n \in \mathbb{N} \mid \mu\left(B \cap T^{-n} B\right)>0\right\}
$$

is syndetic: that is, there are finitely many integers $k_{1}, \ldots, k_{s}$ with the property that $\mathbb{N} \subseteq \bigcup_{i=1}^{s} E-k_{i}$.

Exercise 2.5.6. Let $(X, \mathscr{B}, \mu, T)$ be a measure-preserving system. We say that $T$ is totally ergodic if $T^{n}$ is ergodic for all $n \geqslant 1$. Given $K \geqslant 1$ define a space $X^{(K)}=X \times\{1, \ldots, K\}$ with measure $\mu^{(K)}=\mu \times \nu$ defined on
the product $\sigma$-algebra $\mathscr{B}^{(K)}$, where $\nu(A)=\frac{1}{K}|A|$ is the normalized counting measure defined on any subset $A \subseteq\{1, \ldots, K\}$, and a $\mu^{(K)}$-preserving transformation $T^{(K)}$ by

$$
T^{(K)}(x, i)= \begin{cases}(x, i+1) & \text { if } 1 \leqslant i<K, \\ (T x, 1) & \text { if } i=K\end{cases}
$$

for all $x \in X$. Show that $T^{(K)}$ is ergodic with respect to $\mu^{(K)}$ if and only if $T$ is ergodic with respect to $\mu$, and that $T^{(K)}$ is not totally ergodic if $K>1$.

### 2.6 Pointwise Ergodic Theorem

The conventional proof of the pointwise ergodic theorem involves two other important results, the maximal inequality and the maximal ergodic theorem. Roughly speaking, the maximal ergodic theorem may be used to show that the set of functions in $L_{\mu}^{1}$ for which the pointwise ergodic theorem holds is closed as a subset of $L_{\mu}^{1}$; one then has to find a dense subset of $L_{\mu}^{1}$ for which the pointwise ergodic theorem holds. Examples 2.23 and 2.25 give another motivation for the maximal ergodic theorem.

Since the pointwise ergodic theorem involves evaluating a function along the orbit of individual points, it is most naturally phrased in terms of genuine functions (that is, elements of $\mathscr{L}_{\mu}^{1}$; see Sect. A. 3 for the notation). We will normally apply it to a function in $L_{\mu}^{1}$, where the meaning is that for any representative in $\mathscr{L}_{\mu}^{1}$ of the equivalence class in $L_{\mu}^{1}$ we have convergence almost everywhere.

### 2.6.1 The Maximal Ergodic Theorem

In order to see where the next result comes from, it is useful to ask how likely is it that the orbit of a point spends unexpectedly much time in a given small set (the ergodic theorem says that the orbit of a point spends a predictable amount of time in a given set).

Example 2.23. Let $\left(X, \mathscr{B}_{X}, \mu, T\right)$ be a measure-preserving system, and fix a small measurable set $B \in \mathscr{B}_{X}$ with $\mu(B)=\varepsilon>0$. Consider the ergodic average

$$
\mathrm{A}_{N}^{\chi_{B}}=\frac{1}{N} \sum_{n=0}^{N-1} \chi_{B} \circ T^{n}
$$

Since $T$ preserves $\mu, \int_{X} \chi_{B} \circ T^{n} \mathrm{~d} \mu=\mu(B)$ for any $n \geqslant 0$, so

$$
\int_{X} \mathrm{~A}_{N}^{\chi_{B}} \mathrm{~d} \mu=\int_{X} \chi_{B} \mathrm{~d} \mu=\mu(B)=\varepsilon
$$

Now ask how likely is it that the orbit of a point $x$ spends more than $\sqrt{\varepsilon}>\varepsilon$ of the time between 0 and $N-1$ in the set $B$. Notice that

$$
\sqrt{\varepsilon} \mu\left(\left\{x \mid \mathrm{A}_{N}^{\chi_{B}}(x)>\sqrt{\varepsilon}\right\}\right) \leqslant \int_{X} \mathrm{~A}_{N}^{\chi_{B}} \mathrm{~d} \mu=\varepsilon
$$

since

$$
\sqrt{\varepsilon} \chi_{\left\{y \mid \mathrm{A}_{N}^{\chi_{B}}(y)>\sqrt{\varepsilon}\right\}}(x) \leqslant \mathrm{A}_{N}^{\chi_{B}}(x)
$$

for all $x \in X$. Thus on the fixed time scale $[0, N-1]$ the measure of the set $B_{\varepsilon}^{N}$ of points that spend in proportion at least $\sqrt{\varepsilon}$ of the time between 0 and $N-1$ in the set $B$ is no larger than $\sqrt{\varepsilon}$.

We would like to be able to say that one can find a set $B_{\varepsilon}$ independent of $N$ with similar properties for all $N$; as discussed below, this is a consequence of the maximal ergodic theorem ${ }^{(20)}$.

Theorem 2.24 (Maximal Ergodic Theorem). Consider the measurepreserving system $(X, \mathscr{B}, \mu, T)$ on a probability space and $g$ a real-valued function in $\mathscr{L}_{\mu}^{1}$. Define

$$
E_{\alpha}=\left\{x \in X \left\lvert\, \sup _{n \geqslant 1} \frac{1}{n} \sum_{i=0}^{n-1} g\left(T^{i} x\right)>\alpha\right.\right\}
$$

for any $\alpha \in \mathbb{R}$. Then

$$
\alpha \mu\left(E_{\alpha}\right) \leqslant \int_{E_{\alpha}} g \mathrm{~d} \mu \leqslant\|g\|_{1} .
$$

Moreover, $\alpha \mu\left(E_{\alpha} \cap A\right) \leqslant \int_{E_{\alpha} \cap A} g \mathrm{~d} \mu$ whenever $T^{-1} A=A$.
Example 2.25. We continue the discussion from Example 2.23 by noting that if $B \subseteq X$ has $\mu(B)=\varepsilon>0$ and $g=\chi_{B}$ is its characteristic function, then by applying the maximal ergodic theorem (Theorem 2.24) with $\alpha=\sqrt{\varepsilon}$ we get the following statement: There exists a set $B^{\prime} \subseteq X$ with $\mu\left(B^{\prime}\right) \leqslant \sqrt{\varepsilon}$ such that for all $N \geqslant 1$ and all $x \in X \backslash B^{\prime}$ the orbit of the point $x$ spends at most $\sqrt{\varepsilon}$ in proportion of the times between 0 and $N-1$ in the set $B$. Thus we have found a set as in Example 2.23, but independently of $N$.

### 2.6.2 Maximal Ergodic Theorem via Maximal Inequality

Notice that the operator $U_{T}$ associated to a measure-preserving transformation $T$ is a positive linear operator on each $L_{\mu}^{p}$ space (positive means
that $f \geqslant 0$ implies $U_{T} f \geqslant 0$ ). A traditional proof of Theorem 2.24 starts with a maximal inequality for positive operators.

Proposition 2.26 (Maximal Inequality). Let $U: L_{\mu}^{1} \rightarrow L_{\mu}^{1}$ be a positive linear operator with $\|U\| \leqslant 1$. For $f \in L_{\mu}^{1}$ a real-valued function, define inductively the functions

$$
\begin{aligned}
f_{0} & =0 \\
f_{1} & =f \\
f_{2} & =f+U f \\
& \vdots \\
f_{n} & =f+U f+\cdots+U^{n-1} f
\end{aligned}
$$

for $n \geqslant 1$, and $F_{N}=\max \left\{f_{n} \mid 0 \leqslant n \leqslant N\right\}$ (all these functions are defined pointwise). Then

$$
\int_{\left\{x \mid F_{N}(x)>0\right\}} f \mathrm{~d} \mu \geqslant 0
$$

for all $N \geqslant 1$.
Proof. For each $N$, it is clear that $F_{N} \in L_{\mu}^{1}$. Since $U$ is positive and linear, and since

$$
F_{N} \geqslant f_{n}
$$

for $0 \leqslant n \leqslant N$, we have

$$
U F_{N}+f \geqslant U f_{n}+f=f_{n+1}
$$

Hence

$$
U F_{N}+f \geqslant \max _{1 \leqslant n \leqslant N} f_{n}
$$

For $x \in P=\left\{x \mid F_{N}(x)>0\right\}$ we have

$$
F_{N}(x)=\max _{0 \leqslant n \leqslant N} f_{n}(x)=\max _{1 \leqslant n \leqslant N} f_{n}(x)
$$

since $f_{0}=0$. Therefore,

$$
U F_{N}(x)+f(x) \geqslant F_{N}(x)
$$

for $x \in P$, and so

$$
\begin{equation*}
f(x) \geqslant F_{N}(x)-U F_{N}(x) \tag{2.13}
\end{equation*}
$$

for $x \in P$. Now $F_{N}(x) \geqslant 0$ for all $x$, so $U F_{N}(x) \geqslant 0$ for all $x$. Hence the inequality (2.13) implies that

$$
\begin{aligned}
\int_{P} f \mathrm{~d} \mu & \geqslant \int_{P} F_{N} \mathrm{~d} \mu-\int_{P} U F_{N} \mathrm{~d} \mu \\
& =\int_{X} F_{N} \mathrm{~d} \mu-\int_{P} U F_{N} \mathrm{~d} \mu \quad\left(\text { since } F_{N}(x)=0 \text { for } x \notin P\right) \\
& \geqslant \int_{X} F_{N} \mathrm{~d} \mu-\int_{X} U F_{N} \mathrm{~d} \mu \\
& =\left\|F_{N}\right\|_{1}-\left\|U F_{N}\right\|_{1} \geqslant 0
\end{aligned}
$$

since $\|U\| \leqslant 1$.
First Proof of Theorem 2.24. Let $f=(g-\alpha)$ and $U f=f \circ T$ for $f \in \mathscr{L}_{\mu}^{1}$ so that, in the notation of Proposition 2.26,

$$
E_{\alpha}=\bigcup_{N=0}^{\infty}\left\{x \mid F_{N}(x)>0\right\}
$$

It follows that $\int_{E_{\alpha}} f \mathrm{~d} \mu \geqslant 0$ and therefore $\int_{E_{\alpha}} g \mathrm{~d} \mu \geqslant \alpha \mu\left(E_{\alpha}\right)$. For the last statement, apply the same argument to $f=(g-\alpha)$ on the measure-preserving $\operatorname{system}\left(A,\left.\mathscr{B}\right|_{A},\left.\frac{1}{\mu(A)} \mu\right|_{A},\left.T\right|_{A}\right)$.

### 2.6.3 Maximal Ergodic Theorem via a Covering Lemma

In this subsection we use covering properties of intervals in $\mathbb{Z}$ to establish a version of the maximal ergodic theorem (Theorem 2.24). This demonstrates very clearly the strong link between the Lebesgue density theorem (Theorem A.24), whose proof involves the Hardy-Littlewood maximal inequality, and the pointwise ergodic theorem, whose proof involves the maximal ergodic theorem*. The material in this section illustrates some of the ideas used in the more extensive results of Bourgain [41]; a little of the history will be given in the note (83) on p. 275.

We will obtain a formally weaker version of Theorem 2.24 , by showing that

$$
\begin{equation*}
\alpha \mu\left(E_{\alpha}\right) \leqslant 3\|g\|_{1} \tag{2.14}
\end{equation*}
$$

in the notation of Theorem 2.24. This is sufficient for all our purposes. For future applications, we state the covering lemma ${ }^{(21)}$ needed in a more general setting.

Lemma 2.27 (Finite Vitali covering lemma). Let $B_{r_{1}}\left(a_{1}\right), \ldots, B_{r_{K}}\left(a_{K}\right)$ be any collection of balls in a metric space. Then there exists a subcollec-

[^7]tion $B_{r_{j(1)}}\left(a_{j(1)}\right), \ldots, B_{r_{j(k)}}\left(a_{j(k)}\right)$ of those balls which are disjoint and satisfy
$$
B_{r_{1}}\left(a_{1}\right) \cup \cdots \cup B_{r_{K}}\left(a_{K}\right) \subseteq B_{3 r_{j(1)}}\left(a_{j(1)}\right) \cup \cdots \cup B_{3 r_{j(k)}}\left(a_{j(k)}\right),
$$
where in the right-hand side we have tripled the radii of the balls in the subcollection.

Proof. By reordering the balls if necessary, we may assume that

$$
r_{1} \geqslant r_{2} \geqslant \cdots \geqslant r_{K}
$$

Let $j(1)=1$. We choose the remaining disjoint balls by induction as follows. Assume that we have chosen $j(1), \ldots, j(n)$ from the indices $\{1, \ldots, \ell\}$, discarding those not chosen. If $B_{r_{\ell+1}}\left(a_{\ell+1}\right)$ is disjoint from

$$
B_{r_{j(1)}}\left(a_{j(1)}\right) \cup \cdots \cup B_{r_{j(n)}}\left(a_{j(n)}\right)
$$

we choose $j(n+1)=\ell+1$, and if not we discard $\ell+1$, and proceed with studying $\ell+2$, stopping if $\ell+1=K$. Suppose that $B_{r_{j(1)}}\left(a_{j(1)}\right), \ldots, B_{r_{j(k)}}\left(a_{j(k)}\right)$ are the balls chosen from all the balls considered, and let

$$
V=B_{3 r_{j(1)}}\left(a_{j(1)}\right) \cup \cdots \cup B_{3 r_{j(k)}}\left(a_{j(k)}\right) .
$$

If $i \in\{j(1), \ldots, j(k)\}$ then $B_{r_{i}}\left(a_{i}\right) \subseteq B_{3 r_{i}}\left(a_{i}\right) \subseteq V$ by construction. If not, then by the construction there is some $n \in\{1, \ldots, i-1\} \cap\{j(1), \ldots, j(k)\}$ that was selected, such that

$$
B_{r_{i}}\left(a_{i}\right) \cap B_{r_{n}}\left(a_{n}\right) \neq \varnothing,
$$

and $r_{n} \geqslant r_{i}$ by the ordering of the indices. By the triangle inequality we therefore have

$$
B_{r_{i}}\left(a_{i}\right) \subseteq B_{3 r_{n}}\left(a_{n}\right) \subseteq V
$$

as required.
In the integers, the Vitali covering lemma may be formulated as follows (see Exercise 2.6.2).
Corollary 2.28. For any collection of intervals

$$
I_{1}=\left[a_{1}, a_{1}+\ell(1)-1\right], \ldots, I_{K}=\left[a_{K}, a_{K}+\ell(K)-1\right]
$$

in $\mathbb{Z}$ there is a disjoint subcollection $I_{j(1)}, \ldots, I_{j(k)}$ such that

$$
I_{1} \cup \cdots \cup I_{K} \subseteq \bigcup_{m=1}^{k}\left[a_{j(m)}-\ell(j(m)), a_{j(m)}+2 \ell(j(m))-1\right]
$$

Proof of the inequality (2.14). Let $(X, \mathscr{B}, \mu, T)$ be a measure-preserving system, with $g \in \mathscr{L}_{\mu}^{1}$, and fix $\alpha>0$. Define

$$
g^{*}(x)=\sup _{n \geqslant 1} \frac{1}{n} \sum_{i=0}^{n-1} g\left(T^{i}(x)\right)
$$

and $E_{\alpha}=\left\{x \in X \mid g^{*}(x)>\alpha\right\}$ as before. We will deduce the inequality (2.14) from a similar estimate for the function

$$
\phi(j)= \begin{cases}g\left(T^{j} x\right) & \text { for } j=0, \ldots, J  \tag{2.15}\\ 0 & \text { for } j<0 \text { or } j>J\end{cases}
$$

for a fixed $x \in X$ and $J \geqslant 1$.
Lemma 2.29. For any $\phi \in \ell^{1}(\mathbb{Z})$ and $\alpha>0$, define

$$
\phi^{*}(a)=\sup _{n \geqslant 1} \frac{1}{n} \sum_{i=0}^{n-1} \phi(a+i),
$$

and

$$
E_{\alpha}^{\phi}=\left\{a \in \mathbb{Z} \mid \phi^{*}(a)>\alpha\right\} .
$$

Then $\alpha\left|E_{\alpha}^{\phi}\right| \leqslant 3\|\phi\|_{1}$.
Proof of Lemma 2.29. Let $a_{1}, \ldots, a_{K}$ be different elements of $E_{\alpha}^{\phi}$, and let $\ell(j)$ for $j=1, \ldots, K$ be chosen so that

$$
\begin{equation*}
\frac{1}{\ell(j)} \sum_{i=0}^{\ell(j)-1} \phi\left(a_{j}+i\right)>\alpha \tag{2.16}
\end{equation*}
$$

Define the intervals $I_{j}=\left[a_{j}, a_{j}+\ell(j)-1\right]$ for $1 \leqslant j \leqslant K$ and use Corollary 2.28 to construct the subcollection $I_{j(1)}, \ldots, I_{j(k)}$ as in the corollary. Since the intervals $I_{j(1)}, \ldots, I_{j(k)}$ are disjoint, it follows that

$$
\begin{equation*}
\sum_{i=1}^{k} \sum_{m \in I_{j(i)}} \phi(m) \leqslant\|\phi\|_{1} \tag{2.17}
\end{equation*}
$$

where the left-hand side equals

$$
\begin{equation*}
\sum_{i=1}^{k} \ell(j(i)) \frac{1}{\ell(j(i))} \sum_{n=0}^{\ell(j(i))-1} \phi\left(a_{j}+n\right)>\sum_{i=1}^{k} \ell(j(i)) \alpha \tag{2.18}
\end{equation*}
$$

by the choice in $(2.16)$ of the $\ell(j(i))$. However, since

$$
\left\{a_{1}, \ldots, a_{K}\right\} \subseteq \bigcup_{j=1}^{k}\left[a_{j(i)}-\ell(j(i)), a_{j(i)}+2 \ell(j(i))-1\right]
$$

by Corollary 2.28 , we therefore have

$$
\begin{equation*}
K \leqslant 3 \sum_{i=1}^{k} \ell(j(i)) \tag{2.19}
\end{equation*}
$$

Combining the inequalities (2.19), (2.18), and (2.17) in that order gives

$$
\alpha K \leqslant 3 \sum_{i=1}^{k} \ell(j(i)) \alpha<3\|\phi\|_{1},
$$

which proves the lemma.
Fix now some $M \geqslant 1$ (the parameter $J$ will later be chosen much larger than $M$ ) and define

$$
g_{M}^{*}(x)=\sup _{1 \leqslant n \leqslant M} \frac{1}{n} \sum_{i=0}^{n-1} g\left(T^{i} x\right)
$$

and

$$
E_{\alpha, M}^{g}=\left\{x \in X \mid g_{M}^{*}(x)>\alpha\right\} .
$$

Using $\phi$ as in (2.15) and, suppressing the dependence on $x$ as before, we also define

$$
\phi_{M}^{*}(a)=\sup _{1 \leqslant n \leqslant M} \frac{1}{n} \sum_{i=0}^{n-1} \phi(a+i)
$$

As $\phi(a+i)=g\left(T^{a+i} x\right)$ if $0 \leqslant a<J-M$ and $0 \leqslant i<M$, we have

$$
\begin{equation*}
\phi_{M}^{*}(a)=g_{M}^{*}\left(T^{a} x\right) \tag{2.20}
\end{equation*}
$$

for $0 \leqslant a<J-M$. Also, for any $x \in X$ and $\alpha>0$ we have

$$
\alpha\left|\left\{a \in[0, J-1] \mid \phi_{M}^{*}(a)>\alpha\right\}\right| \leqslant 3\|\phi\|_{1}
$$

by Lemma 2.29. Recalling the definition of $\phi$ and $E_{\alpha}$ and using (2.20), this may be written in a slightly weaker form as

$$
\begin{aligned}
\alpha \sum_{a=0}^{J-M-1} \chi_{E_{\alpha, M}^{g}}\left(T^{a} x\right) & =\alpha\left|\left\{a \in[0, J-M-1] \mid g_{M}^{*}\left(T^{a} x\right)>\alpha\right\}\right| \\
& \leqslant 3 \sum_{i=0}^{J}\left|g\left(T^{i} x\right)\right|,
\end{aligned}
$$

which may be integrated over $x \in X$ to obtain

$$
(J-M) \alpha \mu\left(E_{\alpha, M}^{g}\right) \leqslant 3(J+1)\|g\|_{1}
$$

where we have used the invariance of $\mu$ under $T$. Dividing by $J$ and letting $J \rightarrow \infty$ gives $\alpha \mu\left(E_{\alpha, M}^{g}\right) \leqslant 3\|g\|_{1}$, and finally letting $M \rightarrow \infty$ gives inequality (2.14).

### 2.6.4 The Pointwise Ergodic Theorem

We are now ready to give a proof of Birkhoff's pointwise ergodic theorem [33] using the maximal ergodic theorem ${ }^{(22)}$. This precisely describes the relationship sought between the space average of a function and the time average along the orbit of a typical point.

Theorem 2.30 (Birkhoff). Let $(X, \mathscr{B}, \mu, T)$ be a measure-preserving system. If $f \in \mathscr{L}_{\mu}^{1}$, then

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{j=0}^{n-1} f\left(T^{j} x\right)=f^{*}(x)
$$

converges almost everywhere and in $L_{\mu}^{1}$ to a $T$-invariant function $f^{*} \in \mathscr{L}_{\mu}^{1}$, and

$$
\int f^{*} \mathrm{~d} \mu=\int f \mathrm{~d} \mu
$$

If $T$ is ergodic, then

$$
f^{*}(x)=\int f \mathrm{~d} \mu
$$

almost everywhere.
Example 2.31. ${ }^{(23)}$ In Example 1.2 we explained that almost every real number has the property that any block of length $k$ of digits base 10 appears with asymptotic frequency $\frac{1}{10^{k}}$, thus almost every number is normal base 10 . We now have all the material needed to justify this result: By Corollary 2.20, the $\operatorname{map} x \mapsto K x(\bmod 1)$ on the circle for $K \geqslant 2$ is ergodic, so the pointwise ergodic theorem (Theorem 2.30) may be applied to show that almost every number is normal to each base $K \geqslant 2$, and so (by taking the union of countably many null sets) almost every number is normal in every base $K \geqslant 2$.

As with the maximal ergodic theorem (Theorem 2.24), we will give two proofs ${ }^{(24)}$ of the pointwise ergodic theorem. The first is a traditional one while the second is closer to the approach of Bourgain [41] for example, and is better adapted to generalization both of the acting group and of the sequence along which ergodic averages are formed.

Theorem 2.30 will be formulated differently in Theorem 6.1, and will be used in Theorem 6.2 to construct the ergodic decomposition.

### 2.6.5 Two Proofs of the Pointwise Ergodic Theorem

First Proof of Theorem 2.30. Recall that $(X, \mathscr{B}, \mu, T)$ is a measurepreserving system, $\mu(X)=1$, and $f \in \mathscr{L}_{\mu}^{1}$. It is sufficient to prove the result for a real-valued function $f$. Define, for any $x \in X$,

$$
\begin{aligned}
& f^{*}(x)=\limsup _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} f\left(T^{i} x\right) \\
& f_{*}(x)=\liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n-1} f\left(T^{i} x\right)
\end{aligned}
$$

Then

$$
\begin{equation*}
\frac{n+1}{n}\left(\frac{1}{n+1} \sum_{i=0}^{n} f\left(T^{i} x\right)\right)=\frac{1}{n} \sum_{i=0}^{n-1} f\left(T^{i}(T x)\right)+\frac{1}{n} f(x) . \tag{2.21}
\end{equation*}
$$

By taking the limit along a subsequence for which the left-hand side of (2.21) converges to the limsup, this shows that $f^{*} \leqslant f^{*} \circ T$. A limit along a subsequence for which the right-hand side of (2.21) converges to the limsup shows that $f^{*} \geqslant f^{*} \circ T$. A similar argument for $f_{*}$ shows that

$$
\begin{equation*}
f^{*} \circ T=f^{*}, \quad f_{*} \circ T=f_{*} . \tag{2.22}
\end{equation*}
$$

Now fix rationals $\alpha>\beta$, and write

$$
E_{\alpha}^{\beta}=\left\{x \in X \mid f_{*}(x)<\beta \text { and } f^{*}(x)>\alpha\right\}
$$

By (2.22), $T^{-1} E_{\alpha}^{\beta}=E_{\alpha}^{\beta}$ and $E_{\alpha} \supseteq E_{\alpha}^{\beta}$ where $E_{\alpha}$ is the set defined in Theorem 2.24 (with $g=f$ ). By Theorem 2.24,

$$
\begin{equation*}
\int_{E_{\alpha}^{\beta}} f \mathrm{~d} \mu \geqslant \alpha \mu\left(E_{\alpha}^{\beta}\right) . \tag{2.23}
\end{equation*}
$$

After replacing $f$ by $-f$, a similar argument shows that

$$
\begin{equation*}
\int_{E_{\alpha}^{\beta}} f \mathrm{~d} \mu \leqslant \beta \mu\left(E_{\alpha}^{\beta}\right) . \tag{2.24}
\end{equation*}
$$

Now

$$
\left\{x \mid f_{*}(x)<f^{*}(x)\right\}=\bigcup_{\substack{\alpha, \beta \in \mathbb{Q}, \alpha>\beta}} E_{\alpha}^{\beta},
$$

while the inequalities (2.23) and (2.24) show that $\mu\left(E_{\alpha}^{\beta}\right)=0$ for $\alpha>\beta$. It follows that

$$
\mu\left(\bigcup_{\substack{\alpha, \beta \in \mathbb{Q}, \alpha>\beta}} E_{\alpha}^{\beta}\right)=0
$$

SO

$$
f_{*}(x)=f^{*}(x) \text { a.e. }
$$

Thus

$$
\begin{equation*}
g_{n}(x)=\frac{1}{n} \sum_{i=0}^{n-1} f\left(T^{i} x\right) \longrightarrow f^{*}(x) \text { a.e. } \tag{2.25}
\end{equation*}
$$

By Corollary 2.22 we also know that

$$
\begin{equation*}
g_{n} \xrightarrow[L_{\mu}^{1}]{ } f^{\prime} \in \mathscr{L}_{\mu}^{1} \tag{2.26}
\end{equation*}
$$

By Corollary A. 12 , this implies that there is a subsequence $n_{k} \rightarrow \infty$ with

$$
\begin{equation*}
g_{n_{k}}(x) \longrightarrow f^{\prime}(x) \text { a.e. } \tag{2.27}
\end{equation*}
$$

Putting (2.25), (2.26) and (2.27) together we see that $f^{*}=f^{\prime} \in \mathscr{L}_{\mu}^{1}$ and that the convergence in (2.25) also happens in $L_{\mu}^{1}$. Finally we also get

$$
\int f \mathrm{~d} \mu=\int g_{n} \mathrm{~d} \mu=\int f^{*} \mathrm{~d} \mu
$$

A somewhat different approach is to use the maximal ergodic theorem (Theorem 2.24) to control the gap between mean convergence and pointwise convergence almost everywhere.
Second Proof of Theorem 2.30. Assume first that $f_{0} \in \mathscr{L}^{\infty}$. By the mean ergodic theorem in $L^{1}$ (Corollary 2.22) we know that the ergodic averages

$$
\mathrm{A}_{N}\left(f_{0}\right)=\frac{1}{N} \sum_{n=0}^{N-1} f_{0} \circ T^{n} \rightarrow F_{0}
$$

converge in $L_{\mu}^{1}$ as $N \rightarrow \infty$ to some $T$-invariant function $F_{0} \in \mathscr{L}_{\mu}^{1}$. Given $\varepsilon>0$ choose some $M$ such that

$$
\left\|F_{0}-\mathrm{A}_{M}\left(f_{0}\right)\right\|_{1}<\varepsilon^{2}
$$

By the maximal ergodic theorem (Theorem 2.24) applied to the function

$$
g(x)=F_{0}(x)-\mathrm{A}_{M}\left(f_{0}\right)
$$

we see that

$$
\varepsilon \mu\left(\left\{x \in X\left|\sup _{N \geqslant 1}\right| \mathrm{A}_{N}\left(F_{0}-\mathrm{A}_{M}\left(f_{0}\right)\right) \mid>\varepsilon\right\}\right)<\varepsilon^{2} .
$$

Clearly $\mathrm{A}_{N}\left(F_{0}\right)=F_{0}$ since the limit function $F_{0}$ is $T$-invariant, while if $M$ is fixed and $N \rightarrow \infty$ we have (see Exercise 2.6.4)

$$
\begin{align*}
\mathrm{A}_{N}\left(\mathrm{~A}_{M}\left(f_{0}\right)\right) & =\frac{1}{N M} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} f_{0} \circ T^{n+m} \\
& =\mathrm{A}_{N}\left(f_{0}\right)+\mathrm{O}_{M}\left(\frac{\left\|f_{0}\right\|_{\infty}}{N}\right) \tag{2.28}
\end{align*}
$$

Putting these together, we see that

$$
\begin{aligned}
\mu\left(\left\{x\left|\limsup _{N \rightarrow \infty}\right| F_{0}-\mathrm{A}_{N}\left(f_{0}\right) \mid>\varepsilon\right\}\right) & =\mu\left(\left\{x\left|\limsup _{N \rightarrow \infty}\right| F_{0}-\mathrm{A}_{N}\left(\mathrm{~A}_{M}\left(f_{0}\right)\right) \mid>\varepsilon\right\}\right) \\
& \leqslant \mu\left(\left\{x\left|\sup _{N \geqslant 1}\right| \mathrm{A}_{N}\left(F_{0}-\mathrm{A}_{M}\left(f_{0}\right)\right) \mid>\varepsilon\right\}\right) \\
& <\varepsilon,
\end{aligned}
$$

which shows that $\mathrm{A}_{N}\left(f_{0}\right) \rightarrow F_{0}$ almost everywhere.
To prove convergence for any $f \in \mathscr{L}_{\mu}^{1}$, fix $\varepsilon>0$ and choose some $f_{0} \in \mathscr{L}^{\infty}$ with $\left\|f-f_{0}\right\|_{1}<\varepsilon^{2}$. Write $F \in \mathscr{L}_{\mu}^{1}$ for the $L^{1}$-limit of $\mathrm{A}_{N}(f)$ and $F_{0} \in \mathscr{L}_{\mu}^{1}$ for the $L^{1}$-limit of $\mathrm{A}_{N}\left(f_{0}\right)$. Since $\left\|\mathrm{A}_{N}(f)-\mathrm{A}_{N}\left(f_{0}\right)\right\|_{1} \leqslant\left\|f-f_{0}\right\|_{1}$ we deduce that $\left\|F-F_{0}\right\|_{1}<\varepsilon^{2}$. From this we get

$$
\begin{align*}
& \mu\left(\left\{x\left|\limsup _{N \rightarrow \infty}\right| F-\mathrm{A}_{N}(f) \mid>2 \varepsilon\right\}\right) \\
& \leqslant \mu\left(\left\{x| | F-F_{0}\left|+\limsup _{N \rightarrow \infty}\right| F_{0}-\mathrm{A}_{N}\left(f_{0}\right)\left|+\sup _{N \geqslant 1}\right| \mathrm{A}_{N}\left(f_{0}-f\right) \mid>2 \varepsilon\right\}\right) \\
& \quad \leqslant \mu\left(\left\{x| | F-F_{0} \mid>\varepsilon\right)+\mu\left(\left\{x\left|\sup _{N \geqslant 1}\right| \mathrm{A}_{N}\left(f_{0}-f\right) \mid>\varepsilon\right)\right.\right. \\
&  \tag{2.29}\\
& \quad \leqslant \varepsilon^{-1}\left\|F-F_{0}\right\|_{1}+\varepsilon^{-1}\left\|f_{0}-f\right\|_{1} \leqslant 2 \varepsilon
\end{align*}
$$

by the maximal ergodic theorem (Theorem 2.24), which shows that $\mathrm{A}_{N}(f)$ converges almost everywhere as $N \rightarrow \infty$.

## Exercises for Sect. 2.6

Exercise 2.6.1. Prove the following version of the ergodic theorem for finite permutations (see the book of Nadkarni [263] where this is used to motivate a different approach to ergodic theorems). Let $X=\left\{x_{1}, \ldots, x_{r}\right\}$ be a finite set, and let $\sigma: X \rightarrow X$ be a permutation of $X$. The orbit of $x_{j}$ under $\sigma$ is the set $\left\{\sigma^{n}\left(x_{j}\right)\right\}_{n \geqslant 0}$, and $\sigma$ is called cyclic if there is an orbit of cardinality $r$.
(1) For a cyclic permutation $\sigma$ and any function $f: X \rightarrow \mathbb{R}$, prove that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{j=0}^{n-1} f\left(\sigma^{j} x\right)=\frac{1}{r}\left(f\left(x_{1}\right)+\cdots+f\left(x_{r}\right)\right)
$$

(2) More generally, prove that for any permutation $\sigma$ and function $f: X \rightarrow \mathbb{R}$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{j=0}^{n-1} f\left(\sigma^{j} x\right)=\frac{1}{p_{x}}\left(f(x)+f(\sigma(x))+\cdots+f\left(\sigma^{p_{x}-1}(x)\right)\right)
$$

where the orbit of $x$ has cardinality $p_{x}$ under $\sigma$.
Exercise 2.6.2. Mimic the proof of Lemma 2.27 (or give the details of a deduction) to prove Corollary 2.28.

Exercise 2.6.3. Let $(X, \mathscr{B}, \mu, T)$ be an invertible measure-preserving system. Prove that, for any $f \in L_{\mu}^{1}$,

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} f\left(T^{n} x\right)=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} f\left(T^{-n} x\right)
$$

almost everywhere.
Exercise 2.6.4. Fill in the details to prove the estimate in (2.28).
Exercise 2.6.5. Formulate and prove a pointwise ergodic theorem for a measurable function $f \geqslant 0$ with $\int f \mathrm{~d} \mu=\infty$, under the assumption of ergodicity.

### 2.7 Strong-Mixing and Weak-Mixing

In this section we step back from thinking of measure-preserving transformations through the functional-analytic prism of their action on $L^{p}$ spaces to the more fundamental questions discussed in Sects. 2.2 and 2.3. Namely, if $A$ is a measurable set, what can be said about how the set $T^{-n} A$ is spread around the whole measure space for large $n$ ?

An easy consequence of the mean ergodic theorem is that a measurepreserving system $(X, \mathscr{B}, \mu, T)$ is ergodic if and only if

$$
\frac{1}{N} \sum_{n=0}^{N-1} f \circ T^{n} \underset{L_{\mu}^{2}}{\longrightarrow} \int f \mathrm{~d} \mu
$$

as $N \rightarrow \infty$ for every $f \in L_{\mu}^{2}$. It follows that $(X, \mathscr{B}, \mu, T)$ is ergodic if and only if

$$
\begin{equation*}
\frac{1}{N} \sum_{n=0}^{N-1}\left\langle f \circ T^{n}, g\right\rangle \longrightarrow \int f \mathrm{~d} \mu \int g \mathrm{~d} \mu \tag{2.30}
\end{equation*}
$$

as $N \rightarrow \infty$ for any $f, g \in L_{\mu}^{2}$. The characterization in (2.30) can be cast in terms of the behavior of sets to show that $(X, \mathscr{B}, \mu, T)$ is ergodic if and only if

$$
\begin{equation*}
\frac{1}{N} \sum_{n=0}^{N-1} \mu\left(A \cap T^{-n} B\right) \longrightarrow \mu(A) \mu(B) \tag{2.31}
\end{equation*}
$$

as $N \rightarrow \infty$ for all $A, B \in \mathscr{B}$. One direction is clear: if $T$ is ergodic, then the convergence (2.30) may be applied with $g=\chi_{A}$ and $f=\chi_{B}$.

Conversely, if $T^{-1} B=B$ then the convergence (2.31) with $A=X \backslash B$ implies that $\mu(X \backslash B) \mu(B)=0$, so $T$ is ergodic.

There are several ways in which the convergence (2.31) might take place. Recall that measurable sets in $(X, \mathscr{B}, \mu)$ may be thought of as events in the sense of probability, and events $A, B \in \mathscr{B}$ are called independent if

$$
\mu(A \cap B)=\mu(A) \mu(B)
$$

Clearly if the action of $T$ contrives to make $T^{-n} B$ and $A$ become independent in the sense of probability for all large $n$, then the convergence (2.31) is assured. It turns out that this is too much to ask (see Exercise 2.7.1), but asking for $T^{-n} B$ and $A$ to become asymptotically independent leads to the following non-trivial definition.

Definition 2.32. A measure-preserving system $(X, \mathscr{B}, \mu, T)$ is mixing if

$$
\mu\left(A \cap T^{-n} B\right) \longrightarrow \mu(A) \mu(B)
$$

as $n \rightarrow \infty$, for all $A, B \in \mathscr{B}$.
Mixing is also sometimes called strong-mixing, in contrast to weak-mixing and mild-mixing.

Example 2.33. A circle rotation $R_{\alpha}: \mathbb{T} \rightarrow \mathbb{T}$ is not mixing. There is a sequence $n_{j} \rightarrow \infty$ for which $n_{j} \alpha(\bmod 1) \rightarrow 0$ (if $\alpha$ is rational we may choose to have $\left.n_{j} \alpha(\bmod 1)=0\right)$. If $A=B=\left[0, \frac{1}{2}\right]$ then $m_{\mathbb{T}}\left(A \cap R_{\alpha}^{n_{j}} A\right) \rightarrow \frac{1}{2}$, so $R_{\alpha}$ is not mixing.

It is clear that some measure preserving systems make many sets become asymptotically independent as they move apart in time (that is, under iteration), leading to the following natural definition due to Rokhlin [316].

Definition 2.34. A measure-preserving system $(X, \mathscr{B}, \mu, T)$ is $k$-fold mixing, mixing of order $k$ or mixing on $k+1$ sets if

$$
\mu\left(A_{0} \cap T^{-n_{1}} A_{1} \cap \cdots \cap T^{-n_{k}} A_{k}\right) \longrightarrow \mu\left(A_{0}\right) \cdots \mu\left(A_{k}\right)
$$

as

$$
n_{1}, n_{2}-n_{1}, n_{3}-n_{2}, \ldots, n_{k}-n_{k-1} \longrightarrow \infty
$$

for any sets $A_{0}, \ldots, A_{k} \in \mathscr{B}$.

Thus mixing coincides with mixing of order 1 . One of the outstanding open problems in classical ergodic theory is that it is not known ${ }^{(25)}$ if mixing implies mixing of order $k$ for every $k \geqslant 1$.

Despite the natural definition, mixing turns out to be a rather special property, less useful and less prevalent than a slightly weaker property called weak-mixing introduced by Koopman and von Neumann [209] ${ }^{(26)}$. Nonetheless, many natural examples are mixing of all orders (see the argument in Proposition 2.15 and Exercise 2.7.9 for example).

Definition 2.35. A measure-preserving system $(X, \mathscr{B}, \mu, T)$ is weak-mixing if

$$
\frac{1}{N} \sum_{n=0}^{N-1}\left|\mu\left(A \cap T^{-n} B\right)-\mu(A) \mu(B)\right| \longrightarrow 0
$$

as $N \rightarrow \infty$, for all $A, B \in \mathscr{B}$.
Notice that for any sequence $\left(a_{n}\right)$,

$$
\lim _{n \rightarrow \infty} a_{n}=0 \Longrightarrow \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n}\left|a_{i}\right|=0
$$

but the converse does not hold because the second property permits $\left|a_{n}\right|$ to be large along an infinite but thin set of values of $n$. Thus at the level simply of sequences, weak-mixing seems to be strictly weaker than strong-mixing. It turns out that this is also true for measure-preserving transformations- there are weak-mixing transformations that are not mixing ${ }^{(27)}$.

Weak-mixing and its generalizations will turn out to be central to Furstenberg's proof of Szemerédi's theorem presented in Chap. 7. The first intimation that weak-mixing is a natural property comes from the fact that it has many equivalent formulations, and we will start to define and explore some of these in Theorem 2.36 below.

For one of these equivalent properties, it will be useful to recall some terminology concerning the operator $U_{T}$ on the Hilbert space $L_{\mu}^{2}$ associated to a measure-preserving transformation $T$ of $(X, \mathscr{B}, \mu)$. An eigenvalue is a number $\lambda \in \mathbb{C}$ for which there is an eigenfunction $f \in L_{\mu}^{2}$ with $U_{T} f=\lambda f$ almost everywhere. Notice that 1 is always an eigenvalue, since a constant function $f$ will satisfy $U_{T} f=f$. Any eigenvalue $\lambda$ lies on $\mathbb{S}^{1}$, since $U_{T}$ is an isometry of $L_{\mu}^{2}$. A measure-preserving transformation $T$ is said to have continuous spectrum if the only eigenvalue of $T$ is 1 and the only eigenfunctions are the constant functions.

Recall that a set $J \subseteq \mathbb{N}$ is said to have density

$$
\mathbf{d}(J)=\lim _{n \rightarrow \infty} \frac{1}{n}|\{j \in J \mid 1 \leqslant j \leqslant n\}|
$$

if the limit exists.

Theorem 2.36. The following properties of a system $(X, \mathscr{B}, \mu, T)$ are equivalent.
(1) $T$ is weakly mixing.
(2) $T \times T$ is ergodic with respect to $\mu \times \mu$.
(3) $T \times T$ is weakly mixing with respect to $\mu \times \mu$.
(4) For any ergodic measure-preserving system $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$, the system

$$
\left(X \times Y, \mathscr{B} \otimes \mathscr{B}_{Y}, \mu \times \nu, T \times S\right)
$$

is ergodic.
(5) The associated operator $U_{T}$ has no non-constant measurable eigenfunctions (that is, $T$ has continuous spectrum).
(6) For every $A, B \in \mathscr{B}$, there is a set $J_{A, B} \subseteq \mathbb{N}$ with density zero for which

$$
\mu\left(A \cap T^{-n} B\right) \longrightarrow \mu(A) \mu(B)
$$

as $n \rightarrow \infty$ with $n \notin J_{A, B}$.
(7) For every $A, B \in \mathscr{B}$,

$$
\frac{1}{N} \sum_{n=0}^{N-1}\left|\mu\left(A \cap T^{-n} B\right)-\mu(A) \mu(B)\right|^{2} \longrightarrow 0
$$

$$
\text { as } N \rightarrow \infty
$$

The proof of Theorem 2.36 will be given in Sect. 2.8.
Corollary 2.37. If $\left(X, \mathscr{B}_{X}, \mu, T\right)$ and $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ are both weak-mixing, then the product system $(X \times Y, \mathscr{B} \otimes \mathscr{C}, \mu \times \nu, T \times S)$ is weak-mixing.

Corollary 2.38. If $T$ is weak-mixing, then for any $k$ the $k$-fold Cartesian product $T \times \cdots \times T$ is weak-mixing with respect to $\mu \times \cdots \times \mu$.

Corollary 2.39. If $T$ is weak-mixing, then for any $n \geqslant 1$, the nth iterate $T^{n}$ is weak-mixing.

Example 2.40. We know that the circle rotation $R_{\alpha}: \mathbb{T} \rightarrow \mathbb{T}$ defined by

$$
R_{\alpha}(t)=t+\alpha \quad(\bmod 1)
$$

is not mixing, but is ergodic if $\alpha \notin \mathbb{Q}$ (cf. Proposition 2.16 and Example 2.33). It is also not weak-mixing; this may be seen using Theorem 2.36(2) since the function $(x, y) \mapsto \mathrm{e}^{2 \pi \mathrm{i}(x-y)}$ from $\mathbb{T} \times \mathbb{T} \rightarrow \mathbb{S}^{1}$ is a non-constant function preserved by $R_{\alpha} \times R_{\alpha}$.

## Exercises for Sect. 2.7

Exercise 2.7.1. Show that if a measure-preserving system $(X, \mathscr{B}, \mu, T)$ has the property that for any $A, B \in \mathscr{B}$ there exists $N$ such that

$$
\mu\left(A \cap T^{-n} B\right)=\mu(A) \mu(B)
$$

for all $n \geqslant N$, then it is trivial in the sense that $\mu(A)=0$ or 1 for every $A \in \mathscr{B}$.
Exercise 2.7.2. ${ }^{(28)}$ Show that if a measure-preserving system $(X, \mathscr{B}, \mu, T)$ has the property that

$$
\mu\left(A \cap T^{-n} B\right) \rightarrow \mu(A) \mu(B)
$$

uniformly as $n \rightarrow \infty$ for every measurable $A \subseteq B \in \mathscr{B}$, then it is trivial in the sense that $\mu(A)=0$ or 1 for every $A \in \mathscr{B}$.

Exercise 2.7.3. This exercise generalizes the argument used in the proof of Proposition 2.15 and relates to the material in Appendix A. A collection $\mathscr{A}$ of measurable sets in $(X, \mathscr{B}, \mu)$ is called a semi-algebra (cf. Appendix A) if

- $\mathscr{A}$ contains the empty set;
- for any $A \in \mathscr{A}, X \backslash A$ is a finite union of pairwise disjoint members of $\mathscr{A}$;
- for any $A_{1}, \ldots, A_{r} \in \mathscr{A}, A_{1} \cap \cdots \cap A_{r} \in \mathscr{A}$.

The smallest $\sigma$-algebra containing $\mathscr{A}$ is called the $\sigma$-algebra generated by $\mathscr{A}$. Assume that $\mathscr{A}$ is a semi-algebra that generates $\mathscr{B}$, and prove the following characterizations of the basic mixing properties for a measure-preserving system $(X, \mathscr{B}, \mu, T)$ :
(1) $T$ is mixing if and only if

$$
\mu\left(A \cap T^{-n} B\right) \longrightarrow \mu(A) \mu(B)
$$

as $n \rightarrow \infty$ for all $A, B \in \mathscr{A}$.
(2) $T$ is weak-mixing if and only if

$$
\frac{1}{N} \sum_{n=0}^{N-1}\left|\mu\left(A \cap T^{-n} B\right)-\mu(A) \mu(B)\right| \longrightarrow 0
$$

as $N \rightarrow \infty$ for all $A, B \in \mathscr{A}$.
(3) $T$ is ergodic if and only if

$$
\frac{1}{N} \sum_{n=0}^{N-1} \mu\left(A \cap T^{-n} B\right) \longrightarrow \mu(A) \mu(B)
$$

as $N \rightarrow \infty$ for all $A, B \in \mathscr{A}$.

Exercise 2.7.4. Let $\mathscr{A}$ be a generating semi-algebra in $\mathscr{B}$ (cf. Exercise 2.7.3), and assume that for $A \in \mathscr{A}, \mu\left(A \triangle T^{-1} A\right)=0$ implies $\mu(A)=0$ or 1 . Does it follow that $T$ is ergodic?
Exercise 2.7.5. Show that a measure-preserving system $(X, \mathscr{B}, \mu, T)$ is mixing if and only if

$$
\lim _{n \rightarrow \infty}\left\langle U_{T}^{n} f, g\right\rangle=\langle f, 1\rangle \cdot\langle 1, g\rangle
$$

for all $f$ and $g$ lying in a dense subset of $L_{\mu}^{2}$.
Exercise 2.7.6. Use Exercise 2.7.5 and the technique from Theorem 2.19 to prove the following.
(1) An ergodic automorphism of a compact abelian group is mixing with respect to Haar measure.
(2) An ergodic automorphism of a compact abelian group is mixing of all orders with respect to Haar measure.
Exercise 2.7.7. Show that a measure-preserving system $(X, \mathscr{B}, \mu, T)$ is weakmixing if and only if

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1}\left|\left\langle U_{T}^{n} f, g\right\rangle-\langle f, 1\rangle \cdot\langle 1, g\rangle\right|=0
$$

for any $f, g \in L_{\mu}^{2}$
Exercise 2.7.8. Show that a measure-preserving system $(X, \mathscr{B}, \mu, T)$ is weakmixing if and only if

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1}\left|\left\langle U_{T}^{n} f, f\right\rangle-\langle f, 1\rangle \cdot\langle 1, f\rangle\right|=0
$$

for any $f \in L_{\mu}^{2}$.
Exercise 2.7.9. Show that a Bernoulli shift (cf. Example 2.9) is mixing of order $k$ for every $k \geqslant 1$.
Exercise 2.7.10. Prove the following result due to Rényi [308]: a measurepreserving transformation $T$ is mixing if and only if

$$
\mu\left(A \cap T^{-n} A\right) \rightarrow \mu(A)^{2}
$$

for all $A \in \mathscr{B}$. Deduce that $T$ is mixing if and only if $\left\langle U_{T}^{n} f, f\right\rangle \rightarrow 0$ as $n \rightarrow \infty$ for all $f$ in a set of functions dense in the set of all $L^{2}$ functions of zero integral.

Exercise 2.7.11. Prove that a measure-preserving transformation $T$ is weakmixing if and only if for any measurable sets $A, B, C$ with positive measure, there exists some $n \geqslant 1$ such that $T^{-n} A \cap B \neq \varnothing$ and $T^{-n} A \cap C \neq \varnothing$. (This is a result due to Furstenberg.)

Exercise 2.7.12. Write $T^{(k)}$ for the $k$-fold Cartesian product $T \times \cdots \times T$. Prove ${ }^{(29)}$ that $T^{(k)}$ is ergodic for all $k \geqslant 2$ if and only if $T^{(2)}$ is ergodic.

Exercise 2.7.13. Let $T$ be an ergodic endomorphism of $\mathbb{T}^{d}$. The following exponential error rate for the mixing property ${ }^{(30)}$,

$$
\left|\left\langle f_{1}, U_{T}^{n} f_{2}\right\rangle-\int f_{1} \int f_{2}\right| \leqslant S\left(f_{1}\right) S\left(f_{2}\right) \theta^{n}
$$

for some $\theta<1$ depending on $T$ and for a pair of constants $S\left(f_{1}\right), S\left(f_{2}\right)$ depending on $f_{1}, f_{2} \in C^{\infty}\left(\mathbb{T}^{d}\right)$, is known to hold.
(a) Prove an exponential rate of mixing for the map $T_{n}: \mathbb{T} \rightarrow \mathbb{T}$ defined by $T_{n}(x)=n x(\bmod 1)$.
(b) Prove an exponential rate of mixing for the automorphism of $\mathbb{T}^{2}$ defined by $T:\binom{x}{y} \mapsto\binom{y}{x+y}$.
(c) Could an exponential rate of mixing hold for all continuous functions?

### 2.8 Proof of Weak-Mixing Equivalences

Some of the implications in Theorem 2.36 require the development of additional material; after developing it we will end this section with a proof of Theorem 2.36. The first lemma needed is a general one from analysis, due to Koopman and von Neumann [209].

Lemma 2.41. Let $\left(a_{n}\right)$ be a bounded sequence of non-negative real numbers. Then the following are equivalent:
(1) $\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{j=0}^{n-1} a_{j}=0$;
(2) there is a set $J=J\left(\left(a_{n}\right)\right) \subseteq \mathbb{N}$ with density zero for which $a_{n} \underset{n \notin J}{\longrightarrow} 0$;
(3) $\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{j=0}^{n-1} a_{j}^{2}=0$.

Proof. $(1) \Longrightarrow(2)$ : Let $J_{k}=\left\{j \in \mathbb{N} \left\lvert\, a_{j}>\frac{1}{k}\right.\right\}$, so that

$$
\begin{equation*}
J_{1} \subseteq J_{2} \subseteq J_{3} \subseteq \cdots \tag{2.32}
\end{equation*}
$$

For each $k \geqslant 1$,

$$
\frac{1}{k}\left|J_{k} \cap[0, n)\right|<\sum_{\substack{i=0, \ldots, n-1, a_{i}>1 / k}} a_{i} \leqslant \sum_{i=0}^{n-1} a_{i}
$$

It follows that

$$
\frac{1}{n}\left|J_{k} \cap[0, n)\right| \leqslant k \frac{1}{n} \sum_{i=0}^{n-1} a_{i} \longrightarrow 0
$$

as $n \rightarrow \infty$ for each $k \geqslant 1$, so each $J_{k}$ has zero density. We will construct the set $J$ by taking a union of segments of each set $J_{k}$. Since each of the sets $J_{k}$ has zero density, we may inductively choose numbers $0<\ell_{1}<\ell_{2}<\cdots$ with the property that

$$
\begin{equation*}
\frac{1}{n}\left|J_{k} \cap[0, n)\right| \leqslant \frac{1}{k} \tag{2.33}
\end{equation*}
$$

for $n \geqslant \ell_{k}$ and any $k \geqslant 1$. Define the set $J$ by

$$
J=\bigcup_{k=0}^{\infty}\left(J_{k} \cap\left[\ell_{k}, \ell_{k+1}\right)\right)
$$

We claim two properties for the set $J$, namely

- $a_{n} \underset{n \notin J}{\longrightarrow} 0$ as $n \rightarrow \infty$;
- $J$ has density zero.

For the first claim, note that $J_{k} \cap\left[\ell_{k}, \infty\right) \subseteq J$ by (2.32), so if $J \not \supset n \geqslant \ell_{k}$ then $n \notin J_{k}$, and so $a_{n} \leqslant \frac{1}{k}$. This shows that $a_{n} \underset{n \notin J}{\longrightarrow} 0$ as claimed.

For the second claim, notice that if $n \in\left[\ell_{k}, \ell_{k+1}\right)$ then again by (2.32) J $\cap$ $[0, n) \subseteq J_{k} \cap[0, n)$ and so

$$
\frac{1}{n}|J \cap[0, n)| \leqslant \frac{1}{k}
$$

by (2.33), showing that $J$ has density zero.
$(2) \Longrightarrow$ (1): The sequence $\left(a_{n}\right)$ is bounded, so there is some $R>0$ with $a_{n} \leqslant R$ for all $n \geqslant 1$. For each $k \geqslant 1$ choose $N_{k}$ so that

$$
J \not \supset n \geqslant N_{k} \Longrightarrow a_{n}<\frac{1}{k}
$$

and so that

$$
n \geqslant N_{k} \Longrightarrow \frac{1}{n}|J \cap[0, n)| \leqslant \frac{1}{k} .
$$

Then for $n \geqslant k N_{k}$,

$$
\begin{aligned}
\frac{1}{n} \sum_{i=0}^{n-1} a_{i} & =\frac{1}{n}\left(\sum_{i=0}^{N_{k}-1} a_{i}+\sum_{\substack{i \in J, N_{k} \leqslant i<n}} a_{i}+\sum_{\substack{i \notin J, N_{k} \leqslant i<n}} a_{i}\right) \\
& <\frac{1}{n}\left(R N_{k}+R|J \cap[0, n)|+n \frac{1}{k}\right) \\
& \leqslant \frac{2 R+1}{k}
\end{aligned}
$$

showing (1).
$(3) \Longleftrightarrow(1)$ : This is clear from the characterization (2) of property (1).

Proof of Theorem 2.36. Properties (1), (6) and (7) are equivalent by Lemma 2.41 applied with $a_{n}=\left|\mu\left(A \cap T^{-n} B\right)-\mu(A) \mu(B)\right|$.
$(6) \Longrightarrow(3):$ Given sets $A_{1}, B_{1}, A_{2}, B_{2} \in \mathscr{B}$, property (6) gives sets $J_{1}$ and $J_{2}$ of density zero with

$$
\mu\left(A_{1} \cap T^{-n} B_{1}\right) \underset{n \notin J_{1}}{\longrightarrow} \mu\left(A_{1}\right) \mu\left(B_{1}\right)
$$

and

$$
\mu\left(A_{2} \cap T^{-n} B_{2}\right) \underset{n \notin J_{2}}{\longrightarrow} \mu\left(A_{2}\right) \mu\left(B_{2}\right) .
$$

Let $J=J_{1} \cup J_{2}$; this still has density zero and

$$
\begin{aligned}
\lim _{J \not \supset n \rightarrow \infty} \mid(\mu \times \mu)\left(\left(A_{1} \times A_{2}\right) \cap\right. & \left.(T \times T)^{-n}\left(B_{1} \times B_{2}\right)\right) \\
& \quad-(\mu \times \mu)\left(A_{1} \times A_{2}\right) \cdot(\mu \times \mu)\left(B_{1} \times B_{2}\right) \mid \\
= & \lim _{J \not \supset n \rightarrow \infty} \mid \mu\left(A_{1} \cap T^{-n} B_{1}\right) \cdot \mu\left(A_{2} \cap T^{-n} B_{2}\right) \\
=0, & -\mu\left(A_{1}\right) \mu\left(A_{2}\right) \mu\left(B_{1}\right) \mu\left(B_{2}\right) \mid \\
&
\end{aligned}
$$

so $T \times T$ is weak-mixing since the measurable rectangles generate $\mathscr{B} \times \mathscr{B}$.
$(3) \Longrightarrow(1)$ : If $T \times T$ is weak-mixing, then property (1) holds in particular for subsets of $X \times X$ of the form $A \times X$ and $B \times X$, which shows that (1) holds for $T$, so $T$ is weak-mixing.
$(1) \Longrightarrow(4)$ : Let $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ be an ergodic system and assume that $T$ is weak-mixing. For measurable sets $A_{1}, B_{1} \in \mathscr{B}$ and $A_{2}, B_{2} \in \mathscr{B}_{Y}$,

$$
\begin{align*}
& \frac{1}{N} \sum_{n=0}^{N-1}(\mu \times \nu)\left(A_{1} \times A_{2} \cap(T \times S)^{-n}\left(B_{1} \times B_{2}\right)\right) \\
& \quad=\frac{1}{N} \sum_{n=0}^{N-1} \mu\left(A_{1} \cap T^{-n} B_{1}\right) \nu\left(A_{2} \cap S^{-n} B_{2}\right) \\
& \quad=\frac{1}{N} \sum_{n=0}^{N-1} \mu\left(A_{1}\right) \mu\left(B_{1}\right) \nu\left(A_{2} \cap S^{-n} B_{2}\right) \\
& \quad+\frac{1}{N} \sum_{n=0}^{N-1}\left[\mu\left(A_{1} \cap T^{-n} B_{1}\right)-\mu\left(A_{1}\right) \mu\left(B_{1}\right)\right] \nu\left(A_{2} \cap S^{-n} B_{2}\right) \tag{2.34}
\end{align*}
$$

By the characterization in (2.31) and ergodicity of $S$, the expression on the right in (2.34) converges to

$$
\mu\left(A_{1}\right) \mu\left(B_{1}\right) \nu\left(A_{2}\right) \nu\left(B_{2}\right) .
$$

The second term in (2.34) is dominated by

$$
\frac{1}{N} \sum_{n=0}^{N-1}\left|\mu\left(A_{1} \cap T^{-n} B_{1}\right)-\mu\left(A_{1}\right) \mu\left(B_{1}\right)\right|
$$

which converges to 0 since $T$ is weak-mixing. It follows that
$\frac{1}{N} \sum_{n=0}^{N-1}(\mu \times \nu)\left(A_{1} \times A_{2} \cap(T \times S)^{-n}\left(B_{1} \times B_{2}\right)\right) \longrightarrow \mu\left(A_{1}\right) \mu\left(B_{1}\right) \nu\left(A_{2}\right) \nu\left(B_{2}\right)$
so $T \times S$ is ergodic by the characterization in (2.31).
$(4) \quad \Longrightarrow(2)$ : Let $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ be the ergodic system defined by the identity map on the singleton $Y=\{y\}$. Then $T \times S$ is isomorphic to $T$, so (4) shows that $T$ is ergodic. Invoking (4) again now shows that $T \times T$ is ergodic, proving (2).
$(2) \Longrightarrow(7):$ We must show that

$$
\frac{1}{N} \sum_{n=0}^{N-1}\left|\mu\left(A \cap T^{-n} B\right)-\mu(A) \mu(B)\right|^{2} \longrightarrow 0
$$

as $N \rightarrow \infty$, for every $A, B \in \mathscr{B}$. Let $\mu^{2}$ denote the product measure $\mu \times \mu$ on $(X \times X, \mathscr{B} \otimes \mathscr{B})$. By the ergodicity of $T \times T$,

$$
\begin{aligned}
\frac{1}{N} \sum_{n=0}^{N-1} \mu\left(A \cap T^{-n} B\right) & =\frac{1}{N} \sum_{n=0}^{N-1} \mu^{2}\left((A \times X) \cap(T \times T)^{-n}(B \times X)\right) \\
& \longrightarrow \mu^{2}(A \times X) \cdot \mu^{2}(B \times X)=\mu(A) \mu(B)
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1}{N} \sum_{n=0}^{N-1}\left(\mu\left(A \cap T^{-n} B\right)\right)^{2} & =\frac{1}{N} \sum_{n=0}^{N-1} \mu^{2}\left((A \times A) \cap(T \times T)^{-n}(B \times B)\right) \\
& \longrightarrow \mu^{2}(A \times A) \cdot \mu^{2}(B \times B)=\mu(A)^{2} \mu(B)^{2}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\frac{1}{N} \sum_{n=0}^{N-1}\left[\mu\left(A \cap T^{-n} B\right)-\mu(A) \mu(B)\right]^{2}= & \frac{1}{N} \sum_{n=0}^{N-1} \mu\left(A \cap T^{-n} B\right)^{2} \\
& +\mu(A)^{2} \mu(B)^{2} \\
& -2 \mu(A) \mu(B) \frac{1}{N} \sum_{n=0}^{N-1} \mu\left(A \cap T^{-n} B\right) \\
\rightarrow & 2 \mu(A)^{2} \mu(B)^{2}-2 \mu(A)^{2} \mu(B)^{2}=0
\end{aligned}
$$

so (7) holds.
$(2) \Longrightarrow(5)$ : Suppose that $f$ is a measurable eigenfunction for $T$, so

$$
U_{T} f=\lambda f
$$

for some $\lambda \in \mathbb{S}^{1}$. Define a measurable function on $X \times X$ by

$$
g\left(x_{1}, x_{2}\right)=f\left(x_{1}\right) \overline{f\left(x_{2}\right)}
$$

then

$$
U_{T \times T} g(x, y)=g(T x, T y)=\lambda \bar{\lambda} g(x, y)=g(x, y)
$$

so by ergodicity of $T \times T, g$ (and hence $f$ ) must be constant almost everywhere.

All that remains is to prove that $(5) \Longrightarrow(2)$, and this is considerably more difficult. There are several different proofs, each of which uses a nontrivial result from functional analysis ${ }^{(31)}$. Assume that $T \times T$ is not ergodic, so there is a non-constant function $f \in L_{\mu^{2}}^{2}(X \times X)$ that is almost everywhere invariant under $T \times T$. We would like to have the additional symmetry property $f(x, y)=\overline{f(y, x)}$ for all $(x, y) \in X \times X$. To obtain this additional property, consider the functions

$$
(x, y) \mapsto f(x, y)+\overline{f(y, x)}
$$

and

$$
(x, y) \mapsto \mathrm{i}(f(x, y)-\overline{f(y, x)})
$$

Notice that if both of these functions are constant, then $f$ must be constant. It follows that one of them must be non-constant. So without loss of generality we may assume that $f$ satisfies $f(x, y)=\overline{f(y, x)}$. We may further suppose (by subtracting $\int f \mathrm{~d} \mu^{2}$ ) that $\int f \mathrm{~d} \mu^{2}=0$. It follows that the operator $F$ on $L_{\mu}^{2}$ defined by

$$
(F(g))(x)=\int_{X} f(x, y) g(y) \mathrm{d} \mu(y)
$$

is a non-trivial self-adjoint compact ${ }^{(32)}$ operator, and so by Theorem B. 3 has at least one non-zero eigenvalue $\lambda$ whose corresponding eigenspace $V_{\lambda}$ is finite-dimensional. We claim that the finite-dimensional space $V_{\lambda} \subseteq L_{\mu}^{2}$ is invariant under $T$. To see this, assume that $F(g)=\lambda g$. Then

$$
\begin{aligned}
\lambda g(T x) & =\int_{X} f(T x, y) g(y) \mathrm{d} \mu(y) \\
& =\int_{X} f(T x, T y) g(T y) \mathrm{d} \mu(y) \quad \text { (since } \mu \text { is } T \text {-invariant) } \\
& =\int_{X} f(x, y) g(T y) \mathrm{d} \mu(y)
\end{aligned}
$$

since $f$ is $T \times T$-invariant, so $F(g \circ T)=\lambda(g \circ T)$ and thus $g \circ T \in V_{\lambda}$. It follows that $U_{T}$ restricted to $V_{\lambda}$ is a non-trivial linear map of a finite-dimensional linear space, and therefore has a non-trivial eigenvector. Since $\int f \mathrm{~d} \mu^{2}=0$, any such eigenvector is non-constant.

### 2.8.1 Continuous Spectrum and Weak-Mixing

A more conventional proof of the difficult step in Theorem 2.36, which may be taken to be $(5) \Longrightarrow(1)$, proceeds via the Spectral theorem (Theorem B.4) in the following form.
Alternative proof of $(5) \Longrightarrow$ (1) in Theorem 2.36. Definition 2.35 is clearly equivalent to the property that

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1}\left|\left\langle U_{T}^{n} f, g\right\rangle-\langle f, 1\rangle \cdot\langle 1, g\rangle\right|=0
$$

for any $f, g \in L_{\mu}^{2}$, and by polarization this is in turn equivalent to

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1}\left|\left\langle U_{T}^{n} f, f\right\rangle-\langle f, 1\rangle \cdot\langle 1, f\rangle\right|=0
$$

for any $f \in L_{\mu}^{2}$ (see Exercise 2.7.8 and page 441). By subtracting $\int_{X} f \mathrm{~d} \mu$ from $f$, it is therefore enough to show that if $f \in L_{\mu}^{2}$ has $\int_{X} f \mathrm{~d} \mu=0$, then

$$
\frac{1}{N} \sum_{n=0}^{N-1}\left|\left\langle U_{T}^{n} f, f\right\rangle\right|^{2} \longrightarrow 0
$$

as $N \rightarrow \infty$. By (B.1), it is enough to show that for the non-atomic measure $\mu_{f}$ on $\mathbb{S}^{1}$,

$$
\begin{equation*}
\frac{1}{N} \sum_{n=0}^{N-1}\left|\int_{\mathbb{S} 1} z^{n} \mathrm{~d} \mu_{f}(z)\right|^{2} \longrightarrow 0 \tag{2.35}
\end{equation*}
$$

as $N \rightarrow \infty$. Since $\overline{z^{n}}=z^{-n}$ for $z \in \mathbb{S}^{1}$ the product in (2.35) may be expanded to give

$$
\begin{aligned}
\frac{1}{N} \sum_{n=0}^{N-1}\left|\int_{\mathbb{S}^{1}} z^{n} \mathrm{~d} \mu_{f}(z)\right|^{2} & =\frac{1}{N} \sum_{n=0}^{N-1}\left(\int_{\mathbb{S}^{1}} z^{n} \mathrm{~d} \mu_{f}(z) \cdot \int_{\mathbb{S}^{1}} w^{-n} \mathrm{~d} \mu_{f}(w)\right) \\
& =\frac{1}{N} \sum_{n=0}^{N-1} \int_{\mathbb{S}^{1} \times \mathbb{S}^{1}}(z / w)^{n} \mathrm{~d} \mu_{f}^{2}(z, w) \quad \text { (by Fubini) } \\
& =\int_{\mathbb{S}^{1} \times \mathbb{S}^{1}}\left(\frac{1}{N} \sum_{n=0}^{N-1}(z / w)^{n}\right) \mathrm{d} \mu_{f}^{2}(z, w)
\end{aligned}
$$

The measure $\mu_{f}$ is non-atomic so the diagonal set $\left\{(z, z) \mid z \in \mathbb{S}^{1}\right\} \subseteq \mathbb{S}^{1} \times \mathbb{S}^{1}$ has zero $\mu_{f}^{2}$-measure. For $z \neq w$,

$$
\frac{1}{N} \sum_{n=0}^{N-1}(z / w)^{n}=\frac{1}{N}\left(\frac{1-(z / w)^{N}}{1-(z / w)}\right) \longrightarrow 0
$$

as $N \rightarrow \infty$, so the convergence (2.35) holds by the dominated convergence theorem (Theorem A.18).

## Exercises for Sect. 2.8

Exercise 2.8.1. Is the hypothesis that the sequence $\left(a_{n}\right)$ be bounded necessary in Lemma 2.41?

Exercise 2.8.2. Give an alternative proof of $(1) \Longrightarrow(5)$ in Theorem 2.36 by proving the following statements:
(1) Any factor of a weak-mixing transformation is weak-mixing.
(2) A complex-valued eigenfunction $f$ of $U_{T}$ has constant modulus.
(3) If $f$ is an eigenfunction of $U_{T}$, then $x \mapsto \arg (f(x) /|f(x)|)$ is a factor map from $(X, \mathscr{B}, \mu, T)$ to ( $\left.\mathbb{T}, \mathscr{B}_{\mathbb{T}}, m_{\mathbb{T}}, R_{\alpha}\right)$ for some $\alpha$.
Exercise 2.8.3. Show the following converse to Exercise 2.5.6: if a measurepreserving system $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ is not totally ergodic then there exists a measure-preserving system $(X, \mathscr{B}, \mu, T)$ and a $K>1$ with the property that $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ is measurably isomorphic to the system

$$
\left(X^{(K)}, \mathscr{B}^{(K)}, \mu^{(K)}, T^{(K)}\right)
$$

constructed in Exercise 2.5.6.

Exercise 2.8.4. Give a different proof ${ }^{(33)}$ of the mean ergodic theorem (Theorem 2.21) as follows. For a measure-preserving system $(X, \mathscr{B}, \mu, T)$ and function $f \in L_{\mu}^{2}$, show that the function $n \mapsto\left\langle U_{T}^{n} f, f\right\rangle$ is positive-definite (see Sect. C.3). Apply the Herglotz-Bochner theorem (Theorem C.9) to translate the problem into one concerned with functions on $\mathbb{S}^{1}$, and there use the fact that $\frac{1}{N} \sum_{n=1}^{N} \rho^{n}$ converges for $\rho \in \mathbb{S}^{1}$ (to zero, unless $\rho=1$ ).

### 2.9 Induced Transformations

Poincaré recurrence gives rise to an important inducing construction introduced by Kakutani [172]. Throughout this section, $(X, \mathscr{B}, \mu, T)$ denotes an invertible measure-preserving system ${ }^{(34)}$.

Let $(X, \mathscr{B}, \mu, T)$ be an invertible measure-preserving system, and let $A$ be a measurable set with $\mu(A)>0$. By Poincaré recurrence, the first return time to $A$, defined by

$$
\begin{equation*}
r_{A}(x)=\inf _{n \geqslant 1}\left\{n \mid T^{n}(x) \in A\right\} \tag{2.36}
\end{equation*}
$$

exists (that is, is finite) almost everywhere.
Definition 2.42. The map $T_{A}: A \rightarrow A$ defined (almost everywhere) by

$$
T_{A}(x)=T^{r_{A}(x)}(x)
$$

is called the transformation induced by $T$ on the set $A$.
Notice that both $r_{A}: X \rightarrow \mathbb{N}$ and $T_{A}: A \rightarrow A$ are measurable by the following argument. For $n \geqslant 1$, write $A_{n}=\left\{x \in A \mid r_{a}(x)=n\right\}$. Then the sets

$$
\begin{aligned}
A_{1} & =A \cap T^{-1} A \\
A_{2} & =A \cap T^{-2} A \backslash A_{1}, \\
& \vdots \\
A_{n} & =A \cap T^{-n} A \backslash \bigcup_{i<n} A_{i}
\end{aligned}
$$

are all measurable, as is

$$
T^{n} A_{n}=A \cap T^{n} A \backslash\left(T A \cup T^{2} A \cup \cdots \cup T^{n-1} A\right)
$$

since $T$ is invertible by assumption.
Lemma 2.43. The induced transformation $T_{A}$ is a measure-preserving transformation on the space $\left(A,\left.\mathscr{B}\right|_{A}, \mu_{A}=\left.\frac{1}{\mu(A)} \mu\right|_{A}, T_{A}\right)$. If $T$ is ergodic with respect to $\mu$ then $T_{A}$ is ergodic with respect to $\mu_{A}$.

The notation means that the $\sigma$-algebra consists of $\left.\mathscr{B}\right|_{A}=\{B \cap A \mid B \in \mathscr{B}\}$ and the measure is defined for $\left.B \in \mathscr{B}\right|_{A}$ by $\mu_{A}(B)=\frac{1}{\mu(A)} \mu(B)$. The effect of $T_{A}$ is seen in the Kakutani skyscraper Fig. 2.2. The original transformation $T$ sends any point with a floor above it to the point immediately above on the next floor, and any point on a top floor is moved somewhere to the base floor $A$. The induced transformation $T_{A}$ is the map defined almost everywhere on the bottom floor by sending each point to the point obtained by going through all the floors above it and returning to $A$.


Fig. 2.2 The induced transformation $T_{A}$

Proof of Lemma 2.43. If $B \subseteq A$ is measurable, then $B=\bigsqcup_{n \geqslant 1} B \cap A_{n}$ is a disjoint union so

$$
\begin{equation*}
\mu_{A}(B)=\frac{1}{\mu(A)} \sum_{n \geqslant 1} \mu\left(B \cap A_{n}\right) . \tag{2.37}
\end{equation*}
$$

Now

$$
T_{A}(B)=\bigsqcup_{n \geqslant 1} T_{A}\left(B \cap A_{n}\right)=\bigsqcup_{n \geqslant 1} T^{n}\left(B \cap A_{n}\right),
$$

so

$$
\begin{aligned}
\mu_{A}\left(T_{A}(B)\right) & =\frac{1}{\mu(A)} \sum_{n \geqslant 1} \mu\left(T^{n}\left(B \cap A_{n}\right)\right) \\
& =\frac{1}{\mu(A)} \sum_{n \geqslant 1} \mu\left(B \cap A_{n}\right) \quad(\text { since } T \text { preserves } \mu) \\
& =\mu(B)
\end{aligned}
$$

by (2.37).

If $T_{A}$ is not ergodic, then there is a $T_{A}$-invariant measurable set $B \subseteq A$ with $0<\mu(B)<\mu(A)$; it follows that $\bigcup_{n \geqslant 1} \bigcup_{j=0}^{n-1} T^{j}\left(B \cap A_{n}\right)$ is a nontrivial $T$-invariant set, showing that $T$ is not ergodic.

Poincaré recurrence (Theorem 2.11) says that for any measure-preserving system $(X, \mathscr{B}, \mu, T)$ and set $A$ of positive measure, almost every point on the ground floor of the associated Kakutani skyscraper returns to the ground floor at some point. Ergodicity strengthens this statement to say that almost every point of the entire space $X$ lies on some floor of the skyscraper. This enables a quantitative version of Poincaré recurrence to be found, a result due to Kac [168].

Theorem $2.44(\mathbf{K a c})$. Let $(X, \mathscr{B}, \mu, T)$ be an ergodic measure-preserving system and let $A \in \mathscr{B}$ have $\mu(A)>0$. Then the expected return time to $A$ is $\frac{1}{\mu(A)}$; equivalently

$$
\int_{A} r_{A} \mathrm{~d} \mu=1
$$

Proof ${ }^{(35)}$. Referring to Fig. 2.2, each column

$$
A_{n} \sqcup T\left(A_{n}\right) \sqcup \cdots \sqcup T^{n-1}\left(A_{n}\right)
$$

comprises $n$ disjoint sets each of measure $\mu\left(A_{n}\right)$, and the entire skyscraper contains almost all of $X$ by ergodicity and Proposition 2.14(3) applied to the transformation $T^{-1}$. It follows that

$$
1=\mu(X)=\sum_{n \geqslant 1} n \mu\left(A_{n}\right)=\int_{A} r_{A} \mathrm{~d} \mu
$$

by the monotone convergence theorem (Theorem A.16), since $r_{A}$ is the increasing limit of the functions $\sum_{k=1}^{n} k \chi_{A_{k}}$ as $n \rightarrow \infty$.

Kakutani skyscrapers are a powerful tool in ergodic theory. A simple application is to prove the Kakutani-Rokhlin lemma (Lemma 2.45) proved by Kakutani [172] and Rokhlin [315].

Lemma 2.45 (Kakutani-Rokhlin). Let $(X, \mathscr{B}, \mu, T)$ be an invertible ergodic measure-preserving system and assume that $\mu$ is non-atomic (that is, $\mu(\{x\})=0$ for all $x \in X)$. Then for any $n \geqslant 1$ and $\varepsilon>0$ there is a set $B \in \mathscr{B}$ with the property that

$$
B, T(B), \ldots, T^{n-1}(B)
$$

are disjoint sets, and

$$
\mu\left(B \sqcup T(B) \sqcup \cdots \sqcup T^{n-1}(B)\right)>1-\varepsilon
$$

As the proof will show, the lemma uses only division (constructing a quotient and remainder) and the Kakutani skyscraper.
Proof of Lemma 2.45. Let $A$ be a measurable set with $0<\mu(A)<\varepsilon / n$ (such a set exists by the assumption that $\mu$ is non-atomic) and form the Kakutani skyscraper over $A$. Then $X$ decomposes into a union of disjoint columns of the form

$$
A_{k} \sqcup T\left(A_{k}\right) \sqcup \cdots \sqcup T^{k-1}\left(A_{k}\right)
$$

for $k \geqslant 1$, as in Fig. 2.2. Now let

$$
B=\bigsqcup_{k \geqslant n}^{\lfloor k / n\rfloor-1} \bigsqcup_{j=0}^{\lfloor j} T^{j n}\left(A_{k}\right)
$$

the set obtained by grouping together that part of the ground floor made up of the sets $A_{k}$ with $k \geqslant n$ together with every $n$th floor above that part of the ground floor (stopping before the top of the skyscraper). By construction the sets $B, T(B), \ldots, T^{n-1}(B)$ are disjoint, and together they cover all of $X$ apart from a set comprising no more than $n$ of the floors in each of the towers, which therefore has measure no more than $n \sum_{k=1}^{\infty} \mu\left(A_{k}\right) \leqslant n \mu(A)<\varepsilon$.

One often refers to the structure given by Lemma 2.45 as a Rokhlin tower of height $n$ with base $B$ and residual set of size $\varepsilon$.

## Exercises for Sect. 2.9

Exercise 2.9.1. Show that the inducing construction can be reversed in the following sense. Let $(X, \mathscr{B}, \mu, T)$ be a measure-preserving system, and let $r: X \rightarrow \mathbb{N}_{0}$ be a map in $L_{\mu}^{1}$. The suspension defined by $r$ is the system $\left(X^{(r)}, \mathscr{B}^{(r)}, \mu^{(r)}, T^{(r)}\right)$, where:

- $X^{(r)}=\{(x, n) \mid 0 \leqslant n<r(x)\}$;
- $\mathscr{B}^{(r)}$ is the product $\sigma$-algebra of $\mathscr{B}$ and the Borel $\sigma$-algebra on $\mathbb{N}$ (which comprises all subsets);
- $\mu^{(r)}$ is defined by $\mu^{(r)}(A \times N)=\frac{1}{\int r \mathrm{~d} \mu} \mu(A) \times|N|$ for $A \in \mathscr{B}$ and $N \subseteq \mathbb{N}$; and
- $T^{(r)}(x, n)= \begin{cases}(x, n+1) & \text { if } n+1<r(x) ; \\ (T(x), 0) & \text { if } n+1=r(x)\end{cases}$
(a) Verify that this defines a finite measure-preserving system.
(b) Show that the induced map on the set $A=\{(x, 0) \mid x \in X\}$ is isomorphic to the original system $(X, \mathscr{B}, \mu, T)$.

Exercise 2.9.2. ${ }^{(36)}$ The hypothesis of ergodicity in Lemma 2.45 can be weakened as follows. An invertible measure-preserving system $(X, \mathscr{B}, \mu, T)$ is called aperiodic if $\mu\left(\left\{x \in X \mid T^{k}(x)=x\right\}\right)=0$ for all $k \in \mathbb{Z} \backslash\{0\}$.
(a) Show that an ergodic transformation on a non-atomic space is aperiodic.
(b) Find an example of an aperiodic transformation on a non-atomic space that is not ergodic.
(c) Prove Lemma 2.45 for an invertible aperiodic transformation on a nonatomic space.

Exercise 2.9.3. ${ }^{(37)}$ Show that the Kakutani-Rokhlin lemma (Lemma 2.45) does not hold for arbitrary sequences of iterates of the map $T$. Specifically, show that for an ergodic measure-preserving system $(X, \mathscr{B}, \mu, T)$, sequence $a_{1}, \ldots, a_{n}$ of distinct integers, and $\varepsilon>0$ it is not always possible to find a measurable set $A$ with the properties that $T^{a_{1}}(A), \ldots, T^{a_{n}}(A)$ are disjoint and $\mu\left(\bigcup_{i=1}^{n} T^{a_{i}}(A)\right)>\varepsilon$.

Exercise 2.9.4. Use Exercise 2.9.2 above to prove the following result of Steele [351]. Let $(X, \mathscr{B}, \mu, T)$ be an invertible aperiodic measure-preserving system on a non-atomic space. Then, for any $\varepsilon>0$, there is a set $A \in \mathscr{B}$ with $\mu(A)<\varepsilon$ with the property that for any finite set $F \subseteq X$, there is some $j=j(F)$ with $F \subseteq T^{-j}(A)$.

## Notes to Chap. 2

${ }^{(12)}$ (Page 16) A measurable isomorphism is also sometimes called a conjugacy; conjugacy is also used to describe an isomorphism between the measure algebras that implies isomorphism on sufficiently well-behaved probability spaces. This is discussed in Walters [374, Sect. 2.2] and Royden [320].
${ }^{(13)}$ (Page 17) The shift maps constructed here are measure-preserving transformations, but they are also homeomorphisms of a compact metric space in a natural way. The study of the dynamics of closed shift-invariant subsets of these systems comprises symbolic dynamics and is a rich theory in itself. A gentle introduction may be found in the book of Lind and Marcus [230] or Kitchens [197]; further reading in the collection edited by Berthé, Ferenczi, Mauduit and Siegel [93].
${ }^{(14)}$ (Page 21) Poincaré's formulation in [288, Th. I, p. 69] is as follows:
"Supposons que le point $P$ reste à distance finie, et que le volume

$$
\int \mathrm{d} x_{1} \mathrm{~d} x_{2} \mathrm{~d} x_{3}
$$

soit un invariant intégral; si l'on considère une région $r_{0}$ quelconque, quelque petite que soite cette région, il y aura des trajectoires qui la traverseront une infinité de fois. [...] En effet le point $P$ restant à distance finie, ne sortira jamais d'une région limitée $R$."

The modern abstract measure-theoretic statement in Theorem 2.11 appears in a paper of Carathéodory [49].
${ }^{(15)}$ (Page 23) The notion of ergodicity predates the ergodic theorems of the 1930s, in various guises. These include the seminal work of Borel [40], described by Doob as being
"characterized by convenient neglect of error terms in asymptotics, incorrect reasoning, and correct results,"
as well as that of Knopp [205]; a striking remark of Novikoff and Barone [273] is that a result implicit in the work of van Vleck [370] on non-measurable subsets of [0,1] is that any measurable subset of $[0,1]$ invariant under the $\operatorname{map} x \mapsto 2 x(\bmod 1)$ has measure zero or one, a prototypical ergodic statement. The general formulation was given by Birkhoff and Smith [35].
${ }^{(16)}$ (Page 28) These operators are usually called Koopman operators; Koopman [208] used the then-recent development of functional analysis and Hilbert space by von Neumann [266] and Stone [354] to use these operators in the setting of flows arising in classical Hamiltonian mechanics.
${ }^{(17)}$ (Page 30) Even though this is not necessary here, we assume for simplicity that Hilbert spaces are separable, and as a result that they have countable orthonormal bases. As discussed in Sect. A.6, we only need the separable case.
${ }^{(18)}$ (Page 32) For a recent account of the history of the relationship between the two results and the account of how they came to be published as and when they did, see Zund [395]. The issue has also been discussed by Ulam [365] and others. The note [25] by Bergelson discusses both the history and how the two results relate to more recent developments.
${ }^{(19)}$ (Page 35) This result is simply one of many extensions and generalizations of the mean ergodic theorem (Theorem 2.21) to other complete function spaces. It is a special instance of the mean ergodic theorem for Banach spaces, due to Kakutani and Yosida [171, 391, 392].
${ }^{(20)}$ (Page 38) The maximal ergodic theorem is due to Wiener [382] and was also proved by Yosida and Kakutani [392].
${ }^{(21)}$ (Page 40) Covering lemmas of this sort were introduced by Vitali [369], and later became important tools in the proof of the Hardy-Littlewood maximal inequality, and thence of the Lebesgue density and differentiation theorems (Theorems A. 24 and A.25).
${ }^{(22)}$ (Page 44) Birkhoff based his proof on a weaker maximal inequality concerning the set of points on which $\lim \sup _{n \rightarrow \infty} \mathrm{~A}_{n}^{f} \geqslant \alpha$, and initially formulated his result for indicator functions in the setting of a closed analytic manifold with a finite invariant measure. Khinchin [189] showed that Birkhoff's result applies to integrable functions on abstract finite measure spaces, but made clear that the idea of the proof is precisely that used by Birkhoff. A natural question concerning Theorem 2.30, or indeed any convergence result, is whether anything can be said about the rate of convergence. An important special case is the law of the iterated logarithm due to Hartman and Wintner [141]: if $\|f\|_{2}=1, \int f \mathrm{~d} \mu=0$ and the functions $f, U_{T} f, U_{T}^{2} f, \ldots$ are all independent, then

$$
\limsup _{n \rightarrow \infty} \mathrm{~A}_{n}^{f} / \sqrt{(2 \log \log n) / n}=1
$$

almost everywhere (and liminf $=-1$ by symmetry). It follows that

$$
\mathrm{A}_{n}^{f}=\mathrm{O}\left(\left(\frac{1}{n} \log \log n\right)^{1 / 2}\right)
$$

almost everywhere. However, the hypothesis of independence is essential: Krengel [210] showed that for any ergodic Lebesgue measure-preserving transformation $T$ of $[0,1]$ and sequence $\left(a_{n}\right)$ with $a_{n} \rightarrow 0$ as $n \rightarrow \infty$, there is a continuous function $f:[0,1] \rightarrow \mathbb{R}$ for which

$$
\limsup _{n \rightarrow \infty} \frac{1}{a_{n}}\left|\mathrm{~A}_{n}^{f}-\int f \mathrm{~d} m\right|=\infty
$$

almost everywhere, and

$$
\limsup _{n \rightarrow \infty} \frac{1}{a_{n}}\left\|\mathrm{~A}_{n}^{f}-\int f \mathrm{~d} m\right\|_{p}=\infty
$$

for $1 \leqslant p \leqslant \infty$. An extensive treatment of ergodic theorems may be found in the monograph of Krengel [211].

Despite the absence of any general rate bounds in the ergodic theorem, the constructive approach to mathematics has produced rate results in a different sense, which may lead to effective versions of results like the multiple recurrence theorem. Bishop's work [36] included a form of ergodic theorem, and Spitters [348] found constructive characterizations of the ergodic theorem. As an application of 'proof mining', Avigad, Gerhardy and Towsner [12] gave bounds on the rate of convergence that can be explicitly computed in terms of the initial data ( $T$ and $f$ ) under a weak hypotheses, while earlier work of Simic and Avigad [13, 346] showed that, in general, it is impossible to compute such a bound. An overview of this area and its potential may be found in the survey [11] by Avigad.
${ }^{(23)}$ (Page 44) Despite the impressive result in Example 2.31, the numbers known to be normal to every base have been constructed to meet the definition of normality (with the remarkable exception of Chaitin's constant [53]). Champernowne [54] showed that the specific number $0.123456789101112131415 \ldots$ is normal in base 10 , and Sierpiński [345] constructed a number normal to every base. Sierpiński's construction was reformulated to be recursive by Becher and Figueira [20], giving a computable number normal to every base. The irrational numbers arising naturally in other fields, like $\pi, \mathrm{e}, \zeta(3), \sqrt{2}$, and so on, are not known to be normal to any base.
${ }^{(24)}$ (Page 44) There are many proofs of the pointwise ergodic theorem; in addition to that of Birkhoff [33] there is a more elementary (though intricate) argument due to Katznelson and Weiss [186], motivated by a paper of Kamae [177]. A different proof is given by Jones [167].
${ }^{(25)}$ (Page 50) This conjectured result-the "Rokhlin problem"-has been shown in important special cases by Host [158], Kalikow [176], King [193], Ryzhikov [328], del Junco and Yassawi $[68,390]$ and others, but the general case is open.
${ }^{(26)}$ (Page 50) The definition used by Koopman and von Neumann is the spectral one that will be given in Theorem 2.36(5), and was called by them the absence of "angle variables"; they also considered flows (measure-preserving actions of $\mathbb{R}$ rather than actions of $\mathbb{Z}$ or $\mathbb{N}$ ). In physical terms, they characterized lack of ergodicity as barriers that are never passed, and the presence of an angle variable as a clock that never changes, under the dynamics.
${ }^{(27)}$ (Page 50) Examples of such systems were constructed using Gaussian processes by Maruyama [255]; Kakutani [174] gave a direct combinatorial construction of an example (this example is described in detail in the book of Petersen [282, Sect. 4.5]). Other examples were found by Chacon [51, 52] and Katok and Stepin [185]. Indeed, there is a reasonable way of viewing the collection of all measure-preserving transformations of a fixed space in which a typical transformation is weak-mixing but not mixing (see papers of Rokhlin [315] and Halmos [135] or Halmos' book [138, pp. 77-80]).
${ }^{(28)}$ (Page 52) This more subtle version of Exercise 2.7.1 appears in a paper of Halmos [136], and is attributed to Ambrose, Halmos and Kakutani in Petersen's book [282].
${ }^{(29)}$ (Page 54) This is shown in the notes of Halmos [138]. Ergodicity also makes sense for transformations preserving an infinite measure; in that setting Kakutani and Parry [175] used random walk examples of Gillis [115] to show that for any $k \geqslant 1$ there is an infinite measure-preserving transformation $T$ with $T^{(k)}$ ergodic and $T^{(k+1)}$ not ergodic.
${ }^{(30)}$ (Page 54) This is also known as exponential or effective rate of mixing or decay of correlations; see Baladi [15] for an overview of dynamical settings where it is known.
${ }^{(31)}$ (Page 58) A more constructive proof of the difficult step in Theorem 2.36 (which may be taken to be $(5) \Longrightarrow(1))$ exploiting properties of almost-periodic functions on compact groups, and giving more insight into the structure of ergodic measure-preserving transformations that are not weak-mixing, may be found in Petersen [282, Sect. 4.1].
${ }^{(32)}$ (Page 59) This is an example of a Hilbert-Schmidt operator [331]; a convenient source for this material is the book of Rudin [321] or Appendix B.
${ }^{(33)}$ (Page 61) This way of viewing ergodic theorems lies at the start of a sophisticated investigation of ergodic theorems along arithmetic sets of integers by Bourgain [41]. This
exercise already points at a relationship between ergodic theorems and equidistribution on the circle.
${ }^{(34)}$ (Page 61) Notice that the assumption that $(X, \mathscr{B}, \mu, T)$ is invertible also implies that $T$ is forward measurable, that is $T(A) \in \mathscr{B}$ for any $A \in \mathscr{B}$. Heinemann and Schmitt [146] prove the Rokhlin lemma for an aperiodic measure-preserving transformation on a Borel probability space using Exercise 5.3.2 and Poincaré recurrence instead of a Kakutani tower (aperiodic is defined in Exercise 2.9.2; for Borel probability space see Definition 5.13). A non-invertible Rokhlin lemma is also developed by Rosenthal [317] in his work on topological models for measure-preserving systems and by Hoffman and Rudolph [155] in their extension of the Bernoulli theory to non-invertible systems.
${ }^{(35)}$ (Page 63) This short proof comes from a paper of Wright [389], in which Kac's theorem is extended to measurable transformations.
${ }^{(36)}$ (Page 64) The extension in Exercise 2.9.2 appears in the notes of Halmos [138, p. 71].
${ }^{(37)}$ (Page 65) Exercise 2.9.3 is taken from a paper of Keane and Michel [188]; they also show that the supremum of $\mu\left(\bigcup_{i=1}^{n} T^{a_{i}}(A)\right)$ over sets $A$ for which

$$
T^{a_{1}}(A), \ldots, T^{a_{n}}(A)
$$

are disjoint is a rational number, and show how this can be computed from the integers $a_{1}, \ldots, a_{n}$.

## Chapter 3

## Continued Fractions

The continued fraction decomposition of real numbers grows naturally from the Euclidean algorithm, and continued fractions have been used in some form for thousands of years. One goal of this volume is to show how they relate to a natural action on a homogeneous space. To start there would be to willfully reverse their historical development: We start instead with their basic properties ${ }^{(38)}$ from an elementary point of view in Sect. 3.1, then show how continued fractions are related to an explicit measure-preserving transformation in Sect. 3.2. In Chap. 9 we will see how the continued fraction map fits into the more general framework of actions on homogeneous spaces.

Let us mention one result proved in this chapter. We will show that for every irrational $x \in \mathbb{R}$ there is a sequence of 'best rational approximations' $\frac{p_{n}(x)}{q_{n}(x)} \in \mathbb{Q}$, defined by the continued fraction expansion of $x$. Moreover, for almost every $x$ we have

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left|x-\frac{p_{n}(x)}{q_{n}(x)}\right| \longrightarrow-\frac{\pi^{2}}{6 \log 2}
$$

which gives a precise description of the expected speed of approximation along this sequence.

### 3.1 Elementary Properties

A (simple) continued fraction is a formal expression of the form

$$
\begin{equation*}
a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{a_{3}+\frac{1}{a_{4}+\cdots}}}} \tag{3.1}
\end{equation*}
$$

which we will also denote by

$$
\left[a_{0} ; a_{1}, a_{2}, a_{3}, \ldots\right]
$$

with $a_{n} \in \mathbb{N}$ for $n \geqslant 1$ and $a_{0} \in \mathbb{N}_{0}$. Also write

$$
\left[a_{0} ; a_{1}, a_{2}, \ldots, a_{n}\right]
$$

for the finite fraction

$$
a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+\cdots+\frac{1}{a_{n-1}+\frac{1}{a_{n}}}} .}
$$

Thus, for example

$$
\left[a_{0} ; a_{1}, a_{2}, \ldots, a_{n}\right]=a_{0}+\frac{1}{\left[a_{1} ; a_{2}, \ldots, a_{n}\right]}
$$

We will see later that the expression in (3.1) - when suitably interpretedconverges, and therefore defines a real number. The numbers $a_{n}$ are the partial quotients of the continued fraction. The following simple lemma is crucial for many of the basic properties of the continued fraction expansion.

Lemma 3.1. Fix a sequence $\left(a_{n}\right)_{n \geqslant 0}$ with $a_{0} \in \mathbb{N}_{0}$ and $a_{n} \in \mathbb{N}$ for $n \geqslant 1$. Then the rational numbers

$$
\begin{equation*}
\frac{p_{n}}{q_{n}}=\left[a_{0} ; a_{1}, a_{2}, \ldots, a_{n}\right] \tag{3.2}
\end{equation*}
$$

for $n \geqslant 0$ with coprime numerator $p_{n} \geqslant 1$ and denominator $q_{n} \geqslant 1$ can be found recursively from the relation

$$
\left(\begin{array}{cc}
p_{n} & p_{n-1}  \tag{3.3}\\
q_{n} & q_{n-1}
\end{array}\right)=\left(\begin{array}{cc}
a_{0} & 1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
a_{1} & 1 \\
1 & 0
\end{array}\right) \cdots\left(\begin{array}{cc}
a_{n} & 1 \\
1 & 0
\end{array}\right) \text { for } n \geqslant 0 .
$$

In particular, we set $p_{-1}=1, q_{-1}=0, p_{0}=a_{0}$, and $q_{0}=1$.
Proof. Notice first that the sequence $\left(a_{n}\right)_{n \geqslant 0}$ defines the sequences $\left(p_{n}\right)_{n \geqslant-1}$ and $\left(q_{n}\right)_{n \geqslant-1}$. The claim of the lemma is proved by induction on $n$. Assume that (3.3) holds for $0 \leqslant n \leqslant k-1$ and $p_{n}, q_{n}$ as defined by (3.2) for any sequence $\left(a_{0}, a_{1}, \ldots\right)$. This is clear for $n=0$. Thus, on replacing the first $k$ terms of the sequence $\left(a_{n}\right)_{n \geqslant 0}$ with the first $k$ terms of the sequence $\left(a_{n}\right)_{n \geqslant 1}$, we have

$$
\frac{x}{y}=\left[a_{1} ; a_{2}, \ldots, a_{k}\right]
$$

as a fraction in lowest terms where $x$ and $y$ are defined by

$$
\left(\begin{array}{ll}
x & x^{\prime} \\
y & y^{\prime}
\end{array}\right)=\left(\begin{array}{cc}
a_{1} & 1 \\
1 & 0
\end{array}\right) \ldots\left(\begin{array}{cc}
a_{k} & 1 \\
1 & 0
\end{array}\right) .
$$

Then

$$
\left(\begin{array}{cc}
a_{0} & 1 \\
1 & 0
\end{array}\right)\left(\begin{array}{ll}
x & x^{\prime} \\
y & y^{\prime}
\end{array}\right)=\left(\begin{array}{cc}
p_{k} & p_{k-1} \\
q_{k} & q_{k-1}
\end{array}\right)=\left(\begin{array}{cc}
a_{0} x+y & a_{0} x^{\prime}+y^{\prime} \\
x & x^{\prime}
\end{array}\right),
$$

so

$$
\frac{p_{k}}{q_{k}}=\frac{a_{0} x+y}{x}=a_{0}+\frac{y}{x}=a_{0}+\frac{1}{\left[a_{1} ; a_{2}, \ldots, a_{k}\right]}=\left[a_{0} ; a_{1}, \ldots, a_{k}\right],
$$

which shows that (3.2) holds for $n=k$ also.
An immediate consequence of Lemma 3.1 is a pair of recursive formulas

$$
p_{n+1}=a_{n+1} p_{n}+p_{n-1}
$$

and

$$
\begin{equation*}
q_{n+1}=a_{n+1} q_{n}+q_{n-1} \tag{3.4}
\end{equation*}
$$

for any $n \geqslant 1$, since

$$
\left(\begin{array}{cc}
p_{n+1} & p_{n} \\
q_{n+1} & q_{n}
\end{array}\right)=\left(\begin{array}{cc}
p_{n} & p_{n-1} \\
q_{n} & q_{n-1}
\end{array}\right)\left(\begin{array}{cc}
a_{n+1} & 1 \\
1 & 0
\end{array}\right)=\left(\begin{array}{ll}
a_{n+1} p_{n}+p_{n-1} & p_{n} \\
a_{n+1} q_{n}+q_{n-1} & q_{n}
\end{array}\right) .
$$

It follows that

$$
\begin{equation*}
1=q_{0} \leqslant q_{1}<q_{2}<\cdots \tag{3.5}
\end{equation*}
$$

since $a_{n} \geqslant 1$ for all $n \geqslant 1$; by induction

$$
\begin{equation*}
q_{n} \geqslant 2^{(n-2) / 2} \tag{3.6}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
p_{n} \geqslant 2^{(n-2) / 2} \tag{3.7}
\end{equation*}
$$

for all $n \geqslant 1$. Taking determinants in (3.3) shows that

$$
\begin{equation*}
p_{n} q_{n-1}-p_{n-1} q_{n}=(-1)^{n+1} \tag{3.8}
\end{equation*}
$$

and hence $\frac{p_{1}}{q_{1}}=a_{0}+\frac{1}{q_{0} q_{1}}, \frac{p_{2}}{q_{2}}=\frac{p_{1}}{q_{1}}-\frac{1}{q_{1} q_{2}}=a_{0}+\frac{1}{q_{0} q_{1}}-\frac{1}{q_{1} q_{2}}$ and

$$
\begin{align*}
\frac{p_{n}}{q_{n}} & =\frac{p_{n-1}}{q_{n-1}}+(-1)^{n+1} \frac{1}{q_{n-1} q_{n}} \\
& =a_{0}+\frac{1}{q_{0} q_{1}}-\frac{1}{q_{1} q_{2}}+\cdots+(-1)^{n+1} \frac{1}{q_{n-1} q_{n}} \tag{3.9}
\end{align*}
$$

for all $n \geqslant 1$ by induction.

This shows that an infinite continued fraction is not just a formal object, it in fact converges to a real number. Namely,

$$
\begin{align*}
u=\left[a_{0} ; a_{1}, a_{2}, \ldots\right] & =\lim _{n \rightarrow \infty}\left[a_{0} ; a_{1}, \ldots, a_{n}\right] \\
& =\lim _{n \rightarrow \infty} \frac{p_{n}}{q_{n}}=a_{0}+\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{q_{n-1} q_{n}} \tag{3.10}
\end{align*}
$$

is always convergent (indeed, is absolutely convergent) by the inequality (3.6). Moreover, an immediate consequence of (3.10) and (3.5) is a sequence of inequalities describing how the continued fraction converges: if $a_{n} \in \mathbb{N}$ for $n \geqslant$ 1 then

$$
\begin{equation*}
\frac{p_{0}}{q_{0}}<\frac{p_{2}}{q_{2}}<\cdots<\frac{p_{2 n}}{q_{2 n}}<\cdots<u<\cdots<\frac{p_{2 m+1}}{q_{2 m+1}}<\cdots<\frac{p_{3}}{q_{3}}<\frac{p_{1}}{q_{1}} . \tag{3.11}
\end{equation*}
$$

We say that $\left[a_{0} ; a_{1}, \ldots\right]$ is the continued fraction expansion for $u$. The name suggests that the expansion is (almost) unique and that it always exists. We will see that in fact any irrational number $u$ has a continued fraction expansion, and that it is unique (Lemmas 3.6 and 3.4).

The rational numbers $\frac{p_{n}}{q_{n}}$ are called the convergents of the continued fraction for $u$ and they provide very rapid rational approximations to $u$. Indeed,

$$
\begin{equation*}
u-\frac{p_{n}}{q_{n}}=(-1)^{n}\left[\frac{1}{q_{n} q_{n+1}}-\frac{1}{q_{n+1} q_{n+2}}+\cdots\right] \tag{3.12}
\end{equation*}
$$

so by (3.5) we have ${ }^{(39)}$

$$
\begin{equation*}
\left|u-\frac{p_{n}}{q_{n}}\right|<\frac{1}{q_{n} q_{n+1}} . \tag{3.13}
\end{equation*}
$$

By (3.4) we deduce that

$$
\begin{equation*}
\left|u-\frac{p_{n}}{q_{n}}\right|<\frac{1}{a_{n+1} q_{n}^{2}} \leqslant \frac{1}{q_{n}^{2}} . \tag{3.14}
\end{equation*}
$$

Recall from Sect. 1.5 that we write

$$
\langle t\rangle=\min _{q \in \mathbb{Z}}|t-q|
$$

for the distance from $t$ to the nearest integer. The inequality (3.14) gives one explanation* for the comment made on p. 7: using the fact that any irrational has a continued fraction expansion, it follows that for any real number $u$, there is a sequence $\left(q_{n}\right)$ with $q_{n} \rightarrow \infty$ such that $q_{n}\left\langle q_{n} u\right\rangle<1$.

[^8]Lemma 3.2. Let $a_{n} \in \mathbb{N}$ for all $n \geqslant 0$. Then the limit in (3.10) is irrational.
Proof. Suppose that $u=\frac{a}{b} \in \mathbb{Q}$. Then, by (3.14),

$$
\left|q_{n} a-b p_{n}\right|<\frac{b}{a_{n+1} q_{n}} \leqslant \frac{b}{q_{n}} .
$$

Since $q_{n} \rightarrow \infty$ by the inequality (3.6) and $q_{n} a-b p_{n} \in \mathbb{Z}$ we see that

$$
q_{n} a-b p_{n}=0
$$

and hence $u=\frac{a}{b}=\frac{p_{n}}{q_{n}}$ for large enough $n$. However, by Lemma $3.1 p_{n}$ and $q_{n}$ are coprime, so this contradicts the fact that $q_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Thus $u$ is irrational.

The continued fraction convergents to a given irrational not only provide good rational approximants. In fact, they provide optimal rational approximants in the following sense (see Exercise 3.1.4).

Proposition 3.3. Let $u=\left[a_{0} ; a_{1}, \ldots\right] \in \mathbb{R} \backslash \mathbb{Q}$ as in (3.10). For any $n>1$ and $p, q$ with $0<q \leqslant q_{n}$, if $\frac{p}{q} \neq \frac{p_{n}}{q_{n}}$, then

$$
\left|p_{n}-q_{n} u\right|<|p-q u| .
$$

In particular,

$$
\left|\frac{p_{n}}{q_{n}}-u\right|<\left|\frac{p}{q}-u\right| .
$$

Proof. Note that $\left|p_{n}-q_{n} u\right|<|p-q u|$ and $0<q \leqslant q_{n}$ together imply that

$$
\frac{1}{q}\left|\frac{p_{n}}{q_{n}}-u\right|<\frac{1}{q_{n}}\left|\frac{p}{q}-u\right| \leqslant \frac{1}{q}\left|\frac{p}{q}-u\right|,
$$

giving the second statement of the proposition. It is enough therefore to prove the first inequality. Recall from (3.13) that

$$
\left|u-\frac{p_{n}}{q_{n}}\right|<\frac{1}{q_{n} q_{n+1}}
$$

and

$$
\left|u-\frac{p_{n+1}}{q_{n+1}}\right|<\frac{1}{q_{n+1} q_{n+2}} .
$$

By the alternating behavior of the convergents in (3.11), each of the three bracketed expressions in the identity

$$
\left(u-\frac{p_{n}}{q_{n}}\right)=\left(\frac{p_{n+1}}{q_{n+1}}-\frac{p_{n}}{q_{n}}\right)-\left(\frac{p_{n+1}}{q_{n+1}}-u\right)
$$

is positive (if $n$ is even) or negative (if $n$ is odd). It follows that

$$
\left|u-\frac{p_{n}}{q_{n}}\right|=\left|\frac{p_{n+1}}{q_{n+1}}-\frac{p_{n}}{q_{n}}\right|-\left|\frac{p_{n+1}}{q_{n+1}}-u\right|,
$$

so

$$
\left|u-\frac{p_{n}}{q_{n}}\right|>\frac{1}{q_{n} q_{n+1}}-\frac{1}{q_{n+1} q_{n+2}}=\frac{q_{n+2}-q_{n}}{q_{n} q_{n+1} q_{n+2}}=\frac{a_{n+2}}{q_{n} q_{n+2}}
$$

by (3.4) and (3.14). It follows that

$$
\begin{equation*}
\frac{1}{q_{n+2}}<\left|p_{n}-q_{n} u\right|<\frac{1}{q_{n+1}} \tag{3.15}
\end{equation*}
$$

for $n \geqslant 1$.
By the inequalities (3.15),

$$
\left|q_{n} u-p_{n}\right|<\frac{1}{q_{n+1}}<\left|q_{n-1} u-p_{n-1}\right|
$$

so we may assume that $q_{n-1}<q \leqslant q_{n}$ (if not, use downwards induction on $n$ ).

If $q=q_{n}$, then $\left|\frac{p_{n}}{q_{n}}-\frac{p}{q}\right| \geqslant \frac{1}{q_{n}}$, while

$$
\left|\frac{p_{n}}{q_{n}}-u\right|<\frac{1}{q_{n} q_{n+1}} \leqslant \frac{1}{2 q_{n}}
$$

since $q_{n+1} \geqslant 2$ for all $n \geqslant 1$. Therefore,

$$
\left|\frac{p}{q}-u\right| \geqslant \frac{1}{2 q_{n}}=\frac{1}{2 q}
$$

and so $\left|q_{n} u-p_{n}\right|<|q u-p|$.
Assume now that $q_{n-1}<q<q_{n}$ and write

$$
\left(\begin{array}{cc}
p_{n} & p_{n-1} \\
q_{n} & q_{n-1}
\end{array}\right)\binom{a}{b}=\binom{p}{q},
$$

so that $a, b \in \mathbb{Z}$ by (3.8). Clearly $a b \neq 0$ since otherwise $q=q_{n-1}$ or $q=q_{n}$. Now $q=a q_{n}+b q_{n-1}<q_{n}$, so $a b<0$; by (3.11) we also know that $p_{n}-q_{n} u$ and $p_{n-1}-q_{n-1} u$ are of opposite signs. It follows that $a\left(p_{n}-q_{n} u\right)$ and $b\left(p_{n-1}-\right.$ $\left.q_{n-1} u\right)$ are of the same sign, so the fact that

$$
p-q u=a\left(p_{n}-q_{n} u\right)+b\left(p_{n-1}-q_{n-1} u\right)
$$

implies that

$$
|p-q u|>\left|p_{n-1}-q_{n-1} u\right|>\left|p_{n}-q_{n} u\right|
$$

as required.

We end this section with the uniqueness of the continued fraction expansion.

Lemma 3.4. The map that sends the sequence

$$
\left(a_{0}, a_{1}, \ldots\right) \in \mathbb{N}_{0} \times \mathbb{N}^{\mathbb{N}}
$$

to the limit in (3.10) is injective.
Proof. Let $u=\left(a_{0}, a_{1}, \ldots\right) \in \mathbb{N}_{0} \times \mathbb{N}^{\mathbb{N}}$ be given. Then it is clear that

$$
u=\left[a_{0} ; a_{1}, \ldots\right]
$$

is positive. Applying this to $\left(a_{1}, a_{2}, \ldots\right)$ and the inductive relation

$$
u=a_{0}+\frac{1}{\left[a_{1} ; a_{2}, \ldots\right]}
$$

we see that

$$
u \in\left(a_{0}, a_{0}+\frac{1}{a_{1}}\right) \subseteq\left(a_{0}, a_{0}+1\right)
$$

It follows that $u$ uniquely determines $a_{0}$. Using the inductive relation again, we have

$$
\left[a_{1} ; a_{2}, \ldots\right]=\frac{1}{u-a_{0}}
$$

which by the argument above shows that $u$ uniquely determines $a_{1}$. Iterating the procedure shows that all the terms in the continued fraction can be reconstructed from $u$.

The argument used in the proof of Lemma 3.4 also suggests a way to find the continued fraction expansion of a given irrational number $u \in \mathbb{R} \backslash \mathbb{Q}$. This will be pursued further in the next section.

## Exercises for Sect. 3.1

Exercise 3.1.1. Show that any positive rational number has exactly two continued fraction expansions, both of which are finite.

Exercise 3.1.2. Show that a continued fraction in which some of the digits are allowed to be zero (but that is not allowed to end with infinitely many zeros) can always be rewritten with digits in $\mathbb{N}$.

Exercise 3.1.3. [Dirichlet principle] For a given $u \in \mathbb{R}$ and $n \geqslant 1$ consider the points $0, u, 2 u, \ldots, n u(\bmod 1)$ as elements of the circle $\mathbb{T}$. Show that
for some $k, 0<k<n$ we have $\langle k u\rangle \leqslant \frac{1}{n}$, and deduce that there exists a sequence $q_{n} \rightarrow \infty$ with $q_{n}\left\langle q_{n} u\right\rangle<1$.
Exercise 3.1.4. Extend Proposition 3.3 in the following way. Given $u$ as in (3.10), and the $n$th convergent $\frac{p_{n}}{q_{n}}$, the $(n+1)$ th convergent $\frac{p_{n+1}}{q_{n+1}}$ is characterized by being the ratio of the unique pair of positive integers $\left(p_{n+1}, q_{n+1}\right)$ for which $\left|p_{n+1}-q_{n+1} u\right|<\left|p_{n}-q_{n} u\right|$ with $q_{n+1}>q_{n}$ minimal. Notice that the same cannot be said when using the expression $\left|u-\frac{p_{n}}{q_{n}}\right|$, as becomes clear in the case where $u>\frac{1}{3}$ is very close to $\frac{1}{3}$, in which case the first approximation is not $\frac{1}{2}$.
Exercise 3.1.5. Let $u=\left[a_{0} ; a_{1}, \ldots\right]$ with convergents $\frac{p_{n}}{q_{n}}$. Show that

$$
\frac{1}{2 q_{n+1}} \leqslant\left|p_{n}-q_{n} u\right|<\frac{1}{q_{n+1}} .
$$

### 3.2 The Continued Fraction Map and the Gauss Measure

Let $Y=[0,1] \backslash \mathbb{Q}$, and define a map $T: Y \rightarrow Y$ by

$$
T(x)=\frac{1}{x}-\left\lfloor\frac{1}{x}\right\rfloor,
$$

where $\lfloor t\rfloor$ denotes the greatest integer less than or equal to $t$. Thus $T(x)$ is the fractional part $\left\{\frac{1}{x}\right\}$ of $\frac{1}{x}$. The graph of this so-called continued fraction or Gauss map is shown in Fig. 3.1.


Fig. 3.1 The Gauss map

Gauss observed in 1845 that $T$ preserves ${ }^{(40)}$ the probability measure given by

$$
\mu(A)=\frac{1}{\log 2} \int_{A} \frac{1}{1+x} \mathrm{~d} x
$$

by showing that the Lebesgue measure of $T^{-n} I$ converges to $\mu(I)$ for each interval $I$.

This map will be studied via a geometric model (for its invertible extension) in Chap. 9; in this section we assemble some basic facts from an elementary point of view, showing that the Gauss measure is $T$-invariant and ergodic. Since the measure defined in Lemma 3.5 is non-atomic, we may extend the map to include the points 0 and 1 in any way without affecting the measurable structure of the system.

Lemma 3.5. The continued fraction map $T(x)=\left\{\frac{1}{x}\right\}$ on $(0,1)$ preserves the Gauss measure $\mu$ given by

$$
\mu(A)=\frac{1}{\log 2} \int_{A} \frac{1}{1+x} \mathrm{~d} x
$$

for any Borel measurable set $A \subseteq[0,1]$.
A geometric and less formal proof of this will be given on page 93 using basic properties of the invertible extension of the continued fraction map in Proposition 3.15.
Proof of Lemma 3.5. It is sufficient to show that $\mu\left(T^{-1}[0, s]\right)=\mu([0, s])$ for every $s>0$. Clearly

$$
T^{-1}[0, s]=\{x \mid 0 \leqslant T(x) \leqslant s\}=\bigsqcup_{n=1}^{\infty}\left[\frac{1}{s+n}, \frac{1}{n}\right]
$$

is a disjoint union. It follows that

$$
\begin{align*}
\mu\left(T^{-1}[0, s]\right) & =\frac{1}{\log 2} \sum_{n=1}^{\infty} \int_{1 /(s+n)}^{1 / n} \frac{1}{1+x} \mathrm{~d} x \\
& =\frac{1}{\log 2} \sum_{n=1}^{\infty}\left(\log \left(1+\frac{1}{n}\right)-\log \left(1+\frac{1}{s+n}\right)\right) \\
& =\frac{1}{\log 2} \sum_{n=1}^{\infty}\left(\log \left(1+\frac{s}{n}\right)-\log \left(1+\frac{s}{n+1}\right)\right)  \tag{3.16}\\
& =\frac{1}{\log 2} \sum_{n=1}^{\infty} \int_{s /(n+1)}^{s / n} \frac{1}{1+x} \mathrm{~d} x \\
& =\mu([0, s])
\end{align*}
$$

completing the proof. The identity used in (3.16) amounts to

$$
\frac{1+\frac{s}{n}}{1+\frac{s}{n+1}}=\frac{1+\frac{1}{n}}{1+\frac{1}{s+n}}
$$

which may be seen by multiplying numerator and denominator of the lefthand side by $\frac{n+1}{n+s}$, and the interchange of integral and sum is justified by absolute convergence.

Thus Lemma 3.5 shows that $\left([0,1], \mathscr{B}_{[0,1]}, \mu, T\right)$ is a measure-preserving system.

Define for $x \in Y=[0,1] \backslash \mathbb{Q}$ and $n \geqslant 1$ the sequence of natural numbers $\left(a_{n}\right)=\left(a_{n}(x)\right)$ by

$$
\begin{equation*}
\frac{1}{1+a_{n}}<T^{n-1}(x)<\frac{1}{a_{n}}, \tag{3.17}
\end{equation*}
$$

or equivalently by

$$
\begin{equation*}
a_{n}(x)=\left\lfloor\frac{1}{T^{n-1} x}\right\rfloor \in \mathbb{N} . \tag{3.18}
\end{equation*}
$$

For any sequence $\left(a_{n}\right)_{n \geqslant 1}$ of natural numbers we define the continued fraction $\left[a_{1}, a_{2}, \ldots\right]$ just as in (3.1) with $a_{0}=0$.

Lemma 3.6. For any irrational $x \in[0,1] \backslash \mathbb{Q}$ the sequence $\left(a_{n}(x)\right)$ defined in (3.18) gives the digits of the continued fraction expansion to $x$. That is,

$$
x=\left[a_{1}(x), a_{2}(x), \ldots\right] .
$$

Proof. Define $a_{n}=a_{n}(x)$ and let $u=\left[a_{1}, a_{2}, \ldots\right]$ be the limit as in (3.10) with $a_{0}=0$. By (3.11) we have

$$
\frac{p_{2 n}}{q_{2 n}}<u<\frac{p_{2 n+1}}{q_{2 n+1}}
$$

and by (3.8) and the inequality (3.6) we have

$$
\frac{p_{2 n+1}}{q_{2 n+1}}-\frac{p_{2 n}}{q_{2 n}}=\frac{1}{q_{2 n} q_{2 n-1}} \leqslant \frac{1}{2^{2 n-2}} .
$$

We now show by induction that

$$
\begin{equation*}
\left[a_{1}, \ldots, a_{2 n}\right]=\frac{p_{2 n}}{q_{2 n}}<x<\frac{p_{2 n+1}}{q_{2 n+1}}=\left[a_{1}, \ldots, a_{2 n+1}\right] \tag{3.19}
\end{equation*}
$$

which together with the above shows that $u=x$.
Recall that $\frac{p_{0}}{q_{0}}=0$ and $\frac{p_{1}}{q_{1}}=\frac{1}{a_{1}}$, so (3.19) holds for $n=0$ because of the definition of $a_{1}$ in (3.18). Now assume that the inequality (3.19) holds for a given $n$ and all $x \in[0,1]$. In particular, we may apply it to $T(x)$ to get

$$
\left[a_{2}, \ldots, a_{2 n+1}\right]<T(x)<\left[a_{2}, \ldots, a_{2 n+2}\right] .
$$

Since $T(x)=\frac{1}{x}-a_{1}$ we get

$$
a_{1}+\left[a_{2}, \ldots, a_{2 n+1}\right]<\frac{1}{x}<a_{1}+\left[a_{2}, \ldots, a_{2 n+2}\right]
$$

and therefore

$$
\begin{aligned}
& {\left[a_{1}, \ldots, a_{2 n+2}\right]=\frac{1}{a_{1}+\left[a_{2}, \ldots, a_{2 n+2}\right]}<x,} \\
& x<\frac{1}{a_{1}+\left[a_{2}, \ldots, a_{2 n+1}\right]}=\left[a_{1}, \ldots, a_{2 n+1}\right]
\end{aligned}
$$

as required.
This gives a description of the continued fraction map as a shift map: the list of digits in the continued fraction expansion of $x \in[0,1] \backslash \mathbb{Q}$ defines a unique element of $\mathbb{N}^{\mathbb{N}}$, and the diagram

commutes, where $\sigma$ is the left shift and the vertical map sends a sequence of digits $\left(a_{n}\right)_{n \geqslant 1}$ to the real irrational number defined by the continued fraction expansion.

In Corollary 3.8 we will draw some easy consequences ${ }^{(41)}$ of ergodicity for the Gauss measure $\mu$ in terms of properties of the continued fraction expansion for almost every real number. Given a continued fraction expansion, recall that the convergents are the terms of the sequence of rationals $\frac{p_{n}(x)}{q_{n}(x)}$ in lowest terms defined by

$$
\frac{p_{n}(x)}{q_{n}(x)}=\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{a_{3}+\cdots+\frac{1}{a_{n}}}}}
$$

Theorem 3.7. The continued fraction map $T(x)=\left\{\frac{1}{x}\right\}$ on $(0,1)$ is ergodic with respect to the Gauss measure $\mu$.

Before proving this ${ }^{(42)}$ we develop some more of the basic identities for continued fractions. Given a continued fraction expansion $u=\left[a_{0} ; a_{1}, \ldots\right]$ of an irrational number $u$, we write $u_{n}=\left[a_{n} ; a_{n+1}, \ldots\right]$ for the $n$th tail of the expansion. By Lemma 3.1 applied twice, we have

$$
\begin{aligned}
\binom{p_{n+k}}{q_{n+k}} & =\left(\begin{array}{cc}
a_{0} & 1 \\
1 & 0
\end{array}\right) \ldots\left(\begin{array}{cc}
a_{n+k} & 1 \\
1 & 0
\end{array}\right)\binom{1}{0} \\
& =\left(\begin{array}{ll}
p_{n} & p_{n-1} \\
q_{n} & q_{n-1}
\end{array}\right)\left(\begin{array}{cc}
a_{n+1} & 1 \\
1 & 0
\end{array}\right) \cdots\left(\begin{array}{cc}
a_{n+k} & 1 \\
1 & 0
\end{array}\right)\binom{1}{0} .
\end{aligned}
$$

Writing $p_{k}\left(u_{n+1}\right)$ and $q_{k}\left(u_{n+1}\right)$ for the numerator and denominator of the $k$ th convergents to $u_{n+1}$, we can apply Lemma 3.1 again to deduce that

$$
\binom{p_{n+k}}{q_{n+k}}=\left(\begin{array}{cc}
p_{n} & p_{n-1} \\
q_{n} & q_{n-1}
\end{array}\right)\left(\begin{array}{c}
p_{k-1}\left(u_{n+1}\right) p_{k-2}\left(u_{n+1}\right) \\
q_{k-1}\left(u_{n+1}\right) \\
q_{k-2}\left(u_{n+1}\right)
\end{array}\right)\binom{1}{0}
$$

so

$$
\frac{p_{n+k}}{q_{n+k}}=\frac{p_{n} \frac{p_{k-1}\left(u_{n+1}\right)}{q_{k-1}\left(u_{n+1}\right)}+p_{n-1}}{q_{n} \frac{p_{k-1}\left(u_{n+1}\right)}{q_{k-1}\left(u_{n+1}\right)}+q_{n-1}}
$$

which gives

$$
\begin{equation*}
u=\frac{p_{n} u_{n+1}+p_{n-1}}{q_{n} u_{n+1}+q_{n-1}} \tag{3.20}
\end{equation*}
$$

in the limit as $k \rightarrow \infty$. Notice that the above formulas are derived for a general positive irrational number $u$. If $u=\left[a_{1}, \ldots\right] \in(0,1)$, then $u_{n+1}=\left(T^{n}(u)\right)^{-1}$ so that

$$
\begin{equation*}
u=\frac{p_{n}+p_{n-1} T^{n}(u)}{q_{n}+q_{n-1} T^{n}(u)} \tag{3.21}
\end{equation*}
$$

Proof of Theorem 3.7. The description of the continued fraction map as a shift on the space $\mathbb{N}^{\mathbb{N}}$ described above suggests the method of proof: the measure $\mu$ corresponds to a rather complicated measure on the shift space, but if we can control the measure of cylinder sets (and their intersections) well enough then we may prove ergodicity along the lines of the proof of ergodicity for Bernoulli shifts in Proposition 2.15. For two expressions $f, g$ we write $f \asymp g$ to mean that there are absolute constants $C_{1}, C_{2}>0$ such that

$$
C_{1} f \leqslant g \leqslant C_{2} f
$$

Given a vector $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{N}^{n}$ of length $|\mathbf{a}|=n$, define a set

$$
I(\mathbf{a})=\left\{\left[x_{1}, x_{2}, \ldots\right] \mid x_{i}=a_{i} \text { for } 1 \leqslant i \leqslant n\right\}
$$

(which may be thought of as an interval in $(0,1)$, or as a cylinder set in $\mathbb{N}^{\mathbb{N}}$ ).
The main step towards the proof of the theorem is to show that

$$
\begin{equation*}
\mu\left(T^{-n} A \cap I(\mathbf{a})\right) \asymp \mu(A) \mu(I(\mathbf{a})) \tag{3.22}
\end{equation*}
$$

for any measurable set $A$. Notice that for the proof of (3.22) it is sufficient to show it for any interval $A=[d, e]$; the case of a general Borel set then follows by a standard approximation argument (the set of Borel sets satisfying (3.22)
with a fixed choice of constants is easily seen to be a monotone class, so Theorem A. 4 may be applied).

Now define $\frac{p_{n}}{q_{n}}=\left[a_{1}, \ldots, a_{n}\right]$ and $\frac{p_{n-1}}{q_{n-1}}=\left[a_{1}, \ldots, a_{n-1}\right]$. Then $u \in I(\mathbf{a})$ if and only if $u=\left[a_{1}, \ldots, a_{n}, a_{n+1}(u), \ldots\right]$, and so $u \in I(\mathbf{a}) \cap T^{-n} A$ if and only if $u$ can be written as in (3.21), with $T^{n}(u) \in A=[d, e]$. As $T^{n}$ restricted to $I(\mathbf{a})$ is continuous and monotone (increasing if $n$ is even, and decreasing if $n$ is odd), it follows that $I(\mathbf{a}) \cap T^{-n} A$ is an interval with endpoints given by

$$
\frac{p_{n}+p_{n-1} d}{q_{n}+q_{n-1} d}
$$

and

$$
\frac{p_{n}+p_{n-1} e}{q_{n}+q_{n-1} e} .
$$

Thus the Lebesgue measure of $I(\mathbf{a}) \cap T^{-n} A$,

$$
\left|\frac{p_{n}+p_{n-1} d}{q_{n}+q_{n-1} d}-\frac{p_{n}+p_{n-1} e}{q_{n}+q_{n-1} e}\right|,
$$

expands to

$$
\begin{gathered}
\quad\left|\frac{\left(p_{n}+p_{n-1} d\right)\left(q_{n}+q_{n-1} e\right)-\left(p_{n}+p_{n-1} e\right)\left(q_{n}+q_{n-1} d\right)}{\left(q_{n}+q_{n-1} d\right)\left(q_{n}+q_{n-1} e\right)}\right| \\
=\left|\frac{p_{n} q_{n-1} e+p_{n-1} q_{n} d-p_{n} q_{n-1} d-p_{n-1} q_{n} e}{\left(q_{n}+q_{n-1} d\right)\left(q_{n}+q_{n-1} e\right)}\right| \\
=(e-d) \frac{\left|p_{n} q_{n-1}-p_{n-1} q_{n}\right|}{\left(q_{n}+q_{n-1} e\right)\left(q_{n}+q_{n-1} f\right)}=(e-d) \frac{1}{\left(q_{n}+q_{n-1} e\right)\left(q_{n}+q_{n-1} f\right)}
\end{gathered}
$$

by (3.8). On the other hand, the Lebesgue measure of $I(\mathbf{a})$ is

$$
\begin{equation*}
\left|\frac{p_{n}}{q_{n}}-\frac{p_{n}+p_{n-1}}{q_{n}+q_{n-1}}\right|=\frac{\left|p_{n} q_{n-1}-p_{n-1} q_{n}\right|}{q_{n}\left(q_{n}+q_{n-1}\right)}=\frac{1}{q_{n}\left(q_{n}+q_{n-1}\right)} \tag{3.23}
\end{equation*}
$$

again by (3.8), which implies that

$$
\begin{align*}
m\left(I(\mathbf{a}) \cap T^{-n} A\right) & =m(A) m(I(\mathbf{a})) \frac{q_{n}\left(q_{n}+q_{n-1}\right)}{\left(q_{n}+q_{n-1} e\right)\left(q_{n}+q_{n-1} f\right)} \\
& \asymp m(A) m(I(\mathbf{a})), \tag{3.24}
\end{align*}
$$

where $m$ denotes Lebesgue measure on $(0,1)$. Next notice that

$$
\frac{m(B)}{2 \log 2} \leqslant \mu(B) \leqslant \frac{m(B)}{\log 2}
$$

for any Borel set $B \subseteq(0,1)$, which together with (3.24) gives (3.22).

Now assume that $A \subseteq(0,1)$ is a Borel set with $T^{-1} A=A$. For such a set, the estimate in (3.22) reads as

$$
\mu(A \cap I(\mathbf{a})) \asymp \mu(A) \mu(I(\mathbf{a}))
$$

for any interval $I(\mathbf{a})$ defined by $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{N}^{n}$ and any $n$. However, for a fixed $n$ the intervals $I(\mathbf{a})$ partition $(0,1)$ (as a varies in $\mathbb{N}^{n}$ ), and by (3.23)

$$
\begin{aligned}
\operatorname{diam}(I(\mathbf{a})) & =\frac{1}{q_{n}\left(q_{n}+q_{n-1}\right)} \\
& \leqslant \frac{1}{2^{n-2}} \quad(\text { by }(3.6))
\end{aligned}
$$

so the lengths of the sets in this partition shrink to zero uniformly as $n \rightarrow \infty$. Therefore, the intervals $I(\mathbf{a})$ generate the Borel $\sigma$-algebra, and so

$$
\mu(A \cap B) \asymp \mu(A) \mu(B)
$$

for any Borel subset $B \subseteq(0,1)$ (again by Theorem A.4). We apply this to the set $B=(0,1) \backslash A$ and obtain $0 \asymp \mu(A) \mu(B)$, which shows that either $\mu(A)=0$ or $\mu((0,1) \backslash A)=0$, as needed.

We will use the ergodicity of the Gauss map in Corollary 3.8 to deduce statements about the digits of the continued fraction expansion of a typical real number. Just as Borel's normal number theorem (Example 1.2) gives precise statistical information about the decimal expansion of almost every real number, ergodicity of the Gauss map gives precise statistical information about the continued fraction digits of almost every real number. Of course the form of the conclusion is necessarily different. For example, since there are infinitely many different digits in the continued fraction expansion, they cannot all occur with equal frequency, and (3.25) makes precise the way in which small digits occur more frequently than large ones. We also obtain information on the geometric and arithmetic mean of the digits $a_{n}$ in (3.26) and (3.27), the growth rate of the denominators $q_{n}$ in (3.28), and the rate at which the convergents $\frac{p_{n}}{q_{n}}$ approximate a typical real number in (3.29).

In particular, equations (3.28) and (3.29) together say that the digit $a_{n+1}$ appearing in the estimate (3.14) does not affect the logarithmic rate of approximation of an irrational by the continued fraction partial quotients significantly.

Corollary 3.8. For almost every real number $x=\left[a_{1}, a_{2}, \ldots\right] \in(0,1)$, the digit $j$ appears in the continued fraction with density

$$
\begin{equation*}
\frac{2 \log (1+j)-\log j-\log (2+j)}{\log 2} \tag{3.25}
\end{equation*}
$$

$$
\begin{gather*}
\lim _{n \rightarrow \infty}\left(a_{1} a_{2} \ldots a_{n}\right)^{1 / n}=\prod_{a=1}^{\infty}\left(\frac{(a+1)^{2}}{a(a+2)}\right)^{\log a / \log 2}  \tag{3.26}\\
\lim _{n \rightarrow \infty} \frac{1}{n}\left(a_{1}+a_{2}+\cdots+a_{n}\right)=\infty  \tag{3.27}\\
\lim _{n \rightarrow \infty} \frac{1}{n} \log q_{n}(x)=\frac{\pi^{2}}{12 \log 2} \tag{3.28}
\end{gather*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left|x-\frac{p_{n}(x)}{q_{n}(x)}\right| \longrightarrow-\frac{\pi^{2}}{6 \log 2} \tag{3.29}
\end{equation*}
$$

Proof. The digit $j$ appears in the first $N$ digits with frequency

$$
\begin{aligned}
\frac{1}{N}\left|\left\{i \mid i \leqslant N, a_{i}=j\right\}\right| & =\frac{1}{N}\left|\left\{i \mid i \leqslant N, T^{i} x \in\left(\frac{1}{j+1}, \frac{1}{j}\right)\right\}\right| \\
& \rightarrow \frac{1}{\log 2} \int_{1 /(j+1)}^{1 / j} \frac{1}{1+y} \mathrm{~d} y \\
& =\frac{2 \log (1+j)-\log j-\log (2+j)}{\log 2}
\end{aligned}
$$

which proves (3.25).
Define a function $f$ on $(0,1)$ by $f(x)=\log a$ for $x \in\left(\frac{1}{a+1}, \frac{1}{a}\right)$. Then

$$
\begin{aligned}
\int_{0}^{1} f(x) \mathrm{d} x & =\sum_{a=1}^{\infty}\left(\frac{1}{a}-\frac{1}{a+1}\right) \log a \\
& \leqslant \sum_{a=1}^{\infty} \frac{1}{a^{2}} \log a<\infty
\end{aligned}
$$

so $\int_{0}^{1} f \mathrm{~d} \mu<\infty$ also, since the density $\frac{\mathrm{d} \mu}{\mathrm{d} x}=\frac{1}{(1+x) \log 2}$ is bounded on $[0,1]$. By the pointwise ergodic theorem (Theorem 2.30) we therefore have, for almost every $x$,

$$
\frac{1}{n} \sum_{j=0}^{n-1} \log a_{j}=\frac{1}{n} \sum_{j=0}^{n-1} f\left(T^{j} x\right) \longrightarrow \int f(x) \mathrm{d} \mu
$$

This shows (3.26) since

$$
\int_{0}^{1} f \mathrm{~d} \mu=\sum_{a=1}^{\infty} \frac{\log a}{\log 2} \int_{1 /(1+a)}^{1 / a} \frac{1}{1+x} \mathrm{~d} x .
$$

Now consider the function $g(x)=\mathrm{e}^{f(x)}$ (so $g(x)=a_{1}$ is the first digit in the continued fraction expansion of $x$ ). We have

$$
\frac{1}{n}\left(a_{1}+\cdots+a_{n}\right)=\frac{1}{n} \sum_{j=0}^{n-1} g\left(T^{j} x\right)
$$

but the pointwise ergodic theorem cannot be applied to $g$ since $\int_{0}^{1} g \mathrm{~d} \mu=\infty$ (the result needed is Exercise 2.6.5(2); the argument here shows how to do this exercise). However, for any fixed $N$ the truncated function

$$
g_{N}(x)= \begin{cases}g(x) & \text { if } g(x) \leqslant N \\ 0 & \text { if not }\end{cases}
$$

is in $L_{\mu}^{1}$ since

$$
\int g_{N} \mathrm{~d} \mu=\frac{1}{\log 2} \sum_{a=1}^{N} \int_{1 /(a+1)}^{1 / a} a \mathrm{~d} x=\frac{1}{\log 2} \sum_{a=1}^{N} \frac{1}{a+1}
$$

Notice that $\int_{0}^{1} g_{N} \mathrm{~d} \mu \rightarrow \infty$ as $N \rightarrow \infty$. By the ergodic theorem,

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{j=0}^{n-1} g\left(T^{j} x\right) & \geqslant \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{j=0}^{n-1} g_{N}\left(T^{j} x\right) \\
& =\int_{0}^{1} g_{N} \mathrm{~d} \mu \rightarrow \infty
\end{aligned}
$$

as $N \rightarrow \infty$, showing (3.27).
The proofs of (3.25) and (3.26) were straightforward applications of the ergodic theorem, and (3.27) only required a simple extension to measurable functions. Proving (3.28) and (3.29) takes a little more effort.

First notice that

$$
\begin{aligned}
\frac{p_{n}(x)}{q_{n}(x)} & =\frac{1}{a_{1}+\left[a_{2}, \ldots, a_{n}\right]} \\
& =\frac{1}{a_{1}+\frac{p_{n-1}(T x)}{q_{n-1}(T x)}} \\
& =\frac{q_{n-1}(T x)}{p_{n-1}(T x)+q_{n-1}(T x) a_{1}},
\end{aligned}
$$

so $p_{n}(x)=q_{n-1}(T x)$ since the convergents are in lowest terms. Recall that we always have $p_{1}=q_{0}=1$. It follows that

$$
\frac{1}{q_{n}(x)}=\frac{p_{n}(x)}{q_{n}(x)} \cdot \frac{p_{n-1}(T x)}{q_{n-1}(T x)} \cdots \frac{p_{1}\left(T^{n-1} x\right)}{q_{1}\left(T^{n-1} x\right)},
$$

so

$$
-\frac{1}{n} \log q_{n}(x)=\frac{1}{n} \sum_{j=0}^{n-1} \log \left[\frac{p_{n-j}\left(T^{j} x\right)}{q_{n-j}\left(T^{j} x\right)}\right] .
$$

Let $h(x)=\log x\left(\right.$ so $\left.h \in L_{\mu}^{1}\right)$. Then

$$
-\frac{1}{n} \log q_{n}(x)=\frac{1}{n} \underbrace{\sum_{j=0}^{n-1} h\left(T^{j} x\right)}_{S_{n}}-\frac{1}{n} \underbrace{\sum_{j=0}^{n-1}\left[\log \left(T^{j} x\right)-\log \left(\frac{p_{n-j}\left(T^{j} x\right)}{q_{n-j}\left(T^{j} x\right)}\right)\right]}_{R_{n}}
$$

gives a splitting of $-\frac{1}{n} \log q_{n}(x)$ into an ergodic average $S_{n}=\mathrm{A}_{h}^{n}$ and a remainder term $R_{n}$. By the ergodic theorem,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} S_{n}=\frac{1}{\log 2} \int_{0}^{1} \frac{\log x}{1+x} \mathrm{~d} x=-\frac{\pi^{2}}{12 \log 2}
$$

To complete the proof of (3.28), we need to show that $\frac{1}{n} R_{n} \rightarrow 0$ as $n \rightarrow \infty$. This will follow from the observation that $\frac{p_{n-j}\left(T^{j} x\right)}{q_{n-j}\left(T^{j} x\right)}$ is a good approximation to $T^{j} x$ if $(n-j)$ is large enough. Recall from (3.7) and (3.6) that

$$
p_{k} \geqslant 2^{(k-2) / 2}, q_{k} \geqslant 2^{(k-1) / 2}
$$

so, by using the inequality (3.13),

$$
\left|\frac{x}{p_{k} / q_{k}}-1\right|=\frac{q_{k}}{p_{k}}\left|x-\frac{p_{k}}{q_{k}}\right| \leqslant \frac{1}{p_{k} q_{k+1}} \leqslant \frac{1}{2^{k-1}} .
$$

By using this together with the fact that $|\log u| \leqslant 2|u-1|$ whenever $u \in\left[\frac{1}{2}, \frac{3}{2}\right]$ (which applies in the sum below with $j \leqslant n-2$ ), we get

$$
\begin{aligned}
\left|R_{n}\right| & \leqslant \sum_{j=0}^{n-1}\left|\log \frac{T^{j} x}{p_{n-j}\left(T^{j} x\right) / q_{n-j}\left(T^{j} x\right)}\right| \\
& \leqslant 2 \underbrace{\sum_{j=0}^{n-2}\left|\frac{T^{j} x}{p_{n-j}\left(T^{j} x\right) / q_{n-j}\left(T^{j} x\right)}-1\right|}_{T_{n}}+\underbrace{\left|\log \frac{T^{n-1} x}{p_{1}\left(T^{n-1} x\right) / q_{1}\left(T^{n-1} x\right)}\right|}_{U_{n}} .
\end{aligned}
$$

Now

$$
T_{n} \leqslant \sum_{j=0}^{n-2} \frac{2}{2^{n-j-1}} \leqslant 2
$$

for all $n$. For the second term, notice that

$$
U_{n}=\left|\log \left[\left(T^{n-1} x\right) a_{1}\left(T^{n-1} x\right)\right]\right|
$$

and by the inequality (3.17) we have

$$
1 \geqslant\left(T^{n-1} x\right) a_{1}\left(T^{n-1} x\right) \geqslant \frac{a_{1}\left(T^{n-1} x\right)}{1+a_{1}\left(T^{n-1} x\right)} \geqslant \frac{1}{2}
$$

since $a_{1}\left(T^{n-1} x\right) \geqslant 1$. Therefore,

$$
\left|\log \left[\left(T^{n-1} x\right) a_{1}\left(T^{n-1} x\right)\right]\right| \leqslant \log 2
$$

which completes the proof that

$$
\frac{1}{n} R_{n} \rightarrow 0
$$

as $n \rightarrow \infty$, and hence shows (3.28).
Equation (3.29) follows from (3.28), since from the inequalities (3.13) and (3.15) we have

$$
\log q_{n}+\log q_{n+1} \leqslant-\log \left|x-\frac{p_{n}}{q_{n}}\right| \leqslant \log q_{n}+\log q_{n+2}
$$

## Exercises for Sect. 3.2

Exercise 3.2.1. Use the idea in the proof of (3.27) to extend the pointwise ergodic theorem (Theorem 2.30) to the case of a measurable function $f \geqslant 0$ with $\int_{X} f \mathrm{~d} \mu=\infty$ without the assumption of ergodicity.

Exercise 3.2.2. Show that the map from $\mathbb{N}^{\mathbb{N}}$ to $[0,1] \backslash \mathbb{Q}$ sending $\left(a_{1}, a_{2}, \ldots\right)$ to $\left[a_{1}, a_{2}, \ldots\right]$ is a homeomorphism with respect to the discrete topology on $\mathbb{N}$ and the product topology on $\mathbb{N}^{\mathbb{N}}$.

Exercise 3.2.3. Let $\mathbf{p}=\left(p_{1}, p_{2}, \ldots\right)$ be an infinite probability vector (this means that $p_{i} \geqslant 0$ for all $i$, and $\sum_{i} p_{i}=1$ ). Show that $\mathbf{p}$ gives rise to a $\sigma$ invariant and ergodic probability measure $\mathbf{p}^{\mathbb{N}}$ on $\mathbb{N}^{\mathbb{N}}$.

Exercise 3.2.4. Let $\phi: \mathbb{N}^{\mathbb{N}} \rightarrow(0,1) \backslash \mathbb{Q}$ be the map discussed on page 79 , and let $\mu$ be the Gauss measure on $[0,1]$. Show that $\phi_{*}^{-1} \mu$ is not of the form $\mathbf{p}^{\mathbb{N}}$ for any infinite probability vector $\mathbf{p}$.

### 3.3 Badly Approximable Numbers

While Corollary 3.8 gives precise information about the behavior of typical real numbers, it does not say anything about the behavior of all real numbers. In this section we discuss a special class of real numbers that behave very differently to typical real numbers.

Definition 3.9. A real number $u=\left[a_{1}, a_{2}, \ldots\right] \in(0,1)$ is called badly approximable if there is some bound $M$ with the property that $a_{n} \leqslant M$ for all $n \geqslant 1$.

Clearly a badly approximable number cannot satisfy (3.27). It follows that the set of all badly approximable numbers in $(0,1)$ is a null set with respect to the Gauss measure, and hence is a null set with respect to Lebesgue measure ${ }^{(43)}$. The next result explains the terminology: badly approximable numbers cannot be approximated very well by rationals.

Proposition 3.10. A number $u \in(0,1)$ is badly approximable if and only if there exists some $\varepsilon>0$ with the property that

$$
\left|u-\frac{p}{q}\right| \geqslant \frac{\varepsilon}{q^{2}}
$$

for all rational numbers $\frac{p}{q}$.
Proof. If $u$ is badly approximable, then (3.4) shows that

$$
q_{n+1} \leqslant(M+1) q_{n}
$$

for all $n \geqslant 0$. For any $q$ there is some $n$ with $q \in\left(q_{n-1}, q_{n}\right]$, and by Proposition 3.3 and (3.15) we therefore have

$$
\left|\frac{p}{q}-u\right|>\left|\frac{p_{n}}{q_{n}}-u\right|>\frac{1}{q_{n} q_{n+2}}>\frac{1}{(M+1)^{4} q^{2}}
$$

as required.
Conversely, if

$$
\left|u-\frac{p}{q}\right| \geqslant \frac{\varepsilon}{q^{2}}
$$

for all rational numbers $\frac{p}{q}$ then, in particular,

$$
\frac{\varepsilon}{q_{n}^{2}} \leqslant\left|u-\frac{p_{n}}{q_{n}}\right|<\frac{1}{q_{n} q_{n+1}}
$$

by (3.13). This implies that

$$
a_{n+1} q_{n}<a_{n+1} q_{n}+q_{n-1}=q_{n+1}<\frac{1}{\varepsilon} q_{n}
$$

so $a_{n+1} \leqslant \frac{1}{\varepsilon}$ for all $n \geqslant 1$.
Example 3.11. Notice that $\frac{2}{\sqrt{5}-1}=\frac{\sqrt{5}+1}{2} \in(1,2)$ and $\frac{\sqrt{5}+1}{2}-1=\frac{\sqrt{5}-1}{2}$. It follows that if

$$
\frac{\sqrt{5}-1}{2}=\left[a_{1}, a_{2}, \ldots\right]
$$

then $a_{1}+\left[a_{2}, a_{3}, \ldots\right] \in(1,2)$, so $a_{1}=1$, and hence

$$
\left[a_{2}, a_{3}, \ldots\right]=\frac{\sqrt{5}+1}{2}-1=\frac{\sqrt{5}-1}{2}=\left[a_{1}, a_{2}, \ldots\right]
$$

We deduce by the uniqueness of the continued fraction digits that

$$
\frac{\sqrt{5}-1}{2}=[1,1,1, \ldots]
$$

so $\frac{\sqrt{5}-1}{2}$ is badly approximable.
Indeed, the specific number in Example 3.11 is, in a precise sense, the most badly approximable real number in $(0,1)$. In the next section we generalize this example to show that all quadratic irrationals are badly approximable.

### 3.3.1 Lagrange's Theorem

The periodicity of the continued fraction expansion seen in Example 3.11 is a general property of quadratics. A real number $u$ is called a quadratic irrational if $u \notin \mathbb{Q}$ and there are integers $a, b, c$ with $a u^{2}+b u+c=0$. Notice that $u$ is a quadratic irrational if and only if $\mathbb{Q}(u)$ is a subfield of $\mathbb{R}$ of degree 2 over $\mathbb{Q}$.

Definition 3.12. A continued fraction $\left[a_{0} ; a_{1}, \ldots\right]$ is eventually periodic if there are numbers $N \geqslant 0$ and $k \geqslant 1$ with $a_{n+k}=a_{n}$ for all $n \geqslant N$. Such a continued fraction will be written

$$
\left[a_{0} ; a_{1}, \ldots, a_{N-1}, \overline{a_{N}}, \ldots, a_{N+k}\right] .
$$

The main result describing the special properties of quadratic irrationals is Lagrange's Theorem [218, Sect. 34].

Theorem 3.13 (Lagrange). Let $u$ be an irrational positive real number. Then the continued fraction expansion of $u$ is eventually periodic if and only if $u$ is a quadratic irrational.

Proof. Assume first that $u=\left[\overline{a_{0} ; a_{1}, \ldots, a_{k}}\right]$ has a strictly periodic continued fraction expansion, so that $u_{k+1}=u_{0}=u$. Thus

$$
u=\frac{u p_{k}+p_{k-1}}{u q_{k}+q_{k-1}}
$$

by (3.20), so

$$
u^{2} q_{k}+u\left(q_{k-1}-p_{k}\right)-p_{k-1}=0
$$

and $u$ is a quadratic irrational ( $u$ cannot be rational, since it has an infinite continued fraction; alternatively notice that the quadratic equation satisfied by $u$ has discriminant $\left(q_{k-1}-p_{k}\right)^{2}+4 q_{k} p_{k-1}=\left(q_{k-1}+p_{k}\right)^{2}-4(-1)^{k}$ by (3.8), so cannot be a square).

Now assume that

$$
u=\left[a_{0} ; \ldots, a_{N-1}, \overline{a_{N}, \ldots, a_{N+k}}\right] .
$$

Then, by (3.20),

$$
u=\frac{\left[\overline{a_{N} ; a_{N+1}, \ldots, a_{N+k}}\right] p_{N-1}+p_{N-2}}{\left[a_{N} ; a_{N+1}, \ldots, a_{N+k}\right] q_{N-1}+q_{N-2}},
$$

so $\mathbb{Q}(u)=\mathbb{Q}\left(\left[\overline{a_{N} ; a_{N+1}, \ldots, a_{N+k}}\right]\right)$, and therefore $u$ is a quadratic irrational.
The converse is more involved ${ }^{(44)}$. Assume now that $u$ is a quadratic irrational, with

$$
f_{0}(u)=\alpha_{0} u^{2}+\beta_{0} u+\gamma_{0}=0
$$

for some $\alpha_{0}, \beta_{0}, \gamma_{0} \in \mathbb{Z}$ and $\delta=\beta_{0}^{2}-4 \alpha_{0} \gamma_{0}$ not a square. We claim that for each $n \geqslant 0$ there is a polynomial

$$
f_{n}(x)=\alpha_{n} x^{2}+\beta_{n}+\gamma_{n}
$$

with

$$
\beta_{n}^{2}-4 \alpha_{n} \gamma_{n}=\delta
$$

and with the property that $f_{n}\left(u_{n}\right)=0$. This claim again follows from the fact that $\mathbb{Q}(u)=\mathbb{Q}\left(u_{n}\right)$, but we will need specific properties of the numbers $\alpha_{n}, \beta_{n}, \gamma_{n}$, so we proceed by induction.

Assume such a polynomial exists for some $n \geqslant 0$. Since $u_{n}=a_{n}+\frac{1}{u_{n+1}}$, we therefore have

$$
u_{n+1}^{2} f_{n}\left(a_{n}+\frac{1}{u_{n+1}}\right)=0
$$

The resulting relation for $u_{n+1}$ may be written in the form

$$
f_{n+1}(x)=\alpha_{n+1} x^{2}+\beta_{n+1} x+\gamma_{n+1}
$$

where

$$
\begin{align*}
\alpha_{n+1} & =a_{n}^{2} \alpha_{n}+a_{n} \beta_{n}+\gamma_{n}, \\
\beta_{n+1} & =2 a_{n} \alpha_{n}+\beta_{n},  \tag{3.30}\\
\gamma_{n+1} & =\alpha_{n} . \tag{3.31}
\end{align*}
$$

It is clear that $\alpha_{n+1}, \beta_{n+1}, \gamma_{n+1} \in \mathbb{Z}$, and a simple calculation shows that

$$
\beta_{n+1}^{2}-4 \alpha_{n+1} \gamma_{n+1}=\beta_{n}^{2}-4 \alpha_{n} \gamma_{n}
$$

proving the claim.
Notice that all the polynomials $f_{n}$ have the same discriminant $\delta$, which is not a square, so $\alpha_{n} \neq 0$ for $n \geqslant 0$. If there is some $N$ with $\alpha_{n}>0$ for all $n \geqslant N$, then (3.30) shows that the sequence $\beta_{N}, \beta_{N+1}, \ldots$ is increasing since $a_{n}>0$ for $n \geqslant 1$. Thus for large enough $n$, by (3.31), all three of $\alpha_{n}, \beta_{n}$ and $\gamma_{n}$ are positive. This is impossible, since $f_{n}\left(u_{n}\right)=0$ and $u_{n}>0$. A similar argument shows that there is no $N$ with $\alpha_{n}<0$ for all $n \geqslant N$. We deduce that $\alpha_{n}$ must change in sign infinitely often, so in particular there is an infinite set $A \subseteq \mathbb{N}$ with the property that $\alpha_{n} \alpha_{n-1}<0$ for all $n \in A$. By (3.31), it follows that $\alpha_{n} \gamma_{n}<0$ for all $n \in A$. Now $\beta_{n}^{2}-4 \alpha_{n} \gamma_{n}=\delta$, so for $n \in A$ we must have

$$
\begin{aligned}
& \left|\alpha_{n}\right| \leqslant \frac{1}{4} \delta, \\
& \left|\beta_{n}\right|<\sqrt{\delta},
\end{aligned}
$$

and

$$
\left|\gamma_{n}\right| \leqslant \frac{1}{4} \delta .
$$

It follows that as $n$ runs through the infinite set $A$ there are only finitely many possibilities for the polynomials $f_{n}$, so there must be some $n_{0}<n_{1}<n_{2}$ with $f_{n_{0}}=f_{n_{1}}=f_{n_{2}}$. Since a quadratic polynomial has only two zeros, and $u_{n_{0}}, u_{n_{1}}, u_{n_{2}}$ are all zeros of the same polynomial, we see that two of them coincide so the continued fraction expansion of $u$ is eventually periodic.

Corollary 3.14. Any quadratic irrational is badly approximable.
Proof. This is an immediate consequence of Theorem 3.13 and Definition 3.9.

It is not known if any other algebraic numbers are badly approximable.

## Exercises for Sect. 3.3

Exercise 3.3.1. ${ }^{(45)}$ Show that $\mathbb{Q}(\sqrt{5})$ contains infinitely many elements with a uniform bound on their partial quotients, by checking that the numbers $\left[\overline{1^{k+1}, 4,2,1^{k}, 3}\right]$ for $k \geqslant 0$ all lie in $\mathbb{Q}(\sqrt{5})$ (here $1^{k}$ denotes the string
$1,1, \ldots, 1$ of length $k)$. Can you find a similar pattern in any real quadratic field $\mathbb{Q}(\sqrt{d})$ ?

Exercise 3.3.2. A number $u \in(0,1)$ is called very well approximable if there is some $\delta>0$ with the property that there are infinitely many rational numbers $\frac{p}{q}$ with $\operatorname{gcd}(p, q)=1$ for which

$$
\left|u-\frac{p}{q}\right| \leqslant \frac{1}{q^{2+\delta}} .
$$

(a) Show that $u$ is very well approximable if and only if there is some $\varepsilon>0$ with the property that $a_{n+1} \geqslant q_{n}^{\varepsilon}$ for infinitely many values of $n$.
(b) Show that for any very well approximable number the convergence in (3.28) fails.
Exercise 3.3.3. Prove Liouville's Theorem ${ }^{(46)}$ : if $u$ is a real algebraic number of degree $d \geqslant 2$, then there is some constant $c(u)>0$ with the property that

$$
\frac{c(u)}{q^{d}}<\left|u-\frac{p}{q}\right|
$$

for any rational number $\frac{p}{q}$.
Exercise 3.3.4. Use Liouville's Theorem from Exercise 3.3.3 to show that the number

$$
u=\sum_{n=1}^{\infty} 10^{-n!}
$$

is transcendental (that is, $u$ is not a zero of any integral polynomial) ${ }^{(47)}$.
Exercise 3.3.5. Prove that the theorem of Margulis from p. 6 does not hold for quadratic forms in 2 variables.

### 3.4 Invertible Extension of the Continued Fraction Map

We are interested in finding a geometrically convenient invertible extension of the non-invertible map $T$, and in Sect. 9.6 will re-prove the ergodicity of the Gauss measure in that context.

Define a set

$$
\bar{Y}=\left\{(y, z) \in[0,1)^{2} \left\lvert\, 0 \leqslant z \leqslant \frac{1}{1+y}\right.\right\}
$$

(this set is illustrated in Fig. 3.2) and a map $\bar{T}: \bar{Y} \rightarrow \bar{Y}$ by

$$
\bar{T}(y, z)=(T y, y(1-y z)) .
$$

The map $\bar{T}$ will also be called the Gauss map.

Proposition 3.15. The map $\bar{T}: \bar{Y} \rightarrow \bar{Y}$ is an area-preserving bijection off a null set. More precisely, there is a countable union $N$ of lines and curves in $\bar{Y}$ with the property that $\left.T\right|_{\bar{Y} \backslash_{N}}: \bar{Y} \backslash N \rightarrow \bar{Y} \backslash N$ is a bijection preserving the Lebesgue measure.

Proof. The derivative of the map $\bar{T}$ is

$$
\left(\begin{array}{cc}
-\frac{1}{y^{2}} & 0 \\
1-2 y z & -y^{2}
\end{array}\right),
$$

with determinant 1. It follows that $\bar{T}$ preserves area locally. To see that the map is a bijection, define regions $A_{n}$ and $B_{n}$ in $\bar{Y}$ by

$$
A_{n}=\left\{(y, z) \in \bar{Y} \left\lvert\, \frac{1}{n+1}<y<\frac{1}{n}\right.\right\}
$$

and

$$
B_{n}=\left\{(y, z) \in \bar{Y} \left\lvert\, \frac{1}{n+1+y}<z<\frac{1}{n+y}\right. \text { and } y>0\right\} .
$$

These sets are shown in Fig. 3.2. Both

$$
\left\{A_{n} \mid n=1,2, \ldots\right\}
$$

and

$$
\left\{B_{n} \mid n=1,2, \ldots\right\}
$$

define partitions of $\bar{Y}$ after removing countably many vertical lines (or curves in the case of $\left.\left\{B_{n}\right\}\right)$. Since this is a Lebesgue null set, it is enough to show that $\left.\bar{T}\right|_{A_{n}}: A_{n} \rightarrow B_{n}$ is a bijection for each $n \geqslant 1$, for then

$$
\left.\bar{T}\right|_{\cup_{n \geqslant 1} A_{n}}: \bigcup_{n \geqslant 1} A_{n} \longrightarrow \bigcup_{n \geqslant 1} B_{n}
$$

is also a bijection, and we can take for the null set $N$ the set of all images and pre-images of

$$
\left(\bar{Y} \backslash \bigcup_{n \geqslant 1} A_{n}\right) \cup\left(\bar{Y} \backslash \bigcup_{n \geqslant 1} B_{n}\right) .
$$

Notice that $y>0$ and $0<z<\frac{1}{1+y}$ implies that

$$
\begin{gathered}
0<y z<\frac{y}{1+y} \\
\frac{1}{1+y}<(1-y z)<1,
\end{gathered}
$$

and


Fig. 3.2 The Gauss map is a bijection between $\bar{Y}$ and $\bar{Y}$, sending the subset $A_{n} \subseteq \bar{Y}$ to the subset $B_{n} \subseteq \bar{Y}$ for each $n \geqslant 1$

$$
\begin{equation*}
\frac{y}{1+y}<y(1-y z)<y \tag{3.32}
\end{equation*}
$$

If now $(y, z) \in A_{n}$ for some $n \geqslant 1$ then $y=\frac{1}{n+y_{1}}$ for $\bar{T}(y, z)=\left(y_{1}, z_{1}\right)$ and the inequality (3.32) becomes

$$
\frac{1}{n+1+y_{1}}=\frac{y}{1+y}<z_{1}=y(1-y z)<y=\frac{1}{n+y_{1}}
$$

so that $\left(y_{1}, z_{1}\right) \in B_{n}$ and therefore $\bar{T}\left(A_{n}\right) \subseteq B_{n}$. To see that the restriction to $A_{n}$ is a bijection, fix $\left(y_{1}, z_{1}\right) \in B_{n}$. Then $y=\frac{1}{n+y_{1}}$ is uniquely determined, and the equation $z_{1}=y(1-y z)$ then determines $z$ uniquely. Clearly

$$
y \in\left(\frac{1}{n+1}, \frac{1}{n}\right)
$$

since $y_{1} \in(0,1)$, and by reversing the argument above (or by a straightforward calculation) we see that

$$
\frac{y}{1+y}=\frac{1}{n+1+y_{1}}<z_{1}<\frac{1}{n+y_{1}}=y
$$

implies $0<z<\frac{1}{1+y}$ so that $(y, z) \in A_{n}$.
Lemma 3.5 gives no indication of where the Gauss measure might have came from. The invertible extension, which preserves Lebesgue measure, gives an alternative proof that the Gauss measure is invariant, and gives one explanation of where it might come from.
Second proof of Lemma 3.5. Let $\pi: \bar{Y} \rightarrow Y$ be the projection

$$
\begin{equation*}
\pi(y, z)=y \tag{3.33}
\end{equation*}
$$

onto $Y$. The Gauss measure $\mu$ on $Y$ is the measure defined* by

$$
\mu(B)=m\left(\pi^{-1} B\right)
$$

[^9]where $m$ is the normalized Lebesgue measure on $\bar{Y}$. Since $\bar{T}: \bar{Y} \rightarrow \bar{Y}$ preserves $m$ by Proposition 3.15 and $\pi \circ \bar{T}=T \circ \pi$, the measure $\mu$ is $T$-invariant.

The projection map $\pi: \bar{Y} \rightarrow Y$ defined in (3.33) shows that $\bar{T}$ on $\bar{Y}$ is an invertible extension of the non-invertible map $T$ on $Y$.

## Notes to Chap. 3

${ }^{(38)}$ (Page 69) The material in Sect. 3.1 may be found in many places; a convenient source for the path followed here using matrices is a note of van der Poorten [294].
${ }^{(39)}$ (Page 72) In particular, we have Dirichlet's theorem: for any $u \in \mathbb{R}$ and $Q \in \mathbb{N}$, there exists a rational number $\frac{p}{q}$ with $0<q \leqslant Q$ and $\left|u-\frac{p}{q}\right| \leqslant \frac{1}{q(Q+1)}$, which can also be seen via the pigeon-hole principle.
${ }^{(40)}$ (Page 77) A broad overview of continued fractions from an ergodic perspective may be found in the monograph of Iosifescu and Kraaikamp [161]. Kraaikamp and others have suggested ways in which Gauss could have arrived at this measure; see also Keane [187]. Other approaches to the Gauss measure are described in the book of Khinchin [191]. The ergodic approach to continued fractions has a long history. Knopp [205] showed that the Gauss measure is ergodic (in different language); Kuz'min [217] found results on the rate of mixing of the Gauss measure; Doeblin [71] showed ergodicity; Ryll-Nardzewski [326] also showed this (that the Gauss measure is "indecomposable") and used the ergodic theorem to deduce results like (3.26). This had also been shown earlier by Khinchin [190]. Lévy [227] showed (3.25), an implicitly ergodic result, in 1936 (using the language of probability rather than ergodic theory).
${ }^{(41)}$ (Page 79) These results are indeed easily seen given both the ergodic theorem and the ergodicity of the Gauss map; their original proofs by other methods are not easy. For other results on the continued fraction expansion from the ergodic perspective, see Cornfeld, Fomin and Sinaй [60, Chap. 7] and from a number-theoretic perspective, see Khinchin [191]. The limit in (3.26), approximately 2.685, is known as Khinchin's constant; the problem of estimating it numerically is considered by Bailey, Borwein and Crandall [14]. Little is known about its arithmetical properties. The (exponential of the) constant appearing in (3.28) is usually called the Khinchin-Lévy constant. Just as in Example 2.31, it is a quite different problem to exhibit any specific number that satisfies these almost everywhere results: Adler, Keane and Smorodinsky exhibit a normal number for the continued fraction map in [2].
${ }^{(42)}$ (Page 79) This is proved here directly, using estimates for conditional measures on cylinder sets; see Billingsley [31] for example. We will re-prove it in Proposition 9.25 on p. 323 using a geometrical argument.
${ }^{(43)}$ (Page 87) Most of this section is devoted to quadratic irrationals, but it is clear there are uncountably many badly approximable numbers; the survey of Shallit [340] describes some of the many settings in which these numbers appear, gives other families of such numbers, and has an extensive bibliography on these numbers (which are also called numbers of constant type). For example, Kmošek [203] and Shallit [339] showed that if

$$
\sum_{n=0}^{\infty} k^{-2^{n}}=\left[a_{1}^{(k)}, a_{2}^{(k)}, \ldots\right]
$$

then $\sup _{n \geqslant 1}\left\{a_{n}^{(2)}\right\}=6$ and $\sup _{n \geqslant 1}\left\{a_{n}^{(k)}\right\}=n+2$ for $k \geqslant 3$.
${ }^{(44)}$ (Page 89) There are many ways to prove this; we follow the argument of Steinig [352] here.
${ }^{(45)}$ (Page 90) This remarkable uniformity in Definition 3.9 was shown by Woods [388] for $\mathbb{Q}(\sqrt{5})$ and by Wilson [384] in general, who showed that any real quadratic field $\mathbb{Q}(\sqrt{d})$ contains infinitely many numbers of the form $\left[\overline{a_{1}, a_{2}, \ldots, a_{k}}\right]$ with $1 \leqslant a_{n} \leqslant M_{d}$ for all $n \geqslant 1$. McMullen [259] has explained these phenomena in terms of closed geodesics; the connection between continued fractions and closed geodesics will be developed in Chap. 9. Exercise 3.3 .1 shows that we may take $M_{5}=4$, and the question is raised in [259] of whether there is a tighter bound allowing $M_{d}$ to be taken equal to 2 for all $d$.
${ }^{(46)}$ (Page 91) Liouville's Theorem [234, 236] (on Diophantine approximation; there are several important results bearing his name) marked the start of an important series of advances in Diophantine approximation, attempting to sharpen the lower bound. These results may be summarized as follows. The statement that for any algebraic number $u$ of degree $d$ there is a constant $c(u)$ so that for all rationals $p / q$ we have $|u-p / q|>$ $c(u) / q^{\lambda(u)}$ holds: for $\lambda(u)=d$ (Liouville 1844); for any $\lambda(u)>\frac{1}{2} d+1$ (Thue [360], 1909); for any $\lambda(u)>2 \sqrt{d}$ (Siegel [343], 1921); for any $\lambda(u)>\sqrt{2 d}$ (Dyson [77], 1947); finally, and definitively, for any $\lambda(u)>2$ (Roth [319], 1955).
${ }^{(47)}$ (Page 91) This observation of Liouville [235] dates from 1844 and seems to be the earliest construction of a transcendental number; in 1874 Cantor [47] used set theory to show that the set of algebraic numbers is countable, deducing that there are uncountably many transcendental real numbers (as pointed out by Herstein and Kaplansky [150, p. 238], and despite what is often taught, Cantor's proof can be used to exhibit many explicit transcendental numbers). In a different direction, many important constants were shown to be transcendental. Examples include: $e$ (Hermite [149], 1873); $\pi$ (Lindemann [232], 1882); $\alpha^{\beta}$ for $\alpha$ algebraic and not equal to 0 or 1 and $\beta$ algebraic and irrational (Gelfond [113] and Schneider [334], 1934).

## Chapter 4 <br> Invariant Measures for Continuous Maps

One of the natural ways in which measure-preserving transformations arise is from continuous maps on compact metric spaces. Let $(X, \mathrm{~d})$ be a compact metric space, and let $T: X \rightarrow X$ be a continuous map. Recall that the dual space $C(X)^{*}$ of continuous real functionals on the space $C(X)$ of continuous functions $X \rightarrow \mathbb{R}$ can be naturally identified with the space of finite signed measures on $X$ equipped with the weak*-topology. Our main interest is in the space $\mathscr{M}(X)$ of Borel probability measures on $X$. The main properties of $\mathscr{M}(X)$ needed are described in Sect. B.5.

Any continuous map $T: X \rightarrow X$ induces a continuous map

$$
T_{*}: \mathscr{M}(X) \rightarrow \mathscr{M}(X)
$$

defined by $T_{*}(\mu)(A)=\mu\left(T^{-1} A\right)$ for any Borel set $A \subseteq X$. Each point $x \in X$ defines a measure $\delta_{x}$ by

$$
\delta_{x}(A)=\left\{\begin{array}{l}
1 \text { if } x \in A ; \\
0 \text { if } x \notin A .
\end{array}\right.
$$

We claim that $T_{*}\left(\delta_{x}\right)=\delta_{T(x)}$ for any $x \in X$. To see this, let $A \subseteq X$ be any measurable set, and notice that

$$
\left(T_{*} \delta_{x}\right)(A)=\delta_{x}\left(T^{-1} A\right)=\delta_{T(x)}(A)
$$

This suggests that we should think of the space of measures $\mathscr{M}(X)$ as generalized points, and the transformation $T_{*}: \mathscr{M}(X) \rightarrow \mathscr{M}(X)$ as a natural extension of the map $T$ from the copy $\left\{\delta_{x} \mid x \in X\right\}$ of $X$ to the larger set $\mathscr{M}(X)$. For $f \in C(X)$ and $\mu \in \mathscr{M}(X)$,

$$
\int_{X} f \mathrm{~d}\left(T_{*} \mu\right)=\int_{X} f \circ T \mathrm{~d} \mu
$$

and this property characterizes $T_{*}$ by (B.2) and Lemma B.12.

The map $T_{*}$ is continuous and affine, so the set $\mathscr{M}^{T}(X)$ of $T$-invariant measures is a closed convex subset of $\mathscr{M}(X)$; in the next section ${ }^{(48)}$ we will see that it is always non-empty.

### 4.1 Existence of Invariant Measures

The connection between ergodic theory and the dynamics of continuous maps on compact metric spaces begins with the next result, which shows that invariant measures can always be found.

Theorem 4.1. Let $T: X \rightarrow X$ be a continuous map of a compact metric space, and let $\left(\nu_{n}\right)$ be any sequence in $\mathscr{M}(X)$. Then any weak*-limit point of the sequence $\left(\mu_{n}\right)$ defined by $\mu_{n}=\frac{1}{n} \sum_{j=0}^{n-1} T_{*}^{j} \nu_{n}$ is a member of $\mathscr{M}^{T}(X)$.

An immediate consequence is the following important general statement, which shows that measure-preserving transformations are ubiquitous. It is known as the Kryloff-Bogoliouboff Theorem [214].

Corollary 4.2 (Kryloff-Bogoliouboff). Under the hypotheses of Theorem 4.1, $\mathscr{M}^{T}(X)$ is non-empty.

Proof. Since $\mathscr{M}(X)$ is weak*-compact, the sequence $\left(\mu_{n}\right)$ must have a limit point.

Write $\|f\|_{\infty}=\sup \{|f(x)| \mid x \in X\}$ as usual.
Proof of Theorem 4.1. Let $\mu_{n(j)} \rightarrow \mu$ be a convergent subsequence of $\left(\mu_{n}\right)$ and let $f \in C(X)$. Then, by applying the definition of $T_{*} \mu_{n}$, we get

$$
\begin{aligned}
\left|\int f \circ T \mathrm{~d} \mu_{n(j)}-\int f \mathrm{~d} \mu_{n(j)}\right| & =\frac{1}{n(j)}\left|\int \sum_{i=0}^{n(j)-1}\left(f \circ T^{i+1}-f \circ T^{i}\right) \mathrm{d} \nu_{n(j)}\right| \\
& =\frac{1}{n(j)}\left|\int\left(f \circ T^{n(j)+1}-f\right) \mathrm{d} \nu_{n(j)}\right| \\
& \leqslant \frac{2}{n(j)}\|f\|_{\infty} \longrightarrow 0
\end{aligned}
$$

as $j \rightarrow \infty$, for all $f \in C(X)$. It follows that $\int f \circ T \mathrm{~d} \mu=\int f \mathrm{~d} \mu$, so $\mu$ is a member of $\mathscr{M}^{T}(X)$ by Lemma B.12.

Thus $\mathscr{M}^{T}(X)$ is a non-empty compact convex set, since convex combinations of elements of $\mathscr{M}^{T}(X)$ belong to $\mathscr{M}^{T}(X)$. It follows that $\mathscr{M}^{T}(X)$ is an infinite set unless it comprises a single element. For many maps it is difficult to describe the space of invariant measures. The next example has very few ergodic invariant measures, and we shall see later many maps that have only one invariant measure.

Example 4.3 (North-South map). Define the stereographic projection $\pi$ from the circle $X=\{z \in \mathbb{C}| | z-\mathrm{i} \mid=1\}$ to the real axis by continuing the line from 2 i through a unique point on $X \backslash\{2 \mathrm{i}\}$ until it meets the line $\Im(z)=0$ (see Fig. 4.1).


Fig. 4.1 The North-South map on the circle; for $z \neq 2 \mathrm{i}, T^{n} z \rightarrow 0$ as $n \rightarrow \infty$

The "North-South" map $T: X \rightarrow X$ is defined by

$$
T(z)= \begin{cases}2 \mathrm{i} & \text { if } z=2 \mathrm{i} \\ \pi^{-1}(\pi(z) / 2) & \text { if } z \neq 2 \mathrm{i}\end{cases}
$$

as shown in Fig. 4.1. Using Poincaré recurrence (Theorem 2.11) it is easy to show that $\mathscr{M}^{T}(X)$ comprises the measures $p \delta_{2 \mathrm{i}}+(1-p) \delta_{0}, p \in[0,1]$ that are supported on the two points 2 i and 0 . Only the measures corresponding to $p=0$ and $p=1$ are ergodic.

It is in general difficult to identify measures with specific properties, but the ergodic measures are readily characterized in terms of the geometry of the space of invariant measures.

Theorem 4.4. Let $X$ be a compact metric space and let $T: X \rightarrow X$ be a measurable map. The ergodic elements of $\mathscr{M}^{T}(X)$ are exactly the extreme points of $\mathscr{M}^{T}(X)$.

That is, $T$ is ergodic with respect to an invariant probability measure if and only if that measure cannot be expressed as a strict convex combination of two different $T$-invariant probability measures. For any measurable set $A$, define $\left.\mu\right|_{A}$ by $\left.\mu\right|_{A}(C)=\mu(A \cap C)$. If $T$ is not assumed to be continuous, then we do not know that $\mathscr{M}^{T}(X) \neq \varnothing$, so without the assumption of continuity Theorem 4.4 may be true but vacuous (see Exercise 4.1.1).
Proof of Theorem 4.4. Let $\mu \in \mathscr{M}^{T}(X)$ be a non-ergodic measure. Then there is a measurable set $B$ with $\mu(B) \in(0,1)$ and with $T^{-1} B=B$. It follows that

$$
\left.\frac{1}{\mu(B)} \mu\right|_{B},\left.\frac{1}{\mu(X \backslash B)} \mu\right|_{X \backslash B} \in \mathscr{M}^{T}(X)
$$

SO

$$
\mu=\mu(B)\left(\left.\frac{1}{\mu(B)} \mu\right|_{B}\right)+\mu(X \backslash B)\left(\left.\frac{1}{\mu(X \backslash B)} \mu\right|_{X \backslash B}\right)
$$

expresses $\mu$ as a strict convex combination of the invariant probability measures

$$
\left.\frac{1}{\mu(B)} \mu\right|_{B}
$$

and

$$
\left.\frac{1}{\mu(X \backslash B)} \mu\right|_{X \backslash B}
$$

which are different since they give different measures to the set $B$.
Conversely, let $\mu$ be an ergodic measure and assume that

$$
\mu=s \nu_{1}+(1-s) \nu_{2}
$$

expresses $\mu$ as a strict convex combination of the invariant measures $\nu_{1}$ and $\nu_{2}$. Since $s>0, \nu_{1} \ll \mu$, so there is a positive function $f \in L_{\mu}^{1}$ ( $f$ is the RadonNikodym derivative $\frac{d \nu_{1}}{d \mu}$; see Theorem A.15) with the property that

$$
\begin{equation*}
\nu_{1}(A)=\int_{A} f \mathrm{~d} \mu \tag{4.1}
\end{equation*}
$$

for any measurable set $A$. The set $B=\{x \in X \mid f(x)<1\}$ is measurable since $f$ is measurable, and

$$
\begin{aligned}
\int_{B \cap T^{-1} B} f \mathrm{~d} \mu+\int_{B \backslash T^{-1} B} f \mathrm{~d} \mu & =\nu_{1}(B) \\
& =\nu_{1}\left(T^{-1} B\right) \\
& =\int_{B \cap T^{-1} B} f \mathrm{~d} \mu+\int_{\left(T^{-1} B\right) \backslash B} f \mathrm{~d} \mu
\end{aligned}
$$

so

$$
\begin{equation*}
\int_{B \backslash T^{-1} B} f \mathrm{~d} \mu=\int_{\left(T^{-1} B\right) \backslash B} f \mathrm{~d} \mu . \tag{4.2}
\end{equation*}
$$

By definition, $f(x)<1$ for $x \in B \backslash\left(T^{-1} B\right)$ while $f(x) \geqslant 1$ for $x \in T^{-1} B \backslash B$. On the other hand,

$$
\begin{aligned}
\mu\left(\left(T^{-1} B\right) \backslash B\right) & =\mu\left(T^{-1} B\right)-\mu\left(\left(T^{-1} B\right) \cap B\right) \\
& =\mu(B)-\mu\left(\left(T^{-1} B\right) \cap B\right) \\
& =\mu\left(B \backslash T^{-1} B\right)
\end{aligned}
$$

so (4.2) implies that $\mu\left(B \backslash T^{-1} B\right)=0$ and $\mu\left(\left(T^{-1} B\right) \backslash B\right)=0$. Therefore $\mu\left(\left(T^{-1} B\right) \triangle B\right)=0$, so by ergodicity of $\mu$ we must have $\mu(B)=0$ or 1 . If $\mu(B)=1$ then

$$
\nu_{1}(X)=\int_{X} f \mathrm{~d} \mu<\mu(B)=1
$$

which is impossible. So $\mu(B)=0$.
A similar argument shows that $\mu(\{x \in X \mid f(x)>1\})=0$, so $f(x)=1$ almost everywhere with respect to $\mu$. By (4.1), this shows that

$$
\nu_{1}=\mu
$$

so $\mu$ is an extreme point in $\mathscr{M}^{T}(X)$.
Write $\mathscr{E}^{T}(X)$ for the set of extreme points in $\mathscr{M}^{T}(X)$-by Theorem 4.4, this is the set of ergodic measures for $T$.

Example 4.5. Let $X=\{1, \ldots, r\}^{\mathbb{Z}}$ and let $T: X \rightarrow X$ be the left shift map. In Example 2.9 we defined for any probability vector $\mathbf{p}=\left(p_{1}, \ldots, p_{r}\right)$ a $T$-invariant probability measure $\mu=\mu_{\mathbf{p}}$ on $X$, and by Proposition 2.15 all these measures are ergodic. Thus for this example the space $\mathscr{E}^{T}(X)$ of ergodic invariant measures is uncountable. This collection of measures is an inconceivably tiny subset of the set of all ergodic measures - there is no hope of describing all of them.

Measures $\mu_{1}$ and $\mu_{2}$ are called mutually singular if there exist disjoint measurable sets $A$ and $B$ with $A \cup B=X$ for which $\mu_{1}(B)=\mu_{2}(A)=0$ (see Sect. A.4).

Lemma 4.6. If $\mu_{1}, \mu_{2} \in \mathscr{E}^{T}(X)$ and $\mu_{1} \neq \mu_{2}$ then $\mu_{1}$ and $\mu_{2}$ are mutually singular.

Proof. Let $f \in C(X)$ be chosen with $\int f \mathrm{~d} \mu_{1} \neq \int f \mathrm{~d} \mu_{2}$ (such a function exists by Theorem B.11). Then by the ergodic theorem (Theorem 2.30)

$$
\begin{equation*}
\mathrm{A}_{n}^{f}(x) \rightarrow \int f \mathrm{~d} \mu_{1} \tag{4.3}
\end{equation*}
$$

for $\mu_{1}$-almost every $x \in X$, and

$$
\mathrm{A}_{n}^{f}(x) \rightarrow \int f \mathrm{~d} \mu_{2}
$$

for $\mu_{2}$-almost every $x \in X$. It follows that the set $A=\{x \in X \mid$ (4.3) holds $\}$ is measurable and has $\mu_{1}(A)=1$ but $\mu_{2}(A)=0$.

Some of the problems for this section make use of the topological analog of Definition 2.7, which will be used later.

Definition 4.7. Let $T: X \rightarrow X$ and $S: Y \rightarrow Y$ be continuous maps of compact metric spaces (that is, topological dynamical systems). Then a homeomorphism $\theta: X \rightarrow Y$ with $\theta \circ T=S \circ \theta$ is called a topological conjugacy, and if there such a conjugacy then $T$ and $S$ are topologically conjugate. A continuous surjective map $\phi: X \rightarrow Y$ with $\phi \circ T=S \circ \phi$ is called a topological factor map, and in this case $S$ is said to be a factor of $T$.

## Exercises for Sect. 4.1

Exercise 4.1.1. Let $X=\left\{0, \left.\frac{1}{n} \right\rvert\, n \geqslant 1\right\}$ with the compact topology inherited from the reals. Since $X$ is countable, there is a bijection $\theta: X \rightarrow \mathbb{Z}$. Show that the map $T: X \rightarrow X$ defined by $T(x)=\theta^{-1}(\theta(x)+1)$ is measurable with respect to the Borel $\sigma$-algebra on $X$ but has no invariant probability measures.

Exercise 4.1.2. Show that a weak*-limit of ergodic measures need not be an ergodic measure by the following steps. Start with a point $x$ in the full 2 shift $\sigma: X \rightarrow X$ with the property that any finite block of symbols of length $\ell$ appears in $x$ with asymptotic frequency $\frac{1}{2^{\ell}}$ (such points certainly exist; indeed the ergodic theorem says that almost every point with respect to the $(1 / 2,1 / 2)$ Bernoulli measure will do). Write $\left(x_{1} \ldots x_{n} 0 \ldots 0\right)^{\infty}$ for the point $y \in\{0,1\}^{\mathbb{Z}}$ determined by the two conditions

$$
\left.y\right|_{[0,2 n-1]}=x_{1} \ldots x_{n} 0 \ldots 0
$$

and $\sigma^{2 n}(y)=y$. Now for each $n$ construct an ergodic $\sigma$-invariant measure $\mu_{n}$ supported on the orbit of the periodic point $\left(x_{1} \ldots x_{n} 0 \ldots 0\right)^{\infty}$ in which there are $n 0$ symbols in every cycle of the periodic point under the shift. Show that $\mu_{n}$ converges to some limit $\nu$ and use Theorem 4.4 to deduce that $\nu$ is not ergodic.

Exercise 4.1.3. For a continuous map $T: X \rightarrow X$ of a compact metric space ( $X, \mathrm{~d}$ ), define the invertible extension $\widetilde{T}: \widetilde{X} \rightarrow \widetilde{X}$ as follows. Let

- $\widetilde{X}=\left\{x \in X^{\mathbb{Z}} \mid x_{k+1}=T x_{k}\right.$ for all $\left.k \in \mathbb{Z}\right\}$;
- $(\widetilde{T} x)_{k}=x_{k+1}$ for all $k \in \mathbb{Z}$ and $x \in \widetilde{X}$;
with metric $\widetilde{\mathrm{d}}(x, y)=\sum_{k \in \mathbb{Z}} 2^{-|k|} \mathrm{d}\left(x_{k}, y_{k}\right)$. Write $\pi: \widetilde{X} \rightarrow X$ for the map sending $x$ to $x_{0}$. Prove the following.
(1) $\widetilde{T}$ is a homeomorphism of a compact metric space, and $\pi: \widetilde{X} \rightarrow X$ is a topological factor map.
(2) If $(Y, S)$ is any homeomorphism of a compact metric space with the property that there is a topological factor $\operatorname{map}(Y, S) \rightarrow(X, T)$, then $(\widetilde{X}, \widetilde{T})$ is a topological factor of $(Y, S)$.
(3) $\pi_{*} \mathscr{M}^{\widetilde{T}}(\widetilde{X})=\mathscr{M}^{T}(X)$.
(4) $\pi_{*} \mathscr{E}^{\widetilde{T}}(\widetilde{X})=\mathscr{E}^{T}(X)$.

Exercise 4.1.4. Show that the ergodic Bernoulli measures discussed in Example 4.5 do not exhaust all ergodic measures for the full shift as follows.
(1) Show that any periodic orbit supports an ergodic measure which is not a Bernoulli measure.
(2) Show that there are ergodic measures on the full shift that are neither Bernoulli nor supported on a periodic orbit.

Exercise 4.1.5. Give a different proof of Lemma 4.6 using the RadonNikodym derivative (Theorem A.15) and the Lebesgue decomposition theorem (Theorem A.14), instead of the pointwise ergodic theorem.

Exercise 4.1.6. Prove that the ergodic measures for the circle-doubling $\operatorname{map} T_{2}: x \mapsto 2 x(\bmod 1)$ are dense in the space of all invariant measures.

### 4.2 Ergodic Decomposition

An important consequence of the fact that $\mathscr{M}^{T}(X)$ is a compact convex set is that the Choquet representation theorem may be applied ${ }^{(49)}$ to it. This generalizes the simple geometrical fact that in a finite-dimensional convex simplex, every point is a unique convex combination of the extreme points, to an infinite-dimensional result. In our setting, this gives a way to decompose any invariant measure into ergodic components.

Theorem 4.8 (Ergodic decomposition). Let $X$ be a compact metric space and $T: X \rightarrow X$ a continuous map. Then for any $\mu \in \mathscr{M}^{T}(X)$ there is a unique probability measure $\lambda$ defined on the Borel subsets of the compact metric space $\mathscr{M}^{T}(X)$ with the properties that
(1) $\lambda\left(\mathscr{E}^{T}(X)\right)=1$, and
(2) $\int_{X} f \mathrm{~d} \mu=\int_{\mathscr{E}^{T}(X)}\left(\int_{X} f \mathrm{~d} \nu\right) \mathrm{d} \lambda(\nu)$ for any $f \in C(X)$.

Proof. This follows from Choquet's theorem [55] (see also the notes of Phelps [283]). A different proof will be given later (cf. p. 154), and a nontrivial example may be seen in Example 4.13.

In fact Choquet's theorem is more general than we need: in our setting, $X$ is a compact metric space so $C(X)$ is separable, and hence $\mathscr{M}^{T}(X)$ is metrizable (see (B.3) for an explicit metric on $\mathscr{M}(X)$ built from a dense set of continuous functions). The picture of the space of invariant measures given by this result is similar to the familiar picture of a finite-dimensional simplex, but in fact few continuous maps ${ }^{(50)}$ have a finite-dimensional space of invariant measures.

Indeed, as we have seen in Exercise 4.1.2, the set of ergodic measures is in general not a closed subset of the set of invariant measures.

We will see some non-trivial examples of ergodic decompositions in Sect. 4.3. The existence of the ergodic decomposition is one of the reasons that ergodicity is such a powerful tool: any property that is preserved by the integration in Theorem 4.8(2) which holds for ergodic systems holds for any measurepreserving transformation. A particularly striking case of this general principle will come up in connection with the ergodic proof of Szemerédi's theorem (see Sect. 7.2.3). There is no real topological analog of this decomposition (see Exercises 4.2.3 and 4.2.4).

## Exercises for Sect. 4.2

Exercise 4.2.1. A homeomorphism $T: X \rightarrow X$ of a compact metric space (a topological dynamical system or cascade) is called minimal if the only non-empty closed $T$-invariant subset of $X$ is $X$ itself.
(a) Show that $(X, T)$ is minimal if and only if the orbit of each point in $X$ is dense.
(b) Show that $(X, T)$ is minimal if and only if $\bigcup_{n \in \mathbb{Z}} T^{n} O=X$ for every non-empty open set $O \subseteq X$.
(c) Show that any topological dynamical system $(X, T)$ has a minimal set: that is, a closed $T$-invariant set $A$ with the property that $T: A \rightarrow A$ is minimal.

Exercise 4.2.2. Use Exercise 4.2.1(c) to prove Birkhoff's recurrence theorem ${ }^{(51)}$ : every topological dynamical system $(X, T)$ contains a point $x$ for which there is a sequence $n_{k} \rightarrow \infty$ with $T^{n_{k}} x \rightarrow x$ as $k \rightarrow \infty$. Such a point is called recurrent under $T$.

Exercise 4.2.3. Show that in general a topological dynamical system is not a disjoint union of closed minimal subsystems.

Exercise 4.2.4. A homeomorphism $T: X \rightarrow X$ of a compact metric space is called topologically ergodic if every closed proper $T$-invariant subset of $X$ has empty interior. Show that the following properties are equivalent:

- $(X, T)$ is topologically ergodic;
- there is a point in $X$ with a dense orbit;
- for any non-empty open sets $O_{1}$ and $O_{2}$ in $X$, there is some $n \geqslant 0$ for which $O_{1} \cap T^{n} O_{2} \neq \varnothing$.
Show that in general a topological dynamical system is not a disjoint union of closed topologically ergodic subsystems.

Exercise 4.2.5. Let $T: X \rightarrow X$ be a continuous map on a compact metric space. Show that the measures in $\mathscr{E}^{T}(X)$ constrain all the ergodic averages in the following sense. For $f \in C(X)$, define

$$
m(f)=\inf _{\mu \in \mathscr{E}^{T}(X)}\left\{\int f \mathrm{~d} \mu\right\}
$$

and

$$
M(f)=\sup _{\mu \in \mathscr{E}^{T}(X)}\left\{\int f \mathrm{~d} \mu\right\} .
$$

Prove that

$$
m(f) \leqslant \liminf _{N \rightarrow \infty} \mathrm{~A}_{N}^{f}(x) \leqslant \limsup _{N \rightarrow \infty} \mathrm{~A}_{N}^{f}(x) \leqslant M(f)
$$

for any $x \in X$.

### 4.3 Unique Ergodicity

A natural distinguished class of transformations are those for which there is only one invariant Borel measure. This measure is automatically ergodic, and the uniqueness of this measure has several powerful consequences.

Definition 4.9. Let $X$ be a compact metric space and let $T: X \rightarrow X$ be a continuous map. Then $T$ is said to be uniquely ergodic if $\mathscr{M}^{T}(X)$ comprises a single measure.

Theorem 4.10. For a continuous map $T: X \rightarrow X$ on a compact metric space, the following properties are equivalent.
(1) $T$ is uniquely ergodic.
(2) $\left|\mathscr{E}^{T}(X)\right|=1$.
(3) For every $f \in C(X)$,

$$
\begin{equation*}
\mathrm{A}_{N}^{f}=\frac{1}{N} \sum_{n=0}^{N-1} f\left(T^{n} x\right) \longrightarrow C_{f} \tag{4.4}
\end{equation*}
$$

where $C_{f}$ is a constant independent of $x$.
(4) For every $f \in C(X)$, the convergence (4.4) is uniform across $X$.
(5) The convergence (4.4) holds for every $f$ in a dense subset of $C(X)$.

Under any of these assumptions, the constant $C_{f}$ in (4.4) is $\int_{X} f \mathrm{~d} \mu$, where $\mu$ is the unique invariant measure.

We will make use of Theorem 4.8 for the equivalence of (1) and (2); the equivalence between (1) and (3)-(5) is independent of it.

Proof of Theorem 4.10. (1) $\Longleftrightarrow(2)$ : If $T$ is uniquely ergodic and $\mu$ is the only $T$-invariant probability measure on $X$, then $\mu$ must be ergodic by Theorem 4.4. If there is only one ergodic invariant probability measure on $X$, then by Theorem 4.8, it is the only invariant probability measure on $X$.
$(1) \Longrightarrow(3)$ : Let $\mu$ be the unique invariant measure for $T$, and apply Theorem 4.1 to the constant sequence $\left(\delta_{x}\right)$. Since there is only one possible limit point and $\mathscr{M}(X)$ is compact, we must have

$$
\frac{1}{N} \sum_{n=0}^{N-1} \delta_{T^{n} x} \longrightarrow \mu
$$

in the weak*-topology, so for any $f \in C(X)$

$$
\frac{1}{N} \sum_{n=0}^{N-1} f\left(T^{n} x\right) \longrightarrow \int_{X} f \mathrm{~d} \mu
$$

(3) $\Longrightarrow$ (1): Let $\mu \in \mathscr{M}^{T}(X)$. Then by the dominated convergence theorem, (4.4) implies that

$$
\int_{X} f \mathrm{~d} \mu=\int_{X} \lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} f\left(T^{n} x\right) \mathrm{d} \mu=C_{f}
$$

for all $f \in C(X)$. It follows that $C_{f}$ is the integral of $f$ with respect to any measure in $\mathscr{M}^{T}(X)$, so $\mathscr{M}^{T}(X)$ can only contain a single measure.

Notice that this also shows $C_{f}=\int_{X} f \mathrm{~d} \mu$ for the unique measure $\mu$.
$(1) \Longrightarrow(4)$ : Let $\mu \in \mathscr{M}^{T}(X)$, and notice that we must have $C_{f}=\int f \mathrm{~d} \mu$ as above. If the convergence is not uniform, then there is a function $g$ in $C(X)$ and an $\varepsilon>0$ such that for every $N_{0}$ there is an $N>N_{0}$ and a point $x_{j} \in X$ for which

$$
\left|\frac{1}{N} \sum_{n=0}^{N-1} g\left(T^{n} x_{j}\right)-C_{g}\right| \geqslant \varepsilon
$$

Let $\mu_{N}=\frac{1}{N} \sum_{n=0}^{N-1} \delta_{T^{n} x_{j}}$, so that

$$
\begin{equation*}
\left|\int_{X} g \mathrm{~d} \mu_{N}-C_{g}\right| \geqslant \varepsilon \tag{4.5}
\end{equation*}
$$

By weak*-compactness the sequence $\left(\mu_{N}\right)$ has a subsequence $\left(\mu_{N(k)}\right)$ with

$$
\mu_{N(k)} \rightarrow \nu
$$

as $k \rightarrow \infty$. Then $\nu \in \mathscr{M}^{T}(X)$ by Theorem 4.1, and

$$
\left|\int_{X} g \mathrm{~d} \nu-C_{g}\right| \geqslant \varepsilon
$$

by (4.5). However, this shows that $\mu \neq \nu$, which contradicts (1).
$(4) \Longrightarrow(5)$ : This is clear.
(5) $\Longrightarrow(1)$ : If $\mu, \nu \in \mathscr{E}^{T}(X)$ then, just as in the proof that $(3) \Longrightarrow(1)$,

$$
\int_{X} f \mathrm{~d} \nu=C_{f}=\int_{X} f \mathrm{~d} \mu
$$

for any function $f$ in a dense subset of $C(X)$, so $\nu=\mu$.
The equivalence of (1) and (3) in Theorem 4.10 appeared first in the paper of Kryloff and Bogoliouboff [214] in the context of uniquely ergodic flows.

Example 4.11. The circle rotation $R_{\alpha}: \mathbb{T} \rightarrow \mathbb{T}$ is uniquely ergodic if and only if $\alpha$ is irrational. The unique invariant measure in this case is the Lebesgue measure $m_{\mathbb{T}}$. This may be proved using property (5) of Theorem 4.10 (or using property (1); see Theorem 4.14). Assume first that $\alpha$ is irrational, so $\mathrm{e}^{2 \pi \mathrm{i} k \alpha}=1$ only if $k=0$. If $f(t)=\mathrm{e}^{2 \pi \mathrm{i} k t}$ for some $k \in \mathbb{Z}$, then

$$
\frac{1}{N} \sum_{n=0}^{N-1} f\left(R_{\alpha}^{n} t\right)=\frac{1}{N} \sum_{n=0}^{N-1} \mathrm{e}^{2 \pi \mathrm{i} k(t+n \alpha)}= \begin{cases}1 & \text { if } k=0  \tag{4.6}\\ \frac{1}{N} \mathrm{e}^{2 \pi \mathrm{i} k t} \frac{\mathrm{e}^{2 \pi \mathrm{i} N k \alpha}-1}{\mathrm{e}^{2 \pi \mathrm{i} k \alpha}-1} & \text { if } k \neq 0\end{cases}
$$

Equation (4.6) shows that

$$
\frac{1}{N} \sum_{n=0}^{N-1} f\left(R_{\alpha}^{n} t\right) \longrightarrow \int f \mathrm{~d} m_{\mathbb{T}}=\left\{\begin{array}{l}
1 \text { if } k=0 \\
0 \text { if } k \neq 0
\end{array}\right.
$$

By linearity, the same convergence will hold for any trigonometric polynomial, and therefore property (5) of Theorem 4.10 holds. For a curious application of this result, see Example 1.3.

If $\alpha$ is rational, then Lebesgue measure is invariant but not ergodic, so there must be other invariant measures.

Example 4.11 may be used to illustrate the ergodic decomposition of a particularly simple dynamical system.

Example 4.12. Let $X=\{z \in \mathbb{C}| | z \mid=1$ or 2$\}$, let $\alpha$ be an irrational number, and define a continuous map $T: X \rightarrow X$ by $T(z)=\mathrm{e}^{2 \pi \mathrm{i} \alpha} z$. By unique ergodicity on each circle, any invariant measure $\mu$ takes the form

$$
\mu=s m_{1}+(1-s) m_{2}
$$

where $m_{1}$ and $m_{2}$ denote Lebesgue measures on the two circles comprising $X$. Thus $\mathscr{M}^{T}(X)=\left\{s m_{1}+(1-s) m_{2} \mid s \in[0,1]\right\}$, with the two ergodic measures given by the extreme points $s=0$ and $s=1$. The decomposition of $\mu$ is described by the measure $\nu=s \delta_{m_{1}}+(1-s) \delta_{m_{2}}$. A convenient notation for this is $\mu=\int_{\mathscr{M}^{T}(X)} m \mathrm{~d} \nu(m)$.

Example 4.13. A more sophisticated version of Example 4.12 is a rotation on the disk. Let $\mathbb{D}=\{z \in \mathbb{C}| | z \mid \leqslant 1\}$, let $\alpha$ be an irrational number, and define a continuous map $T: \mathbb{D} \rightarrow \mathbb{D}$ by $T(z)=\mathrm{e}^{2 \pi \mathrm{i} \alpha} z$. For each $r \in(0,1]$, let $m_{r}$ denote the normalized Lebesgue measure on the circle $\{z \in \mathbb{C}||z|=r\}$ and let $m_{0}=\delta_{0}$ (these are the ergodic measures). Then the decomposition of $\mu \in \mathscr{M}^{T}(X)$ is a measure $\nu$ on $\left\{m_{r} \mid r \in[0,1]\right\}$, and

$$
\mu(A)=\int_{\mathscr{M}^{T}(X)} m_{r}(A) \mathrm{d} \nu\left(m_{r}\right)
$$

Both Proposition 2.16 and Example 4.11 are special cases of the following more general result about unique ergodicity for rotations on compact groups.

Theorem 4.14. Let $X$ be a compact metrizable group and $R_{g}(x)=g x$ the rotation by a fixed element $g \in X$. Then the following are equivalent.
(1) $R_{g}$ is uniquely ergodic (with the unique invariant measure being $m_{X}$, the Haar measure on $X$ ).
(2) $R_{g}$ is ergodic with respect to $m_{X}$.
(3) The subgroup $\left\{g^{n}\right\}_{n \in \mathbb{Z}}$ generated by $g$ is dense in $X$.
(4) $X$ is abelian, and $\chi(g) \neq 1$ for any non-trivial character $\chi \in \widehat{X}$.

Proof. $(1) \Longrightarrow(2)$ : This is clear.
$(2) \Longrightarrow(3):$ Let $Y$ denote the closure of the subgroup generated by $g$. If $Y \neq X$ then there is a continuous non-constant function on $X$ that is constant on each coset of $Y$ : in fact if d is a bi-invariant metric on $X$ giving the topology, then

$$
\mathrm{d}_{Y}(x)=\min \{\mathrm{d}(x, y) \mid y \in Y\}
$$

defines such a function (an invariant metric exists by Lemma C.2). Such a function is invariant under $R_{g}$, showing that $R_{g}$ is not ergodic.
$(3) \Longrightarrow(1)$ : If $Y=X$ then $X$ is abelian (since it contains a dense abelian subgroup), and any probability measure $\mu$ invariant under $R_{g}$ is invariant under translation by a dense subgroup. This implies that $\mu$ is invariant under translation by any $y \in X$ by the following argument. Let $f \in C(X)$ be any continuous function, and fix $\varepsilon>0$. Then for every $\delta>0$ there is some $n$ with $\mathrm{d}\left(y, g^{n}\right)<\delta$, so by an appropriate choice of $\delta$ we have

$$
\left|f\left(g^{n} x\right)-f(y x)\right|<\varepsilon
$$

for all $x \in X$. Since

$$
\int f(x) \mathrm{d} \mu(x)=\int f\left(g^{n} x\right) \mathrm{d} \mu(x)
$$

it follows that

$$
\left|\int f(y x) \mathrm{d} \mu(x)-\int f(x) \mathrm{d} \mu(x)\right|=\left|\int\left(f(y x)-f\left(g^{n} x\right)\right) \mathrm{d} \mu(x)\right|<\varepsilon
$$

for all $\varepsilon>0$, so $R_{y}$ preserves $\mu$. Since this holds for all $y \in X, \mu$ must be the Haar measure. It follows that $R_{g}$ is uniquely ergodic.
$(4) \Longrightarrow(2):$ Assume now that $X$ is abelian and $\chi(g) \neq 1$ for every nontrivial character $\chi \in \widehat{X}$. If $f \in L^{2}(X)$ is invariant under $R_{g}$, then the Fourier series

$$
f=\sum_{\chi \in \widehat{X}} c_{\chi} \chi
$$

satisfies

$$
f=U_{R_{g}} f=\sum_{\chi \in \widehat{X}} c_{\chi} \chi(g) \chi,
$$

and so $f$ is constant as required.
$(2) \Longrightarrow(4):$ By (3) it follows that $X$ is abelian. If now $\chi \in \widehat{X}$ is a character with $\chi(g)=1$, then

$$
\chi\left(R_{g} x\right)=\chi(g) \chi(x)=\chi(x)
$$

is invariant, which by (2) implies that $\chi$ is itself a constant almost everywhere and so is trivial.

Corollary 4.15. Let $X=\mathbb{T}^{\ell}$, and let $g=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{\ell}\right) \in \mathbb{R}^{\ell}$. Then the toral rotation $R_{g}: \mathbb{T}^{\ell} \rightarrow \mathbb{T}^{\ell}$ given by $R_{g}(x)=x+g$ is uniquely ergodic if and only if $1, \alpha_{1}, \ldots, \alpha_{\ell}$ are linearly independent over $\mathbb{Q}$.

Theorems 2.19 and 4.14 have been generalized to give characterizations of ergodicity for affine maps on compact abelian groups by Hahn and Parry [131] and Parry [278], and on non-abelian groups by Chu [57].

## Exercises for Sect. 4.3

Exercise 4.3.1. Prove that $(3) \Longrightarrow(1)$ in Theorem 4.14 using Pontryagin duality.

Exercise 4.3.2. Show that a surjective homomorphism $T: X \rightarrow X$ of a compact group $X$ is uniquely ergodic if and only if $|X|=1$.

Exercise 4.3.3. Extend Theorem 4.14 by using the quotient space $Y \backslash X$ of a compact group $X$ to classify the probability measures on $X$ invariant under the rotation $R_{g}$ when $Y \neq X$.

Exercise 4.3.4. Show that for any Riemann-integrable function $f: \mathbb{T} \rightarrow \mathbb{R}$ and $\varepsilon>0$ there are trigonometric polynomials $p^{-}$and $p^{+}$such that

$$
p^{-}(t)<f(t)<p^{+}(t)
$$

for all $t \in \mathbb{T}$, and $\int_{0}^{1}\left(p^{+}(t)-p^{-}(t)\right) \mathrm{d} t<\varepsilon$. Use this to show that if $\alpha$ is irrational then for any Riemann-integrable function $f: \mathbb{T} \rightarrow \mathbb{R}$,

$$
\frac{1}{N} \sum_{n=0}^{N-1} f\left(R_{\alpha}^{n} t\right) \rightarrow \int f \mathrm{~d} m_{\mathbb{T}}
$$

for all $t \in \mathbb{T}$.
Exercise 4.3.5. Prove Corollary 4.15
(a) using Theorem 4.14;
(b) using Theorem 4.10(5).

Exercise 4.3.6. ${ }^{(52)}$ Let $X$ be a compact metric space, and let $T: X \rightarrow X$ be a continuous map. Assume that $\mu \in \mathscr{E}^{T}(X)$, and that for every $x \in X$ there exists a constant $C=C(x)$ such that for every $f \in C(X), f \geqslant 0$,

$$
\limsup _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} f\left(T^{n} x\right) \leqslant C \int f \mathrm{~d} \mu
$$

Show that $T$ is uniquely ergodic.

### 4.4 Measure Rigidity and Equidistribution

A natural question in number theory concerns how a sequence of real numbers is distributed when reduced modulo 1 . When the terms of the sequence are generated by some dynamical process, then the expressions resemble ergodic averages, and it is natural to expect that ergodic theory will have something to offer.

### 4.4.1 Equidistribution on the Interval

Ergodic theorems give conditions under which all or most orbits in a dynamical system spend a proportion of time in a given set proportional to the measure of the set. In this section we consider a more abstract notion of equidistribution ${ }^{(53)}$ in the specific setting of Lebesgue measure on the unit interval.

Definition 4.16. A sequence $\left(x_{n}\right)$ with $x_{n} \in[0,1]$ for all $n$ is said to be equidistributed or uniformly distributed if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} f\left(x_{k}\right)=\int_{0}^{1} f(x) \mathrm{d} x \tag{4.7}
\end{equation*}
$$

for any $f \in C([0,1])$.
A more intuitive formulation (developed in Lemma 4.17) of equidistribution requires that the terms of the sequence fall in an interval with the correct frequency, just as the pointwise ergodic theorem (Theorem 2.30) says that almost every orbit under an ergodic transformation falls in a measurable set with the correct frequency.

Lemma 4.17. ${ }^{(54)}$ For a sequence $\left(x_{n}\right)$ of elements of $[0,1]$, the following properties are equivalent.
(1) The sequence $\left(x_{n}\right)$ is equidistributed.
(2) For any $k \neq 0$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{j=1}^{n} \mathrm{e}^{2 \pi \mathrm{i} k x_{j}}=0
$$

(3) For any numbers $a, b$ with $0 \leqslant a<b \leqslant 1$,

$$
\frac{1}{n}\left|\left\{j \mid 1 \leqslant j \leqslant n, x_{j} \in[a, b]\right\}\right| \longrightarrow(b-a)
$$

as $n \rightarrow \infty$.
Proof. (1) $\Longleftrightarrow$ (3): Assume (1) and fix $a, b$ with $0 \leqslant a<b \leqslant 1$. Given a sufficiently small $\varepsilon>0$, define continuous functions that approximate the indicator function $\chi_{[a, b]}$ by

$$
f^{+}(x)= \begin{cases}1 & \text { if } a \leqslant x \leqslant b \\ (x-(a-\varepsilon)) / \varepsilon & \text { if } \max \{0, a-\varepsilon\} \leqslant x<a \\ ((b+\varepsilon)-x) / \varepsilon & \text { if } b<x \leqslant \min \{b+\varepsilon, 1\} \\ 0 & \text { for other } x\end{cases}
$$

and

$$
f^{-}(x)= \begin{cases}1 & \text { if } a+\varepsilon \leqslant x \leqslant b-\varepsilon \\ (x-a) / \varepsilon & \text { if } a \leqslant x<a+\varepsilon \\ (b-x) / \varepsilon & \text { if } b-\varepsilon<x \leqslant b \\ 0 & \text { for other } x\end{cases}
$$

Notice that $f^{-}(x) \leqslant \chi_{[a, b]}(x) \leqslant f^{+}(x)$ for all $x \in[0,1]$, and

$$
\int_{0}^{1}\left(f^{+}(x)-f^{-}(x)\right) \mathrm{d} x \leqslant 2 \varepsilon
$$

For small $\varepsilon$ and $0<a<b<1$, these functions are illustrated in Fig. 4.2.
It follows that

$$
\frac{1}{n} \sum_{j=1}^{n} f^{-}\left(x_{j}\right) \leqslant \frac{1}{n} \sum_{j=1}^{n} \chi_{[a, b]}\left(x_{j}\right) \leqslant \frac{1}{n} \sum_{j=1}^{n} f^{+}\left(x_{j}\right)
$$



Fig. 4.2 The function $\chi_{[a, b]}$ and the approximations $f^{-}$(dots) and $f^{+}$(dashes)

By equidistribution, this implies that

$$
\begin{aligned}
b-a-2 \varepsilon \leqslant \int_{0}^{1} f^{-} \mathrm{d} x & \leqslant \liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{j=1}^{n} \chi_{[a, b]}\left(x_{j}\right) \\
& \leqslant \limsup _{n \rightarrow \infty} \frac{1}{n} \sum_{j=1}^{n} \chi_{[a, b]}\left(x_{j}\right) \leqslant \int_{0}^{1} f^{+} \mathrm{d} x \leqslant b-a+2 \varepsilon
\end{aligned}
$$

Thus

$$
\liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{j=1}^{n} \chi_{[a, b]}\left(x_{j}\right)=\limsup _{n \rightarrow \infty} \frac{1}{n} \sum_{j=1}^{n} \chi_{[a, b]}\left(x_{j}\right)=b-a
$$

as required.
Conversely, if (3) holds then (1) holds since any continuous function may be approximated uniformly by a finite linear combination of indicators of intervals*.
$(1) \Longleftrightarrow(2)$ : In one direction this is clear; to see that $(2)$ implies (1) it is enough to notice that finite trigonometric polynomials are dense in $C([0,1])$ in the uniform metric.

Notice that equidistribution of $\left(x_{n}\right)$ does not imply that (4.7) holds for measurable functions (but see Exercise 4.4.7).

Example 4.18. ${ }^{(55)}$ A consequence of Theorem 4.10 and Example 4.11 is that for any irrational number $\alpha$, and any initial point $x \in \mathbb{T}$, the orbit $x, R_{\alpha} x, R_{\alpha}^{2} x, \ldots$ under the circle rotation is an equidistributed sequence. Note that this is proved in Example 4.11 by using property (2) of Lemma 4.17.
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### 4.4.2 Equidistribution and Generic Points

Definition 4.19. If $X$ is a compact metric space, and $\mu$ is a Borel probability measure on $X$, then a sequence $\left(x_{n}\right)$ of elements of $X$ is equidistributed with respect to $\mu$ if for any $f \in C(X)$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{j=1}^{n} f\left(x_{j}\right)=\int_{X} f(x) \mathrm{d} \mu(x)
$$

Equivalently, $\left(x_{n}\right)$ is equidistributed if

$$
\frac{1}{n} \sum_{j=1}^{n} \delta_{x_{j}} \longrightarrow \mu
$$

in the weak*-topology.
For a continuous transformation $T: X \rightarrow X$ and an invariant measure $\mu$ we say that $x \in X$ is generic (with respect to $\mu$ and $T$ ) if the sequence of points along the orbit $\left(T^{n} x\right)$ is equidistributed with respect to $\mu$. Notice that if $x$ is generic with respect to one invariant probability measure for $T$, then $x$ cannot be generic with respect to any other invariant probability measure for $T$. The following is an easy consequence of the ergodic theorem (Theorem 2.30).

Corollary 4.20. Let $X$ be a compact metric space, let $T: X \rightarrow X$ be a continuous map, and let $\mu$ be a T-invariant ergodic probability measure. Then $\mu$ almost every point in $X$ is generic with respect to $T$ and $\mu$.

Proof. Recall that $C(X)$ is a separable metric space with respect to the uniform norm

$$
\|f\|_{\infty}=\sup \{|f(x)| \mid x \in X\}
$$

by Lemma B.8. Let $\left(f_{n}\right)_{n \geqslant 1}$ be a dense sequence in $C(X)$. By applying Theorem 2.30 to each of these functions we obtain one set $X^{\prime} \subseteq X$ of full measure with the property that

$$
\frac{1}{N} \sum_{n=0}^{N-1} f_{i}\left(T^{n} x\right) \longrightarrow \int_{X} f_{i} \mathrm{~d} \mu
$$

for all $i \geqslant 1$ and $x \in X^{\prime}$. Now let $f \in C(X)$ be any function and fix $\varepsilon>0$. By the uniform density of the sequence, we may find an $i \in \mathbb{N}$ for which

$$
\left|f(x)-f_{i}(x)\right|<\varepsilon
$$

for all $x \in X$. Then

$$
\int f \mathrm{~d} \mu-2 \varepsilon \leqslant \liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} f\left(T^{n} x\right) \leqslant \limsup _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} f\left(T^{n} x\right) \leqslant \int f \mathrm{~d} \mu+2 \varepsilon
$$

showing convergence of the ergodic averages for $f$ at any $x \in X^{\prime}$. The limit must be $\int f \mathrm{~d} \mu$ since $\left|\int f \mathrm{~d} \mu-\int f_{i} \mathrm{~d} \mu\right| \leqslant \varepsilon$, so $x$ is a generic point.

### 4.4.3 Equidistribution for Irrational Polynomials

Example 4.18 may be thought of as a statement in number theory: for an irrational $\alpha$, the values of the polynomial $p(n)=x+\alpha n$, when reduced modulo 1, form an equidistributed sequence for any value of $x$. Weyl [381] generalized this to more general polynomials, and Furstenberg [98] found that this result could also be understood using ergodic theory. We recall the statement of Weyl's polynomial equidistribution Theorem (Theorem 1.4 on p. 4): Let $p(n)=a_{k} n^{k}+\cdots+a_{0}$ be a real polynomial with at least one coefficient among $a_{1}, \ldots, a_{k}$ irrational. Then the sequence $(p(n))$ is equidistributed modulo 1.

As indicated in Example 4.18, the unique ergodicity of irrational circle rotations proves Theorem 1.4 for $k=1$. More generally, Theorem 4.10 shows that the orbits of any transformation of the circle for which the Lebesgue measure is the unique invariant measure are equidistributed. In order to apply this to the case of polynomials, we turn to a structural result of Furstenberg [99] that allows more complicated transformations to be built up from simpler ones while preserving a dynamical property (in Chap. 7 a similar approach will be used for another application of ergodic theory).

Notice that by Theorem 4.10, orbits of a uniquely ergodic transformation are equidistributed with respect to the unique invariant measure.

Theorem 4.21 (Furstenberg). Let $T: X \rightarrow X$ be a uniquely ergodic homeomorphism of a compact metric space with unique invariant measure $\mu$. Let $G$ be a compact group* with Haar measure $m_{G}$, and let $c: X \rightarrow G$ be a continuous map. Define the skew-product map $S$ on $Y=X \times G$ by

$$
S(x, g)=(T(x), c(x) g) .
$$

If $S$ is ergodic with respect to $\mu \times m_{G}$, then it is uniquely ergodic.
Proof. To see that $S$ preserves $\mu \times m_{G}$, let $f \in C(Y)$. Then, by Fubini's theorem,

[^11]\[

$$
\begin{aligned}
\int_{Y} f \circ S \mathrm{~d}\left(\mu \times m_{G}\right) & =\int_{X} \int_{G} f(T x, c(x) g) \mathrm{d} m_{G}(g) \mathrm{d} \mu(x) \\
& =\int_{X} \int_{G} f(T x, g) \mathrm{d} m_{G}(g) \mathrm{d} \mu(x) \\
& =\int_{X} \int_{G} f(x, g) \mathrm{d} m_{G}(g) \mathrm{d} \mu(x)=\int_{Y} f \mathrm{~d}\left(\mu \times m_{G}\right) .
\end{aligned}
$$
\]

Assume that $S$ is ergodic. Let

$$
E=\left\{(x, g) \mid(x, g) \text { is generic w.r.t. } \mu \times m_{G}\right\}
$$

By Corollary 4.20, $\mu \times m_{G}(E)=1$. We claim that $E$ is invariant under the map $(x, g) \mapsto(x, g h)$. To see this, notice that $(x, g) \in E$ means that

$$
\frac{1}{N} \sum_{n=0}^{N-1} f\left(S^{n}(x, g)\right) \longrightarrow \int f \mathrm{~d}\left(\mu \times m_{G}\right)
$$

for all $f \in C(X \times G)$. Writing $f_{h}(\cdot, g)=f(\cdot, g h)$, it follows that

$$
\begin{aligned}
\frac{1}{N} \sum_{n=0}^{N-1} f\left(S^{n}(x, g h)\right) & =\frac{1}{N} \sum_{n=0}^{N-1} f_{h}\left(S^{n}(x, g)\right) \\
& \longrightarrow \int f_{h} \mathrm{~d}\left(\mu \times m_{G}\right)=\int f \mathrm{~d}\left(\mu \times m_{G}\right)
\end{aligned}
$$

since $m_{G}$ is invariant under multiplication on the right, so $(x, g h) \in E$ also. It follows that $E=E_{1} \times G$ for some set $E_{1} \subseteq X, \mu\left(E_{1}\right)=1$. Now assume that $\nu$ is an $S$-invariant ergodic measure on $Y$. Write $\pi: Y \rightarrow X$ for the projection $\pi(x, g)=x$. Then $\pi_{*} \nu$ is a $T$-invariant measure, so by unique ergodicity $\pi_{*} \nu=\mu$. In particular, $\nu(E)=\nu\left(E_{1} \times G\right)=\mu\left(E_{1}\right)=1$. By Corollary $4.20, \nu$-almost every point is generic with respect to $\nu$. Thus there must be a point $(x, g) \in E$ generic with respect to $\nu$. By definition of $E$, it follows that $\nu=\mu \times m_{G}$.

Corollary 4.22. Let $\alpha$ be an irrational number. Then the map $S: \mathbb{T}^{k} \rightarrow \mathbb{T}^{k}$ defined by

$$
S:\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{k}
\end{array}\right) \longmapsto\left(\begin{array}{c}
x_{1}+\alpha \\
x_{2}+x_{1} \\
\vdots \\
x_{k}+x_{k-1}
\end{array}\right)
$$

is uniquely ergodic.
Proof. Notice that the transformation $S$ is built up from the irrational circle map by taking $(k-1)$ skew-product extensions as in Theorem 4.21. By Theorem 4.21, it is sufficient to prove that $S$ is ergodic with respect to

Lebesgue measure on $\mathbb{T}^{k}$. Let $f \in L^{2}\left(\mathbb{T}^{k}\right)$ be an $S$-invariant function, and write

$$
f(\mathbf{x})=\sum_{\mathbf{n} \in \mathbb{Z}^{k}} c_{\mathbf{n}} \mathrm{e}^{2 \pi \mathrm{in} \cdot \mathbf{x}}
$$

for the Fourier expansion of $f$. Then, since $f(\mathbf{x})=f(S \mathbf{x})$, we have

$$
\sum_{\mathbf{n} \in \mathbb{Z}^{k}} c_{\mathbf{n}} \mathrm{e}^{2 \pi \mathrm{in} \cdot S \mathbf{x}}=\sum_{\mathbf{n} \in \mathbb{Z}^{k}} c_{\mathbf{n}} \mathrm{e}^{2 \pi \mathrm{i} n_{1} \alpha} \mathrm{e}^{2 \pi \mathrm{i} S^{\prime} \mathbf{n} \cdot \mathbf{x}}
$$

where

$$
S^{\prime}:\left(\begin{array}{c}
n_{1} \\
n_{2} \\
\vdots \\
n_{k-1} \\
n_{k}
\end{array}\right) \longmapsto\left(\begin{array}{c}
n_{1}+n_{2} \\
n_{2}+n_{3} \\
\vdots \\
n_{k-1}+n_{k} \\
n_{k}
\end{array}\right)
$$

is an automorphism of $\mathbb{Z}^{k}$. By the uniqueness of Fourier coefficients,

$$
\begin{equation*}
c_{S^{\prime} \mathbf{n}}=\mathrm{e}^{2 \pi \mathrm{i} \alpha n_{1}} c_{\mathbf{n}} \tag{4.8}
\end{equation*}
$$

and in particular $\left|c_{S^{\prime} \mathbf{n}}\right|=\left|c_{\mathbf{n}}\right|$ for all $\mathbf{n}$. Thus for each $\mathbf{n} \in \mathbb{Z}^{k}$ we either have $\mathbf{n}, S^{\prime} \mathbf{n},\left(S^{\prime}\right)^{2} \mathbf{n}, \ldots$ all distinct (in which case $c_{\mathbf{n}}=0$ since $\sum_{\mathbf{n}}\left|c_{\mathbf{n}}\right|^{2}<\infty$ ) or $\left(S^{\prime}\right)^{p} \mathbf{n}=\left(S^{\prime}\right)^{q} \mathbf{n}$ for some $p>q$, so $n_{2}=n_{3}=\cdots=n_{k}=0$ (by downward induction on $k$, for example). Now for $\mathbf{n}=\left(n_{1}, 0, \ldots, 0\right)$, (4.8) simplifies to $c_{\mathbf{n}}=\mathrm{e}^{2 \pi \mathrm{i} n_{1} \alpha} c_{\mathbf{n}}$, so $n_{1}=0$ or $c_{\mathbf{n}}=0$. We deduce that $f$ is constant, so $S$ is ergodic.

Proof of Theorem 1.4. Assume that Theorem 1.4 holds for all polynomials of degree strictly less than $k$. If $a_{k}$ is rational, then $q a_{k} \in \mathbb{Z}$ for some integer $q$. Then the quantities $p(q n+j)$ modulo 1 for varying $n$ and fixed $j=0, \ldots, q-1$, coincide with the values of polynomials of degree strictly less than $k$ satisfying the hypothesis of the theorem. It follows that the values of each of those polynomials are equidistributed, so the values of the original polynomial are equidistributed modulo 1 by induction. Therefore, we may assume without loss of generality that the leading coefficient $a_{k}$ is irrational.

A convenient description of the transformation $S$ in Corollary 4.22 comes from viewing $\mathbb{T}^{k}$ as $\{\alpha\} \times \mathbb{T}^{k}$ with a map defined by

$$
\left(\begin{array}{ccccc}
1 & & & & \\
1 & 1 & & & \\
& 1 & 1 & & \\
& & & \ddots & \\
& & & 1 & \\
& & & & 1
\end{array}\right)\left(\begin{array}{c}
\alpha \\
x_{1} \\
x_{2} \\
\vdots \\
x_{k}
\end{array}\right)=\left(\begin{array}{c}
\alpha \\
x_{1}+\alpha \\
x_{2}+x_{1} \\
\vdots \\
x_{k}+x_{k-1}
\end{array}\right)
$$

Iterating this map gives

$$
\begin{aligned}
& \left(\begin{array}{llllll}
1 & & & & \\
1 & 1 & & & & \\
& 1 & 1 & & & \\
& & & \ddots & & \\
& & & 1 & 1
\end{array}\right)^{n}\left(\begin{array}{c}
\alpha \\
x_{1} \\
x_{2} \\
\vdots \\
\\
\\
x_{k}
\end{array}\right)=\left(\begin{array}{cccccc}
1 & & & & \\
n & & & & & \\
\binom{n}{2} & n & 1 & & \\
\vdots & & & \ddots & \ddots & \\
\binom{n}{k} & \ldots & & & n & 1
\end{array}\right)\left(\begin{array}{c}
\alpha \\
x_{1} \\
x_{2} \\
\vdots \\
x_{k}
\end{array}\right) \\
& =\left(\begin{array}{c}
\alpha \\
n \alpha+x_{1} \\
\binom{n}{2} \alpha+n x_{1}+x_{2} \\
\vdots \\
\binom{n}{k} \alpha+\binom{n}{k-1} x_{1}+\cdots+n x_{k-1}+x_{k}
\end{array}\right) .
\end{aligned}
$$

Now define $\alpha=k!a_{k}$, and choose points $x_{1}, \ldots, x_{k}$ so that

$$
p(n)=\binom{n}{k} \alpha+\binom{n}{k-1} x_{1}+\cdots+n x_{k-1}+x_{k}
$$

Then by Corollary 4.22 , the orbits of this map are equidistributed on $\mathbb{T}^{k}$, so the same holds for its last component, which coincides with the sequence of values of $p(n)$ reduced modulo 1 in $\mathbb{T}$.

An alternative approach in the quadratic case will be described in Exercise 7.4.2.

## Exercises for Sect. 4.4

Exercise 4.4.1. Consider the circle-doubling map $T_{2}: x \mapsto 2 x(\bmod 1)$ on $\mathbb{T}$ with Lebesgue measure $m_{\mathbb{T}}$.
(a) Construct a point that is generic for $m_{\mathbb{T}}$.
(b) Construct a point that is generic for a $T_{2}$-invariant ergodic measure other than $m_{\mathbb{T}}$.
(c) Construct a point that is generic for a non-ergodic $T_{2}$-invariant measure.
(d) Construct a point that is not generic for any $T_{2}$-invariant measure.

Exercise 4.4.2. Extend Lemma 4.17 to show that (4.7) holds for Riemannintegrable functions (cf. Exercise 4.3.4). Could it hold for Lebesgue-integrable functions?

Exercise 4.4.3. Use Exercise 4.3 .4 to show that the fractional parts of the sequence $(n \alpha)$ are uniformly distributed in $[0,1]$. That is,

$$
\frac{|\{n \mid 0 \leqslant n<N, n \alpha-\lfloor n \alpha\rfloor \in[a, b)\}|}{N} \rightarrow(b-a)
$$

as $N \rightarrow \infty$, for any $0 \leqslant a<b \leqslant 1$.

Exercise 4.4.4. Carry out the procedure used in the proof of Theorem 1.4 to prove that the sequence $\left(x_{n}\right)$ defined by $x_{n}=\binom{\alpha_{1} n}{\alpha_{2} n^{2}}$ is equidistributed in $\mathbb{T}^{2}$ if and only if $\alpha_{1}, \alpha_{2} \notin \mathbb{Q}$.

Exercise 4.4.5. A number $\alpha$ is called a Liouville number if there is an infinite sequence $\left(\frac{p_{n}}{q_{n}}\right)_{n \geqslant 1}$ of rationals with the property that

$$
\left|\frac{p_{n}}{q_{n}}-\alpha\right|<\frac{1}{q_{n}^{n}}
$$

for all $n \geqslant 1$. Notice that Exercise 3.3.3 shows that algebraic numbers are not Liouville numbers.
(a) Assuming that $\alpha$ is not a Liouville number, prove the following error rate in the equidistribution of the sequence $(x+n \alpha)_{n \geqslant 1}$ modulo 1 :

$$
\left|\frac{1}{N} \sum_{n=0}^{N-1} f(x+n \alpha)-\int_{0}^{1} f(x) d x\right| \leqslant S(\alpha, f) \frac{1}{N}
$$

for $f \in C^{\infty}(\mathbb{T})$ and some constant $S(\alpha, f)$ depending on $\alpha$ and $f$.
(b) Formulate and prove a generalization to rotations of $\mathbb{T}^{d}$.

Exercise 4.4.6. Use the ideas from Exercise 2.8.4 to prove a mean ergodic theorem along the squares: for a measure-preserving system $(X, \mathscr{B}, \mu, T)$ and $f \in L_{\mu}^{2}$, show that

$$
\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{n^{2}} f
$$

converges in $L_{\mu}^{2}$. Under the assumption that $T$ is totally ergodic (see Exercise 2.5.6), show that the limit is $\int f \mathrm{~d} \mu$.

Exercise 4.4.7. Let $X$ be a compact metric space, and assume that $\nu_{n} \rightarrow \mu$ in the weak*-topology on $\mathscr{M}(X)$. Show that for a Borel set $B$ with $\mu(\partial B)=0$,

$$
\lim _{n \rightarrow \infty} \nu_{n}(B)=\mu(B)
$$

## Notes to Chap. 4

${ }^{(48)}$ (Page 98) The fact that $\mathscr{M}^{T}(X)$ is non-empty may also be seen as a result of various fixed-point theorems that generalize the Brouwer fixed point theorem to an infinitedimensional setting; the argument used in Sect. 4.1 is attractive because it is elementary and is connected directly to the dynamics.
${ }^{(49)}$ (Page 103) A convenient source for the Choquet representation theorem is the updated lecture notes by Phelps [283]; the original papers are those of Choquet [55, 56].
${ }^{(50)}$ (Page 103) Notice that the space of invariant measures for a given continuous map is a topological attribute rather than a measurable one: measurably isomorphic systems may
have entirely unrelated spaces of invariant measures. In particular, the Jewett-Krieger theorem shows that any ergodic measure-preserving system $(X, \mathscr{B}, \mu, T)$ on a Lebesgue space is measurably isomorphic to a minimal, uniquely ergodic homeomorphism on a compact metric space (a continuous map on a compact metric space is called minimal if every point has a dense orbit; see Exercise 4.2.1). This deep result was found by Jewett [166] for weakly-mixing transformations, and was extended to ergodic systems by Krieger [213] using his proof of the existence of generators [212]. Thus having a model (up to measurable isomorphism) as a uniquely ergodic map on a compact metric space carries no information about a given measurable dynamical system. Among the many extensions and modifications of this important result, Bellow and Furstenberg [22], Hansel and Raoult [140] and Denker [69] gave different proofs; Jakobs [164] and Denker and Eberlein [70] extended the result to flows; Lind and Thouvenot [231] showed that any finite entropy ergodic transformation is isomorphic to a homeomorphism of the torus $\mathbb{T}^{2}$ preserving Lebesgue measure; Lehrer [222] showed that the homeomorphism can always be chosen to be topologically mixing (a homeomorphism $S: Y \rightarrow Y$ of a compact metric space is topologically mixing if for any open sets $U, V \subseteq Y$, there is an $N=N(U, V)$ with $U \cap S^{n} V \neq \varnothing$ for $\left.n \geqslant N\right)$; Weiss [379] extended to certain group actions and to diagrams of measure-preserving systems; Rosenthal [317] removed the assumption of invertibility. In a different direction, Downarowicz [74] has shown that every possible Choquet simplex arises as the space of invariant measures of a map even in a highly restricted class of continuous maps.
${ }^{(51)}$ (Page 104) Birkhoff's recurrence theorem may be thought of as a topological analog of Poincaré recurrence (Theorem 2.11), with the essential hypothesis of finite measure replaced by compactness. Furstenberg and Weiss [109] showed that there is also a topological analog of the ergodic multiple recurrence theorem (Theorem 7.4): if ( $X, T$ ) is minimal and $U \subseteq X$ is open and non-empty, then for any $k>1$ there is some $n \geqslant 1$ with

$$
U \cap T^{n} U \cap \cdots \cap T^{(k-1) n} U \neq \varnothing
$$

${ }^{(52)}$ (Page 110) This characterization is due to Pjateckǐ̌-Šapiro [285], who showed it as a property characterizing normality for orbits under the map $x \mapsto a x(\bmod 1)$.
${ }^{(53)}$ (Page 110) The theory of equidistribution from the viewpoint of number theory is a large and sophisticated one. Extensive overviews of this theory in three different decades may be found in the monographs of Kuipers and Niederreiter [215], Hlawka [154], and Drmota and Tichy [75].
${ }^{(54)}$ (Page 111) The formulation in (2) is the Weyl criterion for equidistribution; it appears in his paper [381]. Weyl really established the principle that equidistribution can be shown using a sufficiently rich set of test functions; in particular on a compact group it is sufficient to use an appropriate orthonormal basis of $L^{2}$. Thus a more general formulation of the Weyl criterion is as follows. Let $G$ be a compact metrizable group and let $G^{\sharp}$ denote the set of conjugacy classes in $G$. Then a sequence $\left(g_{n}\right)$ of elements of $G^{\sharp}$ is equidistributed with respect to Haar measure if and only if

$$
\sum_{j=1}^{n} \operatorname{tr}\left(\pi\left(g_{j}\right)\right)=\mathrm{o}(n)
$$

as $n \rightarrow \infty$, for any non-trivial irreducible unitary representation $\pi: G \rightarrow \mathrm{GL}_{k}(\mathbb{C})$. For more about equidistribution in the number-theoretic context, see the monograph of Iwaniec and Kowalski [162, Ch. 21].
${ }^{(55)}$ (Page 112) This equidistribution result was proved independently by several people, including Weyl [380], Bohl [39] and Sierpiński [344].

## Chapter 5 <br> Conditional Measures and Algebras

In this chapter we provide some more background in measure theory, which will be used frequently in the rest of the book. One of the most fundamental notions of averaging (in the sense of probability rather than ergodic theory) is afforded by the notion of conditional expectation. Recall that in probability the possible events are the measurable sets $A, B, C, \ldots$ in a measure space $(X, \mathscr{B}, \mu)$ with $\mu(X)=1$. The probability of the event $A$ is $\mu(A)$, and the conditional probability of $A$ given that an event $B$ with $\mu(B)>0$ has occurred, $\mu(A \mid B)$, is given by $\frac{\mu(A \cap B)}{\mu(B)}$. It is useful to extend this notion to sub- $\sigma$-algebras of $\mathscr{B}$. This turns out to provide a flexible tool for dealing with probabilities (measures) conditioned on events (measurable sets) that are allowed to be very unlikely. In fact, with some care, we will allow conditioning on events corresponding to null sets.

### 5.1 Conditional Expectation

Theorem 5.1. Let $(X, \mathscr{B}, \mu)$ be a probability space, and let $\mathscr{A} \subseteq \mathscr{B}$ be a sub- $\sigma$-algebra. Then there is a map

$$
E(\cdot \mid \mathscr{A}): L^{1}(X, \mathscr{B}, \mu) \longrightarrow L^{1}(X, \mathscr{A}, \mu)
$$

called the conditional expectation, that satisfies the following properties.
(1) For $f \in L^{1}(X, \mathscr{B}, \mu)$, the image function $E(f \mid \mathscr{A})$ is characterized almost everywhere by the two properties

- $E(f \mid \mathscr{A})$ is $\mathscr{A}$-measurable;
- for any $A \in \mathscr{A}, \int_{A} E(f \mid \mathscr{A}) \mathrm{d} \mu=\int_{A} f \mathrm{~d} \mu$.
(2) $E(\cdot \mid \mathscr{A})$ is a linear operator of norm 1. Moreover, $E(\cdot \mid \mathscr{A})$ is positive (that is, $E(f \mid \mathscr{A}) \geqslant 0$ almost everywhere whenever $f \in L^{1}(X, \mathscr{B}, \mu)$ has $f \geqslant 0$ ).
(3) For $f \in L^{1}(X, \mathscr{B}, \mu)$ and $g \in L^{\infty}(X, \mathscr{A}, \mu)$,

$$
E(g f \mid \mathscr{A})=g E(f \mid \mathscr{A})
$$

almost everywhere.
(4) If $\mathscr{A}^{\prime} \subseteq \mathscr{A}$ is a sub- $\sigma$-algebra, then

$$
E\left(E(f \mid \mathscr{A}) \mid \mathscr{A}^{\prime}\right)=E\left(f \mid \mathscr{A}^{\prime}\right)
$$

almost everywhere.
(5) If $f \in L^{1}(X, \mathscr{A}, \mu)$ then $E(f \mid \mathscr{A})=f$ almost everywhere.
(6) For any $f \in L^{1}(X, \mathscr{B}, \mu),|E(f \mid \mathscr{A})| \leqslant E(|f| \mid \mathscr{A})$ almost everywhere.

For a collection of sets $\left\{A_{\gamma} \mid \gamma \in \Gamma\right\}$, denote by $\sigma\left(\left\{A_{\gamma} \mid \gamma \in \Gamma\right\}\right)$ the $\sigma$ algebra generated by the collection (that is, the smallest $\sigma$-algebra containing all the sets $A_{\gamma}$ ). A partition $\xi$ of a measure space $X$ is a finite or countable set of disjoint measurable sets whose union is $X$.

Example 5.2. If $\mathscr{A}=\sigma(\xi)$ is the finite $\sigma$-algebra generated by a finite partition $\xi=\left\{A_{1}, \ldots, A_{n}\right\}$ of $X$, then

$$
E(f \mid \mathscr{A})(x)=\frac{1}{\mu\left(A_{i}\right)} \int_{A_{i}} f \mathrm{~d} \mu
$$

if $x \in A_{i}$. The $\sigma$-algebra being conditioned on is illustrated in Fig. 5.1 for a partition into $n=8$ sets; $E(f \mid \mathscr{A})$ is then a function constant on each element of the partition $\xi$.


Fig. 5.1 A partition of $X$ into 8 sets

Example 5.3. Let $X=[0,1]^{2}$ with two-dimensional Lebesgue measure, and let $\mathscr{A}=\mathscr{B} \times\{\varnothing,[0,1]\}$ be the $\sigma$-algebra comprising sets of the form $B \times[0,1]$
for $B$ a measurable subset of $[0,1]$. Then

$$
E(f \mid \mathscr{A})\left(x_{1}, x_{2}\right)=\int_{0}^{1} f\left(x_{1}, t\right) \mathrm{d} t
$$

Notice that every value of $E(f \mid \mathscr{A})$ is obtained by averaging over a set that is null with respect to the original measure (see Fig. 5.2).


Fig. 5.2 Conditioning on the $\sigma$-algebra $\mathscr{A}$

Theorem 5.1 has two different assertions, which we will organize as follows. The first step is existence, and we will give two different proofs that there is a map $E(\cdot \mid \mathscr{A})$ with the properties stated in (1). Once existence is established, we will turn to proving that $E(\cdot \mid \mathscr{A})$ is the unique function with the properties in (1), and that it satisfies the properties (2)-(6).

Proof of existence with (1) in Theorem 5.1 via measure theory. Suppose first that $f \geqslant 0$. Then the measure defined by

$$
\mu_{f}(B)=\int_{B} f \mathrm{~d} \mu
$$

is a finite, absolutely continuous measure on $(X, \mathscr{B})$. Then $\left.\mu_{f}\right|_{\mathscr{A}}$ is absolutely continuous with respect to $\left.\mu\right|_{\mathscr{A}}$, so there is a Radon-Nikodym derivative $g$ in $L^{1}(X, \mathscr{A}, \mu)$ (see Sect. A.4) characterized by

$$
\mu_{f}(A)=\int_{A} g \mathrm{~d} \mu
$$

so

$$
\int_{A} f \mathrm{~d} \mu=\int_{A} g \mathrm{~d} \mu
$$

for any $A \in \mathscr{A}$. The general case follows by decomposing real functions into positive and negative parts and complex functions into real and imaginary parts.

Proof of existence with (1) in Theorem 5.1 via functional analysis. Let

$$
\mathscr{V}=L^{2}(X, \mathscr{A}, \mu) \subseteq \mathscr{H}=L^{2}(X, \mathscr{B}, \mu)
$$

Then $\mathscr{V}$ is a closed subspace of the Hilbert space $\mathscr{H}$ (closed since $\mathscr{V}$ is itself complete), so there is an orthogonal projection $P: \mathscr{H} \rightarrow \mathscr{V}$, with the property that

$$
\begin{equation*}
\int_{A} f \mathrm{~d} \mu=\int \chi_{A} f \mathrm{~d} \mu=\int \chi_{A} P f \mathrm{~d} \mu=\int_{A} P f \mathrm{~d} \mu \tag{5.1}
\end{equation*}
$$

for $A \in \mathscr{A}$. We claim that the projection $P: \mathscr{H} \rightarrow \mathscr{V}$ has a continuous extension to a map

$$
L^{1}(X, \mathscr{B}, \mu) \rightarrow L^{1}(X, \mathscr{A}, \mu)
$$

and that this extension is the conditional expectation. To see this, first assume that all functions are real-valued. Notice that $L^{2} \subseteq L^{1}$ is dense, and that for $f \in L^{2}$ (and hence in $L^{1}$ ), the sets

$$
\{x \in X \mid P f(x)>0\}
$$

and

$$
\{x \in X \mid P f(x)<0\}
$$

lie in $\mathscr{A}$, so by (5.1),

$$
\|P f\|_{1} \leqslant\|f\|_{1}
$$

For complex-valued functions, taking real and imaginary parts and applying the same argument to each gives

$$
\begin{equation*}
\|P f\|_{1} \leqslant 2\|f\|_{1} \tag{5.2}
\end{equation*}
$$

Equation (5.1) only involves functionals that are continuous in $L^{1}$, so there is a continuous extension to all of $L^{1}$ that still satisfies (5.1).

Proof of Theorem 5.1. We claim first that the two properties in (1) characterize the conditional expectation of a given function uniquely up to sets of measure zero. In fact if $g_{1}$ and $g_{2}$ satisfy both properties then

$$
A=\left\{x \mid g_{1}(x)<g_{2}(x)\right\} \in \mathscr{A}
$$

has

$$
\int_{A} g_{1} \mathrm{~d} \mu=\int_{A} f \mathrm{~d} \mu=\int_{A} g_{2} \mathrm{~d} \mu
$$

and so $\mu(A)=0$. Similarly,

$$
\mu\left(\left\{x \mid g_{1}(x)>g_{2}(x)\right\}\right)=0
$$

and so $g_{1}=g_{2}$ almost everywhere.
That $E(\cdot \mid \mathscr{A})$ is linear follows easily from uniqueness. For positivity, let $f$ be a non-negative function in $L^{1}(X, \mathscr{B}, \mu)$, and let

$$
A=\{x \in X \mid E(f \mid \mathscr{A})<0\} .
$$

Then

$$
0 \leqslant \int_{A} f \mathrm{~d} \mu=\int_{A} E(f \mid \mathscr{A}) \mathrm{d} \mu
$$

implies that $\mu(A)=0$.
Property (3) clearly holds for any indicator function $\chi_{A}$ with $A \in \mathscr{A}$. Any $g \in L^{\infty}(X, \mathscr{A}, \mu)$ can be approximated by simple functions, so the general case follows from continuity of the conditional expectation operator, which is in turn a consequence of the inequality (5.2).

Now let $A$ be a set in $\mathscr{A}^{\prime}$. Then

$$
\int_{A} E\left(E(f \mid \mathscr{A}) \mid \mathscr{A}^{\prime}\right) \mathrm{d} \mu=\int_{A} E(f \mid \mathscr{A}) \mathrm{d} \mu=\int_{A} f \mathrm{~d} \mu,
$$

so property (4) follows by uniqueness.
Property (5) is an easy consequence of (1).
Given $f \in L^{1}(X, \mathscr{B}, \mu)$ we may find $g \in L^{\infty}(X, \mathscr{A}, \mu)$ with $|g(x)|=1$ for $x \in X$ satisfying

$$
|E(f \mid \mathscr{A})|=g \cdot E(f \mid \mathscr{A})
$$

Then by (3),

$$
|E(f \mid \mathscr{A})|=E(g f \mid \mathscr{A})
$$

so, for any $A \in \mathscr{A}$,

$$
\begin{aligned}
\int_{A}|E(f \mid \mathscr{A})| \mathrm{d} \mu & =\int_{A} E(g f \mid \mathscr{A}) \mathrm{d} \mu \\
& =\int_{A} g f \mathrm{~d} \mu \\
& \leqslant \int_{A}|g f| \mathrm{d} \mu=\int_{A} E(|f| \mid \mathscr{A}) \mathrm{d} \mu
\end{aligned}
$$

proving (6). Finally, by integrating (6) we see that $\|E(\cdot \mid \mathscr{A})\|_{\text {operator }} \leqslant 1$; considering $\mathscr{A}$-measurable functions shows that $\|E(\cdot \mid \mathscr{A})\|_{\text {operator }} \geqslant 1$, showing the remaining assertion in (2).

### 5.2 Martingales

This section ${ }^{(56)}$ provides the basic convergence results for conditional expectations with respect to increasing or decreasing sequences of $\sigma$-algebras. These results are related both in their statements and in their proofs to ergodic theorems ${ }^{(57)}$ : Martingale theorems and the Lebesgue density theorem use analogs of maximal inequalities and the method of subtracting the image under a projection. The increasing martingale theorem (Theorem 5.5) and Lebesgue density theorems involve averaging less and less, so are in some sense opposite to the ergodic theorems; nonetheless, both are useful in ergodic theory.

Example 5.4. Consider the partition

$$
\xi_{n}=\left\{\left[0, \frac{1}{2^{n}}\right),\left[\frac{1}{2^{n}}, \frac{2}{2^{n}}\right), \ldots,\left[1-\frac{1}{2^{n}}, 1\right)\right\}
$$

of $[0,1)$, with associated finite $\sigma$-algebra $\mathscr{A}_{n}=\sigma\left(\xi_{n}\right)$ comprising all unions of elements of $\xi_{n}$. It is clear that

$$
\mathscr{A}_{1} \subseteq \mathscr{A}_{2} \subseteq \cdots,
$$

and that the Borel $\sigma$-algebra generated by all of these is the Borel $\sigma$-algebra $\mathscr{B}$ of $[0,1)$. In what sense does $E\left(f \mid \mathscr{A}_{n}\right)$ approximate $f=E(f \mid \mathscr{B})$ ?

If the measure is Lebesgue, then this can be answered using the Lebesgue density theorem (Theorem A.24). For other measures a different approach is needed.

The next result, a form of Doob's martingale theorem [72], will be used frequently in the sequel to understand limits of $\sigma$-algebras.

Theorem 5.5 (Increasing martingale theorem). Let $(X, \mathscr{B}, \mu)$ be a probability space. Suppose that $\mathscr{A}_{n} \nearrow \mathscr{A}$ is an increasing sequence of sub-$\sigma$-algebras of $\mathscr{B}$ (the notation $\nearrow$ means that $\mathscr{A}_{n} \subseteq \mathscr{A}_{n+1}$ for all $n \geqslant 1$ and $\left.\mathscr{A}=\sigma\left(\bigcup_{n \geqslant 1} \mathscr{A}_{n}\right)\right)$. Then, for any $f \in L^{1}(X, \mathscr{B}, \mu)$,

$$
E\left(f \mid \mathscr{A}_{n}\right) \longrightarrow E(f \mid \mathscr{A})
$$

almost everywhere and in $L_{\mu}^{1}$.
Notice that for $f \in L^{1}(X, \mathscr{B}, \mu)$,

$$
\mu(\{x \mid E(f \mid \mathscr{A})(x)>\varepsilon\}) \leqslant \frac{\|f\|_{1}}{\varepsilon} .
$$

To see this, let $E=\{x \mid E(f \mid \mathscr{A})(x)>\varepsilon\}$. Then $E \in \mathscr{A}$ and $\varepsilon \chi_{E} \leqslant E(f \mid \mathscr{A})$, so

$$
\begin{aligned}
\varepsilon \mu(E) & \leqslant \int_{E} E(f \mid \mathscr{A}) \\
& =\int_{E} f \leqslant\|f\|_{1}
\end{aligned}
$$

as required. The next lemma will be a very useful generalization of this simple observation, which is an analog of a maximal inequality (Theorem 2.24).

Lemma 5.6 (Doob's inequality). Let $f \in L^{1}(X, \mathscr{B}, \mu)$, let

$$
\mathscr{A}_{1} \subseteq \mathscr{A}_{2} \subseteq \cdots \subseteq \mathscr{A}_{N} \subseteq \mathscr{B}
$$

be an increasing list of $\sigma$-algebras, and fix $\lambda>0$. Let

$$
E=\left\{x \mid \max _{1 \leqslant i \leqslant N} E\left(f \mid \mathscr{A}_{i}\right)>\lambda\right\} .
$$

Then

$$
\mu(E) \leqslant \frac{1}{\lambda}\|f\|_{1} .
$$

If $\left(\mathscr{A}_{n}\right)_{n \geqslant 1}$ is an increasing (or decreasing) sequence of $\sigma$-algebras then the same conclusion holds for the set

$$
E=\left\{x \mid \sup _{i \geqslant 1} E\left(f \mid \mathscr{A}_{i}\right)>\lambda\right\} .
$$

Proof. Assume that $f \geqslant 0$ (if necessary replacing $f$ by $|f|$, which makes $\mu(E)$ no smaller). Let

$$
E_{n}=\left\{x \mid E\left(f \mid \mathscr{A}_{n}\right)>\lambda \text { but } E\left(f \mid \mathscr{A}_{i}\right) \leqslant \lambda \text { for } 1 \leqslant i \leqslant n-1\right\} .
$$

Then $E=E_{1} \sqcup \cdots \sqcup E_{N}$ and $E_{n} \in \mathscr{A}_{n}$ since $\mathscr{A}_{1}, \mathscr{A}_{2}, \ldots, \mathscr{A}_{n-1} \subseteq \mathscr{A}_{n}$. (In the decreasing case of finitely many $\sigma$-algebras we may reverse the order of the $\sigma$-algebras, since the statement we wish to prove is independent of the order.) It follows that

$$
\begin{aligned}
\|f\|_{1} \geqslant \int_{E} f \mathrm{~d} \mu & =\sum_{n=1}^{N} \int_{E_{n}} f \mathrm{~d} \mu \\
& =\sum_{n=1}^{N} \int_{E_{n}} E\left(f \mid \mathscr{A}_{n}\right) \mathrm{d} \mu \\
& \geqslant \sum_{n=1}^{N} \lambda \mu\left(E_{n}\right)=\lambda \mu(E)
\end{aligned}
$$

Taking $N \rightarrow \infty$ shows the final remark.
Proof of Theorem 5.5. Using Theorem 5.1(4), we may replace the function $f$ by $E(f \mid \mathscr{A})$ without changing $E\left(f \mid \mathscr{A}_{n}\right)$.

The theorem holds for all $f \in L^{1}\left(X, \mathscr{A}_{n}, \mu\right), n \geqslant 1$. Now $\bigcup_{n \geqslant 1} L^{1}\left(X, \mathscr{A}_{n}, \mu\right)$ is dense in $L^{1}(X, \mathscr{A}, \mu)$. To see this, notice that

$$
\left\{B \in \mathscr{A} \mid \text { for every } \varepsilon>0 \text { there exist } m \geqslant 1, A \in \mathscr{A}_{m} \text { with } \mu(A \triangle B)<\varepsilon\right\}
$$

is a $\sigma$-algebra by Theorem A.7. Given any $f \in L^{1}(X, \mathscr{A}, \mu)$ and $\varepsilon>0$, find $m$ and $g \in L^{1}\left(X, \mathscr{A}_{m}, \mu\right)$ with $\|f-g\|_{1}<\varepsilon$, so that

$$
\left\|E\left(f \mid \mathscr{A}_{n}\right)-f\right\|_{1} \leqslant\left\|E\left(f \mid \mathscr{A}_{n}\right)-E\left(g \mid \mathscr{A}_{n}\right)\right\|_{1}+\underbrace{\left\|E\left(g \mid \mathscr{A}_{n}\right)-g\right\|_{1}}_{=0 \text { for } n \geqslant m}+\|g-f\|_{1}<2 \varepsilon
$$

for $n \geqslant m$. It follows that

$$
\begin{aligned}
\mu( & \left.\left\{x\left|\limsup _{n \rightarrow \infty}\right| E\left(f \mid \mathscr{A}_{n}\right)-f \mid>\sqrt{\varepsilon}\right\}\right) \\
& =\mu\left(\left\{x\left|\limsup _{n \rightarrow \infty}\right| E\left(f-g \mid \mathscr{A}_{n}\right)-(f-g) \mid>\sqrt{\varepsilon}\right\}\right) \\
& \leqslant \mu\left(\left\{x\left|\sup _{n \geqslant 1}\right| E\left(f-g \mid \mathscr{A}_{n}\right) \left\lvert\,>\frac{1}{2} \sqrt{\varepsilon}\right.\right\}\right)+\mu\left(\left\{x| | f-g \left\lvert\,>\frac{1}{2} \sqrt{\varepsilon}\right.\right\}\right) \\
& \leqslant \frac{2}{\sqrt{\varepsilon}}\|f-g\|_{1}+\frac{2}{\sqrt{\varepsilon}}\|f-g\|_{1} \leqslant 4 \sqrt{\varepsilon}
\end{aligned}
$$

by Lemma 5.6, so

$$
\limsup _{n \rightarrow \infty}\left|E\left(f \mid \mathscr{A}_{n}\right)-f\right|=0
$$

almost everywhere, showing the almost everywhere convergence.
A similar result holds for decreasing sequences of $\sigma$-algebras as follows. The notation $\mathscr{A}_{n} \searrow \mathscr{A}_{\infty}$ used below means that $\mathscr{A}_{n+1} \subseteq \mathscr{A}_{n}$ for all $n \geqslant 1$ and

$$
\mathscr{A}_{\infty}=\bigcap_{n \geqslant 1} \mathscr{A}_{n} .
$$

Example 5.7. Let $\mathscr{B}$ denote the Borel $\sigma$-algebra on $[0,1]$ and let

$$
\mathscr{A}_{n}=\left\{B \in \mathscr{B} \left\lvert\, B+\frac{1}{2^{n}}=B \quad(\bmod 1)\right.\right\}
$$

so that $\mathscr{A}_{n} \searrow \mathscr{N}=\{\varnothing, X\}$ modulo $m$ (meaning that $\bigcap_{n \geqslant 1} \mathscr{A}_{n} \underset{m}{=}\{\varnothing, X\}$, where $m$ denotes Lebesgue measure on $[0,1]$ ). As before, what is the connection between the convergence of $\sigma$-algebras and the convergence of $E\left(f \mid \mathscr{A}_{n}\right)$ ?

As mentioned at the start of this section, the kind of convergence sought here resembles an ergodic theorem ${ }^{(58)}$. Indeed, the proof is similar in some ways to the proofs of the ergodic theorems (Theorems 2.21 and 2.30). The usual proof of the decreasing martingale theorem is somewhat opaque because it takes place in $L^{1}$ rather than in $L^{2}$, forcing us to replace the geometric methods available in Hilbert space with more flexible methods from functional analysis. To illuminate the different approaches-and the more geometrical approach that working in $L^{2}$ allows-we give two different arguments for the
first part of the proof. Of course the theorem itself is an assertion about $L^{1}$ convergence, so at some point we must work in $L^{1}$.
Theorem 5.8 (Decreasing martingale theorem). Let $(X, \mathscr{B}, \mu)$ be a probability space. If $\mathscr{A}_{n} \searrow \mathscr{A}_{\infty}$ is a decreasing sequence of sub- $\sigma$-algebras of $\mathscr{B}$ then

$$
E\left(f \mid \mathscr{A}_{n}\right) \longrightarrow E\left(f \mid \mathscr{A}_{\infty}\right)
$$

almost everywhere and in $L^{1}$, for any $f \in L^{1}(X, \mathscr{B}, \mu)$.
First part of proof of Theorem 5.8, using $L^{2}$. Recall from the proof of Theorem 5.1 that in $L^{2}(X, \mathscr{B}, \mu)$ the conditional expectation with respect to $\mathscr{A}_{n}\left(\right.$ or $\left.\mathscr{A}_{\infty}\right)$ is precisely the orthogonal projection to $L^{2}\left(X, \mathscr{A}_{n}, \mu\right)$ (resp. $\left.L^{2}\left(X, \mathscr{A}_{\infty}, \mu\right)\right)$. Let $V_{n}=L^{2}\left(X, \mathscr{A}_{n}, \mu\right)^{\perp}$ and let $V_{*}=\bigcup_{n \geqslant 1} V_{n}$. Notice that for $f \in L^{2}\left(X, \mathscr{A}_{\infty}, \mu\right)+V_{*}$ the theorem holds trivially because

$$
E\left(f \mid \mathscr{A}_{n}\right)=E\left(f \mid \mathscr{A}_{\infty}\right)
$$

for sufficiently large $n$. We claim that

$$
V=L^{2}\left(X, \mathscr{A}_{\infty}, \mu\right)+V_{*}
$$

is dense in $L^{2}(X, \mathscr{B}, \mu)$ with respect to the $L_{\mu}^{2}$ norm. To see this, we may use the Riesz representation theorem (see Sect. B.5). If $V$ is not dense in $L^{2}(X, \mathscr{B}, \mu)$, then there is a continuous non-zero linear functional

$$
f \mapsto \int f \bar{h} \mathrm{~d} \mu
$$

defined by some $h \in L^{2}(X, \mathscr{B}, \mu)$ such that

$$
\int f \bar{h} \mathrm{~d} \mu=0
$$

for all $f \in V$, and this leads to a contradiction as follows. Clearly

$$
h-E\left(h \mid \mathscr{A}_{n}\right) \in V_{n} \subseteq V_{*},
$$

so

$$
\int\left(h-E\left(h \mid \mathscr{A}_{n}\right)\right) \bar{h} \mathrm{~d} \mu=0 .
$$

Since $f \mapsto E\left(f \mid \mathscr{A}_{n}\right)$ is the orthogonal projection, we also have

$$
\int\left(h-E\left(h \mid \mathscr{A}_{n}\right)\right) \overline{E\left(h \mid \mathscr{A}_{n}\right)} \mathrm{d} \mu=0
$$

which implies that

$$
\int\left|h-E\left(h \mid \mathscr{A}_{n}\right)\right|^{2} \mathrm{~d} \mu=0
$$

and so $h=E\left(h \mid \mathscr{A}_{n}\right) \in L^{2}\left(X, \mathscr{A}_{n}, \mu\right)$ for all $n \geqslant 1$. We conclude that

$$
h \in L^{2}\left(X, \mathscr{A}_{\infty}, \mu\right) \subseteq V
$$

and $\int h \bar{h} \mathrm{~d} \mu=0$, so $h=0$. This contradiction shows that $V$ is dense in $L^{2}(X, \mathscr{B}, \mu)$ with respect to the $L_{\mu}^{2}$ norm.

Now $\|\cdot\|_{1} \leqslant\|\cdot\|_{2}$ and $L^{2}(X, \mathscr{B}, \mu) \subseteq L^{1}(X, \mathscr{B}, \mu)$ is dense with respect to the $L_{\mu}^{1}$ norm. It follows that $V$ is also dense in $L^{1}(X, \mathscr{B}, \mu)$ with respect to the $L_{\mu}^{1}$ norm.

It might seem unsatisfactory to use $L^{2}$ arguments in this way to avoid the more complicated theory of the space $L^{1}$ and its dual $L^{\infty}$. To give an example of how it is sometimes possible to decompose functions in a way that mimics the orthogonal decomposition available in Hilbert space, we now do the same part of the proof avoiding $L^{2}$.
First part of proof of Theorem 5.8, using $L^{1}$ directly. Let

$$
V_{n}=\left\{f \in L^{1}(X, \mathscr{B}, \mu) \mid E\left(f \mid \mathscr{A}_{n}\right)=0\right\}
$$

for $n \geqslant 1$, so $V_{1} \subseteq V_{2} \subseteq \cdots$ is an increasing sequence of subspaces of $L^{1}(X)$. We claim that $V_{*}=\bigcup_{n \geqslant 1} V_{n}$ is $L^{1}$-dense in

$$
V_{\infty}=\left\{f \in L^{1}(X, \mathscr{B}, \mu) \mid E\left(f \mid \mathscr{A}_{\infty}\right)=0\right\} .
$$

This claim will be crucial for the proof, since it will allow us to split any function $f$ into two parts for which the result will be easier to prove.

By the Hahn-Banach theorem (Theorem B.1), $V_{*}$ is dense in $V_{\infty}$ if any continuous linear functional $\Lambda: L^{1}(X) \rightarrow \mathbb{R}$ with $V_{*} \subseteq \operatorname{ker} \Lambda$ has $V_{\infty} \subseteq \operatorname{ker} \Lambda$. Any continuous linear functional on $L^{1}(X)$ has the form

$$
\Lambda_{h}(f)=\int_{X} f h \mathrm{~d} \mu
$$

for some $h \in L^{\infty}(X)$, and $h$ is uniquely determined by $\Lambda_{h}$. So suppose that $V_{n} \subseteq \operatorname{ker} \Lambda_{h}$ for all $n \geqslant 1$; it follows that

$$
\int\left(f-E\left(f \mid \mathscr{A}_{n}\right)\right) h \mathrm{~d} \mu=0
$$

for all $f \in L^{1}(X)$ and $n \geqslant 1$. In particular, we may take $f=h\left(\right.$ since $L^{\infty}(X)$ is a subset of $L^{1}(X)$ ), so

$$
\int\left(h-E\left(h \mid \mathscr{A}_{n}\right)\right) h \mathrm{~d} \mu=0 .
$$

On the other hand, by Theorem 5.1(3),

$$
\int E\left(h \mid \mathscr{A}_{n}\right) E\left(h \mid \mathscr{A}_{n}\right) \mathrm{d} \mu=\int E\left(E\left(h \mid \mathscr{A}_{n}\right) h \mid \mathscr{A}_{n}\right) \mathrm{d} \mu=\int E\left(h \mid \mathscr{A}_{n}\right) h \mathrm{~d} \mu
$$

SO

$$
\int\left(h-E\left(h \mid \mathscr{A}_{n}\right)\right) E\left(h \mid \mathscr{A}_{n}\right) \mathrm{d} \mu=0 .
$$

Now

$$
\left(h-E\left(h \mid \mathscr{A}_{n}\right)\right) h-\left(h-E\left(h \mid \mathscr{A}_{n}\right)\right) E\left(h \mid \mathscr{A}_{n}\right)=\left(h-E\left(h \mid \mathscr{A}_{n}\right)\right)^{2}
$$

and therefore

$$
\int\left(h-E\left(h \mid \mathscr{A}_{n}\right)\right)^{2} \mathrm{~d} \mu=0
$$

It follows that $h=E\left(h \mid \mathscr{A}_{n}\right) \in L^{\infty}\left(X, \mathscr{A}_{n}, \mu\right)$, and so $h \in L^{\infty}\left(X, \mathscr{A}_{\infty}, \mu\right)$. Thus

$$
E\left(f \mid \mathscr{A}_{\infty}\right)=0
$$

implies that

$$
\int f h \mathrm{~d} \mu=\int E\left(f h \mid \mathscr{A}_{\infty}\right) \mathrm{d} \mu=\int h E\left(f \mid \mathscr{A}_{\infty}\right) \mathrm{d} \mu=0
$$

showing that ker $\Lambda_{h} \supseteq V_{\infty}$ whenever ker $\Lambda_{h} \supseteq V_{*}$ as required.
Clearly the theorem holds for functions in the space

$$
V=L^{1}\left(X, \mathscr{A}_{\infty}, \mu\right)+V_{*},
$$

which is $L^{1}$-dense in $L^{1}(X)$ (to see that this space is dense, write any $f \in L^{1}$ as $f=E\left(f \mid \mathscr{A}_{\infty}\right)+\left(f-E\left(f \mid \mathscr{A}_{\infty}\right)\right)$ where the second term belongs to $\left.V_{\infty}\right)$.

The remainder of the proof of Theorem 5.8 of necessity takes place in $L^{1}(X, \mathscr{B}, \mu)$.
Second part of proof of Theorem 5.8. Given $f \in L^{1}(X)$ and $\varepsilon>0$, find $g \in V$ with

$$
\|f-g\|_{1}<\varepsilon
$$

Then

$$
\begin{aligned}
\int\left|E\left(f \mid \mathscr{A}_{n}\right)-E\left(f \mid \mathscr{A}_{\infty}\right)\right| \mathrm{d} \mu \leqslant & \int\left|E\left((f-g) \mid \mathscr{A}_{n}\right)-E\left((f-g) \mid \mathscr{A}_{\infty}\right)\right| \mathrm{d} \mu \\
& +\int\left|E\left(g \mid \mathscr{A}_{n}\right)-E\left(g \mid \mathscr{A}_{\infty}\right)\right| \mathrm{d} \mu \\
\leqslant & 2 \int|f-g| \mathrm{d} \mu+\int\left|E\left(g \mid \mathscr{A}_{n}\right)-E\left(g \mid \mathscr{A}_{\infty}\right)\right| \mathrm{d} \mu
\end{aligned}
$$

so

$$
\limsup _{n \rightarrow \infty} \int\left|E\left(f \mid \mathscr{A}_{n}\right)-E\left(f \mid \mathscr{A}_{\infty}\right)\right| \mathrm{d} \mu \leqslant 2 \int|f-g| \mathrm{d} \mu \leqslant 2 \varepsilon
$$

which shows the convergence in $L^{1}$.

To see the almost everywhere convergence, notice that

$$
\begin{aligned}
& \mu\left(\left\{x\left|\limsup _{n \rightarrow \infty}\right| E\left(f \mid \mathscr{A}_{n}\right)-E\left(f \mid \mathscr{A}_{\infty}\right) \mid>\sqrt{\varepsilon}\right\}\right) \\
& \leqslant \mu\left(\left\{x\left|\limsup _{n \rightarrow \infty}\right| E\left((f-g) \mid \mathscr{A}_{n}\right)-E\left((f-g) \mid \mathscr{A}_{\infty}\right) \mid\right.\right. \\
& \left.\left.+\limsup _{n \rightarrow \infty}\left|E\left(g \mid \mathscr{A}_{n}\right)-E\left(g \mid \mathscr{A}_{\infty}\right)\right|>\sqrt{\varepsilon}\right\}\right) \\
& \leqslant \mu\left(\left\{x\left|\sup _{n \geqslant 1}\right| E\left((f-g) \mid \mathscr{A}_{n}\right)-E\left((f-g) \mid \mathscr{A}_{\infty}\right) \mid>\sqrt{\varepsilon}\right\}\right) \\
& \leqslant \mu\left(\left\{x\left|\sup _{n \geqslant 1}\right| E\left((f-g) \mid \mathscr{A}_{n}\right) \left\lvert\, \geqslant \frac{1}{2} \sqrt{\varepsilon}\right.\right)\right. \\
& +\mu\left(\left\{x\left|\sup _{n \geqslant 1}\right| E\left((f-g) \mid \mathscr{A}_{\infty}\right) \left\lvert\,>\frac{1}{2} \sqrt{\varepsilon}\right.\right\}\right) \\
& \leqslant \frac{2}{\sqrt{\varepsilon}}\|f-g\|_{1}+\frac{2}{\sqrt{\varepsilon}}\|f-g\|_{1} \leqslant 4 \sqrt{\varepsilon},
\end{aligned}
$$

by Doob's inequality (Lemma 5.6), so

$$
\limsup _{n \rightarrow \infty}\left|E\left(f \mid \mathscr{A}_{n}\right)-E\left(f \mid \mathscr{A}_{\infty}\right)\right|=0
$$

almost everywhere.

## Exercises for Sect. 5.2

Exercise 5.2.1. Use the increasing martingale theorem (Theorem 5.5) to prove the following version of the Borel-Cantelli lemma (Theorem A.9). Suppose that $(X, \mathscr{B}, \mu)$ is a probability space and $\left(A_{n}\right)_{n \geqslant 1}$ is a completely independent sequence of measurable sets (that is, for any finite sequence of indices $i_{1}<\cdots<i_{\ell}$ we have $\left.\mu\left(A_{i_{1}} \cap \cdots \cap A_{i_{\ell}}\right)=\mu\left(A_{i_{1}}\right) \cdots \mu\left(A_{i_{\ell}}\right)\right)$. If additionally

$$
\sum_{n=1}^{\infty} \mu\left(A_{n}\right)=\infty
$$

then almost every $x$ is contained in infinitely many of the sets $A_{n}$; equivalently

$$
\mu\left(\bigcap_{N=1}^{\infty} \bigcup_{n=N}^{\infty} A_{n}\right)=1
$$

Exercise 5.2.2. Use the martingale theorems to prove the following analog of the Lebesgue density theorem (Theorem A.24). Let $m$ be Lebesgue measure on the cube $C=[0,1]^{d}$. For $n \geqslant 1$ define the partition $\xi_{n}$ of $C$ into boxes

$$
\prod_{i=1}^{d}\left[\frac{j_{i}}{(1+i)^{n}}, \frac{j_{i}+1}{(1+i)^{n}}\right)
$$

for $0 \leqslant j_{i}<(1+i)^{n}, 1 \leqslant i \leqslant d$. For any $x \in C$, let $B_{n}(x)$ denote the atom of $\xi_{n}$ containing $x$, and notice that $m\left(B_{n}(x)\right)=\prod_{i=1}^{d}(1+i)^{-n}$. Prove that for any measurable set $A \subseteq C$,

$$
\frac{1}{m\left(B_{n}(x)\right)} m\left(A \cap B_{n}(x)\right) \rightarrow 1
$$

as $n \rightarrow \infty$ for almost every $x \in A$.

### 5.3 Conditional Measures

Section 5.1 introduced the conditional expectation as a function

$$
f \mapsto E(f \mid \mathscr{A})
$$

and all of its properties, as well as the examples we have seen, suggest that the quantity $E(f \mid \mathscr{A})(x)$ should be an average of the function $f$ over a part of the measure space, where the part used in the averaging depends on $x$. For wellbehaved measure spaces - and in particular for the kind of measure spaces we deal with-this property is reflected in the existence of a measure $\mu_{x}^{\mathscr{A}}$ with the property that

$$
E(f \mid \mathscr{A})(x)=\int f \mathrm{~d} \mu_{x}^{\mathscr{A}}
$$

for all $f \in L_{\mu}^{1}$.
Example 5.9. Let $\xi$ be a countable partition of $(X, \mathscr{B}, \mu)$, with $\mathscr{A}=\sigma(\xi)$ the smallest $\sigma$-algebra containing $\xi$. Then

$$
\mu_{x}^{\mathscr{A}}=\left.\frac{1}{\mu(P)} \mu\right|_{P}
$$

for $x \in P \in \mathscr{A}$ defines such a measure for almost every $x$; if $\mu(P)=0$ then $\mu_{x}^{\mathscr{A}}$ is not defined for $x \in P$.

Example 5.10. Let $\mathscr{A}=\mathscr{B}_{[0,1]} \times\{\varnothing,[0,1]\} \subseteq \mathscr{B}_{[0,1]^{2}}$. Then

$$
\mu_{\left(x_{1}, x_{2}\right)}^{\mathscr{A}}=\delta_{x_{1}} \times m_{[0,1]},
$$

where as usual $m$ denotes Lebesgue (or Haar) measure (see Fig. 5.2).
As in the last example, a particular difficulty that arises in discussing conditional expectation and conditional measures is that in most non-trivial
situations null sets with respect to the original measure become more troublesome, since the conditional measures will often be singular with respect to the original measure $\mu$.

Thus we need to pay more attention to null sets-and in particular we will need to specify in a more concrete way with respect to which measure a given set has measure zero. When we say $N$ is a null set we mean that $\mu(N)=$ 0 ; in contrast for $x \in X$ we will say $N$ is a $\mu_{x}^{\mathscr{A}}$-null set if $\mu_{x}^{\mathscr{A}}(N)=0$. Similarly, we will need to make a distinction between the notion of "almost everywhere" (true off a $\mu$-null set) and " $\mu_{x}^{\mathscr{A}}$-almost everywhere". From now on we will also distinguish more carefully between the space $\mathscr{L}^{p}(X, \mathscr{B}, \mu)$ of genuine functions and the more familiar space $L^{p}(X, \mathscr{B}, \mu)$ of equivalence classes of functions; in particular $\mathscr{L}^{\infty}(X, \mathscr{B})$ denotes the space of bounded measurable functions and will be written $\mathscr{L}^{\infty}$ if the underlying measure space is clear.

We next formalize our prevailing assumption about the measure spaces we deal with. A probability space is any triple $(X, \mathscr{B}, \mu)$ where $\mu$ is a measure on the $\sigma$-algebra $\mathscr{B}$ with $\mu(X)=1$. It turns out that this definition is too permissive for some - but by no means all-of the natural developments in ergodic theory.

Example 5.11. Let $X=\{0,1\}^{\mathbb{R}}$, with the product topology and the $\sigma$-algebra of Borel sets. The product measure $\mu$ of the $\left(\frac{1}{2}, \frac{1}{2}\right)$ measure on each of the sets $\{0,1\}$ makes $X$ into a probability space with the property that there is an uncountable collection $\left\{A_{s}\right\}_{s \in \mathbb{R}}$ of measurable sets with the property that $\mu\left(A_{s}\right)=\frac{1}{2}$ for each $s \in \mathbb{R}$ and the sets are all mutually independent:

$$
\mu\left(A_{s_{1}} \cap \cdots \cap A_{s_{n}}\right)=\frac{1}{2^{n}}
$$

for any $n$ distinct reals $s_{1}, \ldots, s_{n}$. The next definition gives a collection of probability spaces that precludes the possibility of uncountably many independent sets.

Definition 5.12. Let $X$ be a Borel subset of a compact metric space with the restriction of the Borel $\sigma$-algebra $\mathscr{B}$ to $X$. Then the pair $(X, \mathscr{B})$ is a Borel space.

Definition 5.13. Let $X$ be a dense Borel subset of a compact metric space $\bar{X}$, with a probability measure $\mu$ defined on the restriction of the Borel $\sigma$-algebra $\mathscr{B}$ to $X$. The resulting probability space $(X, \mathscr{B}, \mu)$ is a Borel probability space.

For a compact metric space $X$, the space $\mathscr{M}(X)$ of Borel probability measures on $X$ itself carries the structure of a compact metric space with respect to the weak*-topology. In particular, we can define the Borel $\sigma$ algebra $\mathscr{B}_{\mathscr{M}(X)}$ on the space $\mathscr{M}(X)$ in the usual way. If $X$ is a Borel subset of a compact metric space $\bar{X}$, then we define

$$
\mathscr{M}(X)=\{\mu \in \mathscr{M}(\bar{X}) \mid \mu(\bar{X} \backslash X)=0\},
$$

and we will see in Lemma 5.23 that $\mathscr{M}(X)$ is a Borel subset of $\mathscr{M}(\bar{X})$.
We are now in a position to state and prove the main result of this chapter. A set is called conull if it is the complement of a null set. For $\sigma$-algebras $\mathscr{C}, \mathscr{C}^{\prime}$ the relation

$$
\mathscr{C} \subseteq \mathscr{C}_{\mu}^{\prime}
$$

means that for any $A \in \mathscr{C}$ there is a set $A^{\prime} \in \mathscr{C}^{\prime}$ with $\mu\left(A \triangle A^{\prime}\right)=0$. We also define

$$
\mathscr{C} \underset{\mu}{=} \mathscr{C}^{\prime}
$$

to mean that $\mathscr{C} \underset{\mu}{\subseteq} \mathscr{C}^{\prime}$ and $\mathscr{C}^{\prime} \underset{\mu}{\subseteq} \mathscr{C}$.
A $\sigma$-algebra $\mathscr{A}$ on $X$ is countably-generated if there exists a countable set $\left\{A_{1}, A_{2}, \ldots\right\}$ of subsets of $X$ with the property that $\mathscr{A}=\sigma\left(\left\{A_{1}, A_{2}, \ldots\right\}\right)$ is the smallest $\sigma$-algebra (that is, the intersection of every) $\sigma$-algebra containing the sets $A_{1}, A_{2}, \ldots$

Theorem 5.14. Let $(X, \mathscr{B}, \mu)$ be a Borel probability space, and $\mathscr{A} \subseteq \mathscr{B}$ a $\sigma$ algebra. Then there exists an $\mathscr{A}$-measurable conull set $X^{\prime} \subseteq X$ and a system $\left\{\mu_{x}^{\mathscr{A}} \mid x \in X^{\prime}\right\}$ of measures on $X$, referred to as conditional measures, with the following properties.
(1) $\mu_{x}^{\mathscr{A}}$ is a probability measure on $X$ with

$$
\begin{equation*}
E(f \mid \mathscr{A})(x)=\int f(y) \mathrm{d} \mu_{x}^{\mathscr{A}}(y) \tag{5.3}
\end{equation*}
$$

almost everywhere for all $f \in \mathscr{L}^{1}(X, \mathscr{B}, \mu)$. In other words, for any function* $f \in \mathscr{L}^{1}(X, \mathscr{B}, \mu)$ we have that $\int f(y) \mathrm{d} \mu_{x}^{\mathscr{A}}(y)$ exists for all $x$ belonging to a conull set in $\mathscr{A}$, that on this set

$$
x \mapsto \int f(y) \mathrm{d} \mu_{x}^{\mathscr{A}}(y)
$$

depends $\mathscr{A}$-measurably on $x$, and that

$$
\int_{A} \int f(y) \mathrm{d} \mu_{x}^{\mathscr{A}}(y) \mathrm{d} \mu(x)=\int_{A} f \mathrm{~d} \mu
$$

for all $A \in \mathscr{A}$.
(2) If $\mathscr{A}$ is countably-generated, then $\mu_{x}^{\mathscr{A}}\left([x]_{\mathscr{A}}\right)=1$ for all $x \in X^{\prime}$, where

$$
[x]_{\mathscr{A}}=\bigcap_{x \in A \in \mathscr{A}} A
$$

[^12]is the atom of $\mathscr{A}$ containing $x$; moreover $\mu_{x}^{\mathscr{A}}=\mu_{y}^{\mathscr{A}}$ for $x, y \in X^{\prime}$ whenever $[x]_{\mathscr{A}}=[y]_{\mathscr{A}}$.
(3) Property (1) uniquely determines $\mu_{x}^{\mathscr{Q}}$ for a.e. $x \in X$. In fact, property (1) for a dense countable set of functions in $C(\bar{X})$ uniquely determines $\mu_{x}^{\mathscr{Q}}$ for a.e. $x \in X$.
(4) If $\widetilde{\mathscr{A}}$ is any $\sigma$-algebra with $\mathscr{A} \underset{\mu}{=} \widetilde{\mathscr{A}}$, then $\mu_{x}^{\mathscr{A}}=\mu_{x}^{\tilde{\mathscr{A}}}$ almost everywhere.

Remark 5.15. Theorem 5.14 is rather technical but quite powerful, so we assemble here some comments that will be useful both in the proof and in situations where the results are applied.
(a) For a countably generated $\sigma$-algebra $\mathscr{A}=\sigma\left(\left\{A_{1}, A_{2}, \ldots\right\}\right)$ the atom in (2) is given by

$$
\begin{equation*}
[x]_{\mathscr{A}}=\bigcap_{x \in A_{i}} A_{i} \cap \bigcap_{x \notin A_{i}} X \backslash A_{i} \tag{5.4}
\end{equation*}
$$

and hence is $\mathscr{A}$-measurable (see Exercise 5.3.1). In fact $[x]_{\mathscr{A}}$ is the smallest element of $\mathscr{A}$ containing $x$.
(b) If $N \subseteq X$ is a null set for $\mu$, then $\mu_{x}^{\mathscr{Q}}(N)=0$ almost everywhere. In other words, for a $\mu$-null set $N$, the set $N$ is also a $\mu_{x}^{\alpha \mathscr{L}}$-null set for $\mu$-almost every $x$. This follows from property (1) applied to the function $f=\chi_{N}$. In many interesting cases, the atoms $[x]_{\mathscr{A}}$ are null sets with respect to $\mu$, and so $\mu_{x}^{\mathscr{A}}$ is singular to $\mu$.
(c) The conditional measures constructed in Theorem 5.14 are sometimes said to give a disintegration of the measure $\mu$.
(d) Notice that the uniqueness in property (3) (and similarly for (4)) may require switching to smaller conull sets. That is, if $\mu_{x}^{\mathscr{A}}$ for $x \in X^{\prime} \subseteq X$ and $\widetilde{\mu}_{x}^{\mathscr{A}}$ for $x \in \widetilde{X}^{\prime} \subseteq X$ are two systems of measures as in (1), then the claim is that there exists a conull subset $X^{\prime \prime} \subseteq X^{\prime} \cap \widetilde{X}^{\prime}$ with $\mu_{x}^{\mathscr{Q}}=\widetilde{\mu}_{x}^{\mathscr{Q}}$ for all $x \in X^{\prime \prime}$.
(e) We only ever talk about atoms for countably generated $\sigma$-algebras. The first reason for this is that for a general $\sigma$-algebra the expression defined in Theorem 5.14(2) by an uncountable intersection may not be measurable (let alone $\mathscr{A}$-measurable). Moreover, even in those cases where the expression happens to be $\mathscr{A}$-measurable, the definition cannot be used to prove the stated assertions. We also note that it is not true that any sub- $\sigma$-algebra of a countably-generated $\sigma$-algebra is countably generated (but see Lemma 5.17 for a more positive statement). For example, the $\sigma$-algebra of null sets in $\mathbb{T}$ with respect to Lebesgue measure is not countably-generated (but there are more interesting examples, see Exercise 6.1.2).

Example 5.16. Let $X=[0,1]^{2}$ and $\mathscr{A}=\mathscr{B} \times\{\varnothing,[0,1]\}$ as in Example 5.3. In this case Theorem 5.14 claims that any Borel probability measure $\mu$ on $X$ can
be decomposed into "vertical components": the conditional measures $\mu_{\left(x_{1}, x_{2}\right)}^{\mathscr{A}}$ are defined on the vertical line segments $\left\{x_{1}\right\} \times[0,1]$, and these sets are precisely the atoms of $\mathscr{A}$. Moreover,

$$
\begin{equation*}
\mu(B)=\int_{X} \mu_{\left(x_{1}, x_{2}\right)}^{\mathscr{A}}(B) \mathrm{d} \mu\left(x_{1}, x_{2}\right) \tag{5.5}
\end{equation*}
$$

In this example $\mu_{\left(x_{1}, x_{2}\right)}^{\mathscr{A}}=\nu_{x_{1}}$ does not depend on $x_{2}$, so (5.5) may be written as

$$
\begin{equation*}
\mu(B)=\int_{[0,1]} \nu_{x_{1}}(B) \mathrm{d} \bar{\mu}\left(x_{1}\right) \tag{5.6}
\end{equation*}
$$

where $\bar{\mu}=\pi_{*} \mu$ is the measure on $[0,1]$ obtained by the projection

$$
\begin{aligned}
\pi:[0,1]^{2} & \longrightarrow[0,1] \\
\left(x_{1}, x_{2}\right) & \longmapsto x_{1} .
\end{aligned}
$$

While (5.6) looks simpler than (5.5), in order to arrive at it a quotient space and a quotient measure has to be constructed (see Sect. 5.4). For simplicity we will often work with expressions like (5.5) in the general context.

Once $\mu$ is known explicitly, the measures $\mu_{\left(x_{1}, x_{2}\right)}^{\mathscr{A}}$ can often be computed. For example, if $\mu$ is defined by

$$
\int f \mathrm{~d} \mu=\frac{1}{3} \int f(s, s) \mathrm{d} s+\int_{0}^{1} \int_{0}^{\sqrt{s}} f(s, t) \mathrm{d} t \mathrm{~d} s
$$

then

$$
\mu_{\left(x_{1}, x_{2}\right)}^{\mathscr{A}}=\frac{1}{\sqrt{x_{1}}+1 / 3} \delta_{x_{1}} \times\left(\frac{1}{3} \delta_{x_{1}}+m_{\left[0, \sqrt{x_{1}}\right]}\right) .
$$

To see that this equation holds, the reader should use Theorem 5.14(3). However, the real force of Theorem 5.14 lies in the fact that it allows an unknown measure to be decomposed into components which are often easier to work with.

Proof of Theorem 5.14. By assumption, $X$ is contained in a compact metric space $\bar{X}$, which is automatically separable. We note that the statement of the theorem for the ambient compact metric space $\bar{X}$ implies the theorem for $X$ by Remark $5.15(\mathrm{~b})$. Hence we may assume that $X=\bar{X}$ is itself a compact metric space.

Suppose first that $\left\{\rho_{x}\right\}$ and $\left\{\nu_{x}\right\}$ are families of measures defined for almost every $x$ that both satisfy (5.3) for a countable dense subset $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ in $C(X)$. Then for each $n \geqslant 1$ and almost every $x$,

$$
\begin{equation*}
\int f_{n} \mathrm{~d} \rho_{x}=E\left(f_{n} \mid \mathscr{A}\right)=\int f_{n} \mathrm{~d} \nu_{x} \tag{5.7}
\end{equation*}
$$

So there is a common null set $N$ with the property that (5.7) holds for all $n \geqslant$ 1 and $x \notin N$. By uniform approximation and the dominated convergence theorem (Theorem A.18), this easily extends to show that

$$
\int f \mathrm{~d} \rho_{x}=\int f \mathrm{~d} \nu_{x}
$$

for all $f \in C(X)$ and $x \notin N$. Hence $\rho_{x}=\nu_{x}$ for $x \notin N$, which shows that the conditional measures - if they exist-must be unique as claimed in (3).

Now let

$$
\widetilde{\mathscr{A}} \underset{\mu}{=}
$$

and write $\overline{\mathscr{A}}$ for the smallest $\sigma$-algebra containing both $\widetilde{\mathscr{A}}$ and $\mathscr{A}$. Then for any $f \in C(X), g=E(f \mid \mathscr{A})$ (or $E(f \mid \widetilde{\mathscr{A}})$ ) satisfies the characterizing properties of $E(f \mid \overline{\mathscr{A}})$, so they are equal almost everywhere. Noting this for a countable dense subset of $C(X)$ shows (as in the proof of uniqueness) that $\mu_{x}^{\mathscr{A}}=\mu_{x}^{\tilde{\mathscr{A}}}$ almost everywhere, showing (4).

Turning to existence, let

$$
\mathscr{F}=\left\{f_{0} \equiv 1, f_{1}, f_{2}, \ldots\right\} \subseteq C(X)
$$

be a vector space over $\mathbb{Q}$ that is dense* in $C(X)$. For every $i \geqslant 1$, choose an $\mathscr{A}$ measurable function ${ }^{\dagger} g_{i} \in \mathscr{L}_{\mu}^{1}$ with $g_{i}$ representing $E\left(f_{i} \mid \mathscr{A}\right)$. Define $g_{0}$ to be the constant function 1 . Then

- $g_{i}(x) \geqslant 0$ almost everywhere if $f_{i} \geqslant 0$;
- $\left|g_{i}(x)\right| \leqslant\left\|f_{i}\right\|_{\infty}$ almost everywhere;
- if $f_{i}=\alpha f_{j}+\beta f_{k}$ with $\alpha, \beta \in \mathbb{Q}$, then $g_{i}(x)=\alpha g_{j}(x)+\beta g_{k}(x)$ for almost all $x$.

Let $N \in \mathscr{A}$ be the union of all the null sets on the complement of which the properties above hold; since this is a countable union, $N$ is a null set.

For $x \notin N$, define $\Lambda_{x}\left(f_{i}\right)$ to be $g_{i}(x)$. Then by the properties above $\Lambda_{x}$ is a $\mathbb{Q}$-linear map from $\mathscr{F}$ to $\mathbb{R}$ with $\left\|\Lambda_{x}\right\| \leqslant 1$. It follows that $\Lambda_{x}$ extends uniquely to a continuous positive linear functional

$$
\Lambda_{x}: C(X) \rightarrow \mathbb{R}
$$

By the Riesz representation theorem, there is a measure $\mu_{x}^{\mathscr{A}}$ on $X$ characterized by the property that

[^13]$$
\Lambda_{x}(f)=\int f \mathrm{~d} \mu_{x}^{\mathscr{A}}
$$
for all $f \in C(X)$; moreover $\Lambda_{x}(1)=1$, so $\mu_{x}^{\mathscr{A}}$ is a probability measure.
By our choice of the set $\mathscr{F}$, for any $f \in C(X)$ there is a sequence $\left(f_{n_{i}}\right)$ with $f_{n_{i}} \longrightarrow f$ uniformly. We have already established that
$$
x \mapsto \int f_{n_{i}} \mathrm{~d} \mu_{x}^{\mathscr{A}}
$$
is $\mathscr{A}$-measurable (by Theorem 5.14(1)), and that
$$
\int_{A} \int f_{n_{i}} \mathrm{~d} \mu_{x}^{\mathscr{A}} d \mu(x)=\int_{A} f_{n_{i}} \mathrm{~d} \mu
$$
for all $A \in \mathscr{A}$. So, by the dominated convergence theorem (Theorem A.18),
\[

$$
\begin{equation*}
\int f_{n_{i}} \mathrm{~d} \mu_{x}^{\mathscr{A}} \rightarrow \int f \mathrm{~d} \mu_{x}^{\mathscr{A}} \tag{5.8}
\end{equation*}
$$

\]

is $\mathscr{A}$-measurable as a function of $x$, and

$$
\begin{equation*}
\int_{A} \int f \mathrm{~d} \mu_{x}^{\mathscr{A}} d \mu(x)=\int_{A} f \mathrm{~d} \mu \tag{5.9}
\end{equation*}
$$

for all $A \in \mathscr{A}$. For any open set $O$ there is a sequence $\left(f_{n_{i}}\right)$ with $f_{n_{i}} \nearrow \chi_{O}$, so by the monotone convergence theorem (5.8) and (5.9) hold for $\chi_{O}$. Thus we have (5.8) and (5.9) for the indicator function of any closed $A \subseteq X$, by taking complements. Similarly, these equations extend to any $G_{\delta}$-set $G$ and any $F_{\sigma}$-set $F$. Define

$$
\mathscr{M}=\left\{B \in \mathscr{B} \mid f=\chi_{B} \text { satisfies (5.8) and (5.9) }\right\} .
$$

By the monotone convergence theorem (Theorem A.16), if $B_{1}, B_{2}, \ldots \in \mathscr{M}$ with

$$
B_{1} \subseteq B_{2} \subseteq \cdots,
$$

then $\bigcup_{n \geqslant 1} B_{n} \in \mathscr{M}$ and if $C_{1}, C_{2}, \ldots \in \mathscr{M}$ with

$$
C_{1} \supseteq C_{2} \supseteq \cdots,
$$

then $\bigcap_{n \geqslant 1} C_{n} \in \mathscr{M}$. Thus $\mathscr{M}$ is a monotone class (see Definition A. 3 and Theorem A.4). Define

$$
\mathscr{R}=\left\{\bigsqcup_{i=1}^{n} O_{i} \cap A_{i} \mid O_{i} \subseteq X \text { is open and } A_{i} \subseteq X \text { is closed }\right\}
$$

for $n \in \mathbb{N}$. We claim that $\mathscr{R}$ is an algebra (that is, $\mathscr{R}$ is closed under complements, finite intersections and finite unions). To see this, notice that the $\sigma$ algebra $\mathscr{C}$ generated by finitely many open and closed sets has the property that every element of $\mathscr{C}$ is a disjoint union of atoms of the partition generated by the same open and closed sets, all of which are precisely of the form $O \cap A$.

Since any set $O \cap A$ is a $G_{\boldsymbol{\delta}}$-set and (5.8) and (5.9) are linear conditions, it follows that (5.8) and (5.9) also hold for functions of the form

$$
\chi_{R}=\sum_{i=1}^{n} \chi_{O_{i} \cap A_{i}}
$$

for all

$$
R=\bigsqcup_{i=1}^{n} O_{i} \cap A_{i} \in \mathscr{R}
$$

By the monotone class theorem (Theorem A.4), $\mathscr{B}=\sigma(\mathscr{R}) \subseteq \mathscr{M}$. In other words, for any Borel measurable set $B \in \mathscr{B}$, the characteristic function $\chi_{B}$ satisfies (5.8) and (5.9). By considering simple functions and applying the monotone convergence theorem, it follows that (5.8) and (5.9) also hold for any $\mathscr{B}$-measurable function $f \geqslant 0$.

Finally, given any $\mathscr{B}$-measurable integrable function $f$, we may write

$$
f=f^{+}-f^{-}
$$

with $f^{+}, f^{-}$non-negative, measurable, and integrable functions. Then, by (5.9),

$$
\int f^{+} \mathrm{d} \mu_{x}^{\mathscr{A}}, \int f^{-} \mathrm{d} \mu_{x}^{\mathscr{A}}<\infty
$$

almost everywhere. In particular, $f$ is $\mu_{x}^{\mathscr{A}}$-integrable for almost every $x$, and where it is $\mu_{x}^{\mathscr{A}}$-integrable, $\int f \mathrm{~d} \mu_{x}^{\mathscr{A}}$ is an $\mathscr{A}$-measurable function of $x$. Finally, (5.9) holds, proving (1).

Suppose now that $\mathscr{A}=\sigma\left(\left\{A_{1}, A_{2}, \ldots\right\}\right)$ is countably-generated. Then

$$
\begin{aligned}
E\left(\chi_{A_{i}} \mid \mathscr{A}\right)(x) & =\chi_{A_{i}}(x) \\
& =\mu_{x}^{\mathscr{A}}\left(A_{i}\right)
\end{aligned}
$$

almost everywhere, for any $i \geqslant 1$. Collecting all the null sets arising into a single null set $N$ gives

$$
\mu_{x}^{\mathscr{A}}\left(A_{i}\right)= \begin{cases}1 & \text { if } x \in A_{i} \backslash N \\ 0 & \text { if } x \in X \backslash\left(A_{i} \cup N\right) .\end{cases}
$$

Since $\mu_{x}^{\mathscr{A}}$ is a measure, it follows by (5.4) that

$$
\mu_{x}^{\mathscr{A}}\left([x]_{\mathscr{A}}\right)=1
$$

if $x \notin N$. Writing $X^{\prime}$ for $X \backslash N$, recall that the map

$$
X^{\prime} \ni x \longmapsto \int f \mathrm{~d} \mu_{x}^{\mathscr{A}}
$$

is $\mathscr{A}$-measurable for any $f \in C(X)$. Thus

$$
\int f \mathrm{~d} \mu_{x}^{\mathscr{A}}=\int f \mathrm{~d} \mu_{y}^{\mathscr{A}}
$$

if $x, y \in X^{\prime}$ and $[x]_{\mathscr{A}}=[y]_{\mathscr{A}}$, so that $[x]_{\mathscr{A}}=[y]_{\mathscr{A}}$ implies that $\mu_{x}^{\mathscr{A}}=\mu_{y}^{\mathscr{A}}$.
One of the many desirable properties of Borel probability spaces is that there is a constraint on the complexity of their sub- $\sigma$-algebras.

Lemma 5.17. If $(X, \mathscr{B}, \mu)$ is a Borel probability space and $\mathscr{A} \subseteq \mathscr{B}$ is a $\sigma$ algebra then there is a countably-generated $\sigma$-algebra $\widetilde{\mathscr{A}}$ with $\mathscr{A}=\widetilde{\mu}=\widetilde{\mathscr{A}}$.

Proof. Recall that $C(\bar{X})$ is separable for any compact metric space $\bar{X}$ (see Lemma B.8). Since $C(\bar{X})$ is mapped continuously to a dense subspace of $L^{1}(X, \mathscr{B}, \mu)$, the same holds for $L^{1}(X, \mathscr{B}, \mu)$. Since subsets of a separable space are separable, it follows that the space

$$
\left\{\chi_{A} \mid A \in \mathscr{A}\right\} \subseteq L^{1}(X, \mathscr{A}, \mu) \subseteq L^{1}(X, \mathscr{B}, \mu)
$$

is separable. Thus there is a set $\left\{A_{1}, A_{2}, \ldots\right\} \subseteq \mathscr{A}$ such that for any $\varepsilon>0$ and $A \in \mathscr{A}$ there is some $n$ with

$$
\mu\left(A \triangle A_{n}\right)=\left\|\chi_{A}-\chi_{A_{n}}\right\|_{1}<\varepsilon .
$$

Let $\widetilde{\mathscr{A}}=\sigma\left(\left\{A_{1}, A_{2}, \ldots\right\}\right)$, so that $\widetilde{\mathscr{A}} \subseteq \mathscr{A}$ and $\left\{\chi_{A} \mid A \in \widetilde{\mathscr{A}}\right\}$ is dense in

$$
\left\{\chi_{A} \mid A \in \mathscr{A}\right\}
$$

with respect to the $L_{\mu}^{1}$ norm. Given $A \in \mathscr{A}$, we can find a sequence $\left(n_{k}\right)$ for which

$$
\left\|\chi_{A}-\chi_{A_{n_{k}}}\right\|_{1}<\frac{1}{k}
$$

for $k \geqslant 1$. Then the sequence $\left(\chi_{A_{n_{k}}}\right)$ is Cauchy in $L^{1}(X, \widetilde{\mathscr{A}}, \mu) \subseteq L^{1}(X, \mathscr{A}, \mu)$, so has a limit $f \in L^{1}(X, \widetilde{\mathscr{A}}, \mu)$. We must have $f=\chi_{A}$ almost everywhere since the limit is unique, so there is some $\widetilde{A} \in \widetilde{\mathscr{A}}$ with $\mu(A \triangle \widetilde{A})=0$. It follows that $\mathscr{A} \underset{\mu}{=} \widetilde{\mathscr{A}}$ as required.

In the remainder of this section we give extensions and reformulations of Theorem 5.14.

Lemma 5.18. Let $(X, \mathscr{B}, \mu)$ be a Borel probability space and let $\mathscr{A} \subseteq \mathscr{B}$ be a countably-generated $\sigma$-algebra. If $f \in \mathscr{L}^{\infty}(X, \mathscr{B})$ is constant on atoms of $\mathscr{A}$, then $\left.f\right|_{X^{\prime}}$ is $\mathscr{A}$-measurable, where $X^{\prime}$ is as in Theorem 5.14.

A set $B$ (or a function $f$ ) is $\mathscr{A}$-measurable modulo $\mu$ if, after removing a $\mu$ null set, $B$ (or $f$ ) becomes $\mathscr{A}$-measurable. Thus the conclusion of Lemma 5.18 is that $f$ is $\mathscr{A}$-measurable modulo $\mu$.
Proof of Lemma 5.18. By Theorem 5.14(2), on $X^{\prime}$ we have

$$
\int f \mathrm{~d} \mu_{x}^{\mathscr{A}}=f(x)
$$

since $\mu_{x}^{\mathscr{A}}\left([x]_{\mathscr{A}}\right)=1$ and, by assumption, $f$ is constant (and equal to $f(x)$ ) on the set $[x]_{\mathscr{A}}$. By Theorem $5.14(1)$ we know that $\left.f\right|_{X^{\prime}}$ is $\mathscr{A}$-measurable. $\square$

In Theorem 5.14 the conditional measure was characterized in terms of the conditional expectation. The following proposition gives a more geometrical characterization.

Proposition 5.19. Let $(X, \mathscr{B}, \mu)$ be a Borel probability space and let $\mathscr{A}$ be a countably-generated sub- $\sigma$-algebra of $\mathscr{B}$. Suppose that there is a set $X^{\prime} \in \mathscr{B}$ with $\mu\left(X^{\prime}\right)=1$, and a collection $\left\{\nu_{x} \mid x \in X^{\prime}\right\}$ of probability measures with the property that

- $x \mapsto \nu_{x}$ is measurable, that is for any $f \in \mathscr{L}^{\infty}$ we have that $x \mapsto \int f \mathrm{~d} \nu_{x}$ is measurable,
- $\nu_{x}=\nu_{y}$ for $[x]_{\mathscr{A}}=[y]_{\mathscr{A}}$ and $x, y \in X^{\prime}$,
- $\nu_{x}\left([x]_{\mathscr{A}}\right)=1$, and
- $\mu=\int \nu_{x} \mathrm{~d} \mu(x)$ in the sense that $\int f \mathrm{~d} \mu=\iint f \mathrm{~d} \nu_{x} \mathrm{~d} \mu(x)$ for all $f \in \mathscr{L}^{\infty}$.

Then $\nu_{x}=\mu_{x}^{\mathscr{A}}$ for a.e. $x$. The same is true if the properties hold for a dense countable set of functions in $C(\bar{X})$.

Proof. First notice that we may assume that $\mu_{x}^{\mathscr{A}}$ and $\nu_{x}$ are defined on a common conull set $X^{\prime \prime}$. Moreover, we may replace $X$ by $X^{\prime \prime}$ and simultaneously replace $\mathscr{A}$ by $\left.\mathscr{A}\right|_{X^{\prime \prime}}=\left\{A \cap X^{\prime \prime} \mid A \in \mathscr{A}\right\}$. After this replacement, Lemma 5.18 says that any function $f$ which is constant on $\mathscr{A}$-atoms is $\mathscr{A}$ measurable. In order to apply Theorem $5.14(3)$ we need to check that

$$
\begin{equation*}
\int f \mathrm{~d} \nu_{x}=E(f \mid \mathscr{A})(x) \tag{5.10}
\end{equation*}
$$

almost everywhere, for all $f$ in a countable dense subset of $C(\bar{X})$.
That $x \mapsto \int f \mathrm{~d} \nu_{x}$ is measurable is the first assumption on the family of measures in the proposition. Together with Lemma 5.18, the second property shows that $x \mapsto \int f \mathrm{~d} \nu_{x}$ is actually $\mathscr{A}$-measurable. This is the first requirement in the direction of showing that (5.10) holds.

To show (5.10), we also need to calculate $\int_{A} \int f \mathrm{~d} \nu_{x} \mathrm{~d} \mu(x)$ for any $A \in \mathscr{A}$, as in Theorem 5.1(1). We know that $\chi_{A}(x)$ is constant $\nu_{x}$-almost everywhere for any $A \in \mathscr{A}$, by the third property. In fact $\chi_{A}(x)$ equals $1 \nu_{x}$-almost everywhere if $x \in A$ and equals 0 otherwise. Therefore, by the fourth property applied to the function $\chi_{A} f$, we get

$$
\begin{aligned}
\int_{A} \int f(z) \mathrm{d} \nu_{x}(z) \mathrm{d} \mu(x) & =\int \chi_{A}(x) \int_{[x]_{\mathscr{A}}} f(z) \mathrm{d} \nu_{x}(z) \mathrm{d} \mu(x) \\
& =\iint \chi_{A}(z) f(z) \mathrm{d} \nu_{x}(z) \mathrm{d} \mu(x) \\
& =\int \chi_{A}(z) f(z) \mathrm{d} \mu(z)=\int_{A} f \mathrm{~d} \mu
\end{aligned}
$$

as required. By Theorem $5.14(3)$ it follows that $\nu_{x}=\mu_{x}^{\mathscr{A}}$ almost everywhere.
It remains to prove the last claim of the proposition. So suppose we only assume the first and fourth properties for all functions in a dense countable subset of $C(\bar{X})$. Using dominated convergence, monotone convergence, and the monotone class theorem (Theorems A.18, A. 16 and A.4) just as in the proof of Theorem 5.14 on p. 138, we can extend the first and fourth properties in turn to all $f \in C(\bar{X})$, all $f=\chi_{B}$ for $B$ any open set, any closed set, any $G_{\delta}$, any $F_{\sigma}$, any Borel set, and finally to any $f \in L^{\infty}(\bar{X})$. This implies the last claim.

Proposition 5.20. Let $(X, \mathscr{B}, \mu)$ be a Borel probability space, and let

$$
\mathscr{A}^{\prime} \subseteq \mathscr{A} \subseteq \mathscr{B}
$$

be countably-generated sub- $\sigma$-algebras. Then $[z]_{\mathscr{A}} \subseteq[z]_{\mathscr{A} \prime}$ for $z \in X$, and for almost every $z \in X$ the conditional measures for the measure $\mu_{z}^{\mathscr{Q}^{\prime}}$ with respect to $\mathscr{A}$ are given for $\mu_{z}^{\mathscr{A}^{\prime}}$-almost every $x \in[z]_{\mathscr{A}^{\prime}}$ by $\left(\mu_{z}^{\mathscr{A}^{\prime}}\right)_{x}^{\mathscr{A}}=\mu_{x}^{\mathscr{A}}$.

The proof of this result will reveal that it is a reformulation of Theorem 5.1(4).
Proof of Proposition 5.20. We will show that the map $x \mapsto \mu_{x}^{\mathscr{A}}$ satisfies all the assumptions in Proposition 5.19 with respect to the measure $\mu_{z}^{\mathscr{A}^{\prime}}$ for almost every $z \in X$. Let $\mu_{z}^{\mathscr{A}^{\prime}}$ be defined on $X_{\mathscr{A}^{\prime}}^{\prime} \in \mathscr{A}^{\prime}$ and let $\mu_{x}^{\mathscr{A}}$ be defined on $X_{\mathscr{A}}^{\prime} \in \mathscr{A}$ with all the properties in Theorem 5.14. By Remark 5.15(b), we have $\mu_{z}^{\mathscr{A}^{\prime}}\left(X_{\mathscr{A}}^{\prime}\right)=1$ for $\mu$-almost every $z$. Now fix some $z \in X_{\mathscr{A}^{\prime}}^{\prime}$ with $\mu_{z}^{\mathscr{A}^{\prime}}\left(X_{\mathscr{A}}^{\prime}\right)=1$. For $x, y \in X_{\mathscr{A}}^{\prime}$ we know that $\mu_{x}^{\mathscr{A}}=\mu_{y}^{\mathscr{A}}$ if $[x]_{\mathscr{A}}=[y]_{\mathscr{A}}$ and that $\mu_{x}^{\mathscr{A}}\left([x]_{\mathscr{A}}\right)=1$ by Theorem 5.14(2). Also, if $f \in \mathscr{L}^{\infty}$, we know that $\int f \mathrm{~d} \mu_{x}^{\mathscr{A}}$ is measurable by Theorem 5.14(1). Thus we have shown the first three assumptions of Proposition 5.19 on the complement of a single $\mu_{z}^{\mathscr{A}}$-null set.

It remains to check that

$$
\begin{equation*}
\mu_{z}^{\mathscr{\mathscr { A } ^ { \prime }}}=\int \mu_{x}^{\mathscr{A}} \mathrm{d} \mu_{z}^{\mathscr{\mathscr { A } ^ { \prime }}}(x) \tag{5.11}
\end{equation*}
$$

for almost every $z$. Let $f \in C(\bar{X})$. By Theorem 5.14(1), for almost every $z$,

$$
\iint f \mathrm{~d} \mu_{x}^{\mathscr{A}} \mathrm{d} \mu_{z}^{\mathscr{Q}^{\prime}}(x)=\int E(f \mid \mathscr{A})(x) \mathrm{d} \mu_{z}^{\mathscr{A}^{\prime}}(x)=E\left(E(f \mid \mathscr{A}) \mid \mathscr{A}^{\prime}\right)(z),
$$

which by Theorem 5.1(1) is equal to

$$
E\left(f \mid \mathscr{A}^{\prime}\right)(z)=\int f \mathrm{~d} \mu_{z}^{\mathscr{A}^{\prime}}
$$

for almost every $z$. Using a dense subset $\left\{f_{1}, f_{2}, \ldots\right\} \subseteq C(\bar{X})$, and collecting the countably many null sets arising in these two statements for each $n$ into a single null set, we obtain equality in (5.11) on a conull set $Z$. In other words, we have checked all the requirements of Proposition 5.19 for the family of
 and for the measure $\mu_{z}^{\mathscr{Q ^ { \prime }}}$ for $z \in Z \cap X_{\mathscr{A}}^{\prime}$ with $\mu_{z}^{\mathscr{Q}^{\prime}}\left(X_{\mathscr{A}}^{\prime}\right)=1$.

Theorem 5.14(3) and the more geometric discussion above highlights the significance of the countably-generated hypothesis on the $\sigma$-algebra $\mathscr{A}$, for in that case the conditional measures $\mu_{x}^{\mathscr{Q}}$ can be related to the atoms $[x]_{\mathscr{A}}$. In a Borel probability space it is safe to assume that $\sigma$-algebras are countablygenerated by Lemma 5.17.

By combining the increasing and decreasing martingale theorems (Theorems 5.5 and 5.8 ) with the characterizing properties of the conditional measures we get the following corollary (see Exercise 5.3.5).

Corollary 5.21. If $\mathscr{A}_{n} \nearrow \mathscr{A}$ or $\mathscr{A}_{n} \searrow \mathscr{A}$ then $\mu_{x}^{\mathscr{A}_{n}} \longrightarrow \mu_{x}^{\mathscr{A}}$ in the weak*topology for $\mu$-almost every $x$.

This gives an alternative construction of $\mu_{x}^{\mathscr{\alpha}}$ for a countably-generated $\sigma$ algebra. More concretely, if $\mathscr{A}=\sigma\left(\left\{A_{1}, A_{2}, \ldots\right\}\right)$ and $\mathscr{A}_{n}=\sigma\left(\left\{A_{1}, \ldots, A_{n}\right\}\right)$ is the finite $\sigma$-algebra generated by the first $n$ generators of $\mathscr{A}$, then $\mu_{x}^{\mathscr{Q}_{n}}$ is readily defined, and $\mu_{x}^{\mathscr{Q}_{n}} \rightarrow \mu_{x}^{\mathscr{Q}}$.

## Exercises for Sect. 5.3

Exercise 5.3.1. Prove the equality claimed in (5.4).
Exercise 5.3.2. ${ }^{(59)}$ Let $(X, \mathscr{B}, \mu)$ be an aperiodic measure-preserving transformation on a Borel probability space (see Exercise 2.9.2 for the definition of aperiodic). Prove that for any $k \geqslant 1$ there is a set $A \in \mathscr{B}$ with $\mu(A)>0$ and $\mu\left(T^{-k}(A) \cap A\right)=0$.

Exercise 5.3.3. Using the definition from p. 135, show that if $(X, \mathscr{B}, \mu)$ is a Borel probability space, then for countably-generated $\sigma$-algebras $\mathscr{A}, \widetilde{\mathscr{A}} \subseteq \mathscr{B}$ there is a null set $N$ with the property that

$$
\left.\mathscr{A}\right|_{X \backslash N}=\left.\widetilde{\mathscr{A}}\right|_{X \backslash N}
$$

if and only if $\mathscr{A} \underset{\mu}{=} \mathscr{A}^{\prime}$.
Exercise 5.3.4. In the notation of Example 5.16, find a precise criterion in terms of $\mu_{\left(x_{1}, x_{2}\right)}^{\mathscr{A}}$ characterizing the property that $\mu$ is a product $\mu_{1} \times \mu_{2}$ of measures $\mu_{1}, \mu_{2}$ defined on $[0,1]$.

Exercise 5.3.5. Prove Corollary 5.21, starting with a countable dense set of functions in $C(X)$ and using the appropriate martingale theorem.

### 5.4 Algebras and Maps

Let $X$ and $Y$ be Borel subsets of compact metric spaces $\bar{X}$ and $\bar{Y}$. For a measurable map

$$
\phi: X \rightarrow Y
$$

write $\phi_{*}: \mathscr{M}(X) \rightarrow \mathscr{M}(Y)$ for the map induced on the space of probability measures by

$$
\left(\phi_{*}(\mu)\right)(A)=\mu\left(\phi^{-1}(A)\right)
$$

for $A \subseteq Y$ measurable. In this notation, for any integrable function $f: Y \rightarrow \mathbb{R}$ and $B \in \mathscr{B}_{Y}$,

$$
\int_{\phi^{-1} B} f \circ \phi \mathrm{~d} \mu=\int_{B} f \mathrm{~d} \phi_{*} \mu
$$

In particular, a map $\phi:(X, \mathscr{B}, \mu) \rightarrow\left(Y, \mathscr{B}_{Y}, \nu\right)$ between two Borel probability spaces is measure-preserving if and only if $\phi_{*} \mu=\nu$.

Any measurable function $\phi: X \rightarrow Y$ as above defines a $\sigma$-algebra

$$
\mathscr{A}=\phi^{-1}\left(\mathscr{B}_{Y}\right)
$$

on $X$. The next results, corollaries of Theorem 5.14, show that essentially all $\sigma$-algebras on $X$ arise this way.

Corollary 5.22. Let $(X, \mathscr{B}, \mu)$ be a Borel probability space, and let $\mathscr{A} \subseteq \mathscr{B}$ be a countably-generated $\sigma$-algebra. Then there is a conull set $X^{\prime}=X \backslash N$ in $\mathscr{A}$, a compact metric space together with its Borel $\sigma$-algebra $\left(Y, \mathscr{B}_{Y}\right)$, and a measurable map $\phi: X^{\prime} \rightarrow Y$ such that

$$
\left.\mathscr{A}\right|_{X^{\prime}}=\phi^{-1} \mathscr{B}_{Y} .
$$

Moreover,

$$
[x]_{\mathscr{A}}=\phi^{-1}(\phi(x))
$$

for $x \notin N$, and $\mu_{x}^{\mathscr{A}}=\nu_{\phi(x)}$ for some measurable map $y \mapsto \nu_{y}$ defined on a $\phi_{*} \mu$-conull subset of $Y$. In fact we can take $Y=\mathscr{M}(\bar{X}), \phi(x)=\mu_{x}^{\mathscr{A}}$, and $\nu_{y}=y$.

This will be proved later; the conclusion described in Corollary 5.22 is depicted in Fig. 5.3.


Fig. 5.3 Each $y \in Y$ determines an atom $\phi^{-1}(y)$ and its conditional measure $\nu_{y}$

Lemma 5.23. If $\bar{X}$ is a compact metric space, and $f \in \mathscr{L}^{\infty}(\bar{X})$, then the map

$$
\mathscr{M}(X) \ni \nu \longmapsto \int f \mathrm{~d} \nu
$$

is Borel measurable. In particular, for a Borel subset $X$ of $\bar{X}$, we have that $\mathscr{M}(X)$ is a Borel subset of $\mathscr{M}(\bar{X})$. Moreover, if $\phi: X \rightarrow Y$ is a Borel measurable map between Borel subsets of compact metric spaces, then the induced map $\phi_{*}: \mathscr{M}(X) \rightarrow \mathscr{M}(Y)$ is Borel measurable.

Proof. Starting with continuous functions, we know that $\int f \mathrm{~d} \nu$ depends continuously on $\nu$ (by definition of the weak*-topology on $\mathscr{M}(X)$ ). Arguing just as we did on p. 139, this can be extended to show that $\int f \mathrm{~d} \nu$ depends measurably on $\nu$ for all indicator functions of open sets, and thence to show that it does so for indicator functions of Borel measurable sets, and finally for any $f \in \mathscr{L}^{\infty}$. By definition and the argument above, it follows that

$$
\mathscr{M}(X)=\{\mu \in \mathscr{M}(\bar{X}) \mid \mu(\bar{X} \backslash X)=0\}
$$

is Borel measurable. Now let $\phi: X \rightarrow Y$ be measurable and fix $r \in \mathbb{R}, \varepsilon>0$ and $f \in C(\bar{Y})$. Then

$$
O_{f, r, \varepsilon}=\left\{\mu \in \mathscr{M}(Y)| | \int f \mathrm{~d} \mu-r \mid<\varepsilon\right\}
$$

is an open set in $\mathscr{M}(\bar{Y})$, and clearly

$$
\phi_{*}^{-1} O_{f, r, \varepsilon}=\left\{\nu \in \mathscr{M}(X)| | \int f \circ \phi \mathrm{~d} \nu-r \mid<\varepsilon\right\}
$$

is measurable in $\mathscr{M}(X)$. Since any open set in $\mathscr{M}(\bar{Y})$ can be written as a countable union of finite intersections of sets of the form $O_{f, r, \varepsilon}$ with $f$ chosen from a dense countable subset of $C(\bar{X}), r \in \mathbb{Q}$ and $\varepsilon \in \mathbb{Q}$, the lemma follows.

Proof of Corollary 5.22. Let $\mathscr{A}=\sigma\left(\left\{A_{1}, A_{2}, \ldots\right\}\right)$ be countablygenerated. Taking $Y=\mathscr{M}(\bar{X})$ (with the weak*-topology, so that $Y$ is a compact metric space) and $\phi(x)=\mu_{x}^{\mathscr{A}}$ we can set $\nu_{y}=y$ and hence $\nu_{\phi(x)}=\mu_{x}^{\mathscr{A}}$ follows at once. Let $X^{\prime}$ be a $\mu$-conull set on which all the statements in Theorem 5.14 hold. We claim first that (perhaps after enlarging the complement of $X^{\prime}$ by null sets countably often), $\mathscr{A}=\phi^{-1} \mathscr{B}_{Y}$. By Theorem 5.14(2),

$$
\begin{equation*}
\chi_{A_{i}}(x)=\mu_{x}^{\mathscr{A}}\left(A_{i}\right) \tag{5.12}
\end{equation*}
$$

for almost every $x$, and we may assume that this holds for all $x \in X^{\prime}$. Since $\left\{\nu \mid \nu\left(A_{i}\right)=1\right\} \in \mathscr{B}_{Y},(5.12)$ shows that $A_{i} \cap X^{\prime} \in \phi^{-1} \mathscr{B}_{Y}$ and therefore $\left.\mathscr{A}\right|_{X^{\prime}} \subseteq \phi^{-1} \mathscr{B}_{Y}$.

For the reverse direction $\left.\phi^{-1} \mathscr{B}_{Y} \subseteq \mathscr{A}\right|_{X^{\prime}}$, it is sufficient to check this on sets of the form $O_{f, r, \varepsilon}$ since these generate the weak*-topology in a countable manner, and by Theorem 5.14(1) the set

$$
\phi^{-1}\left(\left\{\nu| | \int f \mathrm{~d} \nu-r \mid<\varepsilon\right\}\right)=\left\{x| | \int f \mathrm{~d} \mu_{x}^{\mathscr{A}}-r \mid<\varepsilon\right\}
$$

is $\mathscr{A}$-measurable for any $f \in C(X), r \in \mathbb{R}$ and $\varepsilon>0$. Hence $\left.\mathscr{A}\right|_{X^{\prime}}=\phi^{-1} \mathscr{B}$.
Since $\phi: X^{\prime} \rightarrow Y$ satisfies $\left.\mathscr{A}\right|_{X^{\prime}}=\phi^{-1} \mathscr{B}_{Y}$, and the Borel $\sigma$-algebra $\mathscr{B}_{Y}$ of $Y$ separates points, $[x]_{\mathscr{A}}=\phi^{-1}(\phi(x))$ follows.

Corollary 5.24. Let $\phi:\left(X, \mathscr{B}_{X}, \mu\right) \rightarrow\left(Y, \mathscr{B}_{Y}, \nu\right)$ be a measure-preserving map between Borel probability spaces, and let $\mathscr{A} \subseteq \mathscr{B}_{Y}$ be a sub- $\sigma$-algebra. Then

$$
\phi_{*} \mu_{x}^{\phi^{-1} \mathscr{A}}=\nu_{\phi(x)}^{\mathscr{A}}
$$

for $\mu$-almost every $x \in X$.
Proof. First notice that for any $f \in L^{1}\left(Y, \mathscr{B}_{Y}, \nu\right), E_{\nu}(f \mid \mathscr{A}) \circ \phi$ is $\phi^{-1} \mathscr{A}-$ measurable and

$$
\begin{aligned}
\int_{\phi^{-1} A} E_{\nu}(f \mid \mathscr{A}) \circ \phi \mathrm{d} \mu & =\int_{A} E_{\nu}(f \mid \mathscr{A}) \mathrm{d} \nu \\
& =\int_{A} f \mathrm{~d} \nu \\
& =\int_{\phi^{-1} A} f \circ \phi \mathrm{~d} \mu
\end{aligned}
$$

It follows that

$$
E_{\nu}(f \mid \mathscr{A}) \circ \phi=E_{\mu}\left(f \circ \phi \mid \phi^{-1} \mathscr{A}\right)
$$

Thus for $f \in \mathscr{L}^{\infty}\left(Y, \mathscr{B}_{Y}\right)$,

$$
\begin{aligned}
\int f \mathrm{~d} \nu_{\phi(x)}^{\mathscr{A}} & =E_{\nu}(f \mid \mathscr{A})(\phi(x)) \\
& =E_{\mu}\left(f \circ \phi \mid \phi^{-1} \mathscr{A}\right)(x) \\
& =\int f \circ \phi \mathrm{~d} \mu_{x}^{\phi^{-1} \mathscr{A}} \\
& =\int f \mathrm{~d}\left(\phi_{*} \mu_{x}^{\phi^{-1} \mathscr{A}}\right)
\end{aligned}
$$

(all almost everywhere). Using a dense countable subset of $C(\bar{X})$ completes the proof.

In the next result we will work with measurability on Borel subsets of compact metric spaces, without reference to a particular measure.

Lemma 5.25. Let $X, Y, Z$ be Borel subsets of compact metric spaces $\bar{X}, \bar{Y}$ and $\bar{Z}$ respectively, and let $\phi_{Z}: X \rightarrow Z$ and $\phi_{Y}: X \rightarrow Y$ be measurable maps. Suppose that $\phi_{Z}$ is $\phi_{Y}^{-1}\left(\mathscr{B}_{Y}\right)$-measurable. Then there is a measurable map $\psi: Y \rightarrow Z$ with $\phi_{Z}(x)=\psi \circ \phi_{Y}(x)$ on $X$, as illustrated in Fig. 5.4.


Fig. 5.4 The map constructed in Lemma 5.25

This is related to Corollary 5.22, in that it allows us to draw the same conclusion that we can write the conditional measure $\mu_{x}^{\mathscr{A}}$ as a measurable function $\nu_{y}$ on the image space $Y$ whenever $\mathscr{A}=\phi^{-1} \mathscr{B}_{Y}$.
Proof of Lemma 5.25. Define $\mathscr{A}=\phi_{Y}^{-1}\left(\mathscr{B}_{Y}\right)$, which is countably-generated since $\mathscr{B}_{Y}$ is. Since the Borel $\sigma$-algebra $\mathscr{B}_{Y}$ of $Y$ separates points,

$$
[x]_{\mathscr{A}}=\phi_{Y}^{-1}\left(\phi_{Y}(x)\right)
$$

for $x \in X$. By assumption, $\phi_{Z}$ is $\mathscr{A}$-measurable, and hence $\phi_{Z}(x)=\phi_{Z}\left(x^{\prime}\right)$ whenever $[x]_{\mathscr{A}}=\left[x^{\prime}\right]_{\mathscr{A}}$, or equivalently whenever $\phi_{Y}(x)=\phi_{Y}\left(x^{\prime}\right)$. So we could define

$$
\psi(y)=\phi_{Z}(x)
$$

whenever $y=\phi_{Y}(x)$ for some $x \in X$, and use some fixed $z_{0} \in Z$ to define $\psi(y)=z_{0}$ for $y \in Y \backslash \phi_{Y}(X)$. However, it is not clear why this should define a measurable function, so instead we will define $\psi: Y \rightarrow Z$ by a limiting process. In order to do this we will cut the target space $Z$ into small metric balls, and ensure that at each finite stage everything is appropriately measurable. For this we start with the additional assumption that $Z=\bar{Z}$ is a compact metric space, and later show that this requirement can be removed.

Since $Z$ is compact, there is a sequence $\left(\xi_{n}\right)$ of finite Borel measurable partitions of $Z$ with the property that

$$
\sigma\left(\xi_{n}\right) \subseteq \sigma\left(\xi_{n+1}\right)
$$

for $n \geqslant 1$, and for which every element of $\xi_{n}$ has diameter less than $\frac{1}{n}$.
We will define related partitions $\xi_{n}^{X}$ and $\xi_{n}^{Y}$ of $X$ and $Y$. The first of these is defined by taking pre-images as follows. Since $\phi_{Z}$ is $\mathscr{A}$-measurable we get, for any $P \in \xi_{n}$, a set

$$
P^{X}=\phi_{Z}^{-1}(P) \in \mathscr{A}
$$

and hence a finite partition $\xi_{n}^{X}=\left\{P^{X} \mid P \in \xi_{n}\right\} \subseteq \mathscr{A}$ of $X$. This is illustrated in Fig. 5.5.


Fig. 5.5 The partitions $\xi_{n}$ on $\mathscr{M}(X)$ and $\xi_{n}^{X}$ on $X$

We next define the partition $\xi_{n}^{Y}$. Note that in the construction of $\xi_{n}^{Y}$ care needs to be taken, since the set $\phi_{Y}(X)$ is not assumed to be mea-
surable. Since $\mathscr{A}=\phi_{Y}^{-1} \mathscr{B}_{Y}$, we can choose for every $P^{X} \in \xi_{n}^{X}$ a set $P^{Y}$ in $\mathscr{B}_{Y}$ with $P^{X}=\phi_{Y}^{-1} P^{Y}$. Since the various sets $P^{X} \in \xi_{n}^{X}$ are disjoint, we can require the same disjointness for the sets $P^{Y}$. Indeed if sets $P$ and $Q$ in $\xi_{n}$ are different, $P^{X}=\phi_{Z}^{-1} P=\phi_{Y}^{-1} P$, and $Q^{X}=\phi_{Z}^{-1} Q=\phi_{Y}^{-1} Q^{Y}$ with $Q^{Y}, P^{Y} \in \mathscr{B}_{Y}$ not disjoint, then replacing $Q^{Y}$ by $Q^{Y} \backslash P^{Y}$ will not change its properties but will ensure disjointness from $P^{Y}$. Moreover, using a similar argument inductively we can also insist that $P_{n+1}^{Y} \subseteq P_{n}^{Y}$ whenever $P_{n+1}^{X} \subseteq P_{n}^{X}$ and $P_{n+1}^{X} \in \xi_{n+1}^{X}, P_{n}^{X} \in \xi_{n}^{X}$. The sets $P^{Y} \in \mathscr{B}_{Y}$ for $P \in \xi_{n}^{X}$, together with their common complement $Q_{n} \in \mathscr{B}_{Y}$, form a partition $\xi_{n}^{Y}$ of $Y$. By construction, $\phi^{-1} Q_{n}=\varnothing$ and $Q_{n+1} \supseteq Q_{n}$ for all $n \geqslant 1$. Write

$$
Q=\bigcup_{m \geqslant 1} Q_{m}
$$

and define $\psi(y)$ to be some fixed element $z_{0} \in Z$ for any $y \in Q$. We define $\psi$ on $Y \backslash Q$ as the limit of the sequence of functions $\psi_{n}: Y \backslash Q \rightarrow Z$ defined as follows. For every $P^{Y} \in \xi_{n}^{Y}$, we choose some $z_{P} \in P \in \xi_{n}$ and define $\psi^{n}(y)=z_{P}$ for $y \in P^{Y} \backslash Q$. Clearly $\psi^{n}: Y \backslash Q \rightarrow Z$ is measurable, since the partition $\xi_{n}^{Y}$ is measurable by construction. By construction of the partitions $\xi_{n}$, the diameters of the partition elements $P \in \xi_{n}$ go to zero, so the function $\psi$ defined by

$$
\psi(y)=\lim _{n \rightarrow \infty} \psi_{n}(y)
$$

exists for all $y \in Y \backslash Q$; since it is a pointwise limit of a sequence of measurable functions, the map $\psi$ is also measurable. If $y=\phi_{Y}(x)$ for some $x \in X$, then $\phi_{Z}(x)$ and $\psi_{n}(y)$ will belong to the same element of $\xi_{n}$ for all $n$, so $\phi_{Z}(x)=\psi\left(\phi_{Y}(x)\right)$ as required.

Assume now that $Z$ is only a Borel subset of a compact metric space $\bar{Z}$. The construction above can be used to define a measurable map $\bar{\psi}: Y \rightarrow \bar{Z}$ with $\phi_{Z}=\bar{\psi} \circ \phi_{Y}$. Since

$$
\varnothing=\phi_{Z}^{-1}(\bar{Z} \backslash Z)=\phi_{Y}^{-1}\left(\bar{\psi}^{-1}(\bar{Z} \backslash Z)\right)
$$

we may replace $\bar{\psi}$ by the measurable map

$$
\psi(y)= \begin{cases}\bar{\psi}(y) & \text { if } \bar{\psi}(y) \in Z, \text { and } \\ z_{0} \in Z & \text { if not }\end{cases}
$$

for some fixed element $z_{0} \in Z$ without affecting the fact that $\phi_{Z}=\psi \circ \phi_{Y}$.

## Notes to Chap. 5

${ }^{(56)}$ (Page 126) The origins of the terminology martingale lie in gambling, where it is related to the so-called St. Petersburg paradox arising from the method of gambling where the stake is doubled after each loss; the etymology is discussed by Mansuy [243] and Mayhew [258]. Lévy [228] introduced their study in probability, and their central importance in probability was developed most significantly by Doob [73]. For the material in this section on martingales we have followed Parry [279, Chap. 2] closely.
${ }^{(57)}$ (Page 126) This was pointed out by Kakutani [173]; a survey of the connections between ergodic and martingale theorems is given by Rao [298] and by Kachurovskiĭ [169]. Jerison [165] showed that ergodic averages for a measure-preserving transformation on a probability space can be represented using martingales in a $\sigma$-finite measure space. Jacobs [163] and Neveu [270] gave proofs of martingale theorems using the method of proof of ergodic theorems.
${ }^{(58)}$ (Page 128) The decreasing martingale theorem may be interpreted as a rather general pointwise ergodic theorem. For example, Theorem 5.8 applied to Example 5.7 gives a pointwise ergodic theorem for the action of the $\mathbb{Z}\left[\frac{1}{2}\right] / \mathbb{Z}$ by translations on $\mathbb{T}$, where the ergodic averages are taken over sets of the form $\left\{\left.\frac{j}{2^{n}} \right\rvert\, n \leqslant N\right\}$. Indeed, Theorem 5.8 may be interpreted in this way as a pointwise ergodic theorem for measure-preserving actions of any group that can be written as a countable increasing union of compact open subgroups. ${ }^{(59)}$ (Page 144) This lemma is used by Heinemann and Schmitt [146] in developing a Rokhlin lemma without the assumption of invertibility (see note (34) to Sect. 2.9 on p. 68).

## Chapter 6 <br> Factors and Joinings

A central question in ergodic theory is the natural classification one: When are two measure-preserving systems measurably isomorphic? A more refined approach is to ask what kind of internal structures two measure-preserving systems might share. One approach is to look at their factors, another more fruitful approach ${ }^{(60)}$ to this problem is to look for their joinings, which will be defined and studied in this chapter. In order to discuss these two notions further, we apply some of the measure-theoretic machinery from Chap. 5 to the setting of measure-preserving systems.

### 6.1 The Ergodic Theorem and Decomposition Revisited

We start this chapter by using the results from Chap. 5 to prove the existence of the ergodic decomposition.

Let $(X, \mathscr{B}, \mu, T)$ be a measuring-preserving system on a Borel probability space. Write $\mathscr{E}=\left\{B \in \mathscr{B} \mid T^{-1} B=B(\bmod \mu)\right\}$ for the $\sigma$-algebra of (almost) $T$-invariant sets. Ergodicity of $T$ is equivalent to the triviality of $\mathscr{E}$, that is to the property that $\mathscr{E}$ consists only of null and co-null sets. Comparing the pointwise ergodic theorem (Theorem 2.30) with the definition of conditional expectation with respect to $\mathscr{E}$ gives the following reformulation.

Theorem 6.1. Let $(X, \mathscr{B}, \mu, T)$ be a measure-preserving system and $f \in L_{\mu}^{1}$. Then

$$
\frac{1}{M} \sum_{n=0}^{M-1} f \circ T^{n} \longrightarrow E(f \mid \mathscr{E})
$$

almost everywhere and in $L^{1}$, where $\mathscr{E}=\left\{B \in \mathscr{B} \mid T^{-1} B \underset{\mu}{=} B\right\}$. In particular, if $T$ is invertible, then

$$
\lim _{M \rightarrow \infty} \frac{1}{M} \sum_{n=0}^{M-1} f\left(T^{n} x\right)=\lim _{M \rightarrow \infty} \frac{1}{M} \sum_{n=0}^{M-1} f\left(T^{-n} x\right)
$$

almost everywhere.
The final conclusion of Theorem 6.1 means that the future and the past of typical points are similar (see Exercise 6.1.1 for a similar conclusion in topological dynamics).
Proof of Theorem 6.1. By Theorem 2.30 the sequence converges to some $f^{*} \in L^{1}$ both pointwise and in $L^{1}$. Now $f^{*}$ is $\mathscr{E}$-measurable since $f^{*}$ is $T$-invariant. Moreover, for any set $A \in \mathscr{E}$ with positive measure, we may apply Theorem 2.30 to the restricted measure-preserving system

$$
\left(A,\left.\mathscr{B}\right|_{A},\left.\frac{1}{\mu(A)} \mu\right|_{A}, T\right)
$$

to deduce that $\int_{A} f^{*} \mathrm{~d} \mu=\int_{A} f \mathrm{~d} \mu$. Thus $f^{*}$ satisfies the two characterizing properties in Theorem $5.1(1)$, so $f^{*}=E(f \mid \mathscr{E})$ almost everywhere. The final assertion follows from the observation that $\mathscr{E}$ can be defined using the map $T$ or the map $T^{-1}$ if $T$ is invertible.

The ergodic decomposition result (Theorem 4.8 on p. 103) was seen for a continuous map $T$ as a consequence of Choquet's theorem. We now show how to deduce this important result from properties of conditional measures for any measurable map $T$.

Theorem 6.2. Let $T:(X, \mathscr{B}, \mu) \rightarrow(X, \mathscr{B}, \mu)$ be a measure-preserving map of a Borel probability space. Then there is a Borel probability space $\left(Y, \mathscr{B}_{Y}, \nu\right)$ and a measurable map $y \mapsto \mu_{y}$ for which

- $\mu_{y}$ is a T-invariant ergodic probability measure on $X$ for almost every $y$, and
- $\mu=\int_{Y} \mu_{y} \mathrm{~d} \nu(y)$.

Moreover, we can require that the map $y \mapsto \mu_{y}$ is injective, or alternatively set

$$
\left(Y, \mathscr{B}_{Y}, \nu\right)=(X, \mathscr{B}, \mu)
$$

and $\mu_{x}=\mu_{x}^{\mathscr{E}}$.
Proof. Choose (by Lemma 5.17) a countably-generated $\sigma$-algebra $\widetilde{\mathscr{E}} \subseteq \mathscr{E}$ with $\widetilde{\mathscr{E}} \underset{\mu}{=} \mathscr{E}$ and write

$$
\widetilde{\mathscr{E}}=\sigma\left(\left\{E_{1}, E_{2}, \ldots\right\}\right)
$$

Let

$$
N^{\prime}=\bigcup_{i=1}^{\infty} T^{-1} E_{i} \triangle E_{i}=\bigcup_{E \in \widetilde{E}} T^{-1} E \triangle E
$$

and let $N^{\prime \prime}$ be a null set off which the conclusions of Theorem 5.14 (with the choices $\mathscr{A}=\widetilde{\mathscr{E}}$ and $\widetilde{\mathscr{A}}=\mathscr{E}$ in the notation of Theorem 5.14(4)) and Corollaries 5.22 (for $\mathscr{A}=\widetilde{\mathscr{E}}$ ) and 5.24 (for $\mathscr{A}=\widetilde{\mathscr{E}}$ and $\phi=T$ ) hold. Let

$$
N=\bigcup_{n=0}^{\infty} T^{-n}\left(N^{\prime} \cup N^{\prime \prime}\right)
$$

then $N$ is a null set containing $N^{\prime}$ and $N^{\prime \prime}$ with $T^{-1} N \subseteq N$.
For $x \notin N, T^{-1} \mathscr{E} \underset{\mu}{=} \mathscr{E}$ and Corollary 5.24 together show that

$$
T_{*} \mu_{x}^{\mathscr{E}}=\mu_{T x}^{\mathscr{E}}
$$

Since $T x \notin N,[x]_{\tilde{E}}=[T x]_{\tilde{E}}$, so $\mu_{T x}^{\mathscr{E}}=\mu_{x}^{\mathscr{E}}$ by Theorem 5.14. Thus $\mu_{x}^{\mathscr{E}}$ is $T$-invariant for any $x \notin N$. To prove the ergodicity of $\mu_{x}^{\mathscr{E}}$ we will use the following general criterion for ergodicity.

Lemma 6.3. Let $\left(X, \mathscr{B}_{X}, \nu, T\right)$ be a measure-preserving system on a Borel probability space, and let $\left\{f_{1}, f_{2}, \ldots\right\}$ be dense in $C(\bar{X})$. Then $\nu$ is ergodic if and only if

$$
\begin{equation*}
\frac{1}{M} \sum_{n=0}^{M-1} f_{i}\left(T^{n} y\right) \longrightarrow \int f_{i} \mathrm{~d} \nu \tag{6.1}
\end{equation*}
$$

for $\nu$-almost every $y$ and all $i \geqslant 1$.
Proof. Ergodicity clearly implies the stated property. For the converse, recall that

$$
\frac{1}{M} \sum_{n=0}^{M-1} f \circ T^{n} \underset{L_{\nu}^{2}}{\longrightarrow} P_{T} f
$$

where $P_{T}$ denotes the projection operator onto the space of $U_{T}$-invariant functions in $L_{\nu}^{2}$ by Theorem 2.21. It follows that if (6.1) holds, we have $P_{T}(f)=\int f \mathrm{~d} \nu$ for a dense subset of functions $f \in L_{\nu}^{2}$, and therefore $P_{T}$ must be the projection onto the constant functions, which is equivalent to ergodicity.

Turning to the proof of the convergence (6.1), let $\left\{f_{1}, f_{2}, \ldots\right\}$ be dense in $C(\bar{X})$, and enlarge the set $N$ to ensure that

$$
\frac{1}{M} \sum_{n=0}^{M-1} f_{i}\left(T^{n} x\right) \longrightarrow E\left(f_{i} \mid \mathscr{E}\right)(x)=\int f_{i} \mathrm{~d} \mu_{x}^{\mathscr{E}}
$$

for $x \notin N$, for each $i \geqslant 1$, by Theorem 6.1. Theorem 5.14 implies that

$$
N_{1}=N \cup\left\{x \mid \mu_{x}^{\mathscr{E}}(N)>0\right\}
$$

has measure zero (see Remark 5.15(b)). If $[x]_{\widetilde{\mathscr{E}}}=[y]_{\widetilde{\mathscr{E}}}$ for $x \notin N_{1}, y \notin N$ then $\mu_{x}^{\mathscr{E}}=\mu_{y}^{\mathscr{E}}$, so

$$
\frac{1}{M} \sum_{n=0}^{M-1} f_{i}\left(T^{n} y\right) \longrightarrow \int f_{i} \mathrm{~d} \mu_{x}^{\mathscr{E}}
$$

which shows the convergence (6.1) for the measure $\nu=\mu_{x}^{\mathscr{E}}$, since $\mu_{x}^{\mathscr{E}}(N)=0$. We deduce that $\mu_{x}^{\mathscr{E}}$ is ergodic.

Finally, by Corollary 5.22 there is a map $\phi: X \rightarrow Y$ and a measure-valued measurable function $\nu_{y} \in \mathscr{M}(X)$ for $y \in Y$ with $\mu_{x}^{\mathscr{E}}=\nu_{\phi(x)}$; define $\nu=\phi_{*} \mu$. The theorem follows since

$$
\mu=\int \mu_{x}^{\mathscr{E}} \mathrm{d} \mu(x)=\int \nu_{\phi(x)} \mathrm{d} \mu(x)=\int \nu_{y} \mathrm{~d} \nu(y) .
$$

## Exercises for Sect. 6.1

Exercise 6.1.1. Let $T: X \rightarrow X$ be a homeomorphism of a compact metric space, and let $\mu$ be a $T$-invariant Borel probability measure on $X$. Prove that for $\mu$-almost every $x \in X$ the forward and backward orbits of $x$ have the same closures, that is

$$
\overline{\left\{T^{n} x \mid n \geqslant 1\right\}}=\overline{\left\{T^{-n} x \mid n \geqslant 1\right\}}
$$

for almost every $x$, and that the orbit closure contains $x$.
Exercise 6.1.2. Let $T: X \rightarrow X$ be a measurable transformation on a compact metric space. Assume that there exists a $T$-invariant ergodic probability measure on $X$ without atoms. Let $\mathscr{E}=\left\{B: T^{-1} B=B\right\}$ be the $\sigma$-algebra of (strictly) invariant sets. Prove that $\mathscr{E}$ is not countably-generated. This shows that in general the switch from $\mathscr{E}$ to $\widetilde{\mathscr{E}}$ in the proof of Theorem 6.2 is necessary in order to talk about atoms (see Remark 5.15(e)).

### 6.2 Invariant Algebras and Factor Maps

The main result in this section is that a measurable factor of a measurepreserving system determines uniquely, and is uniquely determined by, an invariant sub- $\sigma$-algebra (an invariant sub- $\sigma$-algebra in a measure-preserving $\operatorname{system}(X, \mathscr{B}, \mu, T)$ is a sub- $\sigma$-algebra $\mathscr{A} \subseteq \mathscr{B}_{X}$ with $T^{-1} \mathscr{A}=\mathscr{A}$ modulo $\left.\mu\right)$. It is important not to confuse the notion of an invariant sub- $\sigma$-algebra $\mathscr{A}$ with the specific sub- $\sigma$-algebra of invariant sets $\mathscr{E}$.

In one direction the relationship is clear: Given a factor map, it is easy to construct an invariant $\sigma$-algebra, and we will do this in Lemma 6.4 (the proof of this is Exercise 6.2.1). With a little more effort, it is possible to build a factor from an invariant $\sigma$-algebra. This idea really bears fruit when structural questions are asked: Given a system and a dynamical property, does it make sense to ask for the largest factor with that property?

Lemma 6.4. Let $\left(X, \mathscr{B}_{X}, \mu, T\right)$ and $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ be invertible systems, and let $\phi: X \rightarrow Y$ be a factor map. Then $\mathscr{A}=\phi^{-1} \mathscr{B}_{Y} \subseteq \mathscr{B}_{X}$ is an invariant sub- $\sigma$-algebra in the sense that $T^{-1} \mathscr{A}=\underset{\mu}{=} \mathscr{A}$.

Theorem 6.5. Let $\left(X, \mathscr{B}_{X}, \mu\right)$ be a Borel probability space, and let $T$ be a measure-preserving transformation on $X$. Assume furthermore that there is a T-invariant sub- $\sigma$-algebra $\mathscr{A} \subseteq \mathscr{B}_{X}$. Then there is a measure-preserving system $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ on a Borel probability space and a factor map $\phi: X \rightarrow Y$ with $\mathscr{A}=\phi^{-1} \mathscr{B}_{Y}(\bmod \mu)$. If $T$ is invertible then $S$ may be chosen to be invertible.

Proof. We are going to apply Corollary 5.22 with the choice $Y=\mathscr{M}(X)$ appearing in the proof. Let $S: Y \rightarrow Y$ be the map defined by $S \nu=T_{*} \nu$ for any $\nu \in Y$. By Lemma $5.23, S$ is measurable. Define a map $\phi: X \rightarrow Y$ by $\phi(x)=\mu_{x}^{\mathscr{A}}$, and set $\nu=\phi_{*} \mu ; \phi$ is measurable by Theorem 5.14(1). By Corollary 5.24,

$$
T_{*} \mu_{x}^{T^{-1} \mathscr{A}}=\mu_{T x}^{\mathscr{A}}
$$

almost everywhere, and $T^{-1} \mathscr{A} \underset{\mu}{=} \mathscr{A}$ implies that

$$
S(\phi(x))=\phi(T(x)),
$$

almost everywhere, so $\phi$ is a factor map and $S$ preserves $\nu$. Corollary 5.22 shows that

$$
\mathscr{A} \underset{\mu}{=} \phi^{-1} \mathscr{B}_{Y} .
$$

If $T$ is invertible, then $S^{-1}=\left(T^{-1}\right)_{*}$, so $S$ is invertible.
Example 6.6. Let $(X, \mathscr{B}, \mu)$ be a Borel probability space, and let $T: X \rightarrow X$ be a measure-preserving transformation. The factor corresponding to the $\sigma$ algebra $\mathscr{E}$ of invariant sets is the largest factor on which the induced transformation acts trivially (that is, as the identity) in the sense that any other factor with this property is a factor of this one.

## Exercises for Sect. 6.2

Exercise 6.2.1. Prove Lemma 6.4.

Exercise 6.2.2. Give the details of the proof that the map $S$ constructed in the proof of Theorem 6.5 is measurable.

Exercise 6.2.3. Prove the statement in Example 6.6.

### 6.3 The Set of Joinings

In discussing joinings, it will be useful to emphasize systems instead of transformations, so we will sometimes denote $\left(X, \mathscr{B}_{X}, \mu, T\right)$ by X and $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ by Y.

For Borel spaces $\left(X, \mathscr{B}_{X}\right)$ and $\left(Y, \mathscr{B}_{Y}\right)$, denote by

$$
\left(X \times Y, \mathscr{B}_{X} \otimes \mathscr{B}_{Y}\right)
$$

the product Borel space; $\mathscr{B}_{X} \otimes \mathscr{B}_{Y}$ is the smallest $\sigma$-algebra containing all the measurable rectangles $A \times B$ for $A \in \mathscr{B}_{X}$ and $B \in \mathscr{B}_{Y}$.

Definition 6.7. Let $\left(X, \mathscr{B}_{X}, \mu, T\right)$ and $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ be measure-preserving systems on Borel probability spaces. A measure $\rho$ on $\left(X \times Y, \mathscr{B}_{X} \otimes \mathscr{B}_{Y}\right)$ is a joining of the two systems if

- $\rho$ is invariant under $T \times S$;
- the projections of $\rho$ onto the $X$ and $Y$ coordinates are $\mu$ and $\nu$ respectively.

The second property means that

$$
\rho(A \times Y)=\mu(A)
$$

for all $A \in \mathscr{B}_{X}$, and

$$
\rho(X \times B)=\nu(B)
$$

for all $B \in \mathscr{B}_{Y}$, or equivalently that $\left(\pi_{X}\right)_{*}(\rho)=\mu$ and $\left(\pi_{Y}\right)_{*}(\rho)=\nu$ where $\pi_{X}$ and $\pi_{Y}$ denote the projections onto $X$ and $Y$.

Denote the set of joinings of $\mathrm{X}=\left(X, \mathscr{B}_{X}, \mu, T\right)$ and $\mathrm{Y}=\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ by $J(X, Y)$. Notice that the trivial joining $\mu \times \nu$ is always a member of $J(X, Y)$, so the set of joinings is never empty. The ergodic components of any joining of ergodic systems are almost always ergodic, as shown in the next lemma. An alternative proof of the existence of ergodic joinings is given in Exercise 6.3.1.

Lemma 6.8. Let X and Y be ergodic systems with $\rho \in J(\mathrm{X}, \mathrm{Y})$. Then almost every ergodic component of $\rho$ is an ergodic joining of X and Y .

Notice that even though Chap. 4 dealt with continuous transformations, the statement and proof of Theorem 4.4 deal with the setting of measurepreserving transformations, so we may use it here.

Proof of Lemma 6.8. Suppose that

$$
\rho=\int_{Z} \rho_{z} \mathrm{~d} \tau(z)
$$

is the ergodic decomposition of $\rho$ from Theorem 6.2, for some probability space $\left(Z, \mathscr{B}_{Z}, \tau\right)$. Recall that $\pi_{X}: X \times Y \rightarrow X$ denotes the projection onto $X$. Then

$$
\begin{equation*}
\mu=\left(\pi_{X}\right)_{*} \rho=\int\left(\pi_{X}\right)_{*} \rho_{z} \mathrm{~d} \tau(z) \tag{6.2}
\end{equation*}
$$

is a decomposition of $\mu$. The second equality in (6.2) is a consequence of the definitions

$$
\mu(B)=\rho(B \times Y)=\int \rho_{z}(B \times Y) \mathrm{d} \tau(z)=\int\left(\pi_{X}\right)_{*} \rho_{z}(B) \mathrm{d} \tau(z)
$$

By ergodicity and Theorem 4.4, it follows that $\mu=\left(\pi_{X}\right)_{*} \rho_{z}$ for almost every $z \in Z$. By symmetry the same property holds for $Y$, which proves the lemma.

In Sect. 6.5 we will show that the study of joinings is at least as general as the study of factor maps: Every common factor of two systems $X$ and $Y$ gives rise to an element of $J(X, Y)$ (see also Exercise 6.3.3).

## Exercises for Sect. 6.3

Exercise 6.3.1. Emulate the proof of Theorem 4.4 to show that $J(X, Y)$ is a convex set, and that the extreme points are ergodic measures for $T \times S$. Deduce that there is always an ergodic joining of two ergodic systems. Give an example in which an ergodic joining cannot be a product of invariant measures on the two systems.

Exercise 6.3.2. Suppose $\mathbf{X}$ is ergodic and $\rho \in J(\mathbf{X}, \mathbf{Y})$. Show that $\rho$ is the trivial joining if and only if $\rho$ is invariant under $T \times I: X \times Y \rightarrow X \times Y$ where $(T \times I)(x, y)=(T x, y)$.

Exercise 6.3.3. Show that if $Y$ is a factor of $X$, then there is a joining of $X$ and Y which gives measure one to the graph of the factor map.

### 6.4 Kronecker Systems

Replacing the word "trivially" in Example 6.6 with other more interesting dynamical properties, and finding the corresponding $\sigma$-algebra, encompasses many of the deepest structural problems in ergodic theory. The first step
in this program describes the largest factor on which a measure-preserving system behaves like a rotation of a compact group.

Lemma 6.9. If $(X, \mathscr{B}, \mu, T)$ is ergodic then every eigenvalue of $U_{T}$ is simple, and the set of all eigenvalues of $U_{T}$ is a subgroup of $\mathbb{S}^{1}$.

Proof. If $U_{T} f=\lambda f$ then

$$
\langle f, f\rangle=\left\langle U_{T} f, U_{T} f\right\rangle=\lambda \bar{\lambda}\langle f, f\rangle
$$

so $\lambda \bar{\lambda}=1$. If $f$ is an eigenfunction corresponding to the eigenvalue $\lambda$, then

$$
U_{T}|f|=\left|U_{T} f\right|=|\lambda f|=|f|
$$

so by ergodicity $|f|$ is a non-zero constant almost everywhere.
Thus if $U_{T} f_{1}=\lambda_{1} f_{1}$ and $U_{T} f_{2}=\lambda_{2} f_{2}$ then $U_{T}\left(f_{1} / f_{2}\right)=\left(\lambda_{1} / \lambda_{2}\right)\left(f_{1} / f_{2}\right)$, so $f_{1} / f_{2}$ is also an eigenfunction with eigenvalue $\lambda_{1} / \lambda_{2}$. It follows that the set of eigenvalues is a subgroup of $\mathbb{S}^{1}$. Finally, if $\lambda_{1}=\lambda_{2}$ then, by ergodicity, $f_{1} / f_{2}$ is a constant so each eigenvalue is simple.

Theorem 6.10 (Kronecker factors). Let $(X, \mathscr{B}, \mu, T)$ be an invertible ergodic measure-preserving system on a Borel probability space, and let $\mathscr{A}$ be the smallest $\sigma$-algebra with respect to which all $L_{\mu}^{2}$ eigenfunctions of $U_{T}$ are measurable. Then the corresponding factor $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ is the largest factor of $(X, \mathscr{B}, \mu, T)$ which is isomorphic to a rotation $R_{a}(y)=y+a$ on some compact abelian group $Y$.

It will transpire that the compact group $Y$ is monothetic-that is, it is the closure of the subgroup generated by a single element-and indeed $Y$ is the closure of the subgroup $\left\{a^{n} \mid n \in \mathbb{Z}\right\}$ for some $a$ in the multiplicative infinite torus $\left(\mathbb{S}^{1}\right)^{\mathbb{N}}$. In particular, $Y$ is automatically a metrizable group, so $\left(Y, \mathscr{B}_{Y}, \nu\right)$ is a Borel probability space.
Proof of Theorem 6.10. Let $\left\{\chi_{i} \mid i \in \mathbb{N}\right\} \subseteq L_{\mu}^{2}$ be an enumeration* of the eigenfunctions of $U_{T}$ normalized so that $\left|\chi_{i}\right|=1$ almost everywhere, and let $U_{T} \chi_{i}=\lambda_{i} \chi_{i}$. Define a map $\phi: X \rightarrow \mathbb{S}^{\mathbb{N}}$ by

$$
\phi(x)=\left(\chi_{1}(x), \chi_{2}(x), \ldots\right)
$$

and let $a=\left(\lambda_{1}, \lambda_{2}, \ldots\right)$. Then it is clear that

$$
R_{a} \phi(x)=\phi(T x)
$$

almost everywhere, so $\nu=\phi_{*} \mu$ is $R_{a}$-invariant and ergodic (because it is a factor of an ergodic transformation; see Exercise 2.3.4). It follows that $\nu$ is

[^14]the Haar measure for the subgroup $Y=\overline{\left\langle a^{n}\right\rangle} \leqslant \mathbb{S}^{\mathbb{N}}$ (see also Theorem 4.14). It is clear that the resulting factor is the largest with the required property, since it corresponds to the smallest sub- $\sigma$-algebra with the required property, and any ergodic rotation factor will be generated by eigenfunctions.

Theorem 6.10 suggests that dynamical systems of the sort exhibitedrotations of compact groups-have many special properties. In this section we show that they have a very prescribed measurable structure.

Definition 6.11. A measure-preserving system $\left(X, \mathscr{B}_{X}, \mu, T\right)$ with the property that the linear span of the eigenfunctions of $U_{T}$ in $L_{\mu}^{2}$ is dense in $L_{\mu}^{2}$ is said to have discrete spectrum.

We have seen in Lemma 6.9 that the eigenvalues of the unitary operator associated to an ergodic measure-preserving transformation form a subgroup of $\mathbb{S}^{1}$. The next lemma shows the converse.

Lemma 6.12. Given any countable subgroup $K \leqslant \mathbb{S}^{1}$ there is an ergodic measure-preserving system $\left(X, \mathscr{B}_{X}, \mu, T\right)$ on a Borel probability space with the property that $K$ is the group of eigenvalues of $U_{T}$.

Proof. Give $K$ the discrete topology, so that the dual group $X=\widehat{K}$ is a compact metric abelian group; write $\mu=m_{X}$ for the normalized Haar measure on $X$. The map $\theta: K \rightarrow \mathbb{S}^{1}$ defined by $\theta(\kappa)=\kappa$ is a character on $K$, hence $\theta$ is an element of $X$. Define $T: X \rightarrow X$ to be the rotation $T(x)=\theta \cdot x$ and let $\mathscr{B}_{X}$ be the Borel $\sigma$-algebra on $X$. Then $\left(X, \mathscr{B}_{X}, \mu, T\right)$ is a measurepreserving system, and we claim that it is ergodic (compare this argument with the proof of Proposition 2.16 on p. 26) and that the eigenvalues of $U_{T}$ comprise $K$.

By Pontryagin's theorem (Theorem C.12) the map $\kappa \mapsto f_{\kappa}$ defined by

$$
f_{\kappa}(x)=x(\kappa)
$$

for $\kappa \in K, x \in X$, is an isomorphism from $K$ to $\widehat{X}$.
For any character $f_{\kappa} \in \widehat{X}$ and $x \in X$,

$$
\left(U_{T} f_{\kappa}\right)(x)=f_{\kappa}(\theta \cdot x)=f_{\kappa}(\theta) f_{\kappa}(x)
$$

so $f_{\kappa}$ is an eigenfunction of $U_{T}$ with eigenvalue $f_{\kappa}(\theta)$. Now $f_{\kappa}(\theta)=\theta(\kappa)=\kappa$, so $K$ is a subgroup of the group of eigenvalues of $U_{T}$. The set $\widehat{X}$ is a complete orthonormal basis for $L_{\mu}^{2}$ (by Theorem C.11), so any eigenfunction $f$ of $U_{T}$ with eigenvalue $\lambda$ can be written $f=\sum_{\kappa \in K} c_{\kappa} f_{\kappa}$ for Fourier coefficients $c_{\kappa} \in$ $\mathbb{C}$. Then (all equalities are in $L_{\mu}^{2}$ )

$$
\begin{aligned}
\left(U_{T} f\right)(x) & =\sum_{\kappa \in K} c_{\kappa} f_{\kappa}(\theta \cdot x) \\
& =\sum_{\kappa \in K} c_{\kappa} f_{\kappa}(\theta) f_{\kappa}(x) \\
& =\sum_{\kappa \in K} c_{\kappa} \kappa f_{\kappa}(x) \\
& =\lambda f(x) \quad\left(\text { since } U_{T} f=\lambda f\right) \\
& =\sum_{\kappa \in K} \lambda c_{\kappa} f_{\kappa}(x)
\end{aligned}
$$

so $c_{\kappa} \kappa=\lambda c_{\kappa}$ for all $\kappa \in K$. This implies that $c_{\kappa}=0$ unless $\kappa=\lambda$, so we must have $f=c_{\lambda} f_{\lambda}$. Thus each eigenfunction of $U_{T}$ is a scalar multiple of a character of $X$. Moreover, each eigenvalue is simple, so $T$ is ergodic.

The following theorem, due to Halmos and von Neumann [139], is the simplest classification theorem for a class of measure-preserving systems; also see Exercise 6.4.2. The argument presented here is due to Lemańczyk [225] (see also the article by Thouvenot [359]).

Theorem 6.13. Suppose that $\left(X, \mathscr{B}_{X}, \mu, T\right)$ and $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ are two ergodic measure-preserving systems with discrete spectrum. Then $T$ and $S$ are measurably isomorphic if and only if they have the same group of eigenvalues.

Proof. If $T$ and $S$ are measurably isomorphic then they have the same eigenvalues.

Conversely, let $K$ denote the group of eigenvalues of $U_{T}$, and assume this is also the group of eigenvalues of $U_{S}$. We wish to show that any ergodic joining is actually a joining supported on the graph of an isomorphism. By Lemma 6.8 we may choose an ergodic joining $\lambda \in J(\mathrm{X}, \mathrm{Y})$. For each $\kappa \in K$ there are functions $f \in L_{\mu}^{2}(X)$ and $g \in L_{\nu}^{2}(Y)$ with $U_{T} f=\kappa f$ and $U_{S} g=\kappa g$. Write $\bar{f}=f \otimes 1$ for the function on $X \times Y$ defined by $\bar{f}(x, y)=f(x)$ (and similarly define $\bar{g}=1 \otimes g)$. Then $U_{T \times S} \bar{f}=\kappa \bar{f}$ and $U_{T \times S} \bar{g}=\kappa \bar{g}$, so $\bar{f}$ and $\bar{g}$ are eigenfunctions for the ergodic system $(X \times Y, T \times S, \lambda)$ with the same eigenvalue. It follows by Lemma 6.9 that there is some $c \in \mathbb{C}$ with $\bar{f}=c \bar{g}$ modulo $\lambda$. Since the eigenfunctions span a dense set in $L_{\mu}^{2}$ and in $L_{\nu}^{2}$, this implies that

$$
\begin{equation*}
L_{\mu}^{2} \otimes \mathbb{C} \underset{\lambda}{=} \mathbb{C} \otimes L_{\nu}^{2} \subseteq L_{\lambda}^{2} \tag{6.3}
\end{equation*}
$$

By (6.3) there is a set $G \subseteq X \times Y$ of full $\lambda$-measure with the property that

$$
\left.\left(\{\varnothing, X\} \otimes \mathscr{B}_{Y}\right)\right|_{G}=\left.\left(\mathscr{B}_{X} \otimes\{\varnothing, Y\}\right)\right|_{G} .
$$

We claim that $G$ is the graph of an isomorphism between X and Y . To see this, consider the projection map

$$
\pi_{Y}: X \times Y \rightarrow Y
$$

which is $\{\varnothing, X\} \otimes \mathscr{B}_{Y}$-measurable. Now $\left.\pi_{Y}\right|_{G}$ is $\pi_{X}^{-1}\left(\mathscr{B}_{X}\right)=\mathscr{B}_{X} \otimes\{\varnothing, Y\}$ measurable, so by Lemma 5.25 there exists a measurable map $\phi: X \rightarrow Y$ such that $\left.\phi \circ \pi_{X}\right|_{G}=\left.\pi_{Y}\right|_{G}$, or equivalently with $G \subseteq\{(x, \phi(x)) \mid x \in X\}$ (as illustrated in Fig. 6.1).


Fig. 6.1 Constructing the measurable map $\phi$

The argument is symmetrical with respect to $X$ and $Y$, so there is also a measurable map $\psi: Y \rightarrow X$ such that $G \subseteq\{(\psi(y), y) \mid y \in Y\}$. The set $\{x \in X \mid \psi(\phi(x))=x\}$ is clearly measurable, and the pre-image of this set under $\pi_{X}$ contains $G$ and so has full $\mu$-measure (since $G$ has full $\lambda$-measure and $\left.\left(\pi_{X}\right)_{*} \lambda=\mu\right)$. Similarly, it follows that $\phi \circ \psi(y)=y$ almost everywhere and that $\phi \circ T=S \circ \phi$ almost everywhere. Thus $\phi$ is an isomorphism between the measure-preserving systems X and Y .

## Exercises for Sect. 6.4

Exercise 6.4.1. Prove that a rotation on a compact abelian group has discrete spectrum.

Exercise 6.4.2. Prove Theorem 6.13 by using the method in the proof of Theorem 6.10 simultaneously for the two systems.

Exercise 6.4.3. Finish the proof of Theorem 6.13 by showing more carefully that $\phi$ is an isomorphism between the measure-preserving systems X and Y .

### 6.5 Constructing Joinings

One extreme possibility is that a pair of systems may have no joinings apart from the one that always has to exist.

Definition 6.14. Measure-preserving systems X and Y are disjoint if

$$
\mathrm{J}(\mathrm{X}, \mathrm{Y})=\{\mu \times \nu\}
$$

In this case we write $\mathrm{X} \perp \mathrm{Y}$.

In particular, if $\mathrm{X} \perp \mathrm{Y}$ then $L_{0}^{2}(X)$ is orthogonal to $L_{0}^{2}(Y)$ as subsets of the Hilbert space $L_{0}^{2}(X \times Y, \rho)$ for any joining $\rho$ (as $\mu \times \nu$ is the only joining this is easy to check). Moreover, the sets of eigenvalues of $X$ and of $Y$ are disjoint (apart from the trivial eigenvalue 1 corresponding to the constant functions). This follows from the results of this section: if $\lambda \in \mathbb{S}^{1} \backslash\{1\}$ is an eigenvalue of both X and of Y , then X and Y have a non-trivial common factor given by the map $x \mapsto \lambda x$ on the closed compact group $\overline{\left\{\lambda^{n} \mid n \in \mathbb{Z}\right\}}$ (see Exercise 6.5.3).

If there is a measurable isomorphism $\phi: X \rightarrow Y$ between X and Y then the graph of the isomorphism supports a joining $\rho_{\phi}$ which is characterized by the property that

$$
\begin{aligned}
\rho(B) & =\mu(\{x \in X \mid(x, \phi(x)) \in B\}) \\
& =\nu\left(\left\{y \in Y \mid\left(\phi^{-1}(y), y\right) \in B\right\}\right)
\end{aligned}
$$

for all $B \in \mathscr{B}_{X} \otimes \mathscr{B}_{Y}$.
A more subtle construction of a joining of two systems is the relatively independent joining over a common factor. This interpolates between two extremes: the product joining, which is always there and says nothing about any shared measurable structures between the two systems, and at the other extreme the joining induced by the isomorphism between one system and an isomorphic system, which reflects the common structure. The next definition shows how to construct the relatively independent joining, which is illustrated ${ }^{(61)}$ in Fig. 6.2.

For a factor map $\phi_{X}: \mathrm{X} \rightarrow \mathrm{Z}$ and the $\sigma$-algebra $\mathscr{A}_{X}=\phi_{X}^{-1} \mathscr{B}_{Z}$, we will use the convenient notation $\mu_{\phi_{X}(x)}=\mu_{x}^{\mathscr{A} X}$ using Lemma 5.25 (and the comment after that lemma).

Definition 6.15. Let $\mathrm{X}=\left(X, \mathscr{B}_{X}, \mu, T\right)$ and $\mathrm{Y}=\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ be invertible measure-preserving systems on Borel probability spaces, and assume that $X$ and Y have a common non-trivial measurable factor $\mathrm{Z}=\left(Z, \mathscr{B}_{Z}, \lambda, R\right)$. Then the relatively independent joining, denoted $\mu \times_{\lambda} \nu$ or $\mathrm{X} \times_{\mathrm{Z}} \mathrm{Y}$ is the joining constructed as follows.

Denote the factor maps by $\phi_{X}: X \rightarrow Z$ and $\phi_{Y}: Y \rightarrow Z$, write

$$
\mathscr{A}_{X}=\phi_{X}^{-1} \mathscr{B}_{Z}, \quad \mathscr{A}_{Y}=\phi_{Y}^{-1} \mathscr{B}_{Z}
$$

Then $\mathscr{A}_{X} \subseteq \mathscr{B}_{X}$ and $\mathscr{A}_{Y} \subseteq \mathscr{B}_{Y}$ are invariant $\sigma$-algebras; write

$$
\mu_{x}^{\mathscr{A}_{X}}=\mu_{\phi_{X}(x)}
$$

and

$$
\nu_{y}^{\mathscr{A}_{Y}}=\nu_{\phi_{Y}(y)}
$$

for the corresponding conditional measures. Define a measure $\rho$ on $X \times Y$ by


Fig. 6.2 The relatively independent joining $X \times_{Z} Y$ with projections $\pi_{X}$ and $\pi_{Y}$

$$
\rho=\int_{Z} \mu_{z} \times \nu_{z} \mathrm{~d} \lambda(z)
$$

It is straightforward to check that $\rho \in \mathrm{J}(\mathrm{X}, \mathrm{Y})$ (cf. Corollaries 5.22 and 5.24): for example, if $B \in \mathscr{B}_{X}$ then

$$
\rho(B \times Y)=\int \mu_{z}(B) \cdot 1 \mathrm{~d} \lambda(z)=\int \mu_{x}^{\mathscr{A}}(B) \mathrm{d} \mu(x)=\mu(B),
$$

and if $A \in \mathscr{B}_{X}, B \in \mathscr{B}_{Y}$ then

$$
\begin{aligned}
\rho\left((T \times S)^{-1}(A \times B)\right) & =\int_{Z} \mu_{z} \times \nu_{z}\left(T^{-1} A \times S^{-1} B\right) \mathrm{d} \lambda(z) \\
& =\int_{Z} \mu_{z}\left(T^{-1} A\right) \nu_{z}\left(S^{-1} B\right) \mathrm{d} \lambda(z) \\
& =\int_{Z} \mu_{R z}(A) \nu_{R z}(B) \mathrm{d} \lambda(z) \\
& =\rho(A \times B)
\end{aligned}
$$

The basic properties of the relatively independent joining are as follows.
Proposition 6.16. Let $\rho$ be the relatively independent joining of the invertible systems X and Y over a common factor Z as above. Then the following properties hold.


Fig. 6.3 The union of the rectangles $\left\{(x, y) \mid \phi_{X}(x)=\phi_{Y}(y)=z\right\}$ for $z \in Z$


Fig. 6.4 The relatively independent joining when $\mathrm{X}=\mathrm{Y}$ and $\phi_{X}=\phi_{Y}$
(1) The relatively independent joining is concentrated on the measurable set

$$
\Phi=\left\{(x, y) \mid \phi_{X}(x)=\phi_{Y}(y)\right\}
$$

That is, $\rho(\Phi)=1$ (cf. Fig. 6.3).
(2) If $Z$ is non-trivial (that is, there is no $z_{0} \in Z$ with $\lambda\left(\left\{z_{0}\right\}\right)=1$ ), then $\rho$ is not the trivial joining $\mu \times \nu$.
(3) Given functions $f \in L^{\infty}(X, \mu)$ and $g \in L^{\infty}(Y, \nu)$, the conditional expectations $E\left(f \mid\left(\phi_{X}\right)^{-1} \mathscr{B}_{Z}\right)$ and $E\left(g \mid\left(\phi_{Y}\right)^{-1} \mathscr{B}_{Z}\right)$ can be viewed as functions on $Z$ by Lemma 5.25. In this sense,

$$
\int f(x) g(y) \mathrm{d} \rho(x, y)=\int E\left(f \mid\left(\phi_{X}\right)^{-1} \mathscr{B}_{Z}\right) E\left(g \mid\left(\phi_{Y}\right)^{-1} \mathscr{B}_{Z}\right) \mathrm{d} \lambda .
$$

(4) We have

$$
\mathscr{C}=\left(\phi_{X} \pi_{X}\right)^{-1}\left(\mathscr{B}_{Z}\right) \underset{\rho}{=}\left(\phi_{Y} \pi_{Y}\right)^{-1} \mathscr{B}_{Z}
$$

the conditional measures for $\mathscr{C}$ are given by

$$
\begin{aligned}
\rho_{(x, y)}^{\mathscr{C}} & =\mu_{x}^{\left(\phi_{X}\right)^{-1} \mathscr{B}_{Z} \times \nu_{y}^{\left(\phi_{Y}\right)^{-1} \mathscr{B}_{Z}} \quad(\text { for a.e. }(x, y) \in \Phi)} \\
& \left.=\mu_{z} \times \nu_{z} \quad \text { (for a.e. } z\right) \\
& =\phi_{X}(x)=\phi_{Y}(y) \in Z,
\end{aligned}
$$

and the atoms for $\mathscr{C}$ (after restriction to $\Phi$ ) are $\left(\phi_{X}\right)^{-1}(z) \times\left(\phi_{Y}\right)^{-1}(z)$ (cf. Figs. 6.3 and 6.4).

If $X$ and $Y$ are metric spaces and $\phi_{X}, \phi_{Y}$ are continuous maps, then the set $\Phi$ in Proposition 6.16(1) is closed, and so $\rho$ has support in $\Phi$. In order to follow the proof of Proposition 6.16, the simplified form

of Fig. 6.2 may be helpful. This diagram clearly commutes if one replaces the set $X \times Y$ by $\Phi$, which is of full $\rho$-measure. Hence it can be viewed as a commutative diagram between the corresponding probability spaces.
Proof of Proposition 6.16. Property (1) follows easily by substitution:

$$
\rho(\Phi)=\int \mu_{z} \times \nu_{z}(\Phi) \mathrm{d} \lambda(z)=1
$$

since $\mu_{z}\left(\left(\phi_{X}\right)^{-1}(z)\right)=\nu_{z}\left(\left(\phi_{Y}\right)^{-1}(z)\right)=1$ for almost every $z \in Z$.
To see (2), let $C \in \mathscr{B}_{Z}$ be a set with $0<\lambda(C)<1$. Then

$$
B=\left(\phi_{X}\right)^{-1}(C) \times\left(\phi_{Y}\right)^{-1}(Z \backslash C)
$$

has $\rho(B)=0$ by (1) but $\mu \times \nu(B)=\lambda(C) \cdot(1-\lambda(C))>0$, so $\rho$ is not the trivial joining.

The equation in (3) may be found by integrating $f(x) g(y)$ against the measure

$$
\rho=\int \mu_{z} \times \nu_{z} \mathrm{~d} \lambda(z)
$$

and interpreting the integral $\int f \mathrm{~d} \mu_{z}$ (resp. $\left.\int g \mathrm{~d} \nu_{z}\right)$ as $E\left(f \mid\left(\phi_{X}\right)^{-1} \mathscr{B}_{Z}\right)$ (resp. $\left.E\left(g \mid\left(\phi_{Y}\right)^{-1} \mathscr{B}_{Z}\right)\right)$. Here we use Lemma 5.25 in the form

in order to interpret $\int f \mathrm{~d} \mu_{z}$.

Finally, the equation

$$
\left(\phi_{X} \pi_{X}\right)^{-1} \mathscr{B}_{Z} \underset{\rho}{=}\left(\phi_{Y} \pi_{Y}\right)^{-1} \mathscr{B}_{Z}
$$

follows from (1): if

$$
B_{X}=\left\{(x, y) \in X \times Y \mid \phi_{X}(x) \in C\right\} \in\left(\phi_{X} \pi_{X}\right)^{-1} \mathscr{B}_{Z}
$$

for some $C \in \mathscr{B}_{Z}$, then $B_{X} \cap \Phi=B_{Y} \cap \Phi$, where

$$
B_{Y}=\left\{(x, y) \in X \times Y \mid \phi_{Y}(y) \in C\right\}
$$

Write $\mathscr{C}=\left(\phi_{X} \pi_{X}\right)^{-1} \mathscr{B}_{Z}$. It is clear that

$$
[(x, y)]_{\mathscr{C}}=\phi_{X}^{-1} \phi_{X}(x) \times Y
$$

and that

$$
[(x, y)]_{\mathscr{C}} \cap \Phi=\phi_{X}^{-1}(z) \times \phi_{Y}^{-1}(z)
$$

whenever $(x, y) \in \Phi$ and $\phi_{X}(x)=\phi_{Y}(y)=z$.
To see that $\rho_{(x, y)}=\mu_{\phi_{X}(x)} \times \nu_{\phi_{Y}(y)}$ for $(x, y) \in \Phi$ defines a choice of the conditional measures of $\rho$ with respect to $\mathscr{C}$ we use Proposition 5.19. First notice that the map $(x, y) \mapsto \mu_{\phi_{X}(x)} \times \nu_{\phi_{Y}(y)}$ is measurable, constant on $\mathscr{C}$-atoms, and is supported on the atom $[(x, y)]_{\mathscr{C}}$; moreover

$$
\begin{aligned}
\int \mu_{\phi_{X}(x)} \times \nu_{\phi_{Y}(y)} \mathrm{d} \rho(x, y) & =\int \mu_{\phi_{X}(x)} \times \nu_{\phi_{Y}(y)} \mathrm{d}\left(\mu_{z} \times \nu_{z}\right)(x, y) \mathrm{d} \lambda(z) \\
& =\int \mu_{z} \times \nu_{z} \mathrm{~d} \lambda(z)=\rho
\end{aligned}
$$

by the definition of $\rho$. This proves the theorem.

## Exercises for Sect. 6.5

Exercise 6.5.1. Describe the set of joinings between two circle rotations. When are they disjoint?

Exercise 6.5.2. Prove that any ergodic system is disjoint from any identity map.

Exercise 6.5.3. Show that if two measure-preserving systems have a common non-trivial eigenvalue, then they have a non-trivial common factor.

Exercise 6.5.4. Prove that if $\mathrm{X}=\left(X, \mathscr{B}_{X}, \mu, T\right)$ is a weak-mixing system and $\mathrm{Y}=\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ is a Kronecker system, then $\mathrm{X} \perp \mathrm{Y}$.

Exercise 6.5.5. Under the hypotheses of Exercise 6.5.4, show that if $x$ is a generic point for $T$ in $X$, then any point $(x, y)$ with $y \in Y$ is a generic point in $\mathrm{X} \times \mathrm{Y}$.

Exercise 6.5.6. Use Exercise 6.5 .5 to show a Wiener-Wintner ergodic theorem ${ }^{(62)}$ for weak-mixing systems: if $(X, \mathscr{B}, \mu, T)$ is a weak-mixing system then, for $f \in L_{\mu}^{1}$ and for $\mu$-almost every $x$,

$$
\frac{1}{N} \sum_{n=0}^{N-1} e^{2 \pi \mathrm{i} \theta n} f\left(T^{n} x\right)
$$

converges for every $\theta$.

## Notes to Chap. 6

${ }^{(60)}$ (Page 153) Joinings-and the associated ways of thinking about shared structures between measurable dynamical systems-were introduced by Furstenberg [100]. They were used by Rudolph [323] to produce dramatic examples of new phenomena in measurable dynamics, and they have played a central role ever since. The book of Rudolph [324] develops the theory of joinings, describes many of the important examples that can be constructed using them, and gives proofs of the Krieger generator theorem and the isomorphism theorem for Bernoulli shifts in the language of joinings. Glasner's monograph [116] is an attractive treatment of ergodic theory delivered in the language of joinings.
${ }^{(61)}$ (Page 165) The illustration Fig. 6.2 of how the fiber measure on the square indicated in bold is the direct product is taken from Rudolph [324, Chap. 6].
${ }^{(62)}$ (Page 169) This theorem was shown for ergodic systems by Wiener and Wintner [383]; what makes it a highly non-trivial extension of the pointwise ergodic theorem (Theorem 2.30) is that the null set is independent of $\theta$.

## Chapter 7 <br> Furstenberg's Proof of Szemerédi's Theorem

In 1927 van der Waerden proved ${ }^{(63)}$, with the help of Artin and Schreier, a conjecture usually attributed to Baudet (or to Schur): if the natural numbers are written as a disjoint union of finitely many sets,

$$
\mathbb{N}=C_{1} \sqcup C_{2} \sqcup \cdots \sqcup C_{r},
$$

then there must be one set $C_{j}$ that contains arbitrarily long arithmetic progressions. That is, there is some $j \in\{1, \ldots, r\}$ such that for any $k \geqslant 1$ there are $a \geqslant 1$ and $n \geqslant 1$ with

$$
\begin{equation*}
a, a+n, a+2 n, \ldots, a+k n \in C_{j} . \tag{7.1}
\end{equation*}
$$

The original proof appears in van der Waerden's paper [371], and there is a discussion of how he found the proof in [372]. We give an elementary inductive proof in Sect. 7.1.

A set $A \subseteq \mathbb{N}$ is said to have positive upper Banach density if

$$
\overline{\mathbf{d}}_{B}(A)=\limsup _{N-M \rightarrow \infty} \frac{1}{N-M}|\{a \in A \mid M \leqslant a<N\}|>0 .
$$

Erdős and Turán [85] conjectured the stronger statement that any subset of $\mathbb{N}$ with positive upper Banach density must contain arbitrary long arithmetic progressions. This statement was shown for arithmetic progressions of length 3 (the case $k=2$ ) by Roth [318] in 1952, then for length $4(k=3)$ by Szemerédi [356] in 1969. The general result (Theorem 1.5 on p. 4) was eventually proved ${ }^{(64)}$ by Szemerédi [357] in 1975, in a lengthy and difficult argument. Furstenberg saw that Szemerédi's theorem would follow from a deep extension of Poincaré recurrence and proved that extension [102] (see also the article of Furstenberg, Katznelson and Ornstein [107]). In this chapter we will discuss the latter proof of Szemerédi's theorem, and some related results.

### 7.1 Van der Waerden

We begin by giving a short proof of van der Waerden's theorem following the presentation of Graham and Rothschild [124]. This is not necessary for the proof of Szemerédi's theorem, but does provide an easier alternative proof of one step in the proof of Szemerédi's theorem (see Sect. 7.9.1). The formulation we prove is a finite version of the result (see Exercise 7.1.1).

Theorem 7.1. Given $\ell, r \geqslant 1$ there is some $N(\ell, r)$ with the property that if $N \geqslant N(\ell, r)$ and

$$
\{1,2, \ldots, N\}=C_{1} \sqcup \cdots \sqcup C_{r},
$$

then for some $j$ the set $C_{j}$ contains an arithmetic progression of length $\ell$ as in (7.1).

In the proof, it will be convenient to write $\{a, a+1, \ldots, b\}$ as $[a, b]$ and to define a coloring of a set $[1, N]$ into $r$ colors as a map $C:[1, N] \rightarrow\{1, \ldots, r\}$.

We define two integer vectors

$$
\left(x_{1}, \ldots, x_{m}\right),\left(y_{1}, \ldots, y_{m}\right) \in[0, \ell]^{m}
$$

to be equivalent up to $\ell$, denoted

$$
\left(x_{1}, \ldots, x_{m}\right) \sim_{\ell}\left(y_{1}, \ldots, y_{m}\right)
$$

if either $x_{i}, y_{i}<\ell$ for all $i=1, \ldots, m$, or if for some $j \leqslant m$ we have $x_{i}=y_{i}$ for each $i \in[1, j]$ with $x_{j}=y_{j}=\ell$ and $x_{i}, y_{i}<\ell$ for all $i \in[j+1, m]$. In other words the $\sim_{\ell}$-equivalence classes are $[0, \ell-1]^{m}$ and, for every $j=1, \ldots, m$ and every $\left(a_{1}, \ldots, a_{j-1}\right) \in[0, \ell]^{j-1}$, the set $\left\{\left(a_{1}, \ldots, a_{j-1}, \ell\right)\right\} \times[0, \ell-1]^{m-j}$. These equivalence classes may be thought of as the index space for multidimensional arithmetic progressions.

The proof proceeds by an induction on a more general statement involving two parameters.

The statement $\boldsymbol{V}(\ell, m)$ is defined as follows: For any $r \geqslant 1$ there is some $N(\ell, m, r) \in \mathbb{N}$ with the property that for any coloring

$$
C:[1, N(\ell, m, r)] \rightarrow\{1, \ldots, r\}
$$

there exist $a, d_{1}, \ldots, d_{m} \in \mathbb{N}$ with $a+\sum_{i=1}^{m} \ell d_{i} \leqslant N(\ell, m, r)$ and such that the function $\left(x_{1}, \ldots, x_{m}\right) \mapsto C\left(a+\sum_{i=1}^{m} x_{i} d_{i}\right)$ is constant on each $\sim_{\ell}$-equivalence class in $[0, \ell]^{m}$.

Notice that $\boldsymbol{V}(\ell, 1)$ implies that for any coloring of $[1, N(\ell, 1, r)]$ into $r$ colors there is a monochromatic arithmetic progression of length $\ell$ (corresponding to the $\sim_{\ell}$-equivalence class $\left.[0, \ell-1]\right)$, and so $\boldsymbol{V}(\ell, 1)$ for all $\ell \geqslant 1$ implies Theorem 7.1. In particular, it is certainly enough to prove $\boldsymbol{V}(\ell, m)$ for all $\ell, m \geqslant 1$.

Lemma 7.2. The properties $\boldsymbol{V}(\ell, 1)$ and $\boldsymbol{V}(\ell, m)$ for some $m \geqslant 1$ together imply $\boldsymbol{V}(\ell, m+1)$.

Proof. Fix $r$ and choose $M=N(\ell, m, r)$ and $M^{\prime}=N\left(\ell, 1, r^{M}\right)$ using properties $\boldsymbol{V}(\ell, m)$ and $\boldsymbol{V}(\ell, 1)$. Let $C:\left[1, M M^{\prime}\right] \rightarrow\{1, \ldots, r\}$ be any coloring of $\left[1, M M^{\prime}\right]$, and define a coloring

$$
C_{M}:\left[1, M^{\prime}\right] \rightarrow\left\{1, \ldots, r^{M}\right\}
$$

with the property that $C_{M}(k)=C_{M}\left(k^{\prime}\right)$ if and only if

$$
C(k M-j)=C\left(k^{\prime} M-j\right)
$$

for all $j, 0 \leqslant j<M$. In other words, $C_{M}$ is the coloring of [ $1, M^{\prime}$ ] obtained by treating successive blocks of colors in $C$ of length $M$ as one color in $C_{M}$.

By the choice of $M^{\prime}$ (which relied on the assumption $\boldsymbol{V}(\ell, 1)$ ) there are $a^{\prime}, d^{\prime}>0$ such that $a^{\prime}+\ell d^{\prime} \leqslant M^{\prime}$ and $C_{M}\left(a^{\prime}+x d^{\prime}\right)$ is constant as $x$ varies in $[0, \ell-1]$ (which in the coloring $C$ gives repetitions of a rather big block). Applying $\boldsymbol{V}(\ell, m)$ to the shifted interval $\left[\left(a^{\prime}-1\right) M+1, a^{\prime} M\right]$ shows (by the choice of $M$ ) that there exists $a, d_{1}, \ldots, d_{m}>0$ for which $a \geqslant\left(a^{\prime}-1\right) M+1$ and $a+\sum_{i=1}^{m} \ell d_{i} \leqslant a^{\prime} M$ and for which $C\left(a+\sum_{i=1}^{d} x_{i} d_{i}\right)$ is constant on


$$
a+\sum_{i=1}^{m+1} \ell d_{i} \leqslant a^{\prime} M+\ell d^{\prime} M \leqslant M^{\prime} M
$$

as required. Moreover, we claim that $C\left(a+\sum_{i=1}^{m+1} x_{i} d_{i}\right)$ is constant on all $\sim_{\ell^{-}}$ equivalence classes on $[0, \ell]^{m+1}$, which will give $\boldsymbol{V}(\ell, m+1)$. For this, notice first that for any $b \in[1, M]$ we have

$$
C\left(\left(a^{\prime}-1\right) M+b+x_{m+1} d_{m+1}\right)=C\left(\left(a^{\prime}-1\right) M+b\right)
$$

for all $x_{m+1} \in[0, \ell-1]$ (by our definition of $C_{M}$ and the choice of $a^{\prime}, d^{\prime}$ ). Hence we obtain for $\left(x_{1}, \ldots, x_{m+1}\right) \in[0, \ell-1]^{m+1}$ that

$$
C\left(a+\sum_{i=1}^{m+1} x_{i} d_{i}\right)=C\left(a+\sum_{i=1}^{m} x_{i} d_{i}\right)=C(a)
$$

where the latter equation holds by the choice of $a, d_{1}, \ldots, d_{m}$. This deals with the first equivalence class. The argument for the classes of the form

$$
\left\{\left(a_{1}, \ldots, a_{j-1}, \ell\right)\right\} \times[0, \ell-1]^{m+1-j}
$$

for $j \leqslant m$ is similar. This leaves the equivalence classes of the form

$$
\left\{\left(a_{1}, \ldots, a_{m}, \ell\right)\right\}
$$

but as those are singletons there is nothing to show for them.
Lemma 7.3. $\boldsymbol{V}(\ell, m)$ for all $m \geqslant 1$ implies $\boldsymbol{V}(\ell+1,1)$.
Proof. Fix $r$, and let

$$
C:[1,2 N(\ell, r, r)] \rightarrow\{1, \ldots, r\}
$$

be given, where $N(\ell, r, r)$ is as in $\boldsymbol{V}(\ell, r)$. Then there exist $a, d_{1}, \ldots, d_{r}>0$ such that

$$
a+\sum_{i=1}^{r} \ell d_{i} \leqslant N(\ell, r, r)
$$

and with the property that $C\left(a+\sum_{i=1}^{r} x_{i} d_{i}\right)$ is constant on $\sim_{\ell}$ classes for $x_{i}$ in $[0, \ell]$.

By the pigeon-hole principle there must be some $u, v \in[0, r]$ with $u<v$ such that $C\left(a+\sum_{i=1}^{u} \ell d_{i}\right)=C\left(a+\sum_{i=1}^{v} \ell d_{i}\right)$, so

$$
C\left(\left(a+\sum_{i=1}^{u} \ell d_{i}\right)+x\left(\sum_{i=u+1}^{v} d_{i}\right)\right)
$$

is constant as $x$ varies in $[0, \ell]$. Finally, we also have

$$
a+(\ell+1) \sum_{i=u+1}^{v} d_{i} \leqslant 2 N(\ell, r, r)
$$

as required. This proves $\boldsymbol{V}(\ell+1,1)$.
Proof of Theorem 7.1. The statement $\boldsymbol{V}(1,1)$ is clear, so Lemmas 7.2 and 7.3 show $\boldsymbol{V}(\ell, m)$ for all $\ell, m \geqslant 1$. As mentioned above, $\boldsymbol{V}(\ell, 1)$ for all $\ell \geqslant 1$ gives the theorem.

## Exercises for Sect. 7.1

Exercise 7.1.1. Prove that van der Waerden's theorem as formulated in (7.1) follows from Theorem 7.1.

Exercise 7.1.2. Show that in Theorem 7.1 we may take $N(2, r)=r+1$ for any $r \geqslant 1$, and try to find a value that we may take for $N(3,2)$.

Exercise 7.1.3. Assume that $\mathbb{N}=C_{1} \sqcup \cdots \sqcup C_{r}$, and say that a set $A \subseteq \mathbb{N}$ is monochrome if there is some $j=j(A)$ with $A \subseteq C_{j}$. Prove that the set of $n \in \mathbb{N}$ with the property that there is some $a \in \mathbb{Z}$ for which the $k$-term arithmetic progression $\{a, a+n, \ldots, a+(k-1) n\}$ is monochrome is itself
syndetic in $\mathbb{N}$ for any $k$ (see Exercise 2.5 .5 on p. 36 for the definition of syndetic).

Exercise 7.1.4. Let $S=\left\{a_{1}, a_{2}, \ldots\right\} \subseteq \mathbb{N}$ with $\left(a_{n+1}-a_{n}\right)$ a positive bounded sequence. Show that for any $k \geqslant 1$ there is a $k$-step arithmetic progression in $S$. Find an example to show that such a set $S$ need not contain an infinite arithmetic progression.

### 7.2 Multiple Recurrence

Furstenberg saw that Szemerédi's theorem would be a consequence of a (then unknown) multiple recurrence result in ergodic theory, and went on to prove this recurrence property, opening up a significant new chapter in the conversation between ergodic theory and combinatorial number theory.

Theorem 7.4 (Furstenberg). For any system $(X, \mathscr{B}, \mu, T)$ and set $A \in \mathscr{B}$ with $\mu(A)>0$, and for any $k \in \mathbb{N}$,

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \mu\left(A \cap T^{-n} A \cap T^{-2 n} A \cap \cdots \cap T^{-k n} A\right)>0 \tag{7.2}
\end{equation*}
$$

In fact Furstenberg proved that

$$
\liminf _{N-M \rightarrow \infty} \frac{1}{N-M} \sum_{n=M}^{N-1} \mu\left(A \cap T^{-n} A \cap T^{-2 n} A \cap \cdots \cap T^{-k n} A\right)>0
$$

but the inequality (7.2) is sufficient for Szemerédi's theorem. An immediate consequence of Theorem 7.4 is the following generalization of Poincaré recurrence.

Theorem 7.5 (Furstenberg). For any system $(X, \mathscr{B}, \mu, T)$ and set $A \in \mathscr{B}$ with $\mu(A)>0$, and for any $k \in \mathbb{N}$ there is some $n \geqslant 1$ with

$$
\begin{equation*}
\mu\left(A \cap T^{-n} A \cap T^{-2 n} A \cap \cdots \cap T^{-k n} A\right)>0 \tag{7.3}
\end{equation*}
$$

We shall see in the next section that Theorem 7.5 implies* Szemerédi's theorem. Theorem 7.4 is quite straightforward for certain measure-preserving systems.

Example 7.6. If $T=R_{\alpha}$ is an ergodic rotation, then the inequality (7.3) is clear: If $0, n \alpha, 2 n \alpha, \ldots, k n \alpha(\bmod 1)$ are all very close together (which may be arranged for $\alpha \notin \mathbb{Q}$ and any $k \geqslant 1$ by choice of $n$ ), then the functions

[^15]$$
\chi_{A}, \chi_{A-n \alpha}, \ldots, \chi_{A-k n \alpha}
$$
will be close together in $L_{m_{\mathrm{T}}}^{2}$ for any interval (indeed, for any Borel set) $A$, so the intersection
$$
A \cap R_{\alpha}^{-n} A \cap \cdots \cap R_{\alpha}^{-k n} A
$$
will have measure close to that of $A$. More generally, an ergodic rotation on a compact abelian group satisfies the stronger statement (7.2) (see Proposition 7.12).

Example 7.7. If $T$ is a Bernoulli shift (cf. Example 2.9) then the inequality (7.2) is clear by the argument used in Proposition 2.15: the fact that a Bernoulli shift is mixing of order $(k+1)$ means that for any measurable set $A$, if $n$ is large enough then $A, T^{-n} A, \ldots, T^{-k n} A$ are almost independent sets, so their intersection has measure approximately $\mu(A)^{k+1}>0$. In Proposition 7.13 we will show that this generalizes non-trivially to all weak-mixing systems.

We have seen that ergodic group rotations and Bernoulli shifts are at opposite extremes with respect to their mixing and spectral properties. The fact that Theorem 7.5 holds for two such opposite classes of systems, and for two completely complementary reasons (rotations because they do not move nearby points apart, Bernoulli shifts because they mix collections of sets up so thoroughly as to become asymptotically independent), could be interpreted as a hint that this multiple recurrence is a rather general phenomenon. On the other hand, the fact that multiple recurrence is visible in a circle rotation only along special values of $n$, while in a Bernoulli shift it is seen for all large $n$, already suggests that it is a very subtle phenomenon. Thus Theorem 7.4 holds for two extreme behaviors: discrete spectrum and weak-mixing. The strategy of Furstenberg's proof is to show that an arbitrary system is built up (in a manner to be described below) from these two classes, and the way in which the system is built up preserves the property expressed by the inequality (7.2).

Definition 7.8. A measure-preserving system $(X, \mathscr{B}, \mu, T)$ (or a factor system, represented by a $T$-invariant sub- $\sigma$-algebra $\mathscr{A} \subseteq \mathscr{B}$ ) is said to be SZ if

$$
\liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \mu\left(A \cap T^{-n} A \cap T^{-2 n} A \cap \cdots \cap T^{-k n} A\right)>0
$$

for all $k$ and $A \in \mathscr{B}(A \in \mathscr{A}$ respectively $)$ with $\mu(A)>0$.
Three immediate simplifications can be made in proving that all measurepreserving systems are SZ; the first two are somewhat technical in that neither is needed for the setting in which Theorem 7.5 is used to prove Szemerédi's theorem (Theorem 1.5). The third is essential, and illustrates once again that the ergodic decomposition makes ergodicity a rather benign hypothesis.

### 7.2.1 Reduction to an Invertible System

The SZ property is preserved by taking the invertible extension of a measurepreserving system. Recall that if $\mathrm{X}=(X, \mathscr{B}, \mu, T)$ is any measure-preserving system, then the system $\widetilde{\mathrm{X}}=(\widetilde{X}, \widetilde{B}, \widetilde{\mu}, \widetilde{T})$ defined by

- $\tilde{X}=\left\{x \in X^{\mathbb{Z}} \mid x_{k+1}=T x_{k}\right.$ for all $\left.k \in \mathbb{Z}\right\}$;
- $(\widetilde{T} x)_{k}=x_{k+1}$ for all $k \in \mathbb{Z}$ and $x \in \widetilde{X}$;
- $\widetilde{\mu}\left(\left\{x \in X \mid x_{0} \in A\right\}\right)=\mu(A)$ for any $A \in \mathscr{B}$, and $\widetilde{\mu}$ is invariant under $\widetilde{T}$;
- $\widetilde{B}$ is the smallest $\widetilde{T}$-invariant $\sigma$-algebra for which the map $x \mapsto x_{n}$ from $\widetilde{X}$ to $X$ is measurable for all $n \in \mathbb{Z}$;
is called the invertible extension of $X$. Then $X$ has property $S Z$ if and only if $\widetilde{X}$ has property SZ (see Exercise 7.2.5).


### 7.2.2 Reduction to Borel Probability Spaces

Property SZ holds for all measure-preserving systems if it holds for all measure-preserving systems on Borel probability spaces. To see this, let X be any invertible measure-preserving system and fix $A \in \mathscr{B}$ with $\mu(A)>0$. Then the factor map $\phi: X \rightarrow\{0,1\}^{\mathbb{Z}}$ defined by $\phi(x)=\left(\chi_{A}\left(T^{n} x\right)\right)$ gives rise to a Borel probability system, and property SZ for each such factor shows property SZ for X .

### 7.2.3 Reduction to an Ergodic System

Below, and in the rest of this chapter, we will use conditional measures $\mu_{x}^{\mathscr{A}}$ for invariant sub- $\sigma$-algebras $\mathscr{A}$ and their properties as developed in Sects. 5.3, 5.4 and Chap. 6. By Sect. 7.2 .2 , we may assume that $(X, \mathscr{B}, \mu)$ is a Borel probability space so that these results apply. In particular, we may apply Theorem 6.2 to show that it suffices to prove the SZ property for ergodic systems as follows. Assume that every ergodic system on a Borel probability space has property SZ, and let $(X, \mathscr{B}, \mu, T)$ be any measure-preserving system on a Borel probability space. By Theorem 6.2, the measure $\mu$ decomposes into ergodic components $\mu_{x}^{\mathscr{E}}$. Then for any set $A \in \mathscr{B}$ with $\mu(A)>0$,

$$
\begin{equation*}
\mu\left(\left\{x \in X \mid \mu_{x}^{\mathscr{E}}(A)>0\right\}\right)>0 \tag{7.4}
\end{equation*}
$$

so (by Fatou's Lemma)

$$
\begin{aligned}
\liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} & \mu\left(A \cap T^{-n} A \cap \cdots \cap T^{-k n} A\right) \\
& =\liminf _{N \rightarrow \infty} \int \frac{1}{N} \sum_{n=1}^{N} \mu_{x}^{\mathscr{E}}\left(A \cap T^{-n} A \cap \cdots \cap T^{-k n} A\right) \mathrm{d} \mu(x) \\
& \geqslant \int \underbrace{\liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \mu_{x}^{\mathscr{E}}\left(A \cap T^{-n} A \cap \cdots \cap T^{-k n} A\right) \mathrm{d} \mu(x)}_{>0 \text { on the set of positive measure in }(7.4)} \\
& >0
\end{aligned}
$$

by the SZ property for ergodic systems.

## Exercises for Sect. 7.2

Exercise 7.2.1. Assuming Szemerédi's theorem (Theorem 1.5), prove the following finite version of Szemerédi's theorem: For every $k \geqslant 1$ and $\varepsilon>0$ there is some $N$ with the property that any subset of $\{1, \ldots, N\}$ with more than $\lfloor\varepsilon N\rfloor$ elements contains an arithmetic progression of length $k$.

Exercise 7.2.2. ${ }^{(65)}$ Prove the following topological analog of multiple recurrence, due to Furstenberg and Weiss, generalizing Birkhoff's recurrence theorem in Exercise 4.2.2. Let ( $X, \mathrm{~d}$ ) be a compact metric space and $T: X \rightarrow X$ a continuous map. Prove that for any $k \in \mathbb{N}$ and $\varepsilon>0$ there is a point $x \in X$ and an $n \in \mathbb{N}$ for which

$$
\operatorname{diam}\left(\left\{x, T^{n}(x), T^{2 n}(x), \ldots, T^{k n}(x)\right\}\right)<\varepsilon .
$$

Exercise 7.2.3. Show directly that an ergodic circle rotation is an SZ system.

Exercise 7.2.4. Show that if $X$ is an invertible measure-preserving system, then $\widetilde{X}$ (the invertible extension) is isomorphic to $X$ (see Exercise 2.1.7).

Exercise 7.2.5. For each of the properties ergodicity, weak-mixing, mixing, and SZ, prove that a measure-preserving system has the property if and only if its invertible extension does (see Exercise 2.1.7).

### 7.3 Furstenberg Correspondence Principle

In this short section we show how Szemerédi's theorem (Theorem 1.5) follows from the multiple recurrence result in Theorem 7.5. This correspondence between multiple recurrence results in ergodic theory and statements in com-
binatorial number theory holds in great generality; we merely prove it for the case at hand. More general formulations may be found in Bergelson's notes [26] and Furstenberg's monograph [103].
Proof of Theorem 1.5 assuming Theorem 7.5. Let $S \subseteq \mathbb{Z}$ be a set of positive upper Banach density, and let $k \geqslant 1$ be given. We claim that there exist integers $a$ and $n \geqslant 1$ with $\{a, a+n, \ldots, a+k n\} \subseteq S$.

Let $X_{0}=\{0,1\}^{\mathbb{Z}}$ be the full shift on two symbols, given the compact product topology from the discrete topology on $\{0,1\}$, with shift map $\sigma_{0}$. Define a point $x_{S}$ in $X_{0}$ by

$$
x_{S}(\ell)=\left\{\begin{array}{l}
1 \text { if } \ell \in S \\
0 \text { if } \ell \notin S
\end{array}\right.
$$

Now let $X$ denote the smallest closed* subset of $X_{0}$ that is invariant under $\sigma_{0}$ and contains the point $x_{S}$. Write $\sigma_{X}$ for the shift $\sigma_{0}$ restricted to $X$.

Let $A$ denote the cylinder set $\{x \in X \mid x(0)=1\}$, which is both closed and open (clopen) in $X$. Then

$$
\begin{equation*}
\sigma_{X}^{\ell}\left(x_{S}\right) \in A \Longleftrightarrow\left(\sigma_{X}^{\ell}\left(x_{S}\right)\right)_{0}=x_{S}(\ell)=1 \Longleftrightarrow \ell \in S \tag{7.5}
\end{equation*}
$$

The upper Banach density of the set $S$ is positive, so there is a sequence of intervals $\left[a_{1}, b_{1}\right],\left[a_{2}, b_{2}\right], \ldots$ with $b_{j}-a_{j} \rightarrow \infty$ as $j \rightarrow \infty$ for which

$$
\frac{\left|S \cap\left[a_{j}, b_{j}\right]\right|}{b_{j}-a_{j}} \longrightarrow \overline{\mathbf{d}}_{B}(S)>0
$$

as $j \rightarrow \infty$. It follows that the measure $\mu_{j}$ on $X$ defined by

$$
\begin{equation*}
\mu_{j}=\frac{1}{b_{j}-a_{j}} \sum_{m=a_{j}}^{b_{j}} \delta_{\sigma_{X}^{m}\left(x_{S}\right)} \tag{7.6}
\end{equation*}
$$

has $\mu_{j}(A) \rightarrow \overline{\mathbf{d}}_{B}(S)>0$ as $j \rightarrow \infty$.
By Theorem 4.1 there is a sequence $j_{m} \rightarrow \infty$ with $\mu_{j_{m}} \rightarrow \mu$ in the weak* topology as $m \rightarrow \infty$, the measure $\mu$ is invariant under $\sigma_{X}$, and

$$
\mu(A)=\overline{\mathbf{d}}_{B}(S)>0
$$

Apply Theorem 7.5 to the set $A$ in the system $\left(X, \mu, \sigma_{X}\right)$ : there exists $n \geqslant 1$ such that

$$
\begin{equation*}
\mu\left(\bigcap_{i=0}^{k} \sigma^{-i n}(A)\right)>0 \tag{7.7}
\end{equation*}
$$

[^16]Now for any clopen measurable set $B, \mu(B)>0$ implies by (7.5) that there is an $a \in \mathbb{Z}$ for which $\sigma_{X}^{a}\left(x_{S}\right) \in B$. Thus (7.7) shows there is an $a \in \mathbb{Z}$ for which

$$
\sigma_{X}^{a}\left(x_{S}\right) \in \bigcap_{i=0}^{k} \sigma_{X}^{-i n}(A)
$$

so

$$
\sigma_{X}^{a+i n}\left(x_{S}\right) \in A
$$

for all $i, 0 \leqslant i \leqslant k$, and hence $\{a, a+n, \ldots, a+k n\} \subseteq S$ by (7.5), as required.

## Exercises for Sect. 7.3

Exercise 7.3.1. Prove Theorem 7.5 assuming Theorem 1.5.
Exercise 7.3.2. Extend Theorem 1.5 in the following way (assuming Theorem 7.4). Let $S \subseteq \mathbb{Z}$ be a set of positive upper Banach density. Prove that for any $k \geqslant 1$ the set of $n \in \mathbb{N}$ with the property that there is an arithmetic progression of length $k$ in $S$ with common difference $n$ is itself a set of positive upper density.

### 7.4 An Instance of Polynomial Recurrence

To motivate* the deeper results, we begin with a result proved independently by Sárközy [329] and Furstenberg (see [102, Prop. 1.3] or [103, Th. 3.16]).

Theorem 7.9. Let $E \subseteq \mathbb{N}$ be a set with positive upper Banach density, and let $p$ be a polynomial with integer coefficients with $p(0)=0$. Then there exist $x, y \in E$ and an $n \geqslant 1$ with $x-y=p(n)$.

That is, the set of differences of a set with positive upper density is such a rich set that it must intersect the range of any polynomial $p$ with $p(0)=0^{(66)}$.

Just as in Sect. 7.3, the Furstenberg correspondence principle may be applied to show that Theorem 7.9 is a consequence of the following dynamical result due ${ }^{(67)}$ to Furstenberg.

[^17]Theorem 7.10. If $p \in \mathbb{Z}[t]$ is a polynomial with $p(0)=0$ then, for any measure-preserving system $(X, \mathscr{B}, \mu, T)$ and set $A \in \mathscr{B}$ with $\mu(A)>0$, there is an $n \geqslant 1$ with $\mu\left(A \cap T^{-p(n)} A\right)>0$.

As we indicated in Sect. 7.2, many of the deeper recurrence results rely on different arguments for orderly systems (Kronecker systems, for example) and more chaotic systems (multiply mixing systems, for example). To obtain a full proof for any system we need to find a way to decompose a general measure-preserving system into orderly and chaotic parts. The details of how this is done depends on the result considered. For Theorem 7.10 this will not be too complicated, but the proof for Theorem 7.4 will need more work (see Sects. 7.10-7.11). Just as in Sect. 7.2, we may assume that $T$ is an ergodic, invertible, transformation of a Borel probability space.
Proof of Theorem 7.10: splitting into chaotic and orderly parts. Write $L^{2}=L_{\mu}^{2}$, and for each $a \geqslant 1$ define

$$
\mathscr{H}_{a}=\left\{f \in L^{2} \mid U_{T}^{a} f=f\right\}
$$

and

$$
\mathscr{V}_{a}=\left\{f \in L^{2} \left\lvert\,\left\|\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{a n} f\right\|_{2} \rightarrow 0\right. \text { as } N \rightarrow \infty\right\}
$$

The decomposition of $L^{2}$ into the space of invariant functions and its orthocomplement in Theorem 2.21 may be applied to $U_{T}^{a}$, giving

$$
L^{2}=\mathscr{H}_{a} \oplus \mathscr{V}_{a}
$$

for each $a \geqslant 1$. Notice that the space $\mathscr{H}_{a}$ detects non-ergodicity of the $a$ th iterate of $T\left(\mathscr{H}_{a} \supseteq \mathbb{C}\right.$, with equality if and only if $T^{a}$ is ergodic).

The measure-preserving transformation $T$ is called totally ergodic if $T^{a}$ is ergodic for all $a \geqslant 1$ (see Exercise 7.4.1). Define

$$
\mathscr{H}_{\text {rat }}=\overline{\left\{f \in L^{2} \mid U_{T}^{a} f=f \text { for some } a \geqslant 1\right\}}
$$

the rational spectrum component and

$$
\mathscr{V}_{*}=\left\{f \in L^{2} \left\lvert\,\left\|\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{a n} f\right\|_{2} \rightarrow 0\right. \text { as } N \rightarrow \infty \text { for all } a \geqslant 1\right\}
$$

the totally ergodic component. It may be readily checked that

- $\bigcup_{a=1}^{\infty} \mathscr{H}_{a}$ is dense in $\mathscr{H}_{\text {rat }}$ and $\bigcap_{a=1}^{\infty} \mathscr{V}_{a}=\mathscr{V}_{*}$;
- $\mathscr{H}_{\text {rat }}^{\perp}=\mathscr{V}_{*}$;
- $L^{2}=\mathscr{H}_{\text {rat }} \oplus \mathscr{V}_{*}$.

Let $\chi_{A}=f+g$ be the unique decomposition with $f \in \mathscr{H}_{\text {rat }}$ and $g \in \mathscr{V}_{*}$; similarly write $f_{a}$ for the orthogonal projection of $\chi_{A}$ onto the subspace $\mathscr{H}_{a}$. Since $\chi_{A}$ is a non-negative function with positive integral and $\mathscr{H}_{\text {rat }}$ contains the constants, we have

$$
\int f \mathrm{~d} \mu=\int f_{a} \mathrm{~d} \mu=\mu(A)>0
$$

Moreover, since $f_{a}=E\left(\chi_{A} \mid \mathscr{E}_{a}\right)$ and $\chi_{A} \geqslant 0$, we have $f_{a} \geqslant 0$, where $\mathscr{E}_{a}$ is the $\sigma$-algebra of $T^{a}$-invariant sets (cf. Theorem 6.1). Finally, $f \geqslant 0$ since $f_{a!}$ converges to $f$ as $a \rightarrow \infty$ by the increasing martingale theorem (Theorem 5.5). As in the case of multiple recurrence, we prove a stronger statement, namely that

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} \mu\left(A \cap T^{p(n)} A\right)
$$

exists and is positive. Since the orthogonal decomposition $\chi_{A}=f+g$ is preserved by $U_{T}$,

$$
\begin{equation*}
\mu\left(A \cap T^{p(n)} A\right)=\int(f+g) U_{T}^{p(n)}(f+g) \mathrm{d} \mu=\int f U_{T}^{p(n)} f \mathrm{~d} \mu+\int g U_{T}^{p(n)} g \mathrm{~d} \mu \tag{7.8}
\end{equation*}
$$

so it is enough to consider the two components separately.
Proof of Theorem 7.10: orderly part. Consider the rational spectrum component $f \in \mathscr{H}_{\text {rat }}$, where we claim that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} \int f U_{T}^{p(n)} f \mathrm{~d} \mu>0 \tag{7.9}
\end{equation*}
$$

If $f \in \mathscr{H}_{a}$ then the sequence of functions $\left(U_{T}^{p(n)} f\right)$ is periodic (since the sequence $(p(n))$ when reduced modulo $a$ is periodic), showing that the limit in (7.9) exists for functions $f$ in a dense subset of $\mathscr{H}_{\text {rat }}$, and hence (by approximation and the Cauchy-Schwartz inequality) for any $f \in \mathscr{H}_{\text {rat }}$.

We must now exclude the possibility that the limit is zero. Choose $a \geqslant 1$ with $\left\|f-f_{a}\right\|_{2}<\varepsilon=\frac{1}{4} \mu(A)^{2}$. For $n \geqslant 1, p(a n)$ is divisible by $a$ since $p(0)=0$, and so $U_{T}^{p(a n)} f_{a}=f_{a}$. It follows that

$$
\int f_{a} U_{T}^{p(a n)} f_{a} \mathrm{~d} \mu=\int f_{a}^{2} \mathrm{~d} \mu \geqslant\left(\int f_{a} \cdot 1 \mathrm{~d} \mu\right)^{2}=\mu(A)^{2}
$$

by the Cauchy-Schwartz inequality. Hence

$$
\begin{aligned}
\int f U_{T}^{p(a n)} f \mathrm{~d} \mu & =\left\langle f, U_{T}^{p(a n)} f\right\rangle \\
& =\left\langle f_{a}, f_{a}\right\rangle+\left\langle f_{a}, U_{T}^{p(a n)} f-U_{T}^{p(a n)} f_{a}\right\rangle+\left\langle f-f_{a}, U_{T}^{p(a n)} f\right\rangle \\
& \geqslant \mu(A)^{2}-2 \varepsilon=\frac{1}{2} \mu(A)^{2}>0
\end{aligned}
$$

Recall that $f \geqslant 0$ so $U_{T}^{p(n)} f \geqslant 0$, which implies that

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} \int f U_{T}^{p(n)} f \mathrm{~d} \mu \geqslant \frac{1}{2 a} \mu(A)^{2}>0
$$

We complete the proof of Theorem 7.10 by using the Spectral Theorem (Theorem B.4) for the chaotic component.
Proof of Theorem 7.10: chaotic part using the Spectral Theorem. Consider now the totally ergodic component $g \in \mathscr{V}_{*}$. We claim that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1}\left\langle U_{T}^{p(n)} g, g\right\rangle=0 \tag{7.10}
\end{equation*}
$$

This, together with (7.9) and (7.8), will complete the proof of Theorem 7.10. By (B.1), the claim in (7.10) is equivalent to the statement that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \int_{\mathbb{S}^{1}} \frac{1}{N} \sum_{n=0}^{N-1} z^{p(n)} \mathrm{d} \mu_{g}(z) \longrightarrow 0 \tag{7.11}
\end{equation*}
$$

as $N \rightarrow \infty$ (see Sect. B. 3 for the notation). We will prove (7.11) using Weyl's equidistribution theorem (Theorem 1.4, proved in Sect. 4.4.3). If $z \in \mathbb{S}^{1}$ is not a root of unity, then $z^{m}=\mathrm{e}^{2 \pi \mathrm{i} m \theta}$ for some $\theta \in \mathbb{R} \backslash \mathbb{Q}$ and so

$$
\frac{1}{N} \sum_{n=0}^{N-1} z^{p(n)}=\frac{1}{N} \sum_{n=0}^{N-1} \mathrm{e}^{2 \pi \mathrm{i} \theta p(n)} \longrightarrow \int_{0}^{1} \mathrm{e}^{2 \pi \mathrm{i} x} \mathrm{~d} x=0
$$

by Theorem 1.4. It is therefore enough to show that $\mu_{g}\left(\left\{z_{0}\right\}\right)=0$ for any root of unity $z_{0} \in \mathbb{S}^{1}$, for then the dominated convergence theorem (Theorem A.18) implies the claim.

Assume therefore that $\mu_{g}\left(\left\{z_{0}\right\}\right)>0$ with $z_{0}=\mathrm{e}^{2 \pi \mathrm{i} b / a}$ for some $a, b$ integral, $a>0$. It follows that $L_{\mu_{g}}^{2}\left(\mathbb{S}^{1}\right)$ contains the non-zero vector

$$
\delta_{z_{0}}(z)= \begin{cases}1 & \text { if } z=z_{0} \\ 0 & \text { if not }\end{cases}
$$

which is fixed under multiplication by $z^{a}$, as

$$
z^{a} \delta_{z_{0}}=z_{0}^{a} \delta_{z_{0}}=\delta_{z_{0}}
$$

However, by Theorem B. $4(2), L_{\mu_{g}}^{2}\left(\mathbb{S}^{1}\right)$ is unitarily isomorphic to the cyclic sub-representation of $L_{\mu}^{2}$ generated by $g$ under the unitary map $U_{T}$. Moreover, by the same theorem this isomorphism conjugates $U_{T}$ to multiplication by $z$. It follows that there exists some $h \in L_{\mu}^{2}$ which is fixed by $U_{T}^{a}$, with

$$
\langle g, h\rangle_{L_{\mu}^{2}}=\left\langle 1, \delta_{z_{0}}\right\rangle_{L_{\mu_{g}}^{2}}=\mu_{g}\left(\left\{z_{0}\right\}\right)>0
$$

since the constant function $1 \in L_{\mu_{g}}^{2}$ is mapped to $g \in L_{\mu}^{2}$ under the unitary isomorphism in Theorem B.4(2). Since $h \in \mathscr{H}_{a} \subseteq \mathscr{H}_{\text {rat }}$, this contradicts the fact that $g \in \mathscr{V}_{*}=\mathscr{H}_{\text {rat }} \stackrel{\perp}{ }$ by construction.

### 7.4.1 The van der Corput Lemma

In the more complex situation needed for Szemerédi's theorem, we will not be able to use spectral theory (as in the proof above). Instead we will rely on repeated application of the following quite simple argument to handle the chaotic part of the systems arising. This is a version of the van der Corput Lemma.

Theorem 7.11. Let $\left(u_{n}\right)$ be a bounded sequence in a Hilbert space $\mathscr{H}$. Define a sequence $\left(s_{h}\right)$ of real numbers by

$$
s_{h}=\limsup _{N \rightarrow \infty}\left|\frac{1}{N} \sum_{n=1}^{N}\left\langle u_{n+h}, u_{n}\right\rangle\right| .
$$

If

$$
\lim _{H \rightarrow \infty} \frac{1}{H} \sum_{h=0}^{H-1} s_{h}=0
$$

then

$$
\lim _{N \rightarrow \infty}\left\|\frac{1}{N} \sum_{n=1}^{N} u_{n}\right\|=0
$$

Proof. Fix $\varepsilon>0$ and find $H_{0}$ such that for $H>H_{0}$,

$$
\begin{equation*}
\frac{1}{H} \sum_{h=0}^{H-1} s_{h}<\varepsilon \tag{7.12}
\end{equation*}
$$

Then for $N$ much larger than $H$ (depending on $\varepsilon$ ), the sums $\frac{1}{N} \sum_{n=1}^{N} u_{n}$ and $\frac{1}{N H} \sum_{n=1}^{N} \sum_{h=0}^{H-1} u_{n+h}$ differ only in the first few and last few terms, so

$$
\begin{equation*}
\left\|\frac{1}{N} \sum_{n=1}^{N} u_{n}-\frac{1}{N} \frac{1}{H} \sum_{n=1}^{N} \sum_{h=0}^{H-1} u_{n+h}\right\|<\varepsilon \tag{7.13}
\end{equation*}
$$

This allows us to switch attention and consider the double average instead of the single average. For this double average, notice that by the triangle inequality we have

$$
\left\|\frac{1}{N} \frac{1}{H} \sum_{n=1}^{N} \sum_{h=0}^{H-1} u_{n+h}\right\| \leqslant \frac{1}{N} \sum_{n=1}^{N} \underbrace{\left\|\frac{1}{H} \sum_{h=0}^{H-1} u_{n+h}\right\|}_{a_{n}} .
$$

Since the map $a \mapsto a^{2}$ is convex,

$$
\left(\frac{1}{N} \sum_{n=1}^{N} a_{n}\right)^{2} \leqslant \frac{1}{N} \sum_{n=1}^{N} a_{n}^{2}
$$

Together these two inequalities give

$$
\begin{align*}
\limsup _{N \rightarrow \infty}\left\|\frac{1}{N} \frac{1}{H} \sum_{n=1}^{N} \sum_{h=0}^{H-1} u_{n+h}\right\|^{2} & \leqslant \limsup _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N}\left\|\frac{1}{H} \sum_{h=0}^{H-1} u_{n+h}\right\|^{2} \\
& =\limsup _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \frac{1}{H^{2}} \sum_{h, h^{\prime}=0}^{H-1}\left\langle u_{n+h}, u_{n+h^{\prime}}\right\rangle \\
& \leqslant \limsup _{N \rightarrow \infty} \frac{1}{H^{2}} \sum_{h, h^{\prime}=0}^{H-1}\left|\frac{1}{N} \sum_{n=1}^{N}\left\langle u_{n+h}, u_{n+h^{\prime}}\right\rangle\right| \tag{7.14}
\end{align*}
$$

where the sum has been rearranged and the triangle inequality has been used to give the last line. Notice that for a fixed pair $h, h^{\prime}$,

$$
\limsup _{N \rightarrow \infty}\left|\frac{1}{N} \sum_{n=1}^{N}\left\langle u_{n+h}, u_{n+h^{\prime}}\right\rangle\right|=s_{\left|h-h^{\prime}\right|}
$$

so the expression in (7.14) is bounded above by

$$
\frac{1}{H^{2}} \sum_{h, h^{\prime}=0}^{H-1} s_{\left|h-h^{\prime}\right|} .
$$

We will split this double average into three terms as indicated in Fig. 7.1.


Fig. 7.1 Decomposing the double average. The lower left corner of the square III has the coordinates $\left(H-H_{0}, H-H_{0}\right)$

Indeed,

$$
\begin{aligned}
\frac{1}{H^{2}} \sum_{h, h^{\prime}=0}^{H-1} s_{\left|h-h^{\prime}\right|}= & \frac{1}{H} \sum_{h=0}^{H-H_{0}} \frac{1}{H} \sum_{h^{\prime}=h}^{H-1} s_{h^{\prime}-h} \quad \text { (part I) } \\
& +\frac{1}{H} \sum_{h^{\prime}=0}^{H-H_{0}} \frac{1}{H} \sum_{h=h^{\prime}+1}^{H-1} s_{h-h^{\prime}} \quad \text { (part II) } \\
& +\frac{1}{H^{2}} \sum_{h, h^{\prime}=H-H_{0}+1}^{H-1} s_{\left|h-h^{\prime}\right|} \quad \text { (part III). }
\end{aligned}
$$

The first two averages I and II are taken over averages that satisfy the inequality in (7.12), so are less than $\varepsilon$. By initially choosing $H$ much larger than $H_{0}$ (and using the assumption that ( $u_{n}$ ) is bounded), the third term III is bounded by $\varepsilon$ as well. Together with (7.13), this gives

$$
\left\|\frac{1}{N} \sum_{n=1}^{N} u_{n}\right\|<4 \varepsilon
$$

as desired.
This gives an alternative approach to the chaotic part of Theorem 7.10. Proof of Theorem 7.10: chaotic part using van der Corput. Consider again the totally ergodic component $g \in \mathscr{V}_{*}$. We claim that

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} \int g U_{T}^{p(n)} g \mathrm{~d} \mu=0
$$

In fact, we claim that

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left\|\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{p(n)} g\right\|_{2}=0 \tag{7.15}
\end{equation*}
$$

holds for any non-constant polynomial $p$ without any condition on $p(0)$. First notice that since $\mathscr{H}_{a} \subseteq \mathscr{H}_{\text {rat }}$ for all $a \geqslant 1$, we must have $g \perp \mathscr{H}_{a}$ and so by the mean ergodic theorem (Theorem 2.21) itself,

$$
\lim _{N \rightarrow \infty}\left\|\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{a n} g\right\|_{2}=0
$$

if $a \neq 0$, showing (7.15) when $p$ is a linear polynomial with $p(0)=0$. Also notice that (7.15) for a polynomial $p$ is equivalent to (7.15) for the polynomial $p-p(0)$. The key idea is to use the van der Corput lemma in an inductive argument to extend (7.15) to polynomials of higher degree. Assume therefore that $\operatorname{degree}(p)=k$ and we have proved (7.15) for all polynomials $p^{\prime}$ with $1 \leqslant \operatorname{degree}\left(p^{\prime}\right)<k$. Write $u_{n}=U_{T}^{p(n)} g$ for $n \geqslant 1$ and notice that

$$
\left\langle u_{n+h}, u_{n}\right\rangle=\left\langle U_{T}^{p(n+h)} g, U_{T}^{p(n)} g\right\rangle=\left\langle U_{T}^{p(n+h)-p(n)} g, g\right\rangle .
$$

For any given $h$,

$$
\text { degree }(p(n+h)-p(n))<\operatorname{degree}(p(n))
$$

By the inductive hypothesis and the fact that strong convergence in a Hilbert space implies weak convergence, we therefore have for any $h \neq 0$ that

$$
s_{h}=\lim _{N \rightarrow \infty} \frac{1}{N}\left|\sum_{n=1}^{N}\left\langle u_{n+h}, u_{n}\right\rangle\right|=\lim _{N \rightarrow \infty} \frac{1}{N}\left|\sum_{n=1}^{N}\left\langle U_{T}^{p(n+h)-p(n)} g, g\right\rangle\right|=0
$$

Theorem 7.11 may be applied to deduce (7.15), which clearly implies our claim.

## Exercises for Sect. 7.4

Exercise 7.4.1. Let $(X, \mathscr{B}, \mu, T)$ be a measure-preserving system. Show that an iterate $T^{a}$ is not ergodic for some $a \geqslant 1$ if and only if the operator $U_{T}$ has an $a$ th root of unity as an eigenvalue.

Exercise 7.4.2. Re-prove the equidistribution of $\left\{n^{2} \alpha\right\}$ in $\mathbb{T}$ for irrational $\alpha$ (or, more generally, fractional parts of polynomials with an irrational nonconstant coefficient as in Theorem 1.4) using $u_{n}=\mathrm{e}^{2 \pi \mathrm{i} n^{2} \alpha}$ and Theorem 7.11.

Exercise 7.4.3. Adapt the proof of the Furstenberg correspondence from Sect. 7.3 to prove Theorem 7.9 assuming Theorem 7.10.

### 7.5 Two Special Cases of Multiple Recurrence

The proof of Theorem 7.4 proceeds by building up a general system from simpler constituents, a process illustrated in Fig. 7.2. As suggested by Fig. 7.2, there are three parts to establishing the SZ property for a general measurepreserving system. First*, it must be shown for certain special systems (Kronecker systems). Second, it must be shown to be preserved by various extensions. Third, the property must be shown to survive taking limits in a sense described later. We will refer to this chain of factors frequently, and will need to establish both the existence of these factors and the fact that all of them have the SZ property. In Sect. 7.12 all the steps used in proving Theorem 7.4 will be summarized in the argument that completes the proof.


Fig. 7.2 Building up a measure-preserving system

### 7.5.1 Kronecker Systems

In this section we prove the statement needed to start the induction in Fig. 7.2, by showing that any Kronecker system has the SZ property.

[^18]Proposition 7.12. Any Kronecker system has the $S Z$ property.
That is, if $G$ is a compact abelian metrizable group with Borel $\sigma$-algebra $\mathscr{B}$ (cf. Theorem 6.10), then an ergodic rotation $R: G \rightarrow G$ defined by $R(g)=a g$ for a fixed $a \in G$ has the property that

$$
\begin{equation*}
\liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} m_{G}\left(A \cap R^{-n} A \cap R^{-2 n} A \cap \cdots \cap R^{-k n} A\right)>0 \tag{7.16}
\end{equation*}
$$

for all $k \geqslant 1$ and $A \in \mathscr{B}$ with $m_{G}(A)>0$.
Proof of Proposition 7.12. For any function $f$ on $G$ and $g \in G$ write

$$
f^{(g)}(h)=f(g h) .
$$

We claim first that for any $f \in L_{m_{G}}^{\infty}$ the map $g \mapsto f^{(g)}$ is a continuous map $G \rightarrow L_{m_{G}}^{1}$ with respect to the metric d on $G$. To see this, fix $\varepsilon>0$, choose $\tilde{f} \in C(G)$ with $\|f-\tilde{f}\|_{1}<\varepsilon$ and (by compactness) choose $\delta>0$ with the property that $\mathrm{d}\left(g_{1}, g_{2}\right)<\delta$ implies $\left|\tilde{f}\left(g_{1} h\right)-\tilde{f}\left(g_{2} h\right)\right|<\varepsilon$ for all $h \in G$. Then for $\mathrm{d}\left(g_{1}, g_{2}\right)<\delta$,
$\left\|f^{\left(g_{1}\right)}-f^{\left(g_{2}\right)}\right\|_{1} \leqslant\left\|f^{\left(g_{1}\right)}-\tilde{f}^{\left(g_{1}\right)}\right\|_{1}+\left\|\tilde{f}^{\left(g_{1}\right)}-\tilde{f}^{\left(g_{2}\right)}\right\|_{1}+\left\|\tilde{f}^{\left(g_{2}\right)}-f^{\left(g_{2}\right)}\right\|_{1}<3 \varepsilon$.
Now fix $f \in L_{m_{G}}^{\infty}$; we know that each map $g \mapsto f^{\left(g^{i}\right)}$ is continuous from $G$ to $L_{m_{G}}^{1}$ for $0 \leqslant i \leqslant k$. We claim that the map

$$
g \mapsto \int_{G} f(h) f(g h) \cdots f\left(g^{k} h\right) \mathrm{d} m_{G}(h)
$$

is continuous. Indeed, for any $\varepsilon>0$ there exists a $\delta>0$ such that $\mathrm{d}\left(g_{1}, g_{2}\right)<\delta$ implies that $\left\|f^{\left(g_{1}^{i}\right)}-f^{\left(g_{2}^{i}\right)}\right\|_{1}<\varepsilon$ for $0 \leqslant i \leqslant k$; thus

$$
\begin{aligned}
& \int f(h) f\left(g_{1} h\right) \cdots f\left(g_{1}^{k} h\right) \mathrm{d} m_{G}(h)-\int f(h) f\left(g_{2} h\right) \cdots f\left(g_{2}^{k} h\right) \mathrm{d} m_{G} \\
& =\int f(h)\left(f\left(g_{1} h\right)-f\left(g_{2} h\right)\right) f\left(g_{1}^{2} h\right) \cdots f\left(g_{1}^{k} h\right) \mathrm{d} m_{G}(h) \\
& \\
& \quad+\int f(h) f\left(g_{2} h\right)\left(f\left(g_{1}^{2} h\right)-f\left(g_{2}^{2} h\right)\right) f\left(g_{1}^{3} h\right) \cdots f\left(g_{1}^{k} h\right) \mathrm{d} m_{G}(h) \\
& \\
& \\
& \\
& \\
& \\
& \\
& \\
& \\
& \quad
\end{aligned}
$$

and each integral on the right-hand side is bounded by $\varepsilon\|f\|_{\infty}^{k}$.

Now let $f \in L_{m_{G}}^{\infty}$ be a non-negative function that is not almost everywhere 0 . We claim that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \int_{G} f(h) f(R h) \cdots f\left(R^{k n} h\right) \mathrm{d} m_{G}(h) \tag{7.17}
\end{equation*}
$$

exists and is positive. By the argument above, the function $\phi$ defined by

$$
\phi(a)=\int_{G} f(h) f(a h) \cdots f\left(a^{k} h\right) \mathrm{d} m_{G}(h)
$$

is continuous; on the other hand $R$ is uniquely ergodic by Theorem 4.14, and so

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \phi\left(a^{n}\right)=\int_{G} \phi(h) \mathrm{d} m_{G}(h),
$$

which is the limit in (7.17). By assumption $\phi \geqslant 0$ and $\phi\left(1_{G}\right)>0$, so the limit is positive since $\phi$ is continuous.

In fact much more is true. Returning initially to an ergodic circle rotation $R_{\alpha}$, for any $\varepsilon>0$ the set $\{n \in \mathbb{Z} \mid\{n \alpha\}<\varepsilon\}$ is syndetic*. It follows that for fixed $k \geqslant 1$ and any $\varepsilon>0$ the set

$$
\left\{n \in \mathbb{N}\left|\left|m_{\mathbb{T}}\left(A \cap R_{\alpha}^{-n} A \cap \cdots \cap R_{\alpha}^{-k n} A\right)-m_{\mathbb{T}}(A)\right|<\varepsilon\right\}\right.
$$

is also syndetic for any set $A$ with $m_{\mathbb{T}}(A)>0$. A general Kronecker system given by a rotation $R: G \rightarrow G$ has the property that for any $f \in L_{m_{G}}^{2}$ the closure of the orbit $\left\{U_{R}^{n} f \mid n \in \mathbb{Z}\right\}$ in $L_{m_{G}}^{2}$ is compact (a fact that we will be generalizing in order to define compact extensions, see Fig. 7.2 and Sect. 7.9). Moreover, the set $\left\{n \in \mathbb{N} \mid\left\|U_{R}^{n} f-f\right\|_{2}<\varepsilon\right\}$ is again syndetic, showing that multiple recurrence occurs along a syndetic set for Kronecker systems.

### 7.5.2 Weak-Mixing Systems

Although logically not necessary, we prove next a multiple recurrence result (in a stronger form, and in particular identifying the limit) for weak-mixing systems. In the proof of Theorem 7.4 we will need to use similar techniques for a relatively weak-mixing extension.

[^19]Proposition 7.13. Let $(X, \mathscr{B}, \mu, T)$ be a weak-mixing system. Then for any functions $f_{1}, \ldots, f_{k} \in L_{\mu}^{\infty}$,

$$
\begin{equation*}
\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{n} f_{1} U_{T}^{2 n} f_{2} \cdots U_{T}^{k n} f_{k} \underset{L_{\mu}^{2}}{\longrightarrow} \int f_{1} \mathrm{~d} \mu \int f_{2} \mathrm{~d} \mu \cdots \int f_{k} \mathrm{~d} \mu \tag{7.18}
\end{equation*}
$$

It follows that if $f_{0} \in L_{\mu}^{\infty}$ is another function then

$$
\frac{1}{N} \sum_{n=0}^{N-1} \int_{X} f_{0} U_{T}^{n} f_{1} U_{T}^{2 n} f_{2} \cdots U_{T}^{k n} f_{k} \mathrm{~d} \mu \longrightarrow \int f_{0} \mathrm{~d} \mu \int f_{1} \mathrm{~d} \mu \cdots \int f_{k} \mathrm{~d} \mu
$$

and, in particular (taking each $f_{i}$ to be $\chi_{A}$ ), we have property SZ.
Proof of Proposition 7.13. Since $T$ is weak-mixing it is certainly ergodic, so (7.18) holds for $k=1$ by the mean ergodic theorem (Theorem 2.21). We proceed by induction on $k$.

Assume that $k=2$. If either one of $f_{1}$ or $f_{2}$ is constant then (7.18) follows from the case $k=1$. (If $f_{2}$ is constant this is literally true; if $f_{1}$ is constant then we need to recall that if $T$ is weak-mixing then so is $T^{2}$ by Corollary 2.39.) Therefore, we can assume (by subtracting the integral) that $\int_{X} f_{1} \mathrm{~d} \mu=0$. Write $u_{n}=U_{T}^{n} f_{1} U_{T}^{2 n} f_{2}$ for $n \geqslant 1$ and notice that

$$
\begin{aligned}
s_{h}= & \lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N}\left\langle u_{n+h}, u_{n}\right\rangle \\
= & \lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \int_{X} U_{T}^{n+h} f_{1} U_{T}^{2(n+h)} f_{2} U_{T}^{n} f_{1} U_{T}^{2 n} f_{2} \mathrm{~d} \mu \\
= & \lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \int_{X} U_{T}^{h} f_{1} U_{T}^{n+2 h} f_{2} f_{1} U_{T}^{n} f_{2} \mathrm{~d} \mu \\
& \left(\text { since } T^{n} \text { preserves } \mu\right) \\
= & \lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \int_{X}\left(f_{1} U_{T}^{h} f_{1}\right) U_{T}^{n}\left(f_{2} U_{T}^{2 h} f_{2}\right) \mathrm{d} \mu \\
= & \int_{X} f_{1} U_{T}^{h} f_{1} \mathrm{~d} \mu \int_{X} f_{2} U_{T}^{2 h} f_{2} \mathrm{~d} \mu
\end{aligned}
$$

(by the mean ergodic theorem).
Now $T$ is weak-mixing, so $T^{2}$ is weak-mixing by Corollary 2.39 and therefore $T \times T^{2}$ is weak-mixing with respect to $\mu \times \mu$ by Corollary 2.37. Applying the mean ergodic theorem to $T \times T^{2}$, and writing $f_{1} \otimes f_{2}$ for the function $\left(x, x^{\prime}\right) \mapsto f_{1}(x) f_{2}\left(x^{\prime}\right)$, we have

$$
\begin{aligned}
\lim _{H \rightarrow \infty} \frac{1}{H} \sum_{h=0}^{H-1} s_{h} & =\lim _{H \rightarrow \infty} \frac{1}{H} \sum_{h=0}^{H-1} \int_{X} f_{1} U_{T}^{h} f_{1} \mathrm{~d} \mu \int_{X} f_{2} U_{T}^{2 h} f_{2} \mathrm{~d} \mu \\
& =\lim _{H \rightarrow \infty} \frac{1}{H} \sum_{h=0}^{H-1} \int_{X \times X}\left(f_{1} \otimes f_{2}\right) U_{T \times T^{2}}^{h}\left(f_{1} \otimes f_{2}\right) \mathrm{d}(\mu \times \mu) \\
& \left.=\left(\int_{X \times X} f_{1} \otimes f_{2} \mathrm{~d}(\mu \times \mu)\right)^{2} \quad \quad \text { (by ergodicity of } T \times T^{2}\right) \\
& =\left(\int_{X} f_{1} \mathrm{~d} \mu\right)^{2}\left(\int_{X} f_{2} \mathrm{~d} \mu\right)^{2}=0 .
\end{aligned}
$$

Thus we can apply the van der Corput lemma (Theorem 7.11) to the sequence $\left(u_{n}\right)$, giving (7.18) for $k=2$.

By Corollary 2.39 and Theorem 2.36(3) the map $T \times T^{2} \times \cdots \times T^{k}$ is ergodic, and the same argument (see Exercise 7.5.2) can be used to give (7.18) for any $k$.

## Exercises for Sect. 7.5

Exercise 7.5.1. Let $R: G \rightarrow G$ be an ergodic group rotation. Prove that for any $\varepsilon>0$ and $f \in L_{m_{G}}^{2}$ the set $\left\{n \in \mathbb{N} \mid\left\|R^{n} f-f\right\|_{L_{m_{G}}^{2}}<\varepsilon\right\}$ is syndetic. Deduce Proposition 7.12.

Exercise 7.5.2. Finish the proof of Proposition 7.13 by giving the details of the inductive step for a general $k$.

### 7.6 Roth's Theorem

In this section we will prove the special case $k=2$ of Theorem $7.4^{(68)}$, giving a combinatorial result due to Roth; indeed we will prove the following stronger statement.

Theorem 7.14. Let $(X, \mathscr{B}, \mu, T)$ be a measure-preserving system. Then, for any functions $f_{1}, f_{2} \in L^{\infty}(X, \mathscr{B}, \mu)$,

$$
\begin{equation*}
\frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} f_{1} U_{T}^{2 n} f_{2} \tag{7.19}
\end{equation*}
$$

converges in $L^{2}(X, \mathscr{B}, \mu)$. Moreover, for any $A \in \mathscr{B}$ with $\mu(A)>0$ we have

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \mu\left(A \cap T^{-n} A \cap T^{-2 n} A\right)>0
$$

Just as in the proof from Sect. 7.4, we will prove this by decomposing the system (more precisely, by decomposing the space of $L^{2}$-functions on the space) into an orderly and a chaotic part. We will see below that for this result the appropriate splitting will be given by the Kronecker factor.

Recall that in Sect. 7.5 .1 we already proved the last statement of Theorem 7.14 for a Kronecker system $\left(G, \mathscr{B}_{G}, m_{G}, R\right)$. More precisely, we showed in the proof of Proposition 7.12 that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \int_{G} f(h) f(R h) \cdots f\left(R^{k n} h\right) \mathrm{d} m_{G}(h)>0 \tag{7.20}
\end{equation*}
$$

for any $f \in L_{m_{G}}^{\infty}$ with $f \geqslant 0$ and $\int f \mathrm{~d} m_{G}>0$.
Note however that prior to the statement of Theorem 7.14 we did not claim convergence of averages in $L_{\mu}^{2}$ corresponding to multiple recurrence as in (7.19). This convergence is not needed for the application of Theorem 7.14 to give Roth's theorem but is of independent interest*.

In Sect. 7.6 .1 we will prove Theorem 7.14 for a Kronecker system. In Sect. 7.6.2 we will prove the following proposition, which reduces the case of a general measure-preserving system to a Kronecker system.
Proposition 7.15. Let $T$ be an invertible ergodic measure-preserving transformation on a Borel probability space $(X, \mathscr{B}, \mu, T)$. Let $\mathscr{K}$ be the $\sigma$-algebra corresponding to the Kronecker factor of $T$, and let $f_{1}, f_{2} \in L_{\mu}^{\infty}$. Then

$$
\left\|\frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} f_{1} U_{T}^{2 n} f_{2}-\frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} E\left(f_{1} \mid \mathscr{K}\right) U_{T}^{2 n} E\left(f_{2} \mid \mathscr{K}\right)\right\|_{2} \rightarrow 0
$$

We now show how these two results - the case of Kronecker systems and Proposition 7.15-fit together.
Proof of Theorem 7.14 assuming Propositions 7.12 and 7.15. By Proposition 7.15, the sequence

$$
\frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} f_{1} U_{T}^{2 n} f_{2}
$$

converges to the same limit as

$$
\frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} E\left(f_{1} \mid \mathscr{K}\right) U_{T}^{2 n} E\left(f_{2} \mid \mathscr{K}\right)
$$

[^20]does, which converges by the Kronecker case (notice that the latter sequence can be viewed as a sequence of functions on the Kronecker factor).

Moreover, if $A \in \mathscr{B}$ has $\mu(A)>0$, then $f=E\left(\chi_{A} \mid \mathscr{K}\right)$ has the properties $f \in L_{\mu}^{\infty}(X, \mathscr{K}), f \geqslant 0$, and $\int_{X} f \mathrm{~d} \mu>0$. It follows that

$$
\frac{1}{N} \sum_{n=1}^{N} \mu\left(A \cap T^{-n} A \cap T^{-2 n} A\right)=\frac{1}{N} \sum_{n=1}^{N} \int_{X} \chi_{A} U_{T}^{n} \chi_{A} U_{T}^{2 n} \chi_{A} \mathrm{~d} \mu
$$

converges to the same limit as does the sequence

$$
\frac{1}{N} \sum_{n=1}^{N} \int_{X} \chi_{A} U_{T}^{n} f U_{T}^{2 n} f \mathrm{~d} \mu=\frac{1}{N} \sum_{n=1}^{N} \int_{X} f U_{T}^{n} f U_{T}^{2 n} f \mathrm{~d} \mu
$$

(where we have used Theorem 5.1(3)). By (7.20), the latter limit is positive.

Finally, let us note that the existence of the limit in Theorem 7.14 would be much harder to establish in Theorem 7.4 (this is discussed further in Sect. 7.13). As we have already seen, the positivity of the limit inferior is more than enough to imply Szemerédi's theorem.

### 7.6.1 Proof of Theorem 7.14 for a Kronecker System

In this section we will make use of Theorem 6.10.
Proof of Theorem 7.14 for a Kronecker system. Let $G$ be a compact metric abelian group with Borel $\sigma$-algebra $\mathscr{B}$, Haar measure $m_{G}$ and metric d, and let $R_{a}(x)=a x$ be an ergodic group rotation defined by some $a \in G$. Let $f_{1}, f_{2} \in L_{\mu}^{\infty}$ and write $f_{1} \otimes f_{2}\left(g_{1}, g_{2}\right)=f_{1}\left(g_{1}\right) f_{2}\left(g_{2}\right)$ for $\left(g_{1}, g_{2}\right) \in G^{2}$. By the mean ergodic theorem (Theorem 2.21) applied to $R_{a} \times R_{a}^{2}$ (which is not itself ergodic),

$$
\widehat{F}_{N}=\frac{1}{N} \sum_{n=1}^{N} U_{R_{a}}^{n} f_{1} \otimes U_{R_{a}}^{2 n} f_{2}=\frac{1}{N} \sum_{n=1}^{N} U_{R_{a} \times R_{a}^{2}}\left(f_{1} \otimes f_{2}\right)
$$

converges in $L^{2}\left(G^{2}, \mathscr{B} \otimes \mathscr{B}, m_{G} \times m_{G}\right)$ to a limit $\widehat{F}$ which is invariant under the transformation $R_{a} \times R_{a^{2}}$. We wish to deduce from this that

$$
F_{N}=\frac{1}{N} \sum_{n=1}^{N} U_{R_{a}}^{n} f_{1} U_{R_{a}}^{2 n} f_{2}
$$

converges in $L^{2}\left(X, \mathscr{B}, m_{G}\right)$ as claimed in the first part of the theorem. Notice that $F_{N}$ is the restriction of $\widehat{F}_{N}$ to the null set $\{(x, x) \mid x \in X\}$, so in general
there seems little hope of connecting the sequences $\left(\widehat{F}_{N}\right)$ and $\left(F_{N}\right)$. We will use the abelian group structure $U_{R_{a}} U_{R_{t}}=U_{R_{t}} U_{R_{a}}$ for $t \in G$ to achieve this.

Fix $\varepsilon>0$. Since $f_{2} \in L_{m_{G}}^{\infty} \subseteq L_{m_{G}}^{2}$ there exists some $\delta>0$ with the property that $\mathrm{d}\left(1_{G}, h\right)<\delta$ implies that $\left\|f_{2}-U_{R_{h}} f_{2}\right\|_{2}<\varepsilon$ (cf. the beginning of the proof of Proposition 7.12).

Assume that $N<M$ and $\mathrm{d}\left(1_{G}, h\right)<\delta$. Then

$$
\left\|U_{R_{a}}^{n} f_{1} U_{R_{a}}^{2 n} f_{2}-U_{R_{a}}^{n} f_{1} U_{R_{a}}^{2 n} U_{R_{h}} f_{2}\right\|_{2}=\left\|U_{R_{a}}^{n} f_{1} U_{R_{a}}^{2 n}\left(f_{2}-U_{R_{h}} f_{2}\right)\right\|_{2}<\varepsilon\left\|f_{1}\right\|_{\infty}
$$

and so
$\left\|F_{N}-F_{M}\right\|_{2} \leqslant\left\|\frac{1}{N} \sum_{n=1}^{N} U_{R_{a}}^{n} f_{1} U_{R_{a}}^{2 n} U_{R_{h}} f_{2}-\frac{1}{M} \sum_{n=1}^{M} U_{R_{a}}^{n} f_{1} U_{R_{a}}^{2 n} U_{R_{h}} f_{2}\right\|_{2}+2 \varepsilon\left\|f_{1}\right\|_{\infty}$.
Thus by averaging the square of these expressions over the set $B$ of points $h$ within $\delta$ of $1_{G}$ we get (by commutativity)

$$
\left\|F_{N}-F_{M}\right\|_{2}^{2} \leqslant \frac{1}{\mu(B)} \int_{B} \int_{X}\left[\widehat{F}_{N}-\widehat{F}_{M}\right]^{2}(g, g+h) \mathrm{d} m_{G}(g) \mathrm{d} m_{G}(h)+\mathrm{O}_{f_{1}, f_{2}}(\varepsilon) .
$$

However, the last integral is part of the integral defining $\left\|\widehat{F}_{N}-\widehat{F}_{M}\right\|_{2}^{2}$ (more precisely, it is the restriction of the latter integral to an open neighborhood of the diagonal $\{(g, g) \mid g \in G\})$. Therefore, for $N$ and $M$ sufficiently large we get

$$
\left\|\widehat{F}_{N}-\widehat{F}_{M}\right\|_{2}^{2}<m_{G}(B) \varepsilon
$$

and so $\left\|F_{N}-F_{M}\right\|_{2}^{2} \leqslant \mathrm{O}_{f_{1}, f_{2}}(\varepsilon)$. This shows that $\left(F_{N}\right)$ is a Cauchy sequence in $L_{m_{G}}^{2}$ as required. This proves the theorem in the case considered.

### 7.6.2 Reducing the General Case to the Kronecker Factor

It remains to prove Proposition 7.15 , and this is done once again using the van der Corput lemma (Theorem 7.11).
Proof of Proposition 7.15. Notice that

$$
\begin{aligned}
& \frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} f_{1} U_{T}^{2 n} f_{2}-\frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} E\left(f_{1} \mid \mathscr{K}\right) U_{T}^{2 n} E\left(f_{2} \mid \mathscr{K}\right) \\
&= \frac{1}{N} \sum_{n=1}^{N} \\
& U_{T}^{n}\left(f_{1}-E\left(f_{1} \mid \mathscr{K}\right)\right) U_{T}^{2 n} f_{2} \\
&+\frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} E\left(f_{1} \mid \mathscr{K}\right) U_{T}^{2 n}\left(f_{2}-E\left(f_{2} \mid \mathscr{K}\right)\right)
\end{aligned}
$$

so that it is enough to show that

$$
\begin{equation*}
\frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} f_{1} U_{T}^{2 n} f_{2} \rightarrow 0 \tag{7.21}
\end{equation*}
$$

if either $E\left(f_{1} \mid \mathscr{K}\right)=0$ or $E\left(f_{2} \mid \mathscr{K}\right)=0$. Both cases will be proved by applying the van der Corput lemma (Theorem 7.11) with

$$
u_{n}=U_{T}^{n} f_{1} U_{T}^{2 n} f_{2}
$$

With this choice,

$$
\begin{align*}
\left\langle u_{n+h}, u_{n}\right\rangle & =\int_{X} U_{T}^{n+h} f_{1} U_{T}^{2(n+h)} f_{2} U_{T}^{n} f_{1} U_{T}^{2 n} f_{2} \mathrm{~d} \mu \\
& =\int_{X} f_{1} U_{T}^{h} f_{1} U_{T}^{n}\left(f_{2} U_{T}^{2 h} f_{2}\right) \mathrm{d} \mu  \tag{7.22}\\
& =\int_{X} U_{T}^{-n}\left(f_{1} U_{T}^{h} f_{1}\right) f_{2} U_{T}^{2 h} f_{2} \mathrm{~d} \mu \tag{7.23}
\end{align*}
$$

Now assume that $E\left(f_{1} \mid \mathscr{K}\right)=0$ and apply (7.23) to obtain

$$
s_{h}=\limsup _{N \rightarrow \infty}\left|\int_{X}\left(\frac{1}{N} \sum_{n=1}^{N} U_{T}^{-n}\left(f_{1} U_{T}^{h} f_{1}\right)\right) f_{2} U_{T}^{2 h} f_{2} \mathrm{~d} \mu\right|
$$

Notice that

$$
\frac{1}{N} \sum_{n=1}^{N} U_{T}^{-n}\left(f_{1} U_{T}^{h} f_{1}\right) \rightarrow \int_{X} f_{1} U_{T}^{h} f_{1} \mathrm{~d} \mu
$$

by the mean ergodic theorem (Theorem 2.21) applied to $T^{-1}$. Hence

$$
s_{h} \leqslant\left\|f_{2}\right\|_{\infty}^{2}\left|\int_{X} f_{1} U_{T}^{h} f_{1} \mathrm{~d} \mu\right|
$$

and so we wish to show that

$$
\begin{equation*}
\frac{1}{H} \sum_{h=1}^{H} s_{h} \leqslant \frac{\left\|f_{2}\right\|_{\infty}^{2}}{H} \sum_{h=1}^{H}\left|\int_{X} f_{1} U_{T}^{h} f_{1} \mathrm{~d} \mu\right| \rightarrow 0 \tag{7.24}
\end{equation*}
$$

as $H \rightarrow \infty$. By Lemma 2.41, this is equivalent to showing that

$$
\begin{aligned}
\frac{1}{H} \sum_{h=1}^{H}\left|\int_{X} f_{1} U_{T}^{h} f_{1} \mathrm{~d} \mu\right|^{2} & =\frac{1}{H} \sum_{h=1}^{H} \int_{X} f_{1} \otimes \bar{f}_{1} U_{T \times T}^{h}\left(f_{1} \otimes \bar{f}_{1}\right) \mathrm{d}(\mu \times \mu) \\
& =\int_{X} f_{1} \otimes \bar{f}_{1} \frac{1}{H} \sum_{h=1}^{H} U_{T \times T}^{h}\left(f_{1} \otimes \bar{f}_{1}\right) \mathrm{d}(\mu \times \mu)
\end{aligned}
$$

converges to zero as $H \rightarrow \infty$. By the mean ergodic theorem (Theorem 2.21),

$$
F_{H}=\frac{1}{H} \sum_{h=1}^{H} U_{T \times T}^{h}\left(f_{1} \otimes \bar{f}_{1}\right)
$$

converges in $L_{\mu \times \mu}^{2}$ to some $F \in L_{\mu \times \mu}^{\infty}$ which is invariant under $T \times T$. We claim that $F=0$, which will imply (7.24) and (7.21) by van der Corput's lemma (Theorem 7.11).

The proof of the claim will rely on the argument we used to give the implication $(5) \Longrightarrow(2)$ in Theorem 2.36 on p. 58 . We isolate the statement needed in the form of a lemma (which follows easily from Theorem B.3).

Lemma 7.16. Let $(X, \mathscr{B}, \mu, T)$ be any measure-preserving system on a Borel probability space. Suppose that $K: L_{\mu}^{2} \rightarrow L_{\mu}^{2}$ is a compact self-adjoint operator commuting with $U_{T}$. Then all eigenspaces of $K$ with non-zero eigenvalue are finite-dimensional, $U_{T}$-invariant and spanned by eigenfunctions of $U_{T}$. An operator induced by a $T \times T$-invariant kernel $F$ with $F(y, x)=\overline{F(x, y)}$ satisfies all these assumptions.

Recall that any kernel in $L_{\mu \times \mu}^{2}$ defines a compact operator on $L_{\mu}^{2}$, hence

$$
K_{H}: g \mapsto \int F_{H}(x, y) g(y) \mathrm{d} \mu(y)
$$

and

$$
K: g \mapsto \int F(x, y) g(y) \mathrm{d} \mu(y)
$$

are compact operators on $L_{\mu}^{2}$. Moreover, the operator norm of an operator defined by an $L_{\mu}^{2}$ kernel is bounded by the $L_{\mu}^{2}$-norm of the kernel. In particular, since $F_{H}$ converges to $F$ in $L_{\mu \times \mu}^{2}$, the operator $K_{H}$ converges to $K$ with respect to the operator norm. Finally, notice that if $\zeta \in L^{2}(X, \mathscr{K})$ is an eigenfunction of $U_{T}$ (any such eigenfunction is $\mathscr{K}$-measurable by the definition of the Kronecker factor), then

$$
\int U_{T}^{h} \bar{f}_{1} \zeta \mathrm{~d} \mu=\int E\left(U_{T}^{h} \bar{f}_{1} \zeta \mid \mathscr{K}\right) \mathrm{d} \mu=\int U_{T}^{h} E\left(\bar{f}_{1} \mid \mathscr{K}\right) \zeta \mathrm{d} \mu=0
$$

since we are assuming that $E\left(f_{1} \mid \mathscr{K}\right)=0$. This shows that $K_{H} \zeta=0$ and so $K \zeta=0$ by taking the limit. Since $F_{H}(y, x)=\overline{F_{H}(x, y)}$ for all $H$, the
same holds for $F$. However, $F$ is $T \times T$-invariant and so by Lemma 7.16 the compact self-adjoint operator $K$ has the property that all its eigenspaces for non-zero eigenvalues are finite-dimensional and generated by eigenfunctions of $U_{T}$. Since all eigenfunctions of $U_{T}$ belong to the kernel of $K$ we have $K=0$, and so $F=0$ as claimed.

To complete the proof of the proposition we also have to show (7.21) under the assumption that $E\left(f_{2} \mid \mathscr{K}\right)=0$. In this case we can use (7.22) instead of (7.23), and we can proceed as in the first case. However, in this case we need to show that

$$
\frac{1}{H} \sum_{h=1}^{H}\left|\int_{X} f_{2} U_{T}^{2 h} f_{2} \mathrm{~d} \mu\right| \rightarrow 0
$$

as $H \rightarrow \infty$, which in turn follows from

$$
F_{H}=\frac{1}{H} \sum_{h=1}^{H} U_{T \times T}^{2 h}\left(f_{2} \otimes \bar{f}_{2}\right) \rightarrow 0
$$

in $L_{\mu \times \mu}^{2}$. As before, we know by the mean ergodic theorem (this time applied for $T^{2} \times T^{2}$ on $\left.L_{\mu \times \mu}^{2}\right)$ that $F_{H}$ converges to some $F \in L_{\mu \times \mu}^{2}$ invariant under $T^{2} \times T^{2}$.

By applying Lemma 7.16 to $T^{2}$ we know that the eigenspaces of the compact operators are sums of eigenspaces of $U_{T^{2}}$. We claim that an eigenspace of $U_{T^{2}}$ is at most the sum of two eigenspaces of $U_{T}$, if it is not an eigenspace of $U_{T}$ itself. Let $V_{\lambda} \subseteq L_{\mu}^{2}$ be the eigenspace of $U_{T^{2}}$ with eigenvalue $\lambda \in \mathbb{S}^{1}$. Let $\eta \in \mathbb{S}^{1}$ be a square root of $\lambda$; then for any $v \in V_{\lambda}$

$$
v=\frac{v+\eta^{-1} U_{T}(v)}{2}+\frac{v-\eta^{-1} U_{T}(v)}{2}
$$

and it is easily checked that

$$
\frac{v \pm \eta^{-1} U_{T}(v)}{2}
$$

is an eigenvector of $U_{T}$ with eigenvalue $\pm \eta$. As in the first case, this together with the assumption $E\left(f_{2} \mid \mathscr{K}\right)=0$ implies that $F=0$ as needed.

## Exercises for Sect. 7.6

Exercise 7.6.1. Give a proof of Theorem 7.14 in the case of a Kronecker factor that does not use Theorem 6.10, but uses only the fact that eigenfunctions span a dense subset of $L_{\mu}^{2}$.

### 7.7 Definitions

In this section we introduce the two complementary notions of compact extension and weak-mixing extension; once again Fig. 7.2 summarizes how these will be used in the final induction.

A Kronecker system (that is, a rotation $R$ on a compact group $G$ ) has the following property: For any $f \in L_{m_{G}}^{2}(G)$, the orbit $\left\{U_{R}^{n} f\right\}_{n \in \mathbb{Z}}$ is a totally bounded subset of $L_{m_{G}}^{2}(G)$ (that is, is relatively compact). This is not a property shared by all measure-preserving systems, as shown by the next example.

Example 7.17. Let $X=\mathbb{T}^{2}$ and define ${ }^{(69)}$ a map $T: X \rightarrow X$ by

$$
T: x=\binom{y}{z} \mapsto\binom{y+\alpha}{z+y} .
$$

The iterates of the map $T$ take the form

$$
T^{n}:\binom{y}{z} \mapsto\binom{y+n \alpha}{z+n y+c(n, \alpha)}
$$

for some function $c: \mathbb{Z} \times \mathbb{T} \rightarrow \mathbb{T}$. It follows that the map $T$ does not have the totally-bounded orbits property of a Kronecker system. For example, the function

$$
f: \mathbb{T}^{2} \rightarrow \mathbb{C}
$$

defined by

$$
f\binom{y}{z}=\mathrm{e}^{2 \pi \mathrm{i} z}
$$

has

$$
U_{T}^{n} f\binom{y}{z}=\mathrm{e}^{2 \pi \mathrm{i} c(n, \alpha)} \mathrm{e}^{2 \pi \mathrm{i}(z+n y)}
$$

so $U_{T}^{n} f$ and $U_{T}^{m} f$ are orthogonal and hence are distance $\sqrt{2}$ apart in $L_{m_{\mathbb{T}^{2}}}^{2}\left(\mathbb{T}^{2}\right)$ for all $m \neq n$.

We will use the same notation from now on: $\left(X, \mathscr{B}_{X}, \mu, T\right)$ is an extension of $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$, and the variable $y$ denotes the image of $x \in X$ under the factor map.

Although the function $f$ appearing in Example 7.17 does not have a totally bounded orbit, the functions arising in the orbit still have a very simple form. This is particularly so when they are viewed as functions of $z$ for fixed $y$. The next definition makes this simplicity more precise.

Definition 7.18. Suppose that $X$ is an extension of $Y$ (equivalently, $Y$ is a factor of $X$ ).

$$
\begin{aligned}
& \mathrm{X}=\left(X, \mathscr{B}_{X}, \mu, T\right) \\
& \downarrow \\
& \mathrm{Y}=\left(Y, \mathscr{B}_{Y}, \nu, S\right)
\end{aligned}
$$

Then a function $f$ in $L_{\mu}^{2}(X)$ is almost-periodic (AP) with respect to Y if, for every $\varepsilon>0$, there exist $r \geqslant 1$ and functions $g_{1}, \ldots, g_{r} \in L_{\mu}^{2}(X)$ such that

$$
\min _{s=1, \ldots, r}\left\|U_{T}^{n} f-g_{s}\right\|_{L_{\mu_{y}^{<}}^{2}}<\varepsilon
$$

for all $n \geqslant 1$, and for almost every $y \in Y$. The extension $\mathrm{X} \rightarrow \mathrm{Y}$ is a compact extension if the set of functions almost-periodic with respect to Y is dense in $L_{\mu}^{2}(X)$.
Example 7.19. The map $T: \mathbb{T}^{2} \rightarrow \mathbb{T}^{2}$ constructed in Example 7.17 is a compact extension of the circle rotation $R_{\alpha}: \mathbb{T} \rightarrow \mathbb{T}$. The character

$$
\binom{y}{z} \mapsto \mathrm{e}^{2 \pi \mathrm{i} z}
$$

is mapped to the function

$$
\binom{y}{z} \mapsto \underbrace{C(n, \alpha, y)}_{\text {modulus } 1} \mathrm{e}^{2 \pi \mathrm{i} z}
$$

in $L_{\mu_{y}}^{2}$, so the orbit is a totally bounded subset of $L_{\mu_{y}}^{2}$ since we can take

$$
g_{i}(z)=\lambda_{i} \mathrm{e}^{2 \pi \mathrm{i} z}
$$

for some $\varepsilon$-dense subset $\left\{\lambda_{1}, \ldots, \lambda_{r}\right\} \subseteq \mathbb{S}^{1}$. This argument applies to all characters and linear combinations of characters, giving a dense subset.

An example of a function that is not AP relative to the rotation $R_{\alpha}$ for $\alpha$ irrational is

$$
f:\binom{y}{z} \mapsto \mathrm{e}^{2 \pi \mathrm{i} k z}
$$

for $y \in\left(\frac{1}{k+1}, \frac{1}{k}\right]$, since for a fixed $y$ the set $\left\{U_{T}^{n} f\right\}$ contains scalar multiples of $z \mapsto \mathrm{e}^{2 \pi \mathrm{i} k z}$ for all $k \geqslant 1$ (where the constant has absolute value one and depends on $y$ ) and is therefore not totally bounded in $L_{\mu_{y}}^{2}$.

Just as weak-mixing and Kronecker systems are opposite extremes to one another, the following notion is opposite to the case of a compact extension.

Definition 7.20. Let $\left(X, \mathscr{B}_{X}, \mu, T\right)$ be an ergodic measure-preserving system on a Borel probability space. The extension

$$
\begin{aligned}
& \mathrm{X}=\left(X, \mathscr{B}_{X}, \mu, T\right) \\
& \downarrow \\
& \mathrm{Y}=\left(Y, \mathscr{B}_{Y}, \nu, S\right)
\end{aligned}
$$

is relatively weak-mixing (relative to Y ) if the system $\left(X \times X, \mu \times_{\mathrm{Y}} \mu, T \times T\right)$ is ergodic, where $\mu \times_{\mathrm{Y}} \mu$ is the relatively independent joining over Y . If Y is trivial, then the extension $X \rightarrow Y$ is relatively weak-mixing if and only if $X$ is a weak-mixing system.

To understand the motivation for this terminology, notice that if Y is trivial, then the relatively independent joining is precisely the product measure $\mu \times \mu$ on $X \times X$, so by Theorem 2.36 the extension $\mathrm{X} \rightarrow \mathrm{Y}$ is relatively weak-mixing if and only if X is a weak-mixing system if Y is trivial.

## Exercises for Sect. 7.7

Exercise 7.7.1. Prove that the systems that appear in the proof of Weyl's equidistribution theorem (Theorem 1.4, proved in Sect. 4.4.3) may be obtained by taking finitely many compact extensions of a circle rotation.

Exercise 7.7.2. If $\mathrm{X} \rightarrow \mathrm{Y}$ is a relatively weak-mixing extension, and the system $(Z, U, \mathscr{C}, \lambda)$ is ergodic with $(Y, S)$ as a factor, prove that

$$
\left(X \times Z, T \times U, \mu \times_{Y} \lambda\right)
$$

is ergodic.
Exercise 7.7.3. Let $X \rightarrow Y$ be a relatively weak-mixing extension, and consider any measure-preserving system $(Z, U, \mathscr{C}, \lambda)$. Prove that all $T \times S$ invariant sets in the system $(X \times Z, T \times S, \mu \times \lambda)$ are contained in $\mathscr{A} \times \mathscr{C}$.

Exercise 7.7.4. Show that if $(X, T) \rightarrow(Y, S)$ is a relatively weak-mixing extension* then for any $k \geqslant 1$ the induced extension $\left(X, T^{k}\right) \rightarrow\left(Y, S^{k}\right)$ is also relatively weak-mixing.

Exercise 7.7.5. Show that the skew-product example in Example 7.17 is not relatively weak-mixing over the rotation $R_{\alpha}$.

### 7.8 Dichotomy Between Relatively Weak-Mixing and Compact Extensions

It is too much to expect that an extension is either relatively weak-mixing or compact. Indeed it is clear that there are more complicated possibilities (the system in Example 7.17 is neither a compact extension nor a weak-

[^21]mixing extension of the trivial system, for example). However, a weaker form of this fundamental dichotomy does hold: an extension can only fail to be weak-mixing if there is an intermediate non-trivial compact extension.

Theorem 7.21. Let $(X, \mathscr{B}, \mu, T)$ be an ergodic measure-preserving system on a Borel probability space and suppose that

$$
\begin{gathered}
(X, \mathscr{B}, \mu, T) \\
\downarrow \\
(Y, \mathscr{A}, \nu, S)
\end{gathered}
$$

is an extension of measure-preserving systems. Then one of the following holds:

- X is a relatively weak-mixing extension of Y ; or
- there exists an intermediate extension $\mathrm{X}^{*}$ (factors $\mathrm{X} \rightarrow \mathrm{X}^{*} \rightarrow \mathrm{Y}$ ) with the property that $\mathrm{X}^{*}$ is a non-trivial compact extension of Y .

This structure theorem explains the chain of factors in Fig. 7.2. Starting with the Kronecker factor (which is present only if $X$ is not weak-mixing), one can find a chain of compact extensions until the original system is a relatively weak-mixing extension of a factor which is a limit of chains of compact extensions. In the proof, we will make use of the material on relatively independent joinings from Sect. 6.5 without comment. We will also use $y$ to denote the image of $x$ in $Y$ corresponding to $[x]_{\mathscr{A}}$, and when the factor system is thought of in terms of the $T$-invariant sub- $\sigma$-algebra $\mathscr{A}$, we will use $T$ for the factor map on $Y$ as well as the map on $X$. Similarly we will write $\mu_{x}^{\mathscr{A}}$ as well as $\mu_{y}^{\mathscr{A}}$ for the conditional measure on $[x]_{\mathscr{A}}$.
Proof of Theorem 7.21. Let

$$
\widetilde{\mathrm{X}}=\left(\widetilde{X}=X \times X, \mathscr{B} \otimes \mathscr{B}, \widetilde{\mu}=\mu \times_{\mathrm{Y}} \mu, \widetilde{T}=T \times T\right)
$$

and assume that $\mathrm{X} \rightarrow \mathrm{Y}$ is not relatively weak-mixing. Then there is a nonconstant function $H \in \mathscr{L}^{\infty}(\widetilde{X})$ invariant under $\widetilde{T}$. We will use the function $H$ in a similar way to the proof of the implication $(5) \Longrightarrow(2)$ in Theorem 2.36 (cf. Lemma 7.16) to define the following operator. For $\phi \in \mathscr{L}^{2}(X, \mathscr{B}, \mu)$ define

$$
H * \phi(x)=\int H\left(x, x^{\prime}\right) \phi\left(x^{\prime}\right) \mathrm{d} \mu_{x}^{\mathscr{A}}\left(x^{\prime}\right)
$$

Notice however that we do not claim that $\phi \mapsto H * \phi$ is a compact operator on $L^{2}(X, \mathscr{B}, \mu)$. To see that it defines a bounded operator on $L^{2}(X, \mathscr{B}, \mu)$ (and indeed, to see that $H * \phi(x)$ is defined almost everywhere) we give an alternative description that will also be useful later.

Write $\mathscr{N}_{X}=\{\varnothing, X\}$ for the trivial $\sigma$-algebra on $X$. We claim that

$$
\begin{equation*}
H * \phi(x)=\underbrace{E(\underbrace{H\left(x, x^{\prime}\right) \phi\left(x^{\prime}\right)}_{\in L^{2}(\tilde{X})} \mid \mathscr{B} \times \mathscr{N}_{X})(x, \cdot)}_{\in L^{2}(X) \subseteq L^{2}(\widetilde{X})}, \tag{7.25}
\end{equation*}
$$

where we indicate in the argument on the right-hand side that the function only depends on the first coordinate.

To see the claim it is sufficient to know that

$$
\begin{equation*}
\widetilde{\mu}_{\left(x, x^{\prime}\right)}^{\mathscr{B} \times \mathscr{N}_{X}}=\delta_{x} \times \mu_{x}^{\mathscr{A}} . \tag{7.26}
\end{equation*}
$$

This follows from Proposition 6.16(4) combined with Proposition 5.20 applied to the $\sigma$-algebras

$$
\mathscr{A} \times \mathscr{N}_{X} \underset{\widetilde{\mu}}{\bar{\sim}} \mathscr{N}_{X} \times \mathscr{A} \subseteq \mathscr{B} \times \mathscr{N}_{X} \subseteq \mathscr{B} \otimes \mathscr{B}
$$

Alternatively, we may appeal to Proposition 5.19 directly as follows. First, the measure $\delta_{x} \times \mu_{x}^{\mathscr{A}}$ is independent of $x^{\prime}$, and therefore is $\mathscr{B} \times \mathscr{N}_{X}$-measurable. Moreover, $\delta_{x} \times \mu_{x}^{\mathscr{A}}$ is supported on $\{x\} \times X$, which is the $\mathscr{B} \times \mathscr{N}_{X}$-atom of $\left(x, x^{\prime}\right)$.


Fig. 7.3 Explanation of $\widetilde{\mu}_{\left(x, x^{\prime}\right)}^{\mathscr{B} \times \mathscr{N}_{X}}=\delta_{x} \times \mu_{x}^{\mathscr{A}}$

Finally,

$$
\begin{aligned}
\int \delta_{x} \times \mu_{x}^{\mathscr{A}} \mathrm{d} \widetilde{\mu}\left(x, x^{\prime}\right) & =\int \delta_{x} \times \mu_{x}^{\mathscr{A}} \mathrm{d} \mu(x) \\
& =\iint \delta_{x} \times \mu_{x}^{\mathscr{A}} \mathrm{d} \mu_{z}^{\mathscr{A}}(x) \mathrm{d} \mu(z)
\end{aligned}
$$

since $\mu=\int \mu_{z}^{\mathscr{A}} \mathrm{d} \mu(z)$, and so

$$
\begin{aligned}
\int \delta_{x} \times \mu_{x}^{\mathscr{A}} \mathrm{d} \widetilde{\mu}\left(x, x^{\prime}\right) & =\int\left(\int \delta_{x} \mathrm{~d} \mu_{z}^{\mathscr{A}}(x)\right) \times \mu_{z}^{\mathscr{A}} \mathrm{d} \mu(z) \\
& =\int \mu_{z}^{\mathscr{A}} \times \mu_{z}^{\mathscr{A}} \mathrm{d} \mu(z)=\widetilde{\mu}
\end{aligned}
$$

since $\mu_{x}^{\mathscr{A}}=\mu_{z}^{\mathscr{A}}$ for $\mu_{z}^{\mathscr{A}}$-almost every $x \in X$. The claim now follows by Proposition 5.19. The idea behind this is illustrated in Fig. 7.3.

Now, by Corollary 5.24,

$$
\begin{align*}
U_{T}(H * \phi)(x) & =H * \phi(T x) \\
& =\int H\left(T x, x^{\prime}\right) \phi\left(x^{\prime}\right) \mathrm{d} \mu_{T x}^{\mathscr{A}}\left(x^{\prime}\right) \\
& =\int \underbrace{H\left(T x, T x^{\prime}\right)}_{=H\left(x, x^{\prime}\right)} \phi\left(T x^{\prime}\right) \mathrm{d} \mu_{x}^{\mathscr{A}}\left(x^{\prime}\right) \\
& =H *\left(U_{T} \phi\right)(x) . \tag{7.27}
\end{align*}
$$

If $\phi \in \mathscr{L}^{\infty}(X)$ then $\left\{U_{T}^{n} \phi \mid n \in \mathbb{Z}\right\} \subseteq L_{\mu_{y}^{\infty}}^{\infty}$ for any fixed $y \in Y$. Recall our convention that $y \in Y$ always stands for the image of $x \in X$ (and hence corresponds to $\left.[x]_{\mathscr{A}}\right)$. Since $\phi \mapsto H * \phi$ is a compact operator $L_{\mu_{y}^{\mathscr{A}}}^{2} \rightarrow L_{\mu_{y}^{\mathscr{A}}}^{2}$ (see Sect. B.3), it follows from (7.27) that for any fixed $y$ the set

$$
\left\{U_{T}^{n}(H * \phi) \mid n \in \mathbb{Z}\right\} \subseteq L_{\mu_{y}^{\mathscr{g}}}^{2}
$$

is totally bounded for any $\phi \in \mathscr{L}^{\infty}(X)$.
Note, however, that the number of functions in $L_{\mu_{\mathscr{y}}^{\infty}}^{2}$ required to $\varepsilon$ cover $\left\{U_{T}^{n}(H * \phi) \mid n \in \mathbb{Z}\right\}$ (that is, to have the property that the $\varepsilon$-balls around them together cover the set) may still depend on the point $y$, in contrast to the uniformity in Definition 7.18. We claim that the potential variation in $y$ does not cause a problem, and thus that $H * \phi$ is AP relative to Y .

To see this, fix $\varepsilon>0$ and $y$ in $Y$. Then there exists $M(y)$ such that

$$
\left\{U_{T^{j}}(H * \phi)| | j \mid \leqslant M(y)\right\}
$$

is $\varepsilon$-dense in $\left\{U_{T^{n}}(H * \phi)\right\}$ with respect to $\mu_{y}^{\mathscr{A}}$. Choosing $M(y)$ to be the smallest such number defines a measurable function $M: Y \rightarrow \mathbb{N}$. Notice that $\{y \in Y \mid M(y) \leqslant M\}$ is the set of all $y \in Y$ with the property that for all $m \in \mathbb{Z}$ there is some $j$ with $|j| \leqslant M$ for which

$$
\left\|U_{T}^{m}(H * \phi)-U_{T}^{j}(H * \phi)\right\|_{L_{\mu_{y}}^{2}}<\varepsilon
$$

Therefore, $\{y \in M \mid M(y) \leqslant M\}$ is a measurable set and $M$ is a measurable function. It follows that there is an $M \in \mathbb{N}$ with the property that

$$
A=\{y \in Y \mid M(y) \leqslant M\} \in \mathscr{A}
$$

has positive measure. For any $j$ with $|j| \leqslant M$ we define the function $g_{j}$ by the properties

$$
g_{j}(x)=\left\{\begin{array}{l}
U_{T}^{j}(H * \phi)(x)=H *\left(U_{T}^{j} \phi\right)(x) \text { if } y \in A \\
g_{j}\left(T^{m} x\right) \text { if } y, T y, \ldots, T^{m-1} y \notin A \text { and } T^{m} y \in A .
\end{array}\right.
$$

As before, $y \in Y$ corresponds to $[x]_{\mathscr{A}}$ for $x \in X$. Notice that this defines $g_{j}$ almost everywhere by ergodicity. For $y \in A$, by assumption,

$$
\min _{-M \leqslant j \leqslant M}\left\|U_{T}^{n}(H * \phi)-g_{j}\right\|_{L_{\mu_{\mathscr{y}}^{\alpha}}^{2}}<\varepsilon
$$

for all $n \in \mathbb{Z}$. Similarly, if $y, T y, \ldots, T^{m-1} y \notin A$ and $T^{m} y \in A$ then we can use the above case for $T^{m} y$ to get

$$
\|U_{T}^{n}(H * \phi)-\underbrace{U_{T}^{m} g_{j}}_{=g_{j}}\|_{L_{\mu_{y}^{\alpha}}^{2}}=\left\|U_{T}^{n-m}(H * \phi)-g_{j}\right\|_{L_{\mu_{T}^{\alpha} m_{y}}^{2}}
$$

so

$$
\min _{-M \leqslant j \leqslant M}\left\|U_{T}^{n}(H * \phi)-g_{j}\right\|_{L_{\mu_{\xi}^{d}}^{2}}<\varepsilon
$$

for all $n \in \mathbb{Z}$ and almost every $y$. In other words $H * \phi$ is AP relative to Y as claimed earlier. To make use of this we need to know, however, that there exists some $\phi$ for which $H * \phi$ is not a function on $Y$ (that is, is not $\mathscr{A}$ measurable modulo $\mu$ ).

Lemma 7.22. There is a function $\phi \in L^{\infty}(X)$ such that $H * \phi \notin L^{2}(Y)$.
Proof. Suppose there is no such function, and choose a sequence $\left(\mathscr{P}_{n}\right)$ of finite partitions of $X$ with the property that

$$
\sigma\left(\bigcup_{n \geqslant 1} \sigma\left(\mathscr{P}_{n}\right)\right)=\mathscr{B} .
$$

Then for $x_{2} \in P \in \mathscr{P}_{n}$, the definition of conditional expectations implies that

$$
\begin{equation*}
E\left(H \mid \mathscr{B} \times \sigma\left(\mathscr{P}_{n}\right)\right)\left(x_{1}, x_{2}\right)=\frac{E\left(H \cdot \chi_{X \times P} \mid \mathscr{B} \times \mathscr{N}_{X}\right)\left(x_{1}, x_{2}\right)}{E\left(\chi_{X \times P} \mid \mathscr{B} \times \mathscr{N}_{X}\right)\left(x_{1}, x_{2}\right)} . \tag{7.28}
\end{equation*}
$$

By the earlier reformulation of the operator $\phi \mapsto H * \phi$ in (7.25) and our assumption, the numerator

$$
\begin{equation*}
E\left(H \cdot \chi_{X \times P} \mid \mathscr{B} \times \mathscr{N}_{X}\right) \tag{7.29}
\end{equation*}
$$

is $\mathscr{A} \times \mathscr{N}_{X}$-measurable. The same applies to the denominator

$$
\begin{equation*}
E\left(\chi_{X \times P} \mid \mathscr{B} \times \mathscr{N}_{X}\right)\left(x_{1}, x_{2}\right)=\mu_{x_{1}}^{\mathscr{A}}(P) \tag{7.30}
\end{equation*}
$$

(using the fact that $\widetilde{\mu}_{\left(x_{1}, x_{2}\right)}^{\mathscr{B} \times \mathscr{N}_{X}}=\delta_{x_{1}} \times \mu_{x_{1}}^{\mathscr{A}}$ proved after (7.26)). Since the formula in (7.28) holds under the assumption that $x_{2} \in P \in \mathscr{P}_{n}$, and both of the expressions (7.29) and (7.30) are $\mathscr{A} \times \mathscr{N}_{X}$-measurable, it follows that $E\left(H \mid \mathscr{B} \times \sigma\left(\mathscr{P}_{n}\right)\right)$ is $\mathscr{A} \times \sigma\left(\mathscr{P}_{n}\right)$-measurable. By the increasing martingale theorem (Theorem 5.5) applied to the sequence

$$
\mathscr{B} \times \sigma\left(\mathscr{P}_{n}\right) \nearrow \mathscr{B} \otimes \mathscr{B}
$$

we deduce that $H$ is $\mathscr{A} \times \mathscr{B}$-measurable. However, by Proposition 6.16(4) we have $\mathscr{A} \times \mathscr{N}_{X}=\mathscr{N}_{X} \times \mathscr{A}$ modulo $\widetilde{\mu}$, so $H$ is actually $\mathscr{N}_{X} \times \mathscr{B}_{X}$-measurable. Thus $H$ is a function of $x_{2} \in X$ alone. Since $H$ is a non-constant invariant function, this contradicts the ergodicity of $T$.

Thus the set

$$
\mathscr{F}=\left\{f \in L^{\infty}(X) \mid f \text { is AP relative to } \mathrm{Y}\right\}
$$

contains functions that are not $\mathscr{A}$-measurable. We claim that $\mathscr{F}$ is an algebra of functions; the only (slightly) difficult part of this assertion is to show that $\mathscr{F}$ is closed under multiplication.

Suppose that $f_{1}, f_{2} \in \mathscr{F}, g_{j} \in L^{2}(X)$ for $j=1, \ldots, J$, and $h_{k} \in L^{2}(X)$ for $k=1, \ldots, K$, are functions with the properties that

$$
\begin{equation*}
\min _{j}\left\|U_{T}^{n} f_{1}-g_{j}\right\|_{L_{\mu_{\mathcal{G}}^{\prime}}^{2}}<\frac{\varepsilon}{\left\|f_{2}\right\|_{\infty}} \tag{7.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\min _{k}\left\|U_{T}^{n} f_{2}-h_{k}\right\|_{L_{\mu_{y}^{\infty}}^{2}}<\frac{\varepsilon}{\left\|f_{1}\right\|_{\infty}} \tag{7.32}
\end{equation*}
$$

for almost every $y \in Y$. Notice that we can modify $g_{j}$ if necessary to ensure that $\left\|g_{j}\right\|_{\infty} \leqslant\left\|f_{1}\right\|_{\infty}$ for all $j=1, \ldots, J$. Then

$$
\begin{aligned}
&\left\|U_{T}^{n}\left(f_{1} f_{2}\right)-g_{j} h_{k}\right\|_{L_{\mu_{y}^{\alpha}}^{2}}<\left\|U_{T}^{n} f_{2}\left(U_{T}^{n} f_{1}-g_{j}\right)\right\|_{L_{\mu_{y}^{\infty}}^{2}} \\
&+\left\|g_{j}\left(U_{T}^{n} f_{2}-h_{k}\right)\right\|_{L_{\mu_{y}^{\alpha}}^{2}}
\end{aligned}
$$

$$
<2 \varepsilon
$$

if $j$ and $k$ are chosen so as to minimize the expressions in (7.31) and (7.32). This implies that $f_{1} f_{2} \in \mathscr{F}$, so $\mathscr{F}$ is an algebra.

Let $\mathscr{B}^{*}$ denote the smallest $\sigma$-algebra with respect to which the members of $\mathscr{F}$ are measurable. Since $\mathscr{F}$ is invariant under $U_{T}, \mathscr{B}^{*}$ is invariant under $T$.

We will show that $\mathscr{F} \subseteq L^{2}\left(X, \mathscr{B}^{*}\right)$ is dense, from which it follows that $\mathscr{B}^{*}$ defines a factor of X that is a non-trivial compact extension $\mathrm{X}^{*}$ of Y .

To see that $\mathscr{F}$ is dense in $L^{2}\left(X, \mathscr{B}^{*}\right)$, fix $f \in \mathscr{F}, \varepsilon>0$ and an interval $[a, b] \subseteq \mathbb{R}$. By the Stone-Weierstrass Theorem, $\chi_{[a, b]}$ may be approximated arbitrarily closely by a polynomial $p \in \mathbb{R}[t]$ on $\left[-\|f\|_{\infty},\|f\|_{\infty}\right]$. Thus there is a polynomial $p$ with

$$
\left\|\chi_{[a, b]}-p\right\|_{L_{f_{*} \mu}^{2}}<\varepsilon
$$

or equivalently

$$
\left\|\chi_{f^{-1}[a, b]}-p(f)\right\|_{2}<\varepsilon .
$$

This shows that all the generators of $\mathscr{B}^{*}$ can be approximated by elements of the algebra $\mathscr{F}$. Let

$$
\mathscr{C}=\left\{B \in \mathscr{B}^{*} \mid \chi_{B} \text { belongs to the } L^{2} \text {-closure of } \mathscr{F}\right\} .
$$

Since $f \in \mathscr{F}$ implies that $1-f \in \mathscr{F}, C \in \mathscr{C}$ implies that $X \backslash C \in \mathscr{C}$. Suppose now that $C_{1}, C_{2} \in \mathscr{C}$ and $\varepsilon>0$, then there exists $f_{1} \in \mathscr{F}$ with

$$
\left\|\chi_{C_{1}}-f_{1}\right\|_{2}<\frac{\varepsilon}{\left\|f_{2}\right\|_{\infty}}
$$

and $f_{2} \in \mathscr{F}$ with

$$
\left\|\chi_{C_{2}}-f_{2}\right\|_{2}<\frac{\varepsilon}{\left\|f_{1}\right\|_{\infty}}
$$

This implies that $\left\|\chi_{C_{1}} \chi_{C_{2}}-f_{1} f_{2}\right\|_{2}<2 \varepsilon$, showing that $C_{1} \cap C_{2} \in \mathscr{C}$. Thus the functions $\chi_{C_{1}}, \chi_{C_{2}}, \chi_{C_{1} \cap C_{2}}$ can all be approximated, so the same holds for

$$
\chi_{C_{1} \cup C_{2}}=\chi_{C_{1}}+\chi_{C_{2}}-\chi_{C_{1} \cap C_{2}},
$$

which implies that $C_{1} \cup C_{2} \in \mathscr{C}$. Thus $\mathscr{C}$ is an algebra; since every countable union can be approximated by a finite union $\mathscr{C}$ is in fact a $\sigma$-algebra. It follows that $\mathscr{C}=\mathscr{B}^{*}$, so by considering simple functions we see that $\mathscr{F}$ is dense in $L_{\mu}^{2}\left(X^{*}\right)$ as claimed.

### 7.9 SZ for Compact Extensions

We have already established that every Kronecker system satisfies the SZ property. By Theorem 7.21 from the last section there is, for a given system $\mathrm{X}=(X, \mathscr{B}, \mu, T)$, either an intermediate compact extension $\mathrm{X}^{*}$ of the Kronecker factor Y , or X is a relatively weak-mixing extension of Y . In the former case we want to prove property SZ for $\mathrm{X}^{*}$ first and proceed induc-
tively through the sequence of factors* in Fig. 7.2. Thus we need to prove the following proposition regarding compact extensions.

Proposition 7.23. Let

$$
\begin{aligned}
& \mathrm{X}=(X, \mathscr{B}, \mu, T) \\
& \downarrow \\
& \mathrm{Y}=(Y, \mathscr{A}, \nu, S)
\end{aligned}
$$

be a compact extension of invertible measure-preserving systems on Borel probability spaces. If Y is $S Z$, then so is X .

As seen in Example 7.19, it is not true that any function $f \in L^{\infty}(X)$ in the compact extension X of Y is automatically AP relative to Y . The next lemma will be used to circumvent this problem in the case of characteristic functions.

Lemma 7.24. In the notation of Proposition 7.23, let $B \in \mathscr{B}$ have $\mu(B)>0$. Then there exists a set $\widetilde{B} \subseteq B$ with $\mu(\widetilde{B})>0$ such that

- $\chi_{\widetilde{B}}$ is $A P$ relative to Y , and
- $\mu_{y}^{\mathscr{A}}(\widetilde{B})>\frac{1}{2} \mu(\widetilde{B})$ or $\mu_{y}^{\mathscr{A}}(\widetilde{B})=0$ for all $y \in Y$.

Proof. Both properties of the lemma will be achieved by removing an element $A \in \mathscr{A}$ from $B$ (in other words, by removing a collection of entire $\mathscr{A}$ atoms). We will do this in two stages, first defining $B^{\prime} \subseteq B$ which satisfies the second property, and then defining $\widetilde{B} \subseteq B^{\prime}$. Notice that if we indeed have $\widetilde{B}=B^{\prime} \backslash A$ for some $A \in \mathscr{A}$, and $B^{\prime}$ satisfies the second property, then so does $\widetilde{B}$.

Let

$$
B^{\prime}=\left\{x \in B \left\lvert\, \mu_{y}^{\mathscr{A}}(B)>\frac{1}{2} \mu(B)\right.\right\}
$$

Hence, if $y \notin B^{\prime}$ then we have some $x \in B \backslash B^{\prime}$ that is mapped to $y$, and

$$
\mu_{y}^{\mathscr{A}}\left(B \backslash B^{\prime}\right)=\mu_{y}^{\mathscr{A}}(B) \leqslant \frac{1}{2} \mu(B),
$$

and integration over $y \in Y$ yields $\mu\left(B \backslash B^{\prime}\right) \leqslant \frac{1}{2} \mu(B)$.
Moreover, since $\mu(B)>0$ we have $\mu\left(B^{\prime}\right)>0$ and

$$
\mu_{x}^{\mathscr{A}}\left(B^{\prime}\right)>\frac{1}{2} \mu(B) \geqslant \frac{1}{2} \mu\left(B^{\prime}\right)
$$

for every $x \in B^{\prime}$, so the set $B^{\prime}$ satisfies the second property of the lemma.
We now proceed to define $\widetilde{B}$. Choose a decreasing sequence $\left(\varepsilon_{\ell}\right)_{\ell \geqslant 1}$ with $\varepsilon_{\ell}>0$ for all $\ell \geqslant 1$ and with

[^22]$$
\sum_{\ell=1}^{\infty} \varepsilon_{\ell}<\frac{1}{2} \mu\left(B^{\prime}\right)
$$

For every $\ell \geqslant 1$, there is an AP function $f_{\ell}$ such that

$$
\left\|\chi_{B^{\prime}}-f_{\ell}\right\|_{L_{\mu}^{2}}^{2}=\int\left|\chi_{B^{\prime}}-f_{\ell}\right|^{2} \mathrm{~d} \mu<\varepsilon_{\ell}^{2}
$$

by density. Let

$$
A_{\ell}=\left\{y \in Y \mid\left\|\chi_{B^{\prime}}-f_{\ell}\right\|_{\mu_{\mu_{\mathscr{G}}}^{2}}^{2} \geqslant \varepsilon_{\ell}\right\}
$$

then

$$
\mu\left(A_{\ell}\right) \leqslant \frac{1}{\varepsilon_{\ell}} \int_{A_{\ell}}\left\|\chi_{B^{\prime}}-f_{\ell}\right\|_{L_{\mu_{\frac{\mathscr{y}}{}}^{2}}^{2}}^{2} \mathrm{~d} \nu(y) \leqslant \varepsilon_{\ell} .
$$

Let

$$
\widetilde{B}=B^{\prime} \backslash \bigcup_{\ell \geqslant 1} A_{\ell}
$$

so in particular $\mu(\widetilde{B}) \geqslant \frac{1}{2} \mu\left(B^{\prime}\right)$. As explained earlier, either

$$
\mu_{y}^{\mathscr{A}}(\widetilde{B})>\frac{1}{2} \mu(\widetilde{B})
$$

or

$$
\mu_{y}^{\mathscr{A}}(\widetilde{B})=0,
$$

since $\bigcup_{\ell} A_{\ell} \in \mathscr{A}$. Finally, for the AP property, fix $\varepsilon>0$ and choose some $\ell$ with $\varepsilon_{\ell}<\frac{1}{2} \varepsilon$. Then if $T^{n} y \notin \bigcup_{\ell} A_{\ell}$,

$$
\begin{aligned}
\left\|U_{T}^{n} \chi_{\widetilde{B}}-U_{T}^{n} f_{\ell}\right\|_{L_{\mu_{\mathscr{y}}^{\alpha}}^{2}} & =\left\|\chi_{\widetilde{B}}-f_{\ell}\right\|_{L_{\mu_{T}{ }^{\alpha} y}^{2}} \\
& =\left\|\chi_{B^{\prime}}-f_{\ell}\right\|_{L_{L_{T}}^{2}} \\
& <\varepsilon_{\ell}<\frac{1}{2} \varepsilon .
\end{aligned}
$$

On the other hand, if $T^{n} y \in \bigcup_{\ell} A_{\ell}$ then

$$
\left\|U_{T}^{n} \chi_{\widetilde{B}}\right\|_{L_{\mu_{\mathscr{\mathscr { C }}}}^{2}}=\left\|\chi_{\widetilde{B}}\right\|_{L_{\mu_{T}^{\alpha} n_{y}}^{2}}=0
$$

Since $f_{\ell}$ is AP relative to Y , there exist functions $g_{1}, \ldots, g_{m}$ with

$$
\min _{1 \leqslant j \leqslant m}\left\|U_{T}^{n} f_{\ell}-g_{j}\right\|_{L_{\mu_{\xi}}^{2}}<\frac{1}{2} \varepsilon
$$

almost everywhere; set $g_{0}=0$ to deduce that

$$
\min _{0 \leqslant j \leqslant m}\left\|U_{T}^{n} \chi_{\widetilde{B}}-g_{j}\right\|_{L_{\mu_{\mathscr{Y}}^{2}}^{2}}<\varepsilon
$$

showing the AP property.

### 7.9.1 SZ for Compact Extensions via van der Waerden

The following approach to the SZ property for compact extensions (Proposition 7.23) is taken from the notes of Bergelson [26], and uses van der Waerden's theorem (Theorem 7.1).
Proof of Proposition 7.23 using van der Waerden. By Lemma 7.24, we may assume that $f=\chi_{B}$ is AP and that there exists some set $A \in \mathscr{A}$ of positive measure with $\mu_{y}^{\mathscr{A}}(B)>\frac{1}{2} \mu(B)$ for $y \in A$. We will use SZ for $A$ (for arithmetic progressions of quite large length $K$ ) to show SZ for $B$ (for arithmetic progressions of length $k$ ). Given $\varepsilon=\frac{\mu(B)}{6(k+1)}>0$ we may find (using the AP property of $f$ ) functions $g_{1}, \ldots, g_{r}$ such that

$$
\min _{1 \leqslant s \leqslant r}\left\|U_{T}^{n} f-g_{s}\right\|_{L_{\mu_{y}^{\varepsilon}}^{2}}<\varepsilon
$$

for all $n \in \mathbb{Z}$ and almost every $y \in Y$. We may assume that $\left\|g_{s}\right\|_{\infty} \leqslant 1$ for $s=1, \ldots, r$. By Theorem 7.1 we may choose a $K$ for which any coloring of $\{1, \ldots, K\}$ with $r$ colors contains a monochrome arithmetic progression of length $k+1$. There is some $c_{1}>0$ for which

$$
R_{K}=\left\{n \in \mathbb{N} \mid \nu\left(A \cap S^{-n} A \cap \cdots S^{-K n} A\right)>c_{1}\right\}
$$

has positive lower density. In fact this follows from SZ for $A$ : If

$$
\liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \nu\left(A \cap S^{-n} A \cap \cdots \cap S^{-K n} A\right) \geqslant c_{0}>0
$$

then, for large enough $N$ and some $c_{1}>0$ depending only on $c_{0}$, we must have

$$
\frac{1}{N}\left|R_{K} \cap[1, N]\right|>c_{1}
$$

Let $n \in R_{K}$. Then, for every $y \in A \cap S^{-n} A \cap \cdots \cap S^{-K n} A$, we have

$$
\min _{1 \leqslant s \leqslant r}\left\|U_{T}^{i n} f-g_{s}\right\|_{L_{\mu \mathscr{y}}^{2}}<\varepsilon
$$

for $1 \leqslant i \leqslant K$. We may use this to choose a coloring $c(i)$ on $[1, K]$ with $r$ colors (that depends on $y$ and $n$ ) by requiring that

$$
\left\|U_{T}^{i n} f-g_{c(i)}\right\|_{L_{\mu_{y}^{o g}}^{2}}<\varepsilon .
$$

By van der Waerden's theorem there is a monochrome progression

$$
\{i, i+d, \ldots, i+k d\} \subseteq\{1, \ldots, K\}
$$

and so there is some $g_{s(y)}=g_{*}$ for which

$$
\left\|U_{T}^{(i+j d) n} f-g_{*}\right\|_{L_{\mu_{y}^{\alpha \varepsilon}}^{2}}<\varepsilon
$$

for $j=0, \ldots, k$. Writing $\widetilde{g}=U_{T}^{-i n} g_{*}$, this means that

$$
\left\|U_{T}^{j d n} f-\widetilde{g}\right\|_{L_{\mu_{S^{i n} y}^{2}}^{2}}<\varepsilon
$$

for $j=0, \ldots, k$. Since $j=0$ is allowed here, we also get

$$
\begin{equation*}
\left\|U_{T}^{j d n} f-f\right\|_{L_{\mu_{S i n y}^{\alpha}}^{2}}<2 \varepsilon \tag{7.33}
\end{equation*}
$$

for $j=1, \ldots, k$. This shows that, for a given $n$, the set

$$
A \cap S^{-n} A \cap \cdots \cap S^{-K n} A
$$

is partitioned into finitely many sets $D_{n, 1}, \ldots, D_{n, M}$, where $M$ is the number of arithmetic progressions of length $(k+1)$ in $[1, K]$, with the property that $i, d, \tilde{g}$ do not change within such a given set. In particular, if $n \in R_{K}$, and so

$$
\mu\left(A \cap S^{-n} A \cap \cdots \cap S^{-K n} A\right)>c_{1}
$$

then for one of these sets $D$ (with corresponding progression

$$
\{i, i+d, \ldots, i+k d\}
$$

in $[1, K]$ ), we have $\mu(D)>\frac{c_{1}}{M}$.
Since $D \subseteq A \cap S^{-n} A \cap \cdots \cap S^{-K n} A$, we have

$$
\mu_{S^{i n} y}^{\mathscr{A}}(B)>\frac{1}{2} \mu(B) .
$$

Thus, by the choice of $\varepsilon$, we have

$$
\begin{aligned}
& \mu_{S^{i n} y}^{\mathscr{A}}\left(B \cap T^{-d n} B \cap \cdots \cap T^{-k(d n)} B\right)=\int f U_{T}^{d n} f \cdots U_{T}^{k d n} f \mathrm{~d} \mu_{S^{i n} y}^{\mathscr{A}} \\
&>\int f^{k+1} \mathrm{~d} \mu_{S^{i n} y}^{\mathscr{A}}-(k+1) \varepsilon \\
& \quad(\mathrm{by}(7.33)) \\
&>\frac{1}{2} \mu(B)-(k+1) \varepsilon=\frac{1}{3} \mu(B) .
\end{aligned}
$$

Recall that this holds for all $y \in D$, and that on this set $i$ is constant, hence we may integrate the above inequality (with respect to $S^{i n} y \in S^{i n} D$ ) to get

$$
\mu\left(B \cap T^{-d n} B \cap \cdots \cap T^{-k(d n)} B\right)>\frac{1}{3} \mu(B) \nu(D) \geqslant \frac{c_{1}}{3 M} \mu(B)
$$

which holds for all $n \in R_{K}$. Note that the number $d \in[1, K]$ may depend on $n$. To summarize, let $R^{\prime}$ be the set of those $n$ for which

$$
\mu\left(B \cap T^{-n} B \cap \cdots \cap T^{k n}\right) \geqslant \frac{c_{1}}{3 M} \mu(B)
$$

Then we have shown that for every $n \in R_{K}$ there is some $d \in[1, K]$ for which $d n \in R^{\prime}$. This implies that the lower density of $R^{\prime}$ is positive, in fact that

$$
\liminf _{N \rightarrow \infty} \frac{\left|R^{\prime} \cap[1, N]\right|}{N} \geqslant \frac{c_{1}}{2 K^{2}}
$$

To see this, suppose that $N$ is large, so we have more than $\frac{c_{1}}{2 K} N$ elements $n$ in $R_{K} \cap\left[1, \frac{N}{K}\right]$, and for each of those $n$ there exists a $d \in[1, K]$ with $d n \in R^{\prime}$. As there are at most $K$ many $n^{\prime}$ which can give rise to the same $d n$, the claim follows. This gives the theorem.

### 7.9.2 A Second Proof

The following argument, taken from the survey [107] by Furstenberg, Katznelson and Ornstein, does not use van der Waerden's theorem. It has the advantage that in showing the SZ property for $k$-term arithmetic progressions in the extension, it only uses the SZ property for $k$-term arithmetic progressions in the factor. There is a price to pay for this, in that the argument is a little more complicated.
Second Proof of Proposition 7.23. By Lemma 7.24 we may assume that the function $f=\chi_{B}$ is AP, and that there exists a set $A \in \mathscr{A}$ of positive measure with $\mu_{y}^{\mathscr{A}}(B)>\frac{1}{2} \mu(B)$ for $y \in A$. By assumption, the factor Y satisfies the SZ property, which we will apply to a subset $\widetilde{A}$ of $A$ found below. We will then use the AP property for $f=\chi_{B}$ to prove the SZ property for $B$.

In fact we claim that for any $\varepsilon>0$ there exists a subset $\widetilde{A} \subseteq A$ of positive measure and a finite set $F \subseteq \mathbb{Z}$ such that for any $n \geqslant 0$ there is some $m \in F$ with

$$
\begin{equation*}
\left\|f-U_{T}^{\ell(n+m)} f\right\|_{L_{\mu_{\mathscr{y}}^{\alpha}}^{2}} \leqslant \varepsilon \tag{7.34}
\end{equation*}
$$

for $\ell=1, \ldots, k$, whenever $y \in \bigcap_{\ell=0}^{k} T^{-\ell n} \widetilde{A}$ (though we will use the claim only for $\varepsilon=\frac{1}{4} \mu(B)$.) Roughly speaking, this statement is desirable as there will be many such points $y \in \widetilde{A}$ and $n \geqslant 0$ (by property SZ applied to the set $\widetilde{A}$ ) and the restriction that $m$ belongs to a fixed finite set $F$ will allow us to deduce that there must be elements $x \in \bigcap_{\ell=0}^{k} T^{-\ell_{p}} B$ for infinitely many $p \geqslant 0$. The inequality (7.34) may be viewed as the relative version of the fact that in a Kronecker system the set

$$
\left\{n \in \mathbb{Z} \mid\left\|f-U_{T}^{n} f\right\|_{2}<\varepsilon\right\}
$$

is syndetic. As we will see, the claim (7.34) implies the main result rather quickly.

To prove the claim we introduce some notation. Let

$$
\mathscr{L}(y)=\left\{\left(f, U_{T}^{m} f, \ldots, U_{T}^{k m} f\right) \mid m \in \mathbb{Z}\right\} \subseteq\left(L_{\mu_{y}^{\&}}^{2}\right)^{k+1}
$$

where we equip the space $\left(L_{\mu_{y}^{\alpha \alpha}}^{2}\right)^{k+1}$ with the norm

$$
\left\|\left(f_{0}, f_{1}, \ldots, f_{k}\right)\right\|=\max _{\ell=0, \ldots, k}\left\|f_{\ell}\right\|_{L_{\mu_{y}^{\alpha}}^{2}}
$$

Clearly $\mathscr{L}(y)$ is a totally bounded subset of $\left(L_{\mu_{y}^{\alpha}}^{2}\right)^{k+1}$ with respect to this norm. It follows that the same holds for the subset

$$
\mathscr{L}^{*}(y)=\left\{\left(f, U_{T}^{m} f, \ldots, U_{T}^{k m} f\right) \mid m \in \mathbb{Z}, y \in \bigcap_{\ell=0}^{k} T^{-\ell m} A\right\}
$$

The additional condition in the definition of $\mathscr{L}^{*}(y)$ forces every component of the vector

$$
\left(f, U_{T}^{m} f, \ldots, U_{T}^{k m} f\right)
$$

to be a non-zero element of $L_{\mu_{y}^{\mathscr{\alpha}}}^{2}$. (Recall that $f=\chi_{B}$ and $\mu_{x}^{\mathscr{A}}(B)>\frac{1}{2} \mu(B)$ for $y \in A$.)

Since $\mathscr{L}^{*}(y)$ is totally bounded, for every $\varepsilon>0$ there exists a finite maximal $\varepsilon$-separated subset of $\mathscr{L}^{*}(y)$. A set is called $\varepsilon$-separated if any pair of elements are at distance greater than $\varepsilon$ from each other.

For any finite set $F \subseteq \mathbb{Z}$ define $g_{F}(y)=0$ if $y \notin \bigcap_{\ell=0}^{k} \bigcap_{m \in F} T^{-\ell m} A$ and define

$$
g_{F}(y)=\min _{m \neq m^{\prime} \in F} \max _{\ell=0, \ldots, k}\left\|U_{T}^{\ell m} f-U_{T}^{\ell m^{\prime}} f\right\|_{L_{\mu_{\mathcal{Y}}^{\alpha}}^{2}}
$$

if $y \in \bigcap_{\ell=0}^{k} \bigcap_{m \in F} T^{-\ell m} A$. Thus $g_{F}(y)$ measures how widely separated the vectors corresponding to $F \subseteq \mathbb{Z}$ are in $\mathscr{L}^{*}(y)$.

Also define

$$
\begin{aligned}
& \operatorname{Sep}_{\varepsilon}(F)=\left\{y \mid g_{F}(y)>\varepsilon \text { but } g_{\widetilde{F}} \leqslant \varepsilon \text { whenever }|\widetilde{F}|>|F|\right\} \\
&=\left\{y \in \bigcap_{\ell=0}^{k} \bigcap_{m \in F} T^{-\ell m} A \mid F \text { defines a maximal } \varepsilon\right. \text {-separated } \\
&\left.\quad \text { subset of } \mathscr{L}^{*}(y)\right\}
\end{aligned}
$$

The sets $\operatorname{Sep}_{\varepsilon}(F) \in \mathscr{A}$ for all finite subsets $F \subseteq \mathbb{Z}$ cover $A$ : for almost every $y$ in $A$ the set $\mathscr{L}^{*}(y)$ is non-empty (because, for example, we may set $m=0$ in the definition of $\mathscr{L}^{*}(y)$ ), and since $f$ is AP there exists a set $F$ with the property that $y \in \operatorname{Sep}_{\varepsilon}(F)$. Therefore, there exists a set $F$ such that $\operatorname{Sep}_{\varepsilon}(F)$ has positive measure. Moreover, there exists $\eta>0$ such that

$$
\begin{equation*}
\left\{y \mid g_{F}(y)>\varepsilon+\eta \text { but } g_{\widetilde{F}}(y) \leqslant \varepsilon \text { for all }|\widetilde{F}|>|F|\right\} \tag{7.35}
\end{equation*}
$$

has positive measure. Let $\widetilde{A} \in \mathscr{A}$ be a subset of the set defined by (7.35) -and hence also of $A$-with $\mu(\widetilde{A})>0$ and with the property that for all $m, m^{\prime} \in F$ the function

$$
\begin{equation*}
\left\|U_{T}^{\ell m} f-U_{T}^{\ell m^{\prime}} f\right\|_{L_{\mu_{y}^{\alpha}}^{2}} \tag{7.36}
\end{equation*}
$$

changes its values inside $\widetilde{A}$ by less than $\eta$. Such a set may be found by decomposing the set (7.35) into finitely many measurable subsets each satisfying the property. We now assume that $y \in \bigcap_{\ell=0}^{k} T^{-\ell n} \widetilde{A}$ for some integer $n \geqslant 0$ (the existence of sufficiently many $y$ and $n$ with this property follows from property SZ for the set $\widetilde{A})$. Since $T^{\ell n} y \in \widetilde{A}$ we have $g_{F}\left(T^{\ell n} y\right)>0$ by the construction of $\widetilde{A}$. From the definition of $g_{F}$, it follows that

$$
T^{\ell(m+n)} y=T^{\ell m}\left(T^{\ell n} y\right) \in A
$$

for all $m \in F$. The next lemma is the main step towards the proof of the claim in inequality (7.34), and hence Proposition 7.23.

Lemma 7.25. For any $y \in \bigcap_{\ell=0}^{k} T^{-\ell n} \widetilde{A}$, the set

$$
B=\left\{\left(f, U_{T}^{n+m} f, \ldots, U_{T}^{k(n+m)} f\right) \mid m \in F\right\}
$$

is an $\varepsilon$-separated subset of $\mathscr{L}^{*}(y)$.
Proof. Since $T^{\ell(n+m)} y \in A$ for $\ell=0, \ldots, \underset{\sim}{k}$ and $m \in F$, the set $B$ is in $\mathscr{L}^{*}(y)$. Take $m, m^{\prime} \in F, m \neq m^{\prime}$. Since $y \in \widetilde{A}$ belongs to the set in (7.35), there exists $\ell \leqslant k$ with

$$
\left\|U_{T}^{\ell m} f-U_{T}^{\ell m^{\prime}} f\right\|_{L_{\mu}^{2}}>\varepsilon+\eta
$$

Since, moreover, $T^{n \ell} y \in \widetilde{A}$ we conclude from the small variance in (7.36) inside $\widetilde{A}$ that

$$
\left\|U_{T}^{\ell m} f-U_{T}^{\ell m^{\prime}} f\right\|_{L_{\mu^{\ell \ell} n_{y}}^{2}}>\varepsilon
$$

and so

$$
\left\|U_{T}^{\ell(m+n)} f-U_{T}^{\ell\left(m^{\prime}+n\right)} f\right\|_{L_{\mu_{y}^{\alpha}}^{2}}>\varepsilon
$$

which proves the lemma.
However, the set corresponding to $\widetilde{F}=\{0\} \cup(F+n)$, that is

$$
\{(f, f, \ldots, f)\} \cup\left\{\left(f, U_{T}^{n+m} f, \ldots, U_{T}^{k(n+m)} f\right) \mid m \in F\right\}
$$

cannot be $\varepsilon$-separated by (7.35).

Thus, for any $y \in \bigcap_{\ell=0}^{k} T^{-\ell n} \widetilde{A}$, there is an $m \in F$ such that $(f, \ldots, f)$ is $\varepsilon$-close to $\left(f, U_{T}^{n+m} f, \ldots, U_{T}^{k(n+m)} f\right)$, so

$$
\begin{equation*}
\left\|f-U_{T}^{\ell(n+m)} f\right\|_{L_{\mu_{y}^{\alpha}}^{2}} \leqslant \varepsilon \tag{7.37}
\end{equation*}
$$

for $\ell=1, \ldots, k$. This was precisely our claim.
We now apply the claim with $\varepsilon=\mu(B) / 4 k$ to prove the proposition. Since $f=\chi_{B}$ we have $\left\|f-U_{T}^{i} f\right\|_{\infty} \leqslant 1$ for any $i$. Write $\approx$ for equality to within error $\varepsilon$ (as in (7.37)). Assume once more that $y$ lies in $\bigcap_{\ell=0}^{k} T^{-\ell n} \widetilde{A}$, and let $m$ be as in (7.37). Then

$$
\begin{aligned}
& \mu_{y}^{\mathscr{A}}\left(\bigcap_{\ell=0}^{k} T^{-\ell(n+m)} B\right)=\int f \underbrace{U_{T}^{n+m} f}_{\approx_{\varepsilon}} \cdots \underbrace{U_{T}^{k(n+m)} f}_{\approx_{\varepsilon}} \mathrm{d} \mu_{y}^{\mathscr{A}} \\
&=\int f^{k+1} \mathrm{~d} \mu_{y}^{\mathscr{A}}+ \\
&+\sum_{\ell=1}^{k} \int f^{\ell} \underbrace{\left(U_{T}^{\ell(n+m)} f-f\right)}_{\|\cdot\|_{L^{2}}\left(\mu_{y}^{\mathscr{A}}\right.} U_{T}^{(\ell+1)(n+m)} f \cdots U_{T}^{k(n+m)} f \mathrm{~d} \mu_{y}^{\mathscr{A}} \\
& \geqslant \mu_{y}^{\mathscr{A}}(B)-k \varepsilon \geqslant \frac{1}{2} \mu(B)-\frac{1}{4} \mu(B)=\frac{1}{4} \mu(B)
\end{aligned}
$$

where we used the second property of $B$ ensured by Lemma 7.25 and our choice of $\varepsilon$.

Note that here $m$ depends on $y$, but the set $F$ is fixed. Thus

$$
\begin{equation*}
\sum_{m \in F} \mu_{y}^{\mathscr{A}}\left(\bigcap_{\ell=0}^{k} T^{-\ell(n+m)} B\right) \geqslant \frac{1}{4} \mu(B) . \tag{7.38}
\end{equation*}
$$

Integrating the inequality (7.38) over $\bigcap_{\ell=0}^{k} T^{-\ell n} \widetilde{A}$ gives

$$
\sum_{m \in F} \mu\left(\bigcap_{\ell=0}^{k} T^{-\ell(n+m)} B\right) \geqslant \frac{1}{4} \mu(B) \mu\left(\bigcap_{\ell=0}^{k} T^{-\ell n} \widetilde{A}\right)
$$

so

$$
|F| \liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{p=1}^{N} \mu\left(\bigcap_{\ell=0}^{k} T^{-\ell_{p}} B\right) \geqslant \frac{1}{4} \mu(B) \liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \mu\left(\bigcap_{\ell=0}^{k} T^{-\ell n} \tilde{A}\right)>0
$$

as required.

### 7.10 Chains of SZ Factors

We already showed that the Kronecker factor and any factor that can be obtained by a finite number of compact extensions of the Kronecker factor satisfy property SZ. However, there seems to be no reason why it should be possible to attain the original system in this manner. Thus we need to show that property SZ survives taking limits in the following sense (cf. Theorem 6.5).

Proposition 7.26. Let $\mathrm{X}=(X, \mathscr{B}, \mu, T)$ be invertible measure-preserving system on a Borel probability space, and let $\mathscr{A}_{1} \subseteq \mathscr{A}_{2} \subseteq \cdots$ be an increasing chain of factors (that is, $T$-invariant sub- $\sigma$-algebras of $\mathscr{B}$ ). Assume that $\mathscr{A}_{n}$ is $S Z$ for all $n \geqslant 1$. Then the factor $\sigma\left(\bigcup_{n \geqslant 1} \mathscr{A}_{n}\right)$ is $S Z$ also.

Proof. Let $\mathscr{A}=\sigma\left(\bigcup_{n \geqslant 1} \mathscr{A}_{n}\right)$ and let $A \in \mathscr{A}$. Then for any $\varepsilon>0$ there exists some $n \geqslant 1$ and a set $A_{1} \in \mathscr{A}_{n}$ with

$$
\mu\left(A \triangle A_{1}\right)<\varepsilon
$$

Fix $k \geqslant 1$, let $\eta=\frac{1}{2(k+1)}$ and use the construction above for $\varepsilon=\frac{1}{4} \eta \mu(A)$. We define

$$
A_{0}=\left\{y \in A_{1} \mid \mu_{y}^{\mathscr{A}_{n}}(A) \geqslant 1-\eta\right\},
$$

and claim that $\mu\left(A_{0}\right)>\frac{1}{2} \mu(A)$. This set will allow us to transport property SZ from $\mathscr{A}_{n}$ to $\mathscr{A}$ (see Fig. 7.4 for an indication of why the set $A_{0}$ could be helpful). To see the claim, notice that

$$
\begin{aligned}
\varepsilon=\frac{1}{4} \eta \mu(A) & >\mu\left(A_{1} \backslash A\right) \quad\left(\text { by definition of } A_{1}\right) \\
& \left.=\int_{A_{1}} \mu_{y}^{\mathscr{A}_{n}}\left(A_{1} \backslash A\right) \mathrm{d} \mu(y) \quad \quad \text { (since } A_{1} \in \mathscr{A}_{n}\right) \\
& \geqslant \int_{A_{1} \backslash A_{0}} \underbrace{\left(1-\mu_{y}^{\mathscr{A}_{n}}(A)\right)}_{\geqslant \eta} \mathrm{d} \mu(y) \\
& \left.\geqslant \eta \mu\left(A_{1} \backslash A_{0}\right), \quad \text { (by definition of } A_{0}\right),
\end{aligned}
$$

and so

$$
\mu\left(A_{1} \backslash A_{0}\right)<\frac{1}{4} \mu(A)
$$

This implies that

$$
\mu\left(A_{0}\right)=\mu\left(A_{1}\right)-\mu\left(A_{1} \backslash A_{0}\right)>\frac{3}{4} \mu(A)-\frac{1}{4} \mu(A)
$$

by the construction of $A_{1}$. It follows that $\mu\left(A_{0}\right)>\frac{1}{2} \mu(A)$ as claimed.
We now show that $k$-multiple recurrence for the set $A_{0} \in \mathscr{A}_{n}$ proves $k$ multiple recurrence for the given set $A$. More concretely, we claim that


Fig. 7.4 The set $A \in \mathscr{A}$ is approximated by $A_{0} \in \mathscr{A}_{n}$ in a stronger sense than it is by $A_{1} \in \mathscr{A}_{n}$

$$
\begin{equation*}
\mu\left(A \cap T^{-n} A \cap \cdots \cap T^{-k n} A\right) \geqslant \frac{1}{2} \mu\left(A_{0} \cap T^{-n} A_{0} \cap \cdots \cap T^{-k n} A_{0}\right) \tag{7.39}
\end{equation*}
$$

To see this, suppose that

$$
y \in A_{0} \cap T^{-n} A_{0} \cap \cdots \cap T^{-k n} A_{0}
$$

Then $y \in A_{0}$, so

$$
\mu_{y}^{\mathscr{A}_{n}}(A) \geqslant 1-\eta .
$$

Similarly, $y \in T^{-j n} A_{0}$ for $0 \leqslant j \leqslant k$, so $\mu_{T^{j n} y}^{\mathscr{A}_{n}}(A) \geqslant 1-\eta$ and hence

$$
\mu_{y}^{\mathscr{A}_{n}}\left(T^{-j n} A\right) \geqslant 1-\eta
$$

for all $j, 0 \leqslant j \leqslant k$. It follows that

$$
\mu_{y}^{\mathscr{A}_{n}}\left(A \cap T^{-n} A \cap \cdots \cap T^{-k n} A\right) \geqslant 1-(k+1) \eta=\frac{1}{2}
$$

which shows the inequality (7.39) by integration.
Finally, by property SZ for the factor $\mathscr{A}_{n}$,

$$
\begin{gathered}
\liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \mu\left(A \cap T^{-n} A \cap \cdots \cap T^{-k n} A\right) \\
\geqslant \frac{1}{2} \liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \mu\left(A_{0} \cap T^{-n} A_{0} \cap \cdots \cap T^{-k n} A_{0}\right)>0,
\end{gathered}
$$

as required.
A consequence of Proposition 7.26 is that the SZ property can be transported up the diagram in Fig. 7.2: the assumption that $(X, \mathscr{B})$ is a Borel
probability space means it is sufficient to only consider sequences of factors rather than totally ordered families of factors.

### 7.11 SZ for Relatively Weak-Mixing Extensions

The following result (and its second corollary below) comprise the last main step towards the proof of Theorem 1.5 (see Fig. 7.2 and Sect. 7.12).

Theorem 7.27. Let

$$
\begin{aligned}
& \mathrm{X}=(X, \mathscr{B}, \mu, T) \\
& \downarrow \\
& \mathrm{Y}=(Y, \mathscr{A}, \nu, S)
\end{aligned}
$$

be a relatively weak-mixing extension of measure-preserving transformations of Borel probability spaces. Then for any $k \geqslant 1$ and sets $B_{0}, \ldots, B_{k} \in \mathscr{B}$,

$$
\begin{align*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \int\left[\mu _ { y } ^ { \mathscr { A } } \left(B_{0} \cap\right.\right. & \left.\cdots \cap T^{-k n} B_{k}\right) \\
& \left.-\mu_{y}^{\mathscr{A}}\left(B_{0}\right) \mu_{y}^{\mathscr{A}}\left(T^{-n} B_{1}\right) \cdots \mu_{y}^{\mathscr{A}}\left(T^{-k n} B_{k}\right)\right]^{2} \mathrm{~d} \mu=0 \tag{7.40}
\end{align*}
$$

Equivalently, for a given $\varepsilon>0$ there exists some $N_{0}$ such that, for $N \geqslant N_{0}$,

$$
\begin{equation*}
\left|\mu_{y}^{\mathscr{A}}\left(B_{0} \cap T^{-n} B_{1} \cap \cdots \cap T^{-k n} B_{k}\right)-\mu_{y}^{\mathscr{A}}\left(B_{0}\right) \mu_{y}^{\mathscr{A}} \cdots \mu_{y}^{\mathscr{A}}\left(T^{-k n} B_{k}\right)\right|<\varepsilon \tag{7.41}
\end{equation*}
$$

for all $(n, y) \in[1, N] \times Y$ except possibly for a subset of $[1, N] \times Y$ of relative measure $\varepsilon$ (with respect to the product of normalized counting measure on $[1, N]$ and $\nu)$.

The (7.41) in the theorem could also be written in the shorthand form

$$
\mu_{y}^{\mathscr{A}}\left(B_{0} \cap T^{-n} B_{1} \cap \cdots \cap T^{-k n} B_{k}\right) \underset{\varepsilon}{\approx} \mu_{y}^{\mathscr{A}}\left(B_{0}\right) \mu_{y}^{\mathscr{A}}\left(T^{-n} B_{1}\right) \cdots \mu_{y}^{\mathscr{A}}\left(T^{-k n} B_{k}\right)
$$

for large $N$.
Notice that for $k=1$ and Y trivial, (7.40) is one of the equivalent characterizations of weak-mixing for X by Theorem 2.36.

For $k \geqslant 1$ Theorem 7.27 gives the following immediate corollary*, which colloquially means that weak-mixing implies weak-mixing of all orders.

Corollary 7.28. If $(X, \mathscr{B}, \mu, T)$ is a weak-mixing measure-preserving system, then for $B_{0}, \ldots, B_{k} \in \mathscr{B}$,

[^23]\[

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N}\left[\mu\left(B_{0} \cap T^{-n} B_{1} \cap \cdots \cap T^{-k n} B_{k}\right)\right. \\
&\left.-\mu\left(B_{0}\right) \mu\left(B_{1}\right) \cdots \mu\left(B_{k}\right)\right]^{2}=0 .
\end{aligned}
$$
\]

Corollary 7.29. Let

$$
\begin{aligned}
& \mathrm{X}=(X, \mathscr{B}, \mu, T) \\
& \downarrow \\
& \mathrm{Y}=(Y, \mathscr{A}, \nu, S)
\end{aligned}
$$

be a relatively weak-mixing extension of invertible measure-preserving transformations on Borel probability spaces. If Y satisfies property $S Z$, then so does X .

Szemerédi's theorem will follow from Corollary 7.29 by the argument in Sect. 7.12. Corollary 7.28, which says that weak-mixing implies weak-mixing of all orders, is an immediate consequence of Theorem 7.27; we next prove Corollary 7.29 assuming Theorem 7.27 , whose proof begins on p. 224 after some more preparatory material.
Proof of Corollary 7.29 assuming Theorem 7.27. Let $B \in \mathscr{B}$ be a set with $\mu(B)>0$, and for each $a>0$ set

$$
A=\left\{y \mid \mu_{y}^{\mathscr{A}}(B)>a\right\} .
$$

Choose and fix a value of $a>0$ for which $\mu(A)>0$ (there must be such an $a$ by Theorem 5.14(1)). Then, given $\varepsilon>0$,

$$
\begin{align*}
\frac{1}{N} \sum_{n=1}^{N} \mu\left(B \cap \cdots \cap T^{-k n} B\right) & =\frac{1}{N} \sum_{n=1}^{N} \int \mu_{y}^{\mathscr{A}}\left(B \cap \cdots \cap T^{-k n} B\right) \mathrm{d} \mu(y) \\
& \geqslant \frac{1}{N} \sum_{n=1}^{N} \int\left(\mu_{y}^{\mathscr{A}}(B) \cdots \mu_{y}^{\mathscr{A}}\left(T^{-k n} B\right)-\varepsilon\right) \mathrm{d} \mu(y)-\varepsilon \tag{7.42}
\end{align*}
$$

by Theorem 7.27, if $N$ is large enough. Indeed, (7.41) shows that

$$
\mu_{y}^{\mathscr{A}}\left(B \cap \cdots \cap T^{-k n} B\right) \geqslant \mu_{y}^{\mathscr{A}}(B) \cdots \mu_{y}^{\mathscr{A}}\left(T^{-k n} B\right)-\varepsilon
$$

for most $(n, y) \in[1, N] \times Y$; more precisely, for all but $\varepsilon$ in proportion of all the possible pairs

$$
(n, y) \in[1, N] \times Y
$$

Moreover, for those pairs $(n, y)$ for which we do not have (7.41), we do have

$$
\mu_{y}^{\mathscr{A}}\left(B \cap \cdots \cap T^{-k n} B\right) \geqslant 0 \geqslant \mu_{y}^{\mathscr{A}}(B) \cdots \mu_{y}^{\mathscr{A}}\left(T^{-k n} B\right)-\varepsilon-1,
$$

so integrating over all of $[1, N] \times Y$ gives (7.42). Now notice that for $y \in$ $A \cap T^{-n} A \cap \cdots \cap T^{-k n} A$ we have

$$
\mu_{y}^{\mathscr{A}}\left(T^{-\ell n} B\right)=\mu_{T^{\ell n} y}^{\mathscr{A}}(B)>a
$$

for $0 \leqslant \ell \leqslant k$. So if we restrict, for each $n$ individually, the integral to this intersection we get from (7.42)

$$
\frac{1}{N} \sum_{n=1}^{N} \mu\left(B \cap \cdots \cap T^{-k n} B\right) \geqslant\left(a^{k+1}-\varepsilon\right) \frac{1}{N} \sum_{n=1}^{N} \mu\left(A \cap \cdots \cap T^{-k n} A\right)-\varepsilon
$$

It follows that

$$
\liminf _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \mu\left(B \cap \cdots \cap T^{-k n} B\right) \geqslant a^{k+1} \liminf _{N \rightarrow \infty} \sum_{n=1}^{N} \mu\left(A \cap \cdots \cap T^{-k n} A\right)>0
$$

as required, by property SZ for $A \in \mathscr{A}$.
It remains to prove Theorem 7.27 , and we start with the case $k=1$ which we will use in the general case.

Proposition 7.30. Let

$$
\begin{gathered}
(X, \mathscr{B}, \mu, T) \\
\downarrow \\
(Y, \mathscr{A}, \nu, S)
\end{gathered}
$$

be a relatively weak-mixing extension of measure-preserving transformations on Borel probability spaces. Then for $f, g \in L^{\infty}(X, \mathscr{B}, \mu)$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N}\left\|E\left(f U_{T}^{n} g \mid \mathscr{A}\right)-E(f \mid \mathscr{A}) U_{T}^{n} E(g \mid \mathscr{A})\right\|_{2}=0 \tag{7.43}
\end{equation*}
$$

Equivalently, given $\varepsilon>0$, for large enough $n$,

$$
\begin{equation*}
E\left(f U_{T}^{n} g \mid \mathscr{A}\right) \underset{\varepsilon}{\approx} E(f \mid \mathscr{A}) U_{T}^{n} E(g \mid \mathscr{A}) \tag{7.44}
\end{equation*}
$$

for all but $\varepsilon$ in measure of points $(n, y) \in[1, N] \times X$, for large enough $N$.
Notice that by Lemma 2.41 on p. 54, (7.43) is equivalent to the same statement for the square of the $L^{2}$ norm. The equivalence of (7.44) and (7.43) is a consequence of the maximal inequality

$$
m(\{z \mid F(z)>\varepsilon\})<\frac{\|F\|_{1}}{\varepsilon}
$$

applied to the function

$$
F(n, x)=\left|E\left(f U_{T}^{n} g \mid \mathscr{A}\right)(x)-E(f \mid \mathscr{A})(x) U_{T}^{n} E(g \mid \mathscr{A})(x)\right|^{2}
$$

on the probability space $[1, N] \times X$. Notice that this implies that the result holds for $f=f_{1}+f_{2}$ and $g$ whenever it holds for the two pairs $f_{1}, g$ and $f_{2}, g$. Also recall from Proposition 6.16(3) the formula

$$
\begin{equation*}
\int_{X} E(f \mid \mathscr{A}) E(g \mid \mathscr{A}) \mathrm{d} \mu=\int_{\widehat{X}} f \otimes g \mathrm{~d} \widehat{\mu} \tag{7.45}
\end{equation*}
$$

where $\widehat{X}=X \times X$ and $\widehat{\mu}=\mu \times_{\mathrm{Y}} \mu$ is the relatively independent joining of $\mu$ with itself over the factor Y .
Proof of Proposition 7.30. For $f_{1} \in L^{\infty}(\mathscr{A})$,

$$
E\left(f_{1} U_{T}^{n} g \mid \mathscr{A}\right)=f_{1} E\left(U_{T}^{n} g \mid \mathscr{A}\right)=E\left(f_{1} \mid \mathscr{A}\right) U_{T}^{n} E(g \mid \mathscr{A})
$$

so in this case the statement holds trivially. Since

$$
f=E(f \mid \mathscr{A})+(f-E(f \mid \mathscr{A}))
$$

we may assume without loss of generality that $E\left(f_{1} \mid \mathscr{A}\right)=0$. By assumption $\widehat{T}=T \times T$ acts ergodically on $\widehat{X}$ with respect to $\hat{\mu}$. Using the mean ergodic theorem (Theorem 2.21) and (7.45) twice we see that

$$
\begin{aligned}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \int\left[E\left(f U_{T}^{n} g \mid \mathscr{A}\right)\right]^{2} \mathrm{~d} \mu & =\lim _{N \rightarrow \infty} \int f \otimes f \underbrace{\frac{1}{N} \sum_{n=1}^{N} U_{\widehat{T}}^{n}(g \otimes g) \mathrm{d} \hat{\mu}}_{\rightarrow C \text { in } L^{2}} \\
& =\int f \otimes f \cdot C \mathrm{~d} \hat{\mu} \\
& =C \int E(f \mid \mathscr{A})^{2} \mathrm{~d} \mu=0
\end{aligned}
$$

We are now ready to start the proof of Theorem 7.27 for a general $k \geqslant 1$.
Proposition 7.31. Let

be a relatively weak-mixing extension of invertible measure-preserving systems on Borel probability spaces. Then for $f_{1}, \ldots, f_{k} \in L^{\infty}(X)$,

$$
\begin{aligned}
& \left\|\frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} f_{1} \cdots U_{T}^{k n} f_{k}-\frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} E\left(f_{1} \mid \mathscr{A}\right) \cdots U_{T}^{k n} E\left(f_{k} \mid \mathscr{A}\right)\right\|_{2} \longrightarrow 0 \\
& \text { as } N \rightarrow \infty
\end{aligned}
$$

In contrast to Theorem 7.27, Proposition 7.31 has the average inside the norm, which appears to be a much weaker statement. Also notice that inside the norm only one average involves the expectation operator $E(\cdot \mid \mathscr{A})$.
Proof of Proposition 7.31. This is proved by induction on $k$ and van der Corput's Lemma (Theorem 7.11). The case $k=1$ is a consequence of the mean ergodic theorem (Theorem 2.21) as in this case both averages inside the $L^{2}$-norm converge in $L^{2}$ to $\int f_{1} \mathrm{~d} \mu$.

For the inductive step we write the difference inside the norm in the form

$$
\begin{align*}
& \frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} f_{1} \cdots U_{T}^{k n} f_{k}-\frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} E\left(f_{1} \mid \mathscr{A}\right) \cdots U_{T}^{k n} E\left(f_{k} \mid \mathscr{A}\right) \\
& =\frac{1}{N} \sum_{n=1}^{N} U_{T}^{n}\left(f_{1}-E\left(f_{1} \mid \mathscr{A}\right)\right) U_{T}^{2 n} f_{2} \cdots U_{T}^{k n} f_{k} \\
& \quad+\cdots+\frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} E\left(f_{1} \mid \mathscr{A}\right) \cdots U_{T}^{k n}\left(f_{k}-E\left(f_{k} \mid \mathscr{A}\right)\right) \tag{7.46}
\end{align*}
$$

as a telescoping sum. Each individual sum on the right-hand side of (7.46) has the same shape

$$
\frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} h_{1} \cdots U_{T}^{k n} h_{k}
$$

for various choices of functions $h_{1}, \ldots, h_{k}$ with the property that in each case there is one function $h_{\ell}$ with $E\left(h_{\ell} \mid \mathscr{A}\right)=0$. We can therefore assume without loss of generality that for some $\ell$ we have $E\left(f_{\ell} \mid \mathscr{A}\right)=0$.

The van der Corput lemma may be applied as follows. Let

$$
u_{n}=U_{T}^{n} f_{1} \cdots U_{T}^{k n} f_{k}
$$

Then

$$
\begin{aligned}
\frac{1}{N} \sum_{n=1}^{N}\left\langle u_{n}, u_{n+h}\right\rangle & =\frac{1}{N} \sum_{n=1}^{N} \int U_{T}^{n} f_{1} \cdots U_{T}^{k n} f_{k} U_{T}^{n+h} f_{1} \cdots U_{T}^{k(n+h)} f_{k} \mathrm{~d} \mu \\
& =\frac{1}{N} \sum_{n=1}^{N} \int f_{1} U_{T}^{h} f_{1} U_{T}^{n}\left(f_{2} U_{T}^{2 h} f_{2}\right) \cdots U_{T}^{(k-1) n}\left(f_{k} U_{T}^{k h} f_{k}\right) \mathrm{d} \mu \\
& =\int f_{1} U_{T}^{h} f_{1} \frac{1}{N} \sum_{n=1}^{N} U_{T}^{n}\left(f_{2} U_{T}^{h} f_{2}\right) \cdots U_{T}^{(k-1) n}\left(f_{k} U_{T}^{k h} f_{k}\right) \mathrm{d} \mu
\end{aligned}
$$

However, for the average inside the integral we may use the inductive hypothesis as follows. With an error (for large enough $N$ ) of at most $\varepsilon\left\|f_{1}\right\|_{\infty}^{2}$
we have

$$
\begin{align*}
\frac{1}{N} \sum_{n=1}^{N}\left\langle u_{n}, u_{n+h}\right\rangle \underset{\mathrm{O}_{f_{1}}(\varepsilon)}{\approx} \int f_{1} U_{T}^{h} & f_{1} \frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} E\left(f_{2} U_{T}^{h} f_{2} \mid \mathscr{A}\right) \\
& \cdots U_{T}^{(k-1) n} E\left(f_{k} U_{T}^{k h} f_{k} \mid \mathscr{A}\right) \mathrm{d} \mu \\
=\frac{1}{N} \sum_{n=1}^{N} \int & E\left(f_{1} U_{T}^{h} f_{1} \mid \mathscr{A}\right) U_{T}^{n}\left(E\left(f_{2} U_{T}^{2 h} f_{2} \mid \mathscr{A}\right)\right) \\
& \cdots U_{T}^{(k-1) n} E\left(f_{k} U_{T}^{k h} f_{k} \mid \mathscr{A}\right) \mathrm{d} \mu \tag{7.47}
\end{align*}
$$

Recall that we assume without loss of generality that $E\left(f_{\ell} \mid \mathscr{A}\right)=0$. It follows that each individual integral in the average (7.47) is bounded in absolute value by $C\left\|E\left(f_{\ell} U_{T}^{\ell h} f_{\ell} \mid \mathscr{A}\right)\right\|_{2}$, for some constant $C$ depending on $f_{1}, \ldots, f_{k}$, so (in the notation of Theorem 7.11)

$$
s_{h} \leqslant C\left\|E\left(f_{\ell} U_{T}^{\ell h} f_{\ell} \mid \mathscr{A}\right)\right\|_{2} .
$$

It follows that

$$
\frac{1}{H} \sum_{h=0}^{H-1} s_{h} \leqslant \frac{C}{H} \sum_{h=0}^{H-1}\left\|E\left(f_{\ell} U_{T}^{\ell h} f_{\ell} \mid \mathscr{A}\right)\right\|_{2}
$$

Proposition 7.30 implies that the last average converges to zero as $H \rightarrow \infty$ by the assumption that $E\left(f_{\ell} \mid \mathscr{A}\right)=0$. Thus, by Theorem 7.11,

$$
\left\|\frac{1}{N} \sum_{n=1}^{N} u_{n}\right\|_{2}=\left\|\frac{1}{N} \sum_{n=1}^{N} U_{T}^{n} f_{1} \cdots U_{T}^{k n} f_{k}\right\|_{2} \longrightarrow 0
$$

as required.
Recall from Sect. 6.5 that the relatively independent joining $X \times \mathscr{A} X$ is also an extension of Y . To obtain Theorem 7.27 from Proposition 7.31 we first need to prove an analog of the implication $(1) \Longrightarrow(3)$ in Theorem 2.36.

Lemma 7.32. If $\mathrm{X} \rightarrow \mathrm{Y}=(Y, \mathscr{A})$ is a relatively weak-mixing extension, then so is $\mathrm{X} \times \mathscr{A} \mathrm{X} \rightarrow \mathrm{Y}$.

Proof. Let $\widehat{X}=X \times X, \widehat{T}=T \times T$, and

$$
\widehat{\mu}=\mu \times \mathscr{A} \mu=\int \mu_{y}^{\mathscr{A}} \times \mu_{y}^{\mathscr{A}} \mathrm{d} \mu(y) .
$$

By the hypothesis, the system $\widehat{X}=(\widehat{X}, \widehat{T}, \widehat{\mu})$ is ergodic. This characterization of relative weak-mixing in terms of ergodicity of a product will be used for $\widehat{X} \times \mathscr{A} \widehat{X}$ itself, which involves the system $X^{4}$.

Write $\widetilde{X}=\widehat{X} \times \widehat{X}, \widetilde{T}=\widehat{T} \times \widehat{T}$, and

$$
\begin{aligned}
\widetilde{\mu}=\widehat{\mu} \times \mathscr{A} \widehat{\mu} & =\int \widehat{\mu}_{\left(x_{1}, x_{2}\right)}^{\mathscr{A}} \times \widehat{\mu}_{\left(x_{1}, x_{2}\right)}^{\mathscr{A}} \mathrm{d} \widehat{\mu}\left(x_{1}, x_{2}\right) \\
& =\int\left(\mu_{y}^{\mathscr{A}}\right)^{4} \mathrm{~d} \mu(y)
\end{aligned}
$$

where we have used Sect. 6.5. We wish to show that $(\widetilde{X}, \widetilde{T}, \widetilde{\mu})$ is ergodic.
Write $F=f_{1} \otimes f_{2} \otimes f_{3} \otimes f_{4}$ and $G=g_{1} \otimes g_{2} \otimes g_{3} \otimes g_{4}$ for $f_{i}, g_{j} \in L^{\infty}(X)$. Now for given $\varepsilon>0$, if $N$ is large enough, Proposition 7.30 shows (a more careful argument using the reasoning from (7.42) would allow the $\mathrm{O}(\varepsilon)$ error to be made more explicit) that for large enough $N$

$$
\begin{aligned}
& \frac{1}{N} \sum_{n=1}^{N} \int F U_{\widetilde{T}}^{n} G \mathrm{~d} \widetilde{\mu}=\frac{1}{N} \sum_{n=1}^{N} \int E\left(f_{1} U_{T}^{n} g_{1} \mid \mathscr{A}\right) \cdots E\left(f_{4} U_{T}^{n} g_{4} \mid \mathscr{A}\right) \mathrm{d} \mu \\
& \underset{\mathrm{O}(\varepsilon)}{\approx} \frac{1}{N} \sum_{n=1}^{N} \int E\left(f_{1} \mid \mathscr{A}\right) U_{T}^{n} E\left(g_{1} \mid \mathscr{A}\right) \\
& \cdots E\left(f_{4} \mid \mathscr{A}\right) U_{T}^{n} E\left(g_{4} \mid \mathscr{A}\right) \mathrm{d} \mu \\
& =\frac{1}{N} \sum_{n=1}^{N} \int E\left(f_{1} \mid \mathscr{A}\right) \cdots E\left(f_{4} \mid \mathscr{A}\right) \\
& U_{T}^{n} E\left(g_{1} \mid \mathscr{A}\right) \cdots U_{T}^{n} E\left(g_{4} \mid \mathscr{A}\right) \mathrm{d} \mu \\
& \longrightarrow \int E\left(f_{1} \mid \mathscr{A}\right) \cdots E\left(f_{4} \mid \mathscr{A}\right) \mathrm{d} \mu \\
& \int E\left(g_{1} \mid \mathscr{A}\right) \cdots E\left(g_{4} \mid \mathscr{A}\right) \mathrm{d} \mu \\
& \text { (since }(T, \mu) \text { is ergodic) } \\
& =\int F \mathrm{~d} \widetilde{\mu} \int G \mathrm{~d} \widetilde{\mu},
\end{aligned}
$$

so $(\widetilde{X}, \widetilde{T}, \widetilde{\mu})$ is ergodic.
We are now in a position to prove Theorem 7.27, which is the last step towards Szemerédi's theorem.
Proof of Theorem 7.27. We wish to show, by induction on $k$, that for functions

$$
f_{0}, \ldots, f_{k} \in L^{\infty}(X)
$$

we have

$$
\begin{align*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} & \int\left[E\left(f_{0} U_{T}^{n} f_{1} \cdots U_{T}^{k n} f_{k} \mid \mathscr{A}\right)\right. \\
& \left.-E\left(f_{0} \mid \mathscr{A}\right) U_{T}^{n} E\left(f_{1} \mid \mathscr{A}\right) \cdots U_{T}^{k n} E\left(f_{k} \mid \mathscr{A}\right)\right]^{2} \mathrm{~d} \mu=0 \tag{7.48}
\end{align*}
$$

Note that applying this claim for the characteristic functions $f_{\ell}=\chi_{B_{\ell}}$ gives the first statement in Theorem 7.27. We also note that (7.48) is equivalent to the following claim (which is the generalization of (7.41) in the statement of Theorem 7.27): For any $\varepsilon>0$ there is an $N_{0}$ such that, for all $N>N_{0}$,

$$
\left|E\left(f_{0} U_{T}^{n} f_{1} \cdots U_{T}^{k n} f_{k} \mid \mathscr{A}\right)-E\left(f_{0} \mid \mathscr{A}\right) U_{T}^{n} E\left(f_{1} \mid \mathscr{A}\right) \cdots U_{T}^{k n} E\left(f_{k} \mid \mathscr{A}\right)\right|(y)<\varepsilon
$$

for all $(n, y) \in[1, N] \times Y$ except possibly for a set of measure $\varepsilon$. The equivalence follows from the argument immediately after Proposition 7.30. Assume first that $f_{k} \in L^{\infty}(Y, \mathscr{A})$, in which case

$$
E\left(f_{0} U_{T}^{n} f_{1} \cdots U_{T}^{k n} f_{k} \mid \mathscr{A}\right)=E\left(f_{0} U_{T}^{n} f_{1} \cdots U_{T}^{(k-1) n} f_{k-1}\right) U_{T}^{k n} E\left(f_{k} \mid \mathscr{A}\right)
$$

by Theorem 5.1(3). Using the second formulation of the claim for the functions $f_{0}, \ldots, f_{k-1}$ we deduce the same claim for $f_{0}, \ldots, f_{k}$ in the case considered.

Expressing, in the general case, the function $f_{k}$ as

$$
E\left(f_{k} \mid \mathscr{A}\right)+\left(f_{k}-E\left(f_{k} \mid \mathscr{A}\right)\right)
$$

it follows that it is enough to consider the case $E\left(f_{k} \mid \mathscr{A}\right)=0$ (the linearity needed for this reduction is easily seen in the second formulation of the claim).

By Lemma 7.32 we know that $\left(X \times X, T \times T, \mu \times_{\mathrm{Y}} \mu\right)$ is a relatively weakmixing extension of Y. Apply Proposition 7.31 to this extension and the functions $f_{1} \otimes f_{1}, \ldots, f_{k} \otimes f_{k}$ to see that

$$
\begin{equation*}
\left\|\frac{1}{N} \sum_{n=1}^{N} U_{\widehat{T}}^{n}\left(f_{1} \otimes f_{1}\right) U_{\widehat{T}}^{2 n}\left(f_{2} \otimes f_{2}\right) \cdots U_{\widehat{T}}^{k n}\left(f_{k} \otimes f_{k}\right)\right\|_{2} \longrightarrow 0 \tag{7.49}
\end{equation*}
$$

For this also notice that

$$
E\left(f_{k} \otimes f_{k} \mid \mathscr{A}\right)=E\left(f_{k} \mid \mathscr{A}\right) \otimes E\left(f_{k} \mid \mathscr{A}\right)=0
$$

by our assumption on $f_{k}$ and Proposition 6.16. Recalling (7.45) and taking the inner product of (7.49) with $f_{0} \otimes f_{0}$ gives

$$
\begin{array}{r}
\int\left(\frac{1}{N} \sum_{n=0}^{N-1}\left(f_{0} \otimes f_{0}\right) U_{\widehat{T}}^{n}\left(f_{1} \otimes f_{1}\right) U_{\widehat{T}}^{2 n}\left(f_{2} \otimes f_{2}\right) \cdots U_{\widehat{T}}^{k n}\left(f_{k} \otimes f_{k}\right)\right) \mathrm{d} \widehat{\mu} \\
=\frac{1}{N} \sum_{n=0}^{N-1} \int E\left(f_{0} U_{T}^{n} f_{1} \cdots U_{T}^{k n} f_{k} \mid \mathscr{A}\right)^{2} \mathrm{~d} \mu \longrightarrow 0
\end{array}
$$

which concludes the inductive step and hence the proof of Theorem 7.27.

### 7.12 Concluding the Proof

Proposition 7.12 shows in particular that any Kronecker system $\mathrm{Y}_{0}$ is SZ (this can also be deduced from Proposition 7.23). Moreover, Proposition 7.23 shows that any compact extension $\mathrm{Y}_{1} \rightarrow \mathrm{Y}_{0}$ of a Kronecker system is also SZ; similarly a system obtained from a finite number of compact extensions,

$$
\mathrm{Y}_{n} \rightarrow \mathrm{Y}_{n-1} \rightarrow \cdots \rightarrow \mathrm{Y}_{1} \rightarrow \mathrm{Y}_{0}
$$

is also SZ. Proposition 7.26 takes this further: if the $\sigma$-algebra of $\mathrm{X}_{\infty}$ is generated by all the $\sigma$-algebras of factors (cf. Theorem 6.5 in Chap. 6 identifying factors with invariant sub- $\sigma$-algebras)

$$
\mathrm{X}_{\infty} \rightarrow \cdots \rightarrow \mathrm{Y}_{n+1} \rightarrow \mathrm{Y}_{n} \rightarrow \cdots \rightarrow \mathrm{Y}_{1} \rightarrow \mathrm{Y}_{0}
$$

and $\mathrm{Y}_{n+1} \rightarrow \mathrm{Y}_{n}$ is a compact extension for all $n$, then $\mathrm{X}_{\infty}$ is SZ.
Now let X be a measure-preserving system on a Borel probability space. We claim that there exists a factor $X \rightarrow Y$ such that $Y$ is $S Z$ and $X \rightarrow Y$ is relatively weak-mixing by the following argument, which will complete the proof of Theorem 7.4 by Corollary 7.29 . If $X$ is weak-mixing, then we may take the trivial factor for Y . If X is not weak-mixing, then it has a Kronecker factor $\mathrm{Y}_{0}$, which is SZ as above. The claim is proved in this case by transfinite induction ${ }^{(70)}$.

Suppose we have already found an ordinal number $\alpha$ with the following property. For every $\beta<\alpha$ there is a factor $\mathrm{Y}_{\beta}$ of X with property SZ such that, if $\beta+1<\alpha$, then $\mathrm{Y}_{\beta+1} \rightarrow \mathrm{Y}_{\beta}$ is a proper compact extension, and, if $\gamma<\alpha$ is a limit ordinal, then the $\sigma$-algebra corresponding to the factor $\mathrm{Y}_{\gamma}$ is generated by the $\sigma$-algebras of $\mathrm{Y}_{\beta}$ for $\beta<\gamma$.

We prove the inductive step as follows. If $\alpha=\beta+1$ is a successor, then there are two possibilities. Either the extension $\mathrm{X} \rightarrow \mathrm{Y}_{\beta}$ is relatively weakmixing; if so the claim is proved. If not, then by Theorem 7.21 there exists an intermediate system $\mathrm{X} \rightarrow \mathrm{Y}_{\alpha} \rightarrow \mathrm{Y}_{\beta}$ such that $\mathrm{Y}_{\alpha} \rightarrow \mathrm{Y}_{\beta}$ is a proper compact extension. By Proposition 7.23, this implies that $\mathrm{Y}_{\alpha}$ is SZ and this case of the inductive step is concluded. Suppose now that $\alpha$ is a limit ordinal. By assumption, the extension $\mathrm{Y}_{\beta+1} \rightarrow \mathrm{Y}_{\beta}$ is a proper extension for every $\beta<\alpha$, so $L^{2}(X) \supseteq L^{2}\left(Y_{\beta+1}\right) \supsetneq L^{2}\left(Y_{\beta}\right)$. Since $X$ is a Borel probability space, $L^{2}(X)$ is separable and so this chain of closed subspaces has to be countable. Thus $\alpha$ is a countable ordinal and we may write $\alpha=\lim _{n \rightarrow \infty} \beta_{n}$ for some sequence $\left(\beta_{n}\right)$ of ordinals with $\beta_{n}<\alpha$ for all $n$. Let $\mathrm{Y}_{\alpha}$ be the factor corresponding to the $\sigma$-algebra generated by the $\sigma$-algebras of $\mathrm{Y}_{\beta_{n}}$ (or, equivalently, of $\mathrm{Y}_{\beta}$ for $\beta<\alpha$ ). Then Proposition 7.26 shows that $\mathrm{Y}_{\alpha}$ is SZ , which concludes the inductive step. Moreover, the inductive step has also shown that if the inductive hypothesis holds for a limit ordinal $\alpha$, then $\alpha$ must be countable. Let $\omega_{1}$ be the first uncountable ordinal. Then the construction of the factors has to stop at some $\beta<\omega_{1}$, for otherwise $\omega_{1}$ would fulfill the
inductive hypothesis, which would contradict the assumption that $X$ is itself a Borel space as we have seen. However, the only way for the construction to end is with the proof of the claim that $Y_{\beta}$ is $S Z$ and $X \rightarrow Y_{\beta}$ is relatively weak-mixing.

### 7.13 Further Results in Ergodic Ramsey Theory

Ergodic Ramsey theory, the study of combinatorial, geometrical, and arithmetical structures preserved in sufficiently large subsets of a structure using methods and results from multiple recurrence in ergodic theory, is a large area with many profound and novel applications. This is an area which continues to see dramatic progress, and we merely mention some of the ideas and results that arise; an attractive overview may be found in Bergelson's notes [26].

The next result, due to Bergelson and Leibman [29], subsumes many earlier results of Szemerédi type ${ }^{(71)}$. The notion of positive upper density extends easily to subsets of groups like $\mathbb{Z}^{d}$, just by counting the proportion of elements in the set inside a $d$-dimensional box of side $n$ and letting $n$ go to infinity.

Theorem (Bergelson and Leibman). For any $r, \ell \in \mathbb{N}$ and multi-variable polynomial $P: \mathbb{Z}^{r} \rightarrow \mathbb{Z}^{\ell}$ with $P(0)=0$, any set $S \subseteq \mathbb{Z}^{\ell}$ with positive upper density, and any finite set $F \subseteq \mathbb{Z}^{r}$, there is an $n \in \mathbb{N}$ and a $u \in \mathbb{Z}^{\ell}$ for which $u+P(n F) \subseteq S$.

### 7.13.1 Other Furstenberg Ergodic Averages

The ergodic theorems in Chap. 2 concern averages of the form

$$
\mathrm{A}_{N}^{f}=\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{n} f
$$

and they describe the limit and mode of convergence in great detail. Furstenberg's proof of Szemerédi's theorem involves properties of averages of the form

$$
\frac{1}{N} \sum_{n=0}^{N-1} \mu\left(A \cap T^{-n} A \cap \cdots \cap T^{-k n} A\right)
$$

or more generally of the form

$$
\frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{n} f_{1} \cdots U_{T}^{k n} f_{k}
$$

but does not say whether the limits exist, nor does it describe the limit when it does exist. Apart from some special cases, the existence of such limits was an open problem until quite recently. Host and Kra [159], and independently Ziegler [393], proved the existence of the limit

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{n} f_{1} \cdots U_{T}^{k n} f_{k} \tag{7.50}
\end{equation*}
$$

in the $L^{2}$ sense for $f_{1}, \ldots, f_{k} \in L^{\infty}$. In both approaches, a fundamental role is played by characteristic factors. A factor $\mathscr{A}$ is called characteristic for the expression (7.50) if

$$
\lim _{N \rightarrow \infty}\left\|\frac{1}{N} \sum_{n=0}^{N-1}\left(U_{T}^{n} f_{1} \cdots U_{T}^{k n} f_{k}-U_{T}^{n} E\left(f_{1} \mid \mathscr{A}\right) \cdots U_{T}^{k n} E\left(f_{k} \mid \mathscr{A}\right)\right)\right\|_{2}=0
$$

The strategy is to find characteristic factors that are manageable and minimal; where this is achieved it makes sense to speak of "the" characteristic factor. Having found a good description of the characteristic factor, the question of the existence of the limit then reduces to a more concrete problem for that factor. To see how this might proceed, we briefly outline the first few cases.

For $k=1$ this corresponds to the formulation of the ergodic theorem in Theorem 6.1, where the characteristic factor is

$$
\mathscr{E}=\left\{B \in \mathscr{B} \mid T^{-1} B=B\right\},
$$

the $\sigma$-algebra of invariant sets, by the mean ergodic theorem.
For $k=2$ the convergence was shown by Furstenberg [102]. Assuming that X is an ergodic system, the characteristic factor for

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} U_{T}^{n} f_{1} U_{T}^{2 n} f_{2}
$$

is the Kronecker factor. This allows the convergence question to be reduced to the case of a rotation on a compact group considered in Sect. 7.5.1, which was our approach in Sect. 7.6.

For $k=3$ the problem is much deeper. Conze and Lesigne [58, 59] showed that the characteristic factor is a 2 -step nilpotent $\operatorname{system}(M, T)$, in which $M$ is a compact homogeneous space of a 2-step nilpotent group $G$ with Haar measure, and the map $T$ is translation by an element of $G$. If $G$ is a Lie group, then $M$ is a nilmanifold; if $G$ is a projective limit of nilpotent Lie groups, then $M$ is called a pro-nilmanifold. The characteristic factor in this case turns out to be a pro-nilmanifold. Conze and Lesigne used this to show the existence of the limit under some technical hypotheses, a result re-proved by Furstenberg and Weiss [110].

The general case ends up resembling the case $k=3$, though a great many new ideas are involved: The characteristic factor lives on a $(k-1)$-step pronilmanifold. Once the existence and structure of the characteristic factor is established, it remains to check the existence of the limit for $(k-1)$-nilsystems on nilmanifolds. The factors that appear in this setting are also characteristic factors for many other averaging schemes of the same degree (the degree is the number of times the van der Corput lemma has to be applied).

## Notes to Chap. 7

${ }^{(63)}$ (Page 171) Schur made this conjecture in his work on the distribution of quadratic residues in $\mathbb{Z} / p \mathbb{Z}$; van der Waerden heard of the conjecture through Baudet, a student at Göttingen. Research by Soifer [347, Chap. 34] suggests that Baudet and Schur may have independently formulated the conjecture; this book also contains an account of the lives of Schur, Baudet and van der Waerden. In van der Waerden's own account [372] of how the proof was found, he describes in detail how many of the ideas were worked out at a blackboard with Artin and Schreier. More details on the history of this conjecture and its proof may be found in several places; a particularly accessible source is Brauer's review [43] of a book by Khinchin [192] which includes a proof of van der Waerden's theorem as one of three "pearls" of number theory. The result has been generalized by Rado [296] and others; a particularly short proof is given by Graham and Rothschild [124], and this will be presented in Sect. 7.1. An extended and carefully motivated account of the proof may be found in the monograph of Graham, Rothschild and Spencer [125], which also presents a different approach due to Shelah [341] in which the enormously rapidly growing function $n \mapsto N(\ell, m, r)$ appearing in the proof of Theorem 7.1 is replaced by a much more slowly growing function appearing from an induction in one variable. Furstenberg and Weiss [109] developed topological versions of multiple recurrence, and using these found proofs of van der Waerden's theorem and many similar results using topological dynamics. ${ }^{(64)}$ (Page 171) Szemerédi's theorem asserts the existence of a finite structure resembling that of the integers (an arithmetic progression) in any set sufficiently thick to be of positive upper density. A rather subtle criterion for the set $A=\left\{a_{1}<a_{2}<\cdots\right\}$ to be thick is to require that $\sum_{n=1}^{\infty} \frac{1}{a_{n}}$ diverges. A natural problem, due to Erdős, asks if this divergence alone guarantees that the set $A$ contains arbitrarily long arithmetic progressions. One special case of this is Szemerédi's theorem itself; another is the result by Green and Tao [127] that the set of primes contains arbitrarily long arithmetic progressions.
${ }^{(65)}$ (Page 178) For $k=1$ this result is due to Birkhoff [32], and it may be viewed as a topological analogue of Poincaré recurrence. The case stated here is a special case of a result due to Furstenberg and Weiss [109]: if $T_{1}, \ldots, T_{k}$ are commuting homeomorphisms of a compact metric space $(X, \mathrm{~d})$ then there is a point $x \in X$ which is simultaneously recurrent under all the maps in the sense that there is a sequence $n_{j} \rightarrow \infty$ with $\mathrm{d}\left(x, T_{i}^{n_{j}}(x)\right) \rightarrow 0$ as $j \rightarrow \infty$ for each $i, 1 \leqslant i \leqslant k$.
${ }^{(66)}$ (Page 180) Some condition on $p$ is needed for this result to hold. For example, if $p$ is a non-zero constant then the conclusion of the theorem clearly cannot hold; similarly if $p(n)=2 n^{2}+1$ and $E=2 \mathbb{Z}$ the conclusion cannot hold. A result of Kamae and Mendès France [178] gives the necessary and sufficient condition that $p(\mathbb{N}) \cap a \mathbb{Z}$ must be non-empty for all $a>0$.
${ }^{(67)}$ (Page 180) This short proof is taken from Bergelson's notes [26, Th. 1.31]. Furstenberg's proof uses the Spectral Theorem (Theorem B.4), while the proof in Bergelson's notes uses softer Hilbert space methods, which are more amenable to generalization.
${ }^{(68)}$ (Page 192) The result that a subset of the integers of positive upper density contains a three-term arithmetic progression, equivalent to Theorem 7.14 by Furstenberg correspondence, was proved by Roth [318] using harmonic analysis.
${ }^{(69)}$ (Page 199) This is an example of a skew-product construction studied by Anzai [5] and von Neumann. More complicated examples of this sort arose in Sect. 4.4.3.
${ }^{(70)}$ (Page 226) The transfinite induction is not strictly needed. It may be shown that for averages related to ( $k+1$ )-term arithmetic progressions, only $k$ successive distal extensions are needed to construct a characteristic factor in the sense of Sect. 7.13 .1 (this is shown in the original paper [102] of Furstenberg, and a convenient account may be found in a paper of Frantzikinakis [95, Th. 5.2]).
${ }^{(71)}$ (Page 227) The extension of Szemerédi's theorem to commuting transformations (the linear case of the result of Bergelson and Leibman) was carried out much earlier by Furstenberg and Katznelson [105]; this has now also been proved using combinatorial methods by Gowers [123] and Nagle, Rödl and Schacht [265]. In a different direction, the Hales-Jewett theorem [133] asserts that for every $r$ and $k$ there is an $n$ such that every $r$-coloring of $\{1, \ldots, k\}^{n}$ contains a combinatorial line (that is, a subset of $k$ elements in $\{1, \ldots, k\}^{n}$ obtained from some template in $(\{1, \ldots, k\} \cup\{*\})^{n}$ by replacing the symbol $*$ with $1, \ldots, k$ in turn). The Hales-Jewett theorem is a generalization of van der Waerden's theorem, and like the van der Waerden theorem it has a density version, proved by Furstenberg and Katznelson [106] using an extension of the ergodic techniques of Furstenberg in his proof of Szemerédi's theorem. Recent approaches include a paper of Polymath [291] giving an elementary proof of the result, and in particular a quantitative bound on $n(r, k)$ (a consequence is a different proof of Szemerédi's theorem) and work of Towsner [363] giving a proof of Szemerédi's theorem using ideas from model theory.

## Chapter 8

## Actions of Locally Compact Groups

The facet of ergodic theory coming from abstract mathematical models of dynamical systems evolving in time involves a single, iterated, measurepreserving transformation (action of $\mathbb{N}$ or of $\mathbb{Z}$ ) or a flow (action of the reals). For many reasons-including geometry, number theory, and the origins of ergodic theory in statistical mechanics - it is useful to study actions of groups more general than the integers or the reals. In this chapter we extend the definition of a measure-preserving system $(X, \mathscr{B}, \mu, T)$ to allow the possibility that $T$ is an action of a group $G$. This means that $T$ is a homomorphism $T: G \rightarrow \operatorname{MPT}(X, \mathscr{B}, \mu)$, where $\operatorname{MPT}(X, \mathscr{B}, \mu)$ denotes the group of invertible measure-preserving transformations of the probability space $(X, \mathscr{B}, \mu)$. We write $T_{g}$ or $x \mapsto g \cdot x$ for the measure-preserving transformation $T(g)$.

In addition to its many powerful applications, an attractive feature of the ergodic theory of group actions is the subtle interplay between algebraic and functional-analytic properties of the acting group $G$ on the one hand, and ergodic properties of its actions on the other. In keeping with our determination to remain in rather standard territory, acting groups are assumed to be locally compact and $\sigma$-compact (which we will abbreviate to $\sigma$-locally compact). Moreover, we will for simplicity restrict ourselves to continuous actions.

### 8.1 Ergodicity and Mixing

We start the discussion of general group actions with some basic definitions. A continuous $G$-action is-for our purposes ${ }^{(72)}$ _given by a homomorphism from $G$ to the group of homeomorphisms of a $\sigma$-compact metric space; we write $x \mapsto g \cdot x$ for the action of $g \in G$. In particular, $g \cdot(h \cdot x)=(g h) \cdot x$ for all $g, h \in G$ and $x \in X$. We also require continuity for the action as a whole (not just for the individual maps $g$ ) as below.

Definition 8.1. An action of a $\sigma$-compact metric group $G$ on a $\sigma$-compact metric space ( $X, \mathrm{~d}$ ) is continuous if the map $G \times X \rightarrow X$ defined by

$$
(g, x) \mapsto g \cdot x
$$

is continuous. A measure $\mu \in \mathscr{M}(X)$ is invariant under $G$ if $g_{*} \mu=\mu$ for all $g \in G$, where $\left(g_{*} \mu\right)(A)=\mu\left(g^{-1} \cdot A\right)$ for any Borel set $A \subseteq X$, and we write $\mathscr{M}^{G}(X)$ for the set of $G$-invariant measures.

A priori it is not clear whether invariant measures always exist in the setting of Definition 8.1. Example 8.2 shows that there are indeed groups some of whose continuous actions do not have invariant measures (Exercise 8.1.4 shows that $\mathrm{SL}_{2}(\mathbb{Z})$ has continuous actions with no invariant measures, for example). In Sect. 8.4 we will discuss amenability, which is a property of the acting group that ensures the existence of an invariant measure for any continuous action. Notice that, while Exercise 8.1.4 shows that $\mathrm{SL}_{2}(\mathbb{Z})$ is not amenable, its natural action by automorphisms of the 2-torus shows that it does have non-trivial actions with invariant measures. What is always true is that if an invariant probability measure exists, then an invariant ergodic probability measure exists, just as in the case of a single transformation (Theorem 4.4). We will address this result in Sect. 8.7, by establishing the ergodic decomposition for group actions.

Example 8.2. Let $X=\{z \in \mathbb{C}| | z-\mathrm{i} \mid=1\}$ and let $T: X \rightarrow X$ be the North-South map defined in Example 4.3, so that $\mathscr{M}^{T}(X)$ consists only of the measures $p \delta_{2 \mathrm{i}}+(1-p) \delta_{0}, p \in[0,1]$ that are supported on the two points 2 i and 0 . On the other hand, no invariant measure for the irrational rotation $R_{\alpha}$ defined by $z \mapsto \mathrm{e}^{2 \pi \mathrm{i} \alpha}(z-\mathrm{i})+\mathrm{i}$ with $\alpha \notin \mathbb{Q}$ could be atomic, since the orbit of every point is infinite (alternatively, recall that $R_{\alpha}$ is uniquely ergodic by Example 4.11, with $\mathscr{M}^{R_{\alpha}}\left(\mathbb{S}^{1}\right)=\{m\}$, the Lebesgue measure). Thus the continuous action of the group $\Gamma$ generated by $T$ and $R_{\alpha}$ on $X$ has no invariant measures.

The hierarchy of mixing properties discussed in Chap. 2 makes sense for actions of more general groups ${ }^{(73)}$. Since some of these will be used in several places, we collect them here in a rather general setting. Let $G$ act continuously on a compact metric space $(X, \mathrm{~d})$, and let $\mu \in \mathscr{M}^{G}(X)$ be an invariant measure, so that $G$ acts by measure-preserving transformations of $(X, \mathscr{B}, \mu)$. For a sequence $\left(g_{n}\right)_{n \geqslant 1}$ of elements of $G$, we write $g_{n} \rightarrow \infty$ if, for any compact set $K \subseteq G$, there is an $N$ for which $g_{n} \notin K$ if $n \geqslant N$. The $G$-action is called

- ergodic if any set $A \in \mathscr{B}$ with $\mu\left(g^{-1} \cdot A \triangle A\right)=0$ for all $g \in G$ has $\mu(A)=0$ or 1;
- weak-mixing if the diagonal action $g \mapsto g \times g$ on the product space

$$
(X \times X, \mathscr{B} \otimes \mathscr{B}, \mu \times \mu)
$$

is ergodic;

- mixing if for any $A_{0}, A_{1} \in \mathscr{B}$ and sequence $\left(g_{n}\right)$ with $g_{n} \rightarrow \infty$ as $n \rightarrow \infty$,

$$
\mu\left(A_{0} \cap g_{n}^{-1} \cdot A_{1}\right) \longrightarrow \mu\left(A_{0}\right) \mu\left(A_{1}\right)
$$

as $n \rightarrow \infty$;

- mixing on $r$ sets if for any $A_{0}, A_{1}, \ldots, A_{r-1} \in \mathscr{B}$ and list of $(r-1)$ sequences $\left(g_{j, n}\right)$ with

$$
g_{j, n} \rightarrow \infty, \quad g_{i, n} g_{j, n}^{-1} \rightarrow \infty
$$

for each $i \neq j, 1 \leqslant i, j<r$ as $n \rightarrow \infty$,

$$
\mu\left(A_{0} \cap g_{1, n}^{-1} \cdot A_{1} \cap \cdots \cap g_{r-1, n}^{-1} \cdot A_{r-1}\right) \rightarrow \mu\left(A_{0}\right) \cdots \mu\left(A_{r-1}\right)
$$

as $n \rightarrow \infty$;

- mixing of all orders if it is mixing on $r$ sets for each $r \geqslant 1$; and
- rigid if there is a sequence $\left(g_{n}\right)$ with $g_{n} \rightarrow \infty$ as $n \rightarrow \infty$ such that

$$
\mu\left(A_{0} \cap g_{n}^{-1} \cdot A_{1}\right) \rightarrow \mu\left(A_{0} \cap A_{1}\right)
$$

as $n \rightarrow \infty$ for any sets $A_{0}, A_{1} \in \mathscr{B}$.
Notice that for the $\mathbb{Z}$-action generated by a single invertible measurepreserving transformation, most of these definitions replicate those of Chap. 2.

Mixing (of any order) descends to the induced action obtained by restriction to a closed subgroup of $G$. Ergodicity does not descend in the same way. A trivial example illustrates this: if $(X, \mathscr{B}, \mu, T)$ is an ergodic measure-preserving system on a non-trivial space then the $\mathbb{Z}^{2}$-action defined by $(m, n) \longmapsto T^{n}$ is ergodic, but the action of the subgroup $\mathbb{Z} \times\{0\}$ is nonergodic.

Proposition 2.14 generalizes to this setting: if the $G$-action is ergodic in the sense above, then any measurable $G$-invariant function is equal almost everywhere to a constant function.

As in the case of single transformations, it will be convenient to know that invariant sets modulo $\mu$ can be modified by a null set to become strictly invariant (see Proposition 2.14). This is a little more delicate in the setting of group actions, because the acting group may be uncountable. Proposition 8.3 will be proved at the end of Sect. 8.3, after we have assembled more information about Haar measure.

Proposition 8.3. Let $G$ be a $\sigma$-compact metric group acting continuously on a compact metric space $X$ preserving a measure $\mu \in \mathscr{M}(X)$. Then for $B \in \mathscr{B}$ the following properties are equivalent:
(1) $B$ is invariant in the sense that $\mu(g \cdot B \triangle B)=0$ for all $g \in G$;
(2) $B$ is invariant in the sense that there is a set $B^{\prime} \in \mathscr{B}$ with $\mu\left(B \triangle B^{\prime}\right)=0$ and with $g \cdot B^{\prime}=B^{\prime}$ for all $g \in G$.

Theorem 8.4. Let $G$ be a $\sigma$-locally compact metrizable group acting continuously on a $\sigma$-locally compact metrizable space $X$. Then the space $\mathscr{M}^{G}(X)$ of $G$-invariant measures is a closed convex subset of $\mathscr{M}(X)$. A measure $\mu$ in $\mathscr{M}^{G}(X)$ is extremal in $\mathscr{M}^{G}(X)$ if and only if $\mu$ is $G$-ergodic.

Proof. For $g \in G$ write $\mathscr{M}^{g}(X)$ for the space of $g$-invariant measures (that is, invariant measures for the transformation $x \mapsto g \cdot x$ for $x \in X)$. Then we know that $\mathscr{M}^{g}(X)$ is a closed convex subset of $M(X)$ (since the induced map $g_{*}$ on $\mathscr{M}(X)$ is continuous and affine $)$. As $\mathscr{M}^{G}(X)=\bigcap_{g \in G} \mathscr{M}^{g}(X), \mathscr{M}^{G}(X)$ is also a closed convex set.

To prove the last claim, one can argue as in Theorem 4.4. If $\mu \in \mathscr{M}^{G}(X)$ is not $G$-ergodic, then there exists a measurable set $B \subseteq X$ with $0<\mu(B)<1$ for which $\mu\left(g^{-1} \cdot B \triangle B\right)=0$ for all $g \in G$. Then

$$
\mu=\mu(B)\left(\left.\frac{1}{\mu(B)} \mu\right|_{B}\right)+\mu(X \backslash B)\left(\left.\frac{1}{\mu(X \backslash B)} \mu\right|_{X \backslash B}\right),
$$

and one can quickly check that, by our assumption on $B$, the two normalized measures on the right are $G$-invariant. This shows that $\mu$ is not extremal.

For the converse, suppose that $\mu \in \mathscr{M}^{G}(X)$ is ergodic with

$$
\mu=s \nu_{1}+(1-s) \nu_{2}
$$

for some $s \in(0,1)$ and $\nu_{1}, \nu_{2} \in \mathscr{M}^{G}(X)$. Then $\nu_{1} \ll \mu$, and we claim that the Radon-Nikodym derivative $f=\frac{\mathrm{d} \nu_{1}}{\mathrm{~d} \mu}$ is $G$-invariant and measurable. This implies that $f \equiv 1$ almost everywhere, since $\mu$ is ergodic for the $G$-action, and so $\mu=\nu_{1}=\nu_{2}$. To see the claim, fix $g \in G$ and a measurable set $B \subseteq X$. Then, by definition of $f$ and $G$-invariance of $\nu_{1}$ and $\mu$, we have

$$
\begin{equation*}
\int_{B} f \mathrm{~d} \mu=\nu_{1}(B)=\nu_{1}(g \cdot B)=\int_{g \cdot B} f \mathrm{~d} \mu=\int_{g \cdot B} f \circ g \circ g^{-1} \mathrm{~d} \mu=\int_{B} f \circ g \mathrm{~d} \mu, \tag{8.1}
\end{equation*}
$$

(using Lemma 2.6 with $T(x)=g^{-1} \cdot x$ ), which implies that $f=f \circ g$ almost everywhere by uniqueness of the Radon-Nikodym derivative (see Theorem A.15).

## Exercises for Sect. 8.1

Exercise 8.1.1. Let $\left(X, \mathscr{B}_{X}, \mu, T\right)$ and $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ be ergodic $\mathbb{Z}$-actions. Define a $\mathbb{Z}^{2}$-action on the product $(X \times Y, \mu \times \nu)$ by $(m, n) \mapsto T^{m} \times S^{n}$. Show that this action is ergodic, but has subgroups whose action is not ergodic.

Exercise 8.1.2. Construct an ergodic measure-preserving $\mathbb{Z}^{2}$-action $T$ with the property that each element $T^{\mathbf{n}}$ is not ergodic.

Exercise 8.1.3. Notice that the definition of mixing of a given order also makes sense for a measure-preserving action of the semigroup $\mathbb{N}^{2}$, simply by requiring that $g_{j, n}-g_{i, n} \rightarrow \infty$ as $n \rightarrow \infty$ when viewed as elements of $\mathbb{Z}^{2}$.
(1) Extend the construction of the invertible extension from Exercise 2.1.7 for the case of a single transformation to the case of an action of the semigroup $\mathbb{N}^{2}$.
(2) Find an example of a mixing $\mathbb{N}^{2}$-action whose invertible extension to a $\mathbb{Z}^{2}$-action is not mixing.
(3) Let $T$ be an action of $\mathbb{N}^{2}$ that is mixing on $k$ sets. Show that the invertible extension of $T$ is mixing on $(k-1)$ sets, but is not in general mixing on $k$ sets ${ }^{(74)}$.

Exercise 8.1.4. Show that $\mathrm{SL}_{2}(\mathbb{Z})$ has continuous actions without invariant probability measures by studying the natural action

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right):[x, y] \longrightarrow[a x+b y, c x+d y]
$$

on the projective line $\mathbb{P}^{1}(\mathbb{R})$.
Exercise 8.1.5. Show that an ergodic rotation of a compact group is rigid.
Exercise 8.1.6. Show that a mixing transformation on a non-trivial probability space is not rigid ${ }^{(75)}$.

### 8.2 Mixing for Commuting Automorphisms

As we have already seen, endomorphisms of compact groups are a class of measure-preserving transformations whose structure makes their ergodic properties particularly transparent. In this chapter we consider a natural class of measure-preserving systems which on the one hand have a transparent algebraic structure, while on the other already exhibit some distinctly higherrank properties. These are the actions of $\mathbb{Z}^{d}$ by continuous automorphisms of compact abelian groups. Schmidt's monograph [332] gives a systematic treatment of these systems; we simply mention a few examples and then discuss some more recent work on rigidity properties. To simplify matters we focus for much of the chapter on two examples: the " $\times 2, \times 3$ " system (see Sect. 8.2.2) and Ledrappier's "three-dots" example (see Sect. 8.2.1) ${ }^{(76)}$.

Mixing, and mixing of higher orders, was defined for group actions in Sect. 8.1. As pointed out in Exercise 8.1.3, the definitions easily extend to actions of semigroups like $\mathbb{N}^{2}$, and we will use this in Sect. 8.2.2. As mentioned
in Sect. 2.7, one of the outstanding open problems in classical ergodic theory is that of Rokhlin (see p. 50): does mixing imply mixing of all orders for a measure-preserving transformation? In Sect. 8.2 .1 we describe a simple example of a type due to Ledrappier [221] that answers this negatively ${ }^{(77)}$ for $\mathbb{Z}^{d}$-actions with $d>1$. In Sect. 8.2.2 we consider the simple example of the $\mathbb{N}^{2}$-action generated by $x \mapsto 2 x$ and $x \mapsto 3 x$ modulo one on the circle, and show that it is mixing of all orders.

### 8.2.1 Ledrappier's "Three Dots" Example

Write $\mathbf{e}_{1}=(1,0)$ and $\mathbf{e}_{2}=(0,1)$ for the standard basis of $\mathbb{R}^{2}$, and define

$$
X_{\mathbf{:}}=\left\{x \in\{0,1\}^{\mathbb{Z}^{2}} \mid x_{\mathbf{n}+\mathbf{e}_{1}}+x_{\mathbf{n}+\mathbf{e}_{2}}+x_{\mathbf{n}}=0 \text { for all } \mathbf{n} \in \mathbb{Z}^{2}\right\}
$$

where the addition is that of the compact group $\{0,1\}$. The notation $X_{:}$. corresponds to the shape of the condition defining the group (see Fig. 8.1). The conditions defining $X_{\mathbf{:}}$. as a subset of the compact group $\{0,1\}^{\mathbb{Z}^{2}}$ are closed and homogeneous, so $X_{\mathbf{:}}$. is a compact abelian group. Moreover, since the conditions are applied for all $\mathbf{n} \in \mathbb{Z}^{2}$, the group $X_{\mathbf{:}}$. is invariant under the shift action $T$ of $\mathbb{Z}^{2}$ defined by

$$
\left(x_{\mathbf{n}}\right)_{\mathbf{n}} \xrightarrow{T_{\mathbf{m}}}\left(x_{\mathbf{n}+\mathbf{m}}\right)_{\mathbf{n}} .
$$

The Haar measure on $X_{\mathbf{0}}$. is determined by its value on cylinder sets, and the measure of the cylinder set $C$ defined by specifying the coordinates in some finite set $A \subseteq \mathbb{Z}^{2}$ is given by

$$
m(C)=\frac{1}{\left|\pi_{A}\left(X_{\mathbf{:}}\right)\right|}
$$

if $C \cap X_{\mathbf{:}} . \neq \varnothing$, where $\pi_{A}: X_{\mathbf{:}} \rightarrow\{0,1\}^{A}$ denotes the projection map obtained by restricting to the coordinates in $A$. To see this, notice that the cylinder set $\left\{x \in X_{\mathbf{\bullet}} . \mid x_{\mathbf{a}}=0\right.$ for all $\left.\mathbf{a} \in A\right\}$ is a subgroup of index $\left|\pi_{A}\left(X_{\mathbf{:}}\right)\right|$, and $m$ is translation-invariant. Thus, for example,

$$
m\left(\left\{x \in X_{\mathbf{:}} \mid x_{\mathbf{0}}=x_{\mathbf{e}_{1}}=x_{\mathbf{e}_{2}}=x_{\mathbf{e}_{1}+\mathbf{e}_{2}}=0\right\}\right)=\frac{1}{8}
$$

Proposition 8.5. With respect to Haar measure $m=m_{X}$ : , the $\mathbb{Z}^{2}$-action $T$ is mixing but not mixing of all orders.

Proof. The proof that $T$ is mixing uses the same ideas as were used in the proof of Theorem 2.19. As in the case of a single transformation, mixing is equivalent to the property that

$$
\begin{equation*}
\int f_{0}(x) f_{1}\left(T_{\mathbf{n}} x\right) \mathrm{d} m \longrightarrow \int f_{0} \mathrm{~d} m \int f_{1} \mathrm{~d} m \tag{8.2}
\end{equation*}
$$

as $\mathbf{n} \rightarrow \infty^{*}$, for any $f_{0}, f_{1} \in L_{m}^{2}$. By approximating with trigonometric polynomials (finite linear combinations of characters on $X_{\bullet}$.), it is sufficient to check (8.2) for individual characters. Thus $T$ is mixing if and only if for any characters $\chi_{0}, \chi_{1}$ on $X_{:}$,

$$
\int \chi_{0}(x) \chi_{1}\left(T_{\mathbf{n}} x\right) \mathrm{d} m \longrightarrow \int \chi_{0} \mathrm{~d} m \int \chi_{1} \mathrm{~d} m
$$

as $\mathbf{n} \rightarrow \infty$. The usual orthogonality relations for characters show that

$$
\int \chi \mathrm{d} m= \begin{cases}1 & \text { if } \chi \equiv 1 \\ 0 & \text { if } \chi \text { is non-trivial. }\end{cases}
$$

This gives the following characterization: $T$ is mixing if and only if

$$
\begin{equation*}
\chi_{0}\left(\chi_{1} \circ T_{\mathbf{n}}\right) \equiv 1 \Longrightarrow \mathbf{n} \text { is bounded } \tag{8.3}
\end{equation*}
$$

for any characters $\chi_{0}$ and $\chi_{1}$, not both trivial.
From the relationship defining $X_{\mathbf{:}}$, any point $x \in X_{\mathbf{:}}$. is determined by the coordinates $x_{\mathbf{n}}$ for $\mathbf{n} \in F$ where

$$
F=\left\{\mathbf{n} \mid n_{2}=0 \text { or } n_{1}=0 \text { and } n_{2}<0\right\}
$$

(see Fig. 8.1). This means that $X_{\mathbf{:}}$. as a group is isomorphic to $\{0,1\}^{F}$.


Fig. 8.1 The projection onto the coordinates in $F$ (marked •) determines the other coordinates marked $\circ$ via the defining relation $x_{\mathbf{n}+\mathbf{e}_{1}}+x_{\mathbf{n}+\mathbf{e}_{2}}+x_{\mathbf{n}}=0$

Moreover, the coordinates in any finite subset $A \subseteq F$ are determined by the coordinates in a set of the shape $E=\left\{\mathbf{m}, \mathbf{m}+\mathbf{e}_{1}, \ldots, \mathbf{m}+s \mathbf{e}_{1}\right\}$ (see

[^24]Fig. 8.2), and we may choose $m_{1}$ arbitrarily large negative, and any function defined on the coordinates $A$ that does vary with the left- and right-most coordinates will also vary with the left- and right-most coordinates in $E$ when described in the coordinates $E$. Thus we may describe two given non-trivial characters $\chi_{0}$ and $\chi_{1}$ by

$$
\chi_{i}(x)=\mathrm{e}^{\pi \mathrm{i} \sum_{\mathbf{n} \in E_{i}} x_{\mathrm{n}}}
$$

for sets $E_{i} \subseteq\left\{\mathbf{m}+s_{i} \mathbf{e}_{1}, \ldots, \mathbf{m}+t_{i} \mathbf{e}_{i}\right\}$ for $i=1,2$, with $\mathbf{m}+s_{i} \mathbf{e}_{1}, \mathbf{m}+t_{i} \mathbf{e}_{i} \in E_{i}$ for $i=1,2$. That is, each character depends on a line of coordinates with fixed $y$ coordinate, and the lines are minimal with this property at the given value $m_{2}$ of the $y$ coordinate.


Fig. 8.2 Any character is supported on a horizontal line of coordinates

Now given a character $\chi_{0}$ presented in this way by a horizontal line $E$, only a character that can be described using the coordinates in the "shadow" $S(E)$ cast by $E$ (see Fig. 8.3) can fail to be orthogonal to $\chi_{0}$. Thus (8.3) is equivalent to the statement that $S\left(E_{0}\right) \triangle S\left(E_{1}+\mathbf{n}\right)=\varnothing$ requires that $\mathbf{n}$ be bounded (since we can always describe $\chi_{0}$ and $\chi_{1} \circ T_{\mathbf{n}}$ using a horizontal line of coordinates at the same level), which is clear. Thus $T$ is mixing with respect to $m_{: .}$.


Fig. 8.3 The shadow of a character defined on the line of coordinates $E$

It is easier to see that $T$ is not mixing on three sets. First, notice that the condition $x_{\mathbf{n}}+x_{\mathbf{n}+\mathbf{e}_{1}}+x_{\mathbf{n}+\mathbf{e}_{2}}=0$ implies that for any $k$

$$
\begin{equation*}
x_{2^{k} \mathbf{e}_{2}}=\sum_{j=0}^{2^{k}}\binom{2^{k}}{j} x_{j \mathbf{e}_{1}}=x_{\mathbf{0}}+x_{2^{k} \mathbf{e}_{1}} \quad(\bmod 2) \tag{8.4}
\end{equation*}
$$

This is clear for $k=1$, and the general case follows by a simple induction. Now let $A=\left\{x \in X_{\mathbf{!}} . \mid x_{\mathbf{0}}=0\right\}$ and let $x_{*} \in X_{\mathbf{!}}$. be any element with $x_{\mathbf{0}}=1$. Then $X_{\mathbf{:}}$. is the disjoint union of $A$ and $A+x_{*}$, so $m(A)=m\left(A+x_{*}\right)=\frac{1}{2}$. However, (8.4) shows that

$$
x \in A \cap T_{-2^{k} \mathbf{e}_{1}} A \Longrightarrow x \in T_{-2^{k} \mathbf{e}_{2}} A
$$

so

$$
A \cap T_{-2^{k} \mathbf{e}_{1}} A \cap T_{-2^{k} \mathbf{e}_{2}}\left(A+x_{*}\right)=\varnothing
$$

for all $k \geqslant 1$, which shows that $T$ cannot be mixing on three sets with respect to Haar measure $m$.

### 8.2.2 Mixing Properties of the $\times 2, \times 3$ System

Define an action $S$ of $\mathbb{N}^{2}$ on the circle $\mathbb{T}$ by writing

$$
S_{\mathbf{n}}=S_{2}^{n_{1}} S_{3}^{n_{2}}
$$

where $S_{2}: x \mapsto 2 x$ and $S_{3}: x \mapsto 3 x$ modulo 1 . Notice that each of the maps $S_{2}$ and $S_{3}$ is measurably isomorphic to a one-sided full shift, so is mixing of all orders. This is related to a restricted kind of higher-order mixing for the whole system (see Exercise 8.2.4). The problem of higher-order mixing for the whole system is much more subtle, partly because there are many ways for a set of points to move apart in $\mathbb{N}^{2}$. In fact mixing of all orders for this system (more precisely, its generalization to algebraic dynamical systems on connected groups) is equivalent to a deep Diophantine result, and we begin by stating that result ${ }^{(78)}$.
$S$-unit Theorem (van der Poorten and Schlickewei). Let $\mathbb{K}$ be a field of characteristic zero, and let $\Gamma \subseteq \mathbb{K}^{\times}=\mathbb{K} \backslash\{0\}$ be a finitely generated multiplicative subgroup. Then for any $n \geqslant 1$ and fixed coefficients $a_{1}, \ldots, a_{n}$ in $\mathbb{K}^{\times}$, the equation

$$
\begin{equation*}
a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}=1 \tag{8.5}
\end{equation*}
$$

has only finitely many solutions $\left(x_{1}, \ldots, x_{n}\right) \in \Gamma$ for which no proper sub$\operatorname{sum} \sum_{i \in I \subsetneq\{1, \ldots, n\}} a_{i} x_{i}$ vanishes.

Notice that it is clearly necessary to restrict solutions to avoid vanishing proper subsums: if there is such a subsum, then it generates an infinite family of solutions. The hypothesis that the field have characteristic zero is
also needed: if the field has positive characteristic, then the Frobenius automorphism generates an infinite family of solutions. Indeed, the arithmetic reason behind the failure of three-fold mixing in Ledrappier's example comes from (8.4), which is equivalent to the infinite family of solutions

$$
(1+t)^{2^{k}}+t^{2^{k}}=1
$$

to the equation $x_{1}+x_{2}=1$ in the multiplicative subgroup $\ll 1+t, t \gg$ of the field $\mathbb{F}_{2}(1+t, t)$.
Corollary: Mixing of all Orders. The $\times 2, \times 3$ action of $\mathbb{N}^{2}$ is mixing of all orders with respect to Lebesgue measure $m_{\mathbb{T}}$.

Before embarking on the proof of mixing of all orders, we give an overview of how the argument works. We assume that the $\mathbb{N}^{2}$-action $S$ is not mixing on $r$ sets for some $r \geqslant 2$. Using Fourier analysis, this translates into an infinite family of solutions to an equation of the form (8.5). Thus, by the $S$ unit theorem, we must have a vanishing subsum. This in turn implies that the system is not mixing on $s$ sets for some $s<r$. The proof is completed by checking that $S$ is mixing (that is, is mixing on 2 sets). All the subtle work is hidden in the $S$-unit theorem.

Recall that the map sending $m \in \mathbb{Z}$ to the character $x \mapsto \mathrm{e}^{2 \pi \mathrm{i} m x}$ is an isomorphism between $\mathbb{Z}$ and the character group $\widehat{\mathbb{T}}$ of $\mathbb{T}$.
Proof of mixing assuming the $S$-unit theorem. Assume that the $\mathbb{N}^{2}$ action $S$ is not mixing on $r$ sets for some $r \geqslant 2$. Then there are sets $A_{1}, \ldots, A_{r}$ in $\mathscr{B}$ and a sequence

$$
\left(\mathbf{n}_{1}^{(k)}, \ldots, \mathbf{n}_{r}^{(k)}\right)_{j \geqslant 1}
$$

of $r$-tuples of elements of $\mathbb{Z}^{2}$ such that $n_{1}^{(k)}=0^{*}$ for all $k \geqslant 1$ and

$$
\mathbf{n}_{i}^{(k)}-\mathbf{n}_{j}^{(k)} \rightarrow \infty
$$

as $k \rightarrow \infty$ for any $i \neq j, 1 \leqslant i, j \leqslant r$, such that

$$
\begin{equation*}
m_{\mathbb{T}}\left(S^{-\mathbf{n}_{1}^{(k)}}\left(A_{1}\right) \cap \cdots \cap S^{-\mathbf{n}_{r}^{(k)}}\left(A_{r}\right)\right) \nrightarrow \prod_{i=1}^{r} m_{\mathbb{T}}\left(A_{i}\right) \tag{8.6}
\end{equation*}
$$

as $k \rightarrow \infty$. By expanding each of the indicator functions $\chi_{A_{i}}$ as a Fourier series, we see that (8.6) is equivalent to the statement that there are characters $\chi_{1}, \ldots, \chi_{r}$ on $\mathbb{T}$, not all trivial, such that

$$
\begin{equation*}
\int_{\mathbb{T}} \chi_{1}\left(S^{\mathbf{n}_{1}^{(k)}} x\right) \cdots \chi_{r}\left(S^{\mathbf{n}_{r}^{(k)}} x\right) \mathrm{d} m_{\mathbb{T}}(x) \nrightarrow \prod_{i=1}^{r} \int_{\mathbb{T}} \chi_{i}\left(S^{\mathbf{n}_{i}^{(k)}} x\right) \mathrm{d} m_{\mathbb{T}}(x)=0 \tag{8.7}
\end{equation*}
$$

[^25]since $\int_{\mathbb{T}} \chi \mathrm{d} m_{\mathbb{T}}=0$ for any non-trivial character (that is, $\int_{0}^{1} \mathrm{e}^{2 \pi \mathrm{i} m x} \mathrm{~d} x=0$ for $m \in \mathbb{Z} \backslash\{0\})$.

Each character $\chi_{i}(x)=\mathrm{e}^{2 \pi \mathrm{i} m_{i} x}$ for some $m_{i} \in \mathbb{Z}$,

$$
S^{\mathbf{n}_{i}^{(k)}} x=2^{n_{i}^{(k, 1)}} 3^{n_{i}^{(k, 2)}} x
$$

(where we write $\mathbf{n}_{i}^{(k)}=\left(n_{i}^{(k, 1)}, n_{i}^{(k, 2)}\right)$ ), and the function being integrated on the left-hand side of (8.7) is itself the character corresponding to the integer

$$
2^{n_{1}^{(k, 1)}} 3^{n_{1}^{(k, 2)}} m_{1}+\cdots+2^{\left.n_{r}^{(k, 1)}\right)} 3^{n_{r}^{(k, 2)}} m_{r} .
$$

It follows that $S$ is not mixing on $r$ sets if and only if there are non-zero integers $m_{1}, \ldots, m_{r}$, and a sequence $\left(\mathbf{n}_{1}^{(k)}, \ldots, \mathbf{n}_{r}^{(k)}\right)_{j \geqslant 1}$ with $n_{1}^{(k)}=0$ for all $k \geqslant 1$ and

$$
\mathbf{n}_{i}^{(k)}-\mathbf{n}_{j}^{(k)} \rightarrow \infty
$$

as $k \rightarrow \infty$ for any $i \neq j, 1 \leqslant i, j \leqslant r$ such that

$$
\begin{equation*}
2^{n_{1}^{(k, 1)}} 3^{n_{1}^{(k, 2)}} m_{1}+\cdots+2^{n_{r}^{(k, 1)}} 3^{n_{r}^{(k, 2)}} m_{r}=0 \tag{8.8}
\end{equation*}
$$

for infinitely many values of $k$. Rearranging (8.8), this is equivalent to

$$
\begin{equation*}
-\frac{m_{2}}{m_{1}} 2^{n_{2}^{(k, 1)}} 3^{n_{2}^{(k, 2)}}-\cdots-\frac{m_{r}}{m_{1}} 2^{n_{r}^{(k, 1)}} 3^{n_{r}^{(k, 2)}}=1 \tag{8.9}
\end{equation*}
$$

Equation (8.9) gives an infinite family of solutions in the subgroup $\ll 2,3 \gg$ to an $S$-unit equation in $\mathbb{Q}$, so by the $S$-unit theorem we must have some subset $I \subsetneq\{1, \ldots, r\}$ with the property that

$$
\begin{equation*}
\sum_{i \in I} 2^{n_{i}^{(k, 1)}} 3^{n_{i}^{(k, 2)}} m_{i}=0 \tag{8.10}
\end{equation*}
$$

for infinitely many values of $k$ (after multiplying out $m_{1}$ ). Reversing the argument leading from $S$ not being mixing on $r$ sets to (8.8), we see that (8.10) says that $S$ is not mixing on $|I|<r$ sets.

Thus the $S$-unit theorem shows that if $S$ is not mixing on $r$ sets for some $r \geqslant 2$, then $S$ is not mixing on $s$ sets for some $s<r$. All that remains to complete the proof is to check that $S$ is mixing. To see this, we use (8.8) again: if $S$ is not mixing, then there are non-zero integers $m_{1}$ and $m_{2}$ and a sequence $\left(n_{1}^{(k)}, n_{2}^{(k)}\right)$ going to infinity in $\mathbb{Z}^{2}$ with $m_{1}+2^{n_{1}^{(k)}} 3^{n_{2}^{(k)}} m_{2}=0$ for infinitely many values of $k$, which is impossible since $\operatorname{gcd}(2,3)=1$.

## Exercises for Sect. 8.2

Exercise 8.2.1. Prove that Ledrappier's example is mixing without using character theory, by showing that it is mixing on a generating algebra of cylinder sets using the geometry of the defining relation.

Exercise 8.2.2. Prove that Ledrappier's example is mixing using algebra (instead of the geometry of the defining relation) by the following steps.
(1) The group $\widehat{X}$ is isomorphic to the ring $R=\mathbb{F}_{2}\left[t^{ \pm 1}, \frac{1}{1+t}\right]$, and under this isomorphism the generators of the action correspond to the commuting maps $r \mapsto t r$ and $r \mapsto(1+t) r$.
(2) It follows that the action is not mixing if and only if there is a sequence $\mathbf{n}_{j} \rightarrow \infty$ and elements $r_{0}, r_{1} \in R$, not both zero, for which

$$
\begin{equation*}
r_{0}+t^{n_{1, j}}(1+t)^{n_{2, j}} r_{1}=0 \tag{8.11}
\end{equation*}
$$

for all $j \geqslant 1$.
(3) Embed the (8.11) into the field of fractions of $R$ and deduce that (8.11) can only hold for finitely many values of $j$.
Exercise 8.2.3. ${ }^{(79)}$ Use the methods of Sect. 8.2.1 to show that a large class of algebraic dynamical systems on zero-dimensional groups fail to be mixing of all orders in a simple way as follows. For each prime ideal $\mathfrak{p}$ in $\mathbb{F}_{p}\left[u_{1}^{ \pm 1}, \ldots, u_{d}^{ \pm 1}\right]$ define a $\mathbb{Z}^{d}$-action by shifting on the compact group

$$
X_{\mathfrak{p}}=\left\{x \in \mathbb{F}_{p}^{\mathbb{Z}^{d}} \mid \sum_{\mathbf{n} \in \mathbb{Z}^{d}} f_{\mathbf{n}} x_{\mathbf{n}}=0 \text { for all } f(\mathbf{u})=\sum_{\mathbf{n}} f_{\mathbf{n}} \mathbf{u}^{\mathbf{n}} \in \mathfrak{p}\right\}
$$

where we write $\mathbf{u}^{\mathbf{n}}$ for the monomial $u_{1}^{n_{1}} \cdots u_{d}^{n_{d}}$. For example, Ledrappier's example may be obtained in this way with $d=2$ and $\mathfrak{p}=\left\langle 1+u_{1}+u_{2}\right\rangle$. Prove that $\mathfrak{p}$ contains a non-constant polynomial if and only if the resulting $\mathbb{Z}^{d_{-}}$ action is not mixing of all orders.

Exercise 8.2.4. ${ }^{(80)}$ Prove directly that the $\mathbb{N}^{2}$-action generated by $S_{2}$ and $S_{3}$ on the circle is mixing of all orders "in positive cones": for any $r \geqslant 1$ and measurable sets $A_{1}, \ldots, A_{r} \in \mathscr{B}_{\mathbb{T}}$,

$$
m_{\mathbb{T}}\left(S^{-\mathbf{n}_{1}^{(k)}}\left(A_{1}\right) \cap \cdots \cap S^{-\mathbf{n}_{r}^{(k)}}\left(A_{r}\right)\right) \rightarrow \prod_{i=1}^{r} m_{\mathbb{T}}\left(A_{i}\right)
$$

as $k \rightarrow \infty$, under the assumption that $n_{i+1}^{(k)}-n_{i}^{(k)} \rightarrow \infty$ while remaining in $\mathbb{N}^{2}$ (rather than in $\mathbb{Z}^{2}$ ) as $k \rightarrow \infty$ for $1 \leqslant i<r$. Prove the same restricted mixing of all orders property for $\mathrm{X}_{\mathbf{:}}$.

Exercise 8.2.5. Prove that the $\times 2, \times 3$ action of $\mathbb{Z}^{2}$ from Sect. 8.2.2 is mixing on three sets without using the $S$-unit theorem.

### 8.3 Haar Measure and Regular Representation

In this section we collect some information about the natural measure $m_{G}$ defined on the Borel $\sigma$-algebra $\mathscr{B}_{G}$ of a $\sigma$-locally compact metric group $G$, which will replace the counting measure on $\mathbb{N}$ used, for example, to form ergodic averages. Some of this material is also summarized in Appendix C on topological groups.

The natural measure is the left-invariant Haar measure $m_{G}$ on $G$, which satisfies the following properties:
(1) $m_{G}(g B)=m_{G}(B)$ for all $B \in \mathscr{B}_{G}$ and $g \in G$;
(2) $m_{G}(K)<\infty$ for any compact subset $K \subseteq G$; and
(3) $m_{G}(O)>0$ for any open set $O \subseteq G$.

As we will show below, referring to "the" Haar measure is (almost) legitimate: this measure is unique up to a scalar multiple in the following sense. If $\mu_{1}$ and $\mu_{2}$ are two measures satisfying properties (1)-(3), then there is some $c>0$ with $\mu_{2}=c \mu_{1}$ (see Corollary 8.8).

The existence theorem below is standard and may be found in many books (see Appendix C for references).

Theorem (Haar). Let $G$ be a $\sigma$-locally compact metrizable group. Then there exists a left Haar measure $m_{G}$ satisfying properties (1)-(3) above.

We now sketch one argument for the existence of Haar measure; for complete details see Folland [94, Sec. 2.2] for example.

For any compact set $K \subseteq G$ and any set $L$ with non-empty interior, we define $[K: L]$ to be the minimal number of left translates $g L$ of $L$ needed to cover $K$. Let $V$ be a small neighborhood of the identity $e \in G$, and let $K_{0}$ be some fixed compact set with non-empty interior. Notice that if we allow $V$ to shrink to smaller and smaller neighborhoods (this is possible unless $G$ is discrete, in which case counting measure is a Haar measure) then we expect that $[K: V]$ will diverge to infinity. To take account of this we normalize relative to $K_{0}$ by defining

$$
I_{V}(K)=\frac{[K: V]}{\left[K_{0}: V\right]}
$$

for any compact $K \subseteq G$. It is easy to check that $[g K: V]=[K: V]$ and

$$
\left[K \cup K^{\prime}: V\right] \leqslant[K: V]+\left[K^{\prime}: V\right],
$$

so $I_{V}(K)$ is a left-invariant, subadditive function defined on the compact subsets of $G$. Note, however, that if $V$ is the open ball on the left in Fig. 8.4 (which is drawn in $\mathbb{R}^{2}$, but the geometric argument explained below applies for any group $G$ ) and $K, K^{\prime}$ are the two compact sets on the right, then

$$
[K: V]=\left[K^{\prime}: V\right]=1=\left[K \cup K^{\prime}: V\right]
$$



Fig. 8.4 The sets $K$ and $K^{\prime}$
so that $I_{V}$ is not additive, even though $K$ and $K^{\prime}$ are disjoint.
Clearly this failure of additivity over disjoint sets occurs because the scaling device, namely the neighborhood $V$, is too coarse to discriminate between the two compact sets which are close together. If $V$ is replaced by $V_{1}$ as illustrated in Fig. 8.4, then

$$
\left[K \cup K^{\prime}: V_{1}\right]=\left[K: V_{1}\right]+\left[K^{\prime}: V_{1}\right]
$$

so $I_{V_{1}}\left(K \cup K^{\prime}\right)=I_{V_{1}}(K)+I_{V_{1}}\left(K^{\prime}\right)$. To see this, notice that any left translate of $V_{1}$ cannot intersect both $K$ and $K^{\prime}$ if $V_{1}$ is, as illustrated, sufficiently small. Thus an optimal cover (that is, one for which the number of translates needed is minimal) can be split into an optimal cover for $K$ and an optimal cover for $K^{\prime}$ once the open set is small enough. Clearly replacing $V$ by $V_{1}$ does not solve the problem completely, because other disjoint compact sets could be even closer together. To get around this, we must work with a sequence of neighborhoods $\left(V_{n}\right)$ which form a basis of the neighborhoods of $e \in G$. The functional

$$
I(K)=\lim _{n \rightarrow \infty} I_{V_{n}}(K)
$$

defined in this way would be additive on all disjoint compact sets, but in order to complete the argument the convergence would need to be shown. The following argument allows us to get round this problem.

By assumption, $K_{0}$ has non-empty interior, so $m=\left[K: K_{0}\right]<\infty$. Let

$$
K \subseteq g_{1} K_{0} \cup g_{2} K_{0} \cup \cdots \cup g_{m} K_{0}
$$

and

$$
K_{0} \subseteq h_{1} V \cup h_{2} V \cup \cdots \cup h_{n} V
$$

be optimal covers (so, in particular, $n=\left[K_{0}: V\right]$ ). Then

$$
K \subseteq g_{1}\left(h_{1} V \cup h_{2} V \cup \cdots \cup h_{n} V\right) \cup \cdots \cup g_{m}\left(h_{1} V \cup h_{2} V \cup \cdots \cup h_{n} V\right),
$$

so that $[K: V] \leqslant\left[K: K_{0}\right]\left[K_{0}: V\right]$ or equivalently $I_{V}(K) \leqslant\left[K: K_{0}\right]$. By the same argument, $\left[K_{0}: V\right] \leqslant\left[K_{0}: K\right][K: V]$, and so $\frac{1}{\left[K_{0}: K\right]} \leqslant I_{V}(K)$, where we interpret $\left[K_{0}: K\right]$ as infinite and $\frac{1}{\left[K_{0}: K\right]}$ as zero if $K_{0}$ cannot be covered by finitely many left translates of $K$. With this convention,

$$
I_{V} \in \prod_{K \subseteq G}\left[\frac{1}{\left[K_{0}: K\right]},\left[K: K_{0}\right]\right]=\mathfrak{K}
$$

where the product is taken over all compact subsets of $G$, and the space $\mathfrak{K}$ is compact by Tychonoff's theorem (Theorem B.5; this space is not metric unless $G$ is countable). It follows that there must be an accumulation point $I$ of the set $\left\{I_{v_{n}} \mid n \in \mathbb{N}\right\}$, and this accumulation point is a function $I$, defined on all compact subsets of $G$, and with the property that

$$
I(K) \in\left[\frac{1}{\left[K_{0}: K\right]},\left[K: K_{0}\right]\right],
$$

such that for any neighborhood $U$ of $I$ in the product topology, and any $N$, there is some $n>N$ with $I_{v_{n}} \in U$. This implies that $I$ is a subadditive function, which is additive on disjoint compact sets by the following argument. If $K$ and $K^{\prime}$ are disjoint compact sets then, for all $\varepsilon>0$,

$$
\begin{aligned}
& U=\left\{J \in \mathfrak{K}| | J(K)-I(K)\left|<\varepsilon,\left|J\left(K^{\prime}\right)-I\left(K^{\prime}\right)\right|<\varepsilon,\right.\right. \\
&\left.\quad \text { and }\left|J\left(K \cup K^{\prime}\right)-I\left(K \cup K^{\prime}\right)\right|<\varepsilon\right\}
\end{aligned}
$$

is a neighborhood of $I$ in the product topology of $\mathfrak{K}$. By the discussion above, we have (for the given sets $K, K^{\prime}$, and) for large enough $n$, that $I_{V_{n}}$ satisfies

$$
I_{V_{n}}\left(K \cup K^{\prime}\right)=I_{V_{n}}(K)+I_{V_{n}}\left(K^{\prime}\right) .
$$

On the other hand, there are arbitrarily large values of $n$ with $I_{V_{n}} \in U$, so that

$$
\left|I\left(K \cup K^{\prime}\right)-I(K)-I\left(K^{\prime}\right)\right|<3 \varepsilon
$$

for all $\varepsilon>0$.
From this additivity on compact sets one can use measure-theoretic arguments like those used in the proof of the Riesz representation theorem ${ }^{(81)}$ to deduce that

$$
m_{G}(O)=\sup \{I(K) \mid K \subseteq O, K \text { compact }\}
$$

and

$$
m_{G}^{*}(B)=\inf \left\{m_{G}(O) \mid B \subseteq O, O \text { open }\right\}
$$

define a measure on open sets, and an outer measure on all sets, respectively. The latter, when restricted to $\mathscr{B}_{G}$, gives a left Haar measure on $G$.

### 8.3.1 Measure-Theoretic Transitivity and Uniqueness

The following elementary result will be useful in this and the following chapters. In the arguments of this section we will not use the uniqueness properties of Haar measure, instead it will emerge in Corollary 8.8.

Proposition 8.6. Let $G$ be a $\sigma$-locally compact metrizable group, and let $m_{G}$ denote a left Haar measure on $G$. Then for any two Borel sets $B_{1}, B_{2} \in \mathscr{B}_{G}$ with $m_{G}\left(B_{1}\right) m_{G}\left(B_{2}\right)>0$, the set

$$
\left\{g \in G \mid m_{G}\left(g B_{1} \cap B_{2}\right)>0\right\}
$$

is open and non-empty. The same holds for $\left\{g \in G \mid m_{G}\left(B_{1} g \cap B_{2}\right)>0\right\}$. Moreover, $m_{G}(B)>0$ if and only if $m_{G}\left(B^{-1}\right)>0$ for $B \in \mathscr{B}_{G}$.

Proof. Clearly

$$
m_{G}\left(g B_{1} \cap B_{2}\right)=\int \chi_{g B_{1}}(h) \chi_{B_{2}}(h) \mathrm{d} m_{G}(h)
$$

and notice that $h \in g B_{1}$ if and only if $g \in h B_{1}^{-1}$ so $\chi_{g B_{1}}(h)=\chi_{h B_{1}^{-1}}(g)$. Together, these facts imply by Fubini's theorem (Theorem A.13) that

$$
\begin{aligned}
\int m_{G}\left(g B_{1} \cap B_{2}\right) \mathrm{d} m_{G}(g) & =\iint \chi_{g B_{1}}(h) \chi_{B_{2}}(h) \mathrm{d} m_{G}(h) \mathrm{d} m_{G}(g) \\
& =\int \chi_{B_{2}}(h) \underbrace{\int \chi_{h B_{1}^{-1}}(g) \mathrm{d} m_{G}(g)}_{=m_{G}\left(h B_{1}^{-1}\right)=m_{G}\left(B_{1}^{-1}\right)} \mathrm{d} m_{G}(h) \\
& =\int_{B_{2}} m_{G}\left(B_{1}^{-1}\right) \mathrm{d} m_{G}(h) \\
& =m_{G}\left(B_{1}^{-1}\right) m_{G}\left(B_{2}\right) .
\end{aligned}
$$

In fact we have used Fubini's theorem for non-negative but not necessarily integrable functions, but this can easily be avoided by replacing $B_{1}$ and $B_{2}$ with sequences of subsets with compact closures. Setting $B_{2}=G$, the above argument shows that

$$
m_{G}\left(B_{1}\right) m_{G}(G)=m_{G}\left(B_{1}^{-1}\right) m_{G}(G)
$$

which shows the last statement of the proposition (as is usual in measure theory, $0 \cdot \infty=0$ by convention).

Having established the last claim, and returning to a general Borel set $B_{2}$, we get

$$
\int m_{G}\left(g B_{1} \cap B_{2}\right) \mathrm{d} m_{G}(g)=m_{G}\left(B_{1}^{-1}\right) m_{G}\left(B_{2}\right)>0
$$

which shows that the set $O=\left\{g \in G \mid m_{G}\left(g B_{1} \cap B_{2}\right)>0\right\}$ is non-empty.
We now prove that $O$ is open, completing the proof of the proposition. Assume that $g \in O$, so that $m_{G}\left(g B_{1} \cap B_{2}\right)>0$. Since $G$ is $\sigma$-compact we can write

$$
B_{1}=\bigcup_{n=1}^{\infty} A_{n}
$$

where each $A_{n}$ has compact closure. Since $m_{G}$ is a measure, we must have

$$
\varepsilon=m_{G}\left(g A_{n} \cap B_{2}\right)>0
$$

for some $A_{n}$. Now

$$
m_{G}\left(g_{1} A_{n} \cap B\right)=\int \chi_{g_{1} A_{n}} \chi_{B_{2}} \mathrm{~d} m_{G}=\int \chi_{A_{n}}\left(g_{1}^{-1} h\right) \chi_{B_{2}}(h) \mathrm{d} m_{G}(h)
$$

so that, with $f=\chi_{A_{n}}$, we have

$$
\begin{aligned}
\left|m_{G}\left(g A_{n} \cap B_{2}\right)-m_{G}\left(g_{1} A_{n} \cap B_{2}\right)\right| & \leqslant\left|\int\left(f\left(g^{-1} h\right)-f\left(g_{1}^{-1} h\right)\right) \chi_{B_{2}}(h) \mathrm{d} m_{G}(h)\right| \\
& =\left\|f\left(g^{-1} \cdot\right)-f\left(g_{1}^{-1} \cdot\right)\right\|_{1}
\end{aligned}
$$

and we claim that for $g_{1}$ sufficiently close to $g$ the last term is less than $\varepsilon$, so $O$ is open. This claim is shown in the following lemma, in a more general context.

For the second claim of the proposition, notice that we already established the last claim, so that $m_{G}\left(B_{1}^{-1}\right)>0$ and $m_{G}\left(B_{2}^{-1}\right)>0$ by assumption. Hence, again by the last claim,

$$
\left\{g \in G \mid m_{G}\left(B_{1} g \cap B_{2}\right)>0\right\}=\left\{h \in G \mid m_{G}\left(h B_{1}^{-1} \cap B_{2}^{-1}\right)>0\right\}^{-1}
$$

is non-empty and open by the first claim of the proposition.
Lemma 8.7. Let $G$ be a $\sigma$-locally compact metrizable group acting continuously on a locally compact, $\sigma$-compact, metrizable space $X$. Let $\mu$ be a locally finite measure on $X$ which is invariant under $G$. Then, for $p \in[1, \infty)$ and any $f \in L_{\mu}^{p}(X)$,

$$
\left(U_{g} f\right)(x)=f\left(g^{-1} \cdot x\right)
$$

defines an element $U_{g} f \in L_{\mu}^{p}(X)$ with $\left\|U_{g} f\right\|_{p}=\|f\|_{p}$ and, for any fixed function $f \in L_{\mu}^{p}(X), g \mapsto U_{g} f$ is a continuous map from $G$ to $L_{\mu}^{p}(X)$ with respect to the norm $\|\cdot\|_{p}$.

Proof. First notice that for $f \in L_{\mu}^{p}$,

$$
\int_{X}\left|f\left(g^{-1} \cdot x\right)\right|^{p} \mathrm{~d} \mu(x)=\int_{X}|f(x)|^{p} \mathrm{~d} \mu(x)
$$

since by assumption $\mu$ is invariant under $g \in G$. To prove the second claim, recall that for every $\varepsilon>0$ there exists some $f_{0} \in C_{c}(X)$ such that

$$
\begin{equation*}
\left\|f-f_{0}\right\|_{p}<\varepsilon \tag{8.12}
\end{equation*}
$$

Let $V_{0} \subseteq G$ be a symmetric (that is, $V_{0}^{-1}=V_{0}$ ) compact neighborhood of $e \in G$, and let

$$
K=V_{0} \cdot \operatorname{Supp}\left(f_{0}\right)=\left\{v \cdot x \mid v \in V_{0}, x \in \operatorname{Supp} f_{0}\right\}
$$

so that $K$ is also compact, by continuity of the $G$-action. By uniform continuity of $f_{0}$ on the compact set $K$, there exists some $\delta>0$ such that

$$
\left|f_{0}(x)-f_{0}(y)\right|<\varepsilon / \mu(K)^{1 / p}
$$

for $\mathrm{d}_{X}(x, y)<\delta$. Moreover, again by uniform continuity of the map

$$
V_{0} \times K \ni(g, x) \mapsto g \cdot x
$$

there is a symmetric neighborhood $V \subseteq V_{0}$ such that $g \in V$ implies that $\mathrm{d}_{X}(x, g \cdot x)<\delta$. Putting these facts together, we see that $g \in V$ implies that $\left|f_{0}(x)-f_{0}\left(g^{-1} \cdot x\right)\right|<\varepsilon / \mu(K)^{1 / p}$, and so

$$
\int_{K}\left|f_{0}(x)-f_{0}\left(g^{-1} \cdot x\right)\right|^{p} \mathrm{~d} \mu<\varepsilon^{p} .
$$

However, for $x \notin K$ we also have $g^{-1} \cdot x \notin \operatorname{Supp}(f)$ and so

$$
\left|f_{0}(x)-f_{0}\left(g^{-1} \cdot x\right)\right|=0
$$

Therefore the bound above actually gives $\left\|f_{0}-U_{g} f_{0}\right\|_{p}<\varepsilon$ for any $g \in V$. Together with (8.12), and its consequence $\left\|U_{g} f-U_{g} f_{0}\right\|_{p}<\varepsilon$, we get $\| f-$ $U_{g} f \|_{p}<3 \varepsilon$ for $g \in V$. In general, $g_{0} \in G$ and $g \in g_{0} V$ implies that

$$
\left\|U_{g_{0}} f_{0}-U_{g} f_{0}\right\|_{p}=\left\|f_{0}-U_{g_{0}^{-1} g} f_{0}\right\|_{p}<\varepsilon
$$

as required.

Corollary 8.8. The Haar measure $m_{G}$ of a $\sigma$-locally compact metrizable group $G$ is unique up to a multiplicative factor. In particular, every continuous group automorphism $\phi: G \rightarrow G$ satisfies

$$
\phi_{*} m_{G}=\bmod (\phi) m_{G}
$$

for some scalar $\bmod (\phi)>0$.
See Appendix C for more discussion of the modular function $\bmod (\phi)$. Recall that $G$ is called unimodular if the left Haar measure $m_{G}$ is also right invariant (equivalently, if mod applied to the inner automorphism $\phi_{g}$ gives $\bmod \left(\phi_{g}\right)=1$ for all $g \in G$, where $\phi_{g}(h)=g h g^{-1}$ for $\left.h \in G\right)$.
Proof of Corollary 8.8. Suppose $m_{1}$ and $m_{2}$ are two left-invariant Haar measures. We define $m=m_{1}+m_{2}$, so that $m$ is also a left-invariant Haar
measure, with the property that both $m_{1}$ and $m_{2}$ are absolutely continuous with respect to $m$. By Theorem A.15, it follows that there are measurable non-negative functions $f_{1}, f_{2}$ such that $\mathrm{d} m_{j}=f_{j} \mathrm{~d} m$ for $j=1,2$. We claim that both $f_{1} \equiv c_{1}$ and $f_{2} \equiv c_{2}$ are constant, so that $m_{1}=c_{1} m, m_{2}=c_{2} m$ and $m_{2}=\frac{c_{1}}{c_{2}} m_{1}$ as stated in the corollary.

Suppose the claim is false for $f_{1}$. Then there exist two measurable sets $B_{1}, B_{2} \subseteq G$ such that $f_{1}\left(x_{1}\right)<f_{1}\left(x_{2}\right)$ for $x_{1} \in B_{1}, x_{2} \in B_{2}$ and both $B_{1}$ and $B_{2}$ have positive measure under $m$ (this follows from dividing $\mathbb{R}_{\geqslant 0}$ into intervals $\left[\frac{k}{n}, \frac{k+1}{n}\right.$ ) and taking their pre-images under $f_{1}$; if $f_{1}$ is not constant then there exists some $n$ and $k_{1} \neq k_{2}$ for which the pre-images both have positive measure). By Proposition 8.6 (applied to $m_{G}=m$ ) there exists some $g \in G$ such that $m_{G}\left(g B_{1} \cap B_{2}\right)>0$.

Now let $E \subseteq G$ be any measurable set. Then

$$
\int_{E} f_{1}(x) \mathrm{d} m(x)=m_{1}(E)=m_{1}\left(g^{-1} E\right)=\int_{g^{-1} E} f_{1} \mathrm{~d} m=\int_{E} f_{1}(g x) \mathrm{d} m(x)
$$

by definition of $f_{1}$, left-invariance of $m_{1}$, and left-invariance of $m$. Since this holds for all measurable $E \subseteq G$, the uniqueness of the Radon-Nikodym derivative (Theorem A.4) shows that $f_{1}(x)=f_{1}(g x)$ for $m$-almost every $x$. However, for $x \in B_{1} \cap g^{-1} B_{2}$ we have, by construction of $B_{1}$ and $B_{2}$, that $f_{1}(x)<f_{1}(g x)$ and again by construction $m\left(B_{1} \cap g^{-1} B_{2}\right)>0$. This contradiction shows that $m_{1}=c_{1} m$ for some $c_{1}>0$, and by symmetry of $m_{1}$ and $m_{2}$ the first half of the corollary follows.

For the second half, notice that for a continuous automorphism $\phi: G \rightarrow G$ the measure $\phi_{*} m_{G}$ is also left-invariant for the following reason. For $B \subseteq G$ a measurable set and $g \in G$,

$$
\begin{aligned}
\phi_{*} m_{G}(g B) & =m_{G}\left(\phi^{-1}(g B)\right) \\
& =m_{G}\left(\phi^{-1}(g) \phi^{-1}(B)\right) \\
& =m_{G}\left(\phi^{-1}(B)\right) \\
& =\phi_{*} m_{G}(B) .
\end{aligned}
$$

Also by assumption, $\phi^{-1}(K)$ is compact (resp. $\phi^{-1}(O)$ is open) whenever $K$ is compact (resp. $O$ is open), so $0<\bmod (\phi)<\infty$.

The results on Haar measure from this section now allow Proposition 8.3 to be proved.
Proof of Proposition 8.3. It is clear that (2) implies (1) whenever the action of $G$ preserves the measure $\mu$, so we need to show that (1) implies (2).

For a countable group $G$ the proof is similar to the case of a single transformation: Suppose that $B$ is as in (1) and define the measurable set $B^{\prime}=\bigcap_{g \in G} g \cdot B$. Then $B^{\prime}$ is invariant in the sense of (2), and equivalent to $B$ in the sense that

$$
\mu\left(B \triangle B^{\prime}\right)=\mu\left(B \backslash B^{\prime}\right)=\mu\left(\bigcup_{g \in G} B \backslash g \cdot B\right)=0
$$

by the assumption on $B$ and countability of $G$.
So now let $G$ be a $\sigma$-compact metric group, and let $G^{\prime}$ be a dense countable subgroup of $G$ (such a subgroup exists since $G$ is separable as a topological space, and a countable dense subset generates a countable dense subgroup). Let $B \in \mathscr{B}$ be a $G$-invariant set as in (1); by the first case we may assume without loss of generality that it is a strictly $G^{\prime}$-invariant set as in (2).

As usual write $m_{G}$ for a left Haar measure on $G$; we will use $m_{G}$ to find an equivalent strictly $G$-invariant set $B^{\prime}$. For this, we first need to analyze the subsets

$$
B_{x}=\{g \in G \mid g \cdot x \in B\} \subseteq G
$$

for each $x \in X$. By continuity of the map $g \mapsto g \cdot x$, we know that $B_{x} \subseteq G$ is measurable for each $x \in X$.

Notice that by strict $G^{\prime}$-invariance of $B$ we have $h B_{x}=B_{x}$ for all $h \in G^{\prime}$, and we claim that this implies $m_{G}\left(B_{x}\right)=0$ or $m_{G}\left(G \backslash B_{x}\right)=0$. To prove this claim, suppose instead that $m_{G}\left(B_{x}\right)>0$ and $m_{G}\left(G \backslash B_{x}\right)>0$. Then by Proposition 8.6 the set

$$
O=\left\{g \in G \mid m_{G}\left(g B_{x} \backslash B_{x}\right)>0\right\}
$$

is non-empty and open. Hence there exists some $h \in G^{\prime} \cap O$ which contradicts the fact that $h B_{x}=B_{x}$.

Now define

$$
B^{\prime}=\left\{x \in X \mid m_{G}\left(B_{x}\right)>0\right\}=\left\{x \in X \mid m_{G}\left(G \backslash B_{x}\right)=0\right\},
$$

let $x \in B^{\prime}$ and $h \in G$. Then

$$
B_{h x}=\{g \in G \mid g h \cdot x \in B\}=B_{x} h^{-1}
$$

Since $m_{G}\left(B_{x}\right)>0$ this implies that $m_{G}\left(B_{h x}\right)>0$ by Proposition 8.6 and so $h x \in B^{\prime}$; that is, $B^{\prime}$ is strictly $G$-invariant as in (2).

All that remains is to show that $B^{\prime}$ is measurable and that $\mu\left(B \triangle B^{\prime}\right)=0$, and to do this we reformulate the definition of $B^{\prime}$ as follows. Let $U \subseteq G$ be a measurable set of finite positive measure, and define

$$
f(x)=\frac{1}{m_{G}(U)} \int_{U} \chi_{B}(g \cdot x) \mathrm{d} m_{G}(g) .
$$

By the fact that $B_{x}$ is either a null set or a co-null set with respect to $m$, we see that $f=\chi_{B^{\prime}}$, which shows that $B^{\prime}$ is measurable by Fubini's theorem (Theorem A.13) applied to $U \times X$. Notice that $\chi_{B}(g \cdot x)=\chi_{g^{-1} \cdot B}(x)$. Combining this with Fubini's theorem again and our assumption, we have

$$
\begin{aligned}
\mu\left(B \triangle B^{\prime}\right) & =\int\left(\chi_{B}+\chi_{B^{\prime}}-2 \chi_{B} \chi_{B^{\prime}}\right) \mathrm{d} \mu \\
& =\frac{1}{m_{G}(U)} \int_{U} \int\left(\chi_{B}+\chi_{g^{-1} B}-2 \chi_{B} \chi_{g^{-1} B}\right) \mathrm{d} \mu \mathrm{~d} m_{G}(g) \\
& =\frac{1}{m_{G}(U)} \int_{U} \mu\left(B \triangle g^{-1} B\right) \mathrm{d} \mu=0,
\end{aligned}
$$

which proves the proposition.

### 8.4 Amenable Groups

One of the fundamental ways in which measure-preserving transformations arise comes from the Kryloff-Bogoliouboff Theorem (Corollary 4.2), which in the language of this chapter says that any continuous $\mathbb{Z}$-action on a compact metric space must have an invariant probability measure. This motivates the definition of a class of groups all of whose continuous actions will turn out to have invariant measures. We have seen in Example 8.2 that not all groups have this property, so the definition of amenability below ${ }^{(82)}$ is non-trivial. Amenability may be defined in several different ways; for the purposes of ergodic averaging (for example, as in the mean ergodic theorem), and in order to work with familiar groups, the next definition is a convenient one.

### 8.4.1 Definition of Amenability and Existence of Invariant Measures

Definition 8.9. A $\sigma$-locally compact group $G$ is amenable if, for any compact subset $K \subseteq G$ and $\varepsilon>0$, there is a measurable set $F \subseteq G$ with compact closure such that $K F$ is a measurable* set with

$$
\begin{equation*}
m_{G}(F \triangle K F)<\varepsilon m_{G}(F), \tag{8.13}
\end{equation*}
$$

where $m_{G}$ denotes a left Haar measure on $G$.
Such a set $F$ is said to be $(K, \varepsilon)$-invariant, and a sequence $\left(F_{n}\right)_{n \geqslant 1}$ of compact subsets of $G$ is called a Følner sequence if for every compact set $K$ and $\varepsilon>0$, we have that $F_{n}$ is $(K, \varepsilon)$-invariant for all large enough $n$. Følner sequences in a group $G$ allow ergodic averages of $G$-actions to be formed. Notice that if $G$ is discrete, then the sets $F_{n}$ and $K$ are finite sets and the natural Haar measure is cardinality.

[^26]A different characterization of amenability may be given in terms of the existence of invariant probability measures for continuous actions. This directly generalizes the Kryloff-Bogoliouboff Theorem [214] (Corollary 4.2). We shall only need one direction of this result, not the fact that it characterizes amenability.

Theorem 8.10. If a locally compact group $G$ is amenable, then every continuous $G$-action $G \rightarrow \operatorname{Homeo}(X, \mathrm{~d})$ on a compact metric space has an invariant probability measure.

Proof. Recall that we write $\mathscr{M}(X)$ for the space of probability measures on ( $X, \mathrm{~d}$ ) with the weak*-topology (see p. 97); in this argument we will make use of the theory of integration for functions taking values in the space of measures (see Chap. 5 and Sect. A.3).

A continuous action $G \rightarrow \operatorname{Homeo}(X)$, with the action of $g$ written $x \mapsto g \cdot x$, induces an action of $G$ on $\operatorname{Homeo}(\mathscr{M}(X))$ written $\nu \mapsto g_{*} \nu$. Let $\nu \in \mathscr{M}(X)$ be any measure, and let $\left(F_{n}\right)$ be a Følner sequence in $G$. The sequence of averaged measures defined by

$$
\mu_{n}=\frac{1}{m_{G}\left(F_{n}\right)} \int_{F_{n}} g_{*} \nu \mathrm{~d} m_{G}(g)
$$

or more concretely by

$$
\int f \mathrm{~d} \mu_{n}=\frac{1}{m_{G}\left(F_{n}\right)} \int_{F_{n}} \int f(g \cdot x) \mathrm{d} \nu \mathrm{~d} m_{G}(g)
$$

for any $f \in C(X)$, for $n \geqslant 1$, has a weak*-convergent subsequence $\mu_{n_{j}} \rightarrow \mu$ as $j \rightarrow \infty$. Given any $f \in C(X)$ and $h \in G$, we have

$$
\begin{aligned}
\int f(h \cdot x) \mathrm{d} \mu_{n}(x) & =\frac{1}{m_{G}\left(F_{n}\right)} \int_{F_{n}} \int f(h g \cdot x) \mathrm{d} \nu(x) \mathrm{d} m_{G}(g) \\
& =\frac{1}{m_{G}\left(F_{n}\right)} \int_{h F_{n}} \int f(g \cdot x) \mathrm{d} \nu(x) \mathrm{d} m_{G}(g)
\end{aligned}
$$

and so

$$
\begin{aligned}
\left|\int f(x) \mathrm{d} \mu_{n}(x)-\int f(h \cdot x) \mathrm{d} \mu_{n}(x)\right| & \leqslant \frac{1}{m_{G}\left(F_{n}\right)} \int_{F_{n} \Delta h F_{n}}|f(g \cdot x)| \mathrm{d} \nu(x) \mathrm{d} m_{G}(g) \\
& \leqslant \frac{m_{G}\left(F_{n} \triangle h F_{n}\right)}{m_{G}\left(F_{n}\right)}\|f\|_{\infty} \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$. This implies that the weak*-limit $\mu$ is invariant under the action of $g \in G$.

Abelian groups are amenable; since we do not need this fact itself we instead show that abelian groups share the invariant measure property of amenable groups.

Theorem 8.11. If $G$ is an abelian locally compact group, then every continuous $G$-action $G \rightarrow \operatorname{Homeo}(X, \mathrm{~d})$ on a compact metric space has an invariant probability measure.

Proof. The proof uses averaging and compactness very much like the proof of Theorem 4.1. For each $g \in G$ and $n \geqslant 0$ define a map $A_{n, g}: \mathscr{M}(X) \rightarrow \mathscr{M}(X)$ by

$$
A_{n, g}(\mu)=\frac{1}{n} \sum_{j=0}^{n-1} g_{*}^{j} \mu ;
$$

this is well-defined since $\mathscr{M}(X)$ is convex. There is no reason for these maps to be invertible, so let $\mathscr{A}_{G}$ be the semigroup of maps $\mathscr{M}(X) \rightarrow \mathscr{M}(X)$ generated by the set $\left\{A_{n, g} \mid n \geqslant 0, g \in G\right\}$. Notice that the maps in $\mathscr{A}_{G}$ all commute, since $G$ is abelian. Since any map $A \in \mathscr{A}_{G}$ is continuous, the image $A(\mathscr{M}(X)) \subseteq \mathscr{M}(X)$ is compact.

Given finitely many maps $A_{1}, \ldots, A_{r} \in \mathscr{A}_{G}$, let $A=A_{1} \circ \cdots \circ A_{r}$. Then, since $\mathscr{A}_{G}$ is commutative, for any $i=1, \ldots, r$,

$$
A(\mathscr{M}(X))=A_{i}(\underbrace{A_{1} \circ \cdots \circ A_{r}}_{\text {omitting } A_{i}}(\mathscr{M}(X))) \subseteq A_{i}(\mathscr{M}(X)) .
$$

It follows that

$$
\bigcap_{i=1}^{r} A_{i}(\mathscr{M}(X)) \supseteq A(\mathscr{M}(X)) \neq \varnothing
$$

for any finite collection $A_{1}, \ldots, A_{r}$ of maps in $A_{G}$. By compactness, we deduce that

$$
\bigcap_{A \in \mathscr{A}_{G}} A(\mathscr{M}(X)) \neq \varnothing
$$

Now let $\mu^{*}$ be a measure in $\bigcap_{A \in \mathscr{A}_{G}} A(\mathscr{M}(X))$. For $g \in G$ and any $n \geqslant 0$, there must be some $\mu$ for which $\mu^{*}=A_{n, g} \mu$, and therefore

$$
\mu^{*}-g_{*} \mu^{*}=\frac{1}{n}\left(\mu-g_{*}^{n} \mu\right)
$$

has operator norm $\left\|\mu^{*}-g_{*} \mu^{*}\right\| \leqslant \frac{2}{n}$ for all $n \geqslant 1$, so $\mu^{*}=g_{*} \mu^{*}$ for all $g \in G$. This shows that $\mu^{*}$ is $G$-invariant.

Compact groups are also amenable (they satisfy Definition 8.9); we may prove directly that their actions have invariant measures (see also Exercise 8.4.2).

Lemma 8.12. If $G$ is compact, then any continuous action of $G$ has an invariant probability measure.

Proof. Let $G$ act continuously on a compact metric space ( $X, \mathrm{~d}$ ), and let $x$ be a point in $X$. Define $\phi: G \rightarrow X$ by $\phi(g)=g \cdot x$. Writing $m_{G}$ for the

Haar measure on $G$, we see that $\phi_{*}\left(m_{G}\right)$ is an invariant probability measure on $X$.

We also note that the statement in Exercise 8.4.2, is the reason why ergodic theory usually concerns itself with actions of non-compact groups.

As Example 8.2 shows, it is easy to exhibit non-amenable groups, though it has proved to be a difficult problem to characterize amenability grouptheoretically.

## Exercises for Sect. 8.4

Exercise 8.4.1. Prove directly that a countable abelian group is amenable in the sense of Definition 8.9.

Exercise 8.4.2. Classify all ergodic invariant Borel probability measures for a compact group $G$ acting continuously on a locally compact metric space $X$ by showing that they all arise as push-forwards of the Haar measure on $G$ by the map $g \mapsto g \cdot x$ for some $x \in X$ (as in Lemma 8.12).

Exercise 8.4.3. Prove that the Heisenberg group

$$
H=\left\{\left.\left(\begin{array}{rrr}
1 & x & z \\
& 1 & y \\
& & 1
\end{array}\right) \right\rvert\, x, y, z \in \mathbb{R}\right\}
$$

is amenable and unimodular.
Exercise 8.4.4. Prove that the group

$$
B=\left\{\left.\left(\begin{array}{rr}
a & b \\
& 1
\end{array}\right) \right\rvert\, a, b \in \mathbb{R}, a>0\right\}
$$

which is also called the ' $a x+b$ ' group to reflect its natural action on

$$
\left\{\left.\binom{x}{1} \right\rvert\, x \in \mathbb{R}\right\}
$$

is amenable but not unimodular.

### 8.5 Mean Ergodic Theorem for Amenable Groups

Følner sequences permit ergodic averages to be formed, and the mean and pointwise ergodic theorems hold under suitable conditions for measurepreserving actions of amenable groups.

In the theorem below we deal with integration of functions on the group taking values in the Hilbert space $L_{\mu}^{2}$ (see Sect. A.3).

The reader may find it a helpful exercise to specialize the proof to the case of countable discrete amenable groups, in which Haar measure is cardinality, the elements of a Følner sequence are finite sets, and the integrals appearing are simply finite sums.

We will also be using the induced unitary representation* of $G$ defined by

$$
U_{g}(f)(x)=f\left(g^{-1} \cdot x\right)
$$

for all $x \in X$. As every element of $G$ is assumed to preserve the measure $\mu$ in its action on $X$, we know that $U_{g}: L_{\mu}^{2} \rightarrow L_{\mu}^{2}$ is unitary. Moreover, if $g, h \in G$, then by definition

$$
U_{h}\left(U_{g}(f)\right)(x)=U_{g}(f)\left(h^{-1} \cdot x\right)=f\left(g^{-1} h^{-1} \cdot x\right)=f\left((h g)^{-1} \cdot x\right)=U_{h g}(f)(x),
$$

which shows that $g \mapsto U_{g}$ for $g \in G$ defines an action of $G$ on $L_{\mu}^{2}$. (The inverse in the definition of $U_{g}$ is used to ensure that this is indeed an action.)

Theorem 8.13. Let $G$ be a $\sigma$-locally compact amenable group with left Haar measure $m_{G}$ acting continuously on $X$, and let $\mu$ be a $G$-invariant Borel probability measure on $X$. Let $P_{G}$ be the orthogonal projection onto the closed subspace

$$
I=\left\{f \in L_{\mu}^{2}(X) \mid U_{g} f=f \text { for all } g \in G\right\} \subseteq L_{\mu}^{2}(X)
$$

Then, for any Følner sequence $\left(F_{n}\right)$ and $f \in L_{\mu}^{2}(X)$,

$$
\frac{1}{m_{G}\left(F_{n}\right)} \int_{F_{n}} U_{g^{-1}} f \mathrm{~d} m_{G}(g) \underset{L_{\mu}^{2}}{\longrightarrow} P_{G} f .
$$

Thus the action is ergodic if and only if

$$
\frac{1}{m_{G}\left(F_{n}\right)} \int_{F_{n}} U_{g^{-1}} f \mathrm{~d} m_{G}(g) \underset{L_{\mu}^{2}}{\longrightarrow} \int_{X} f \mathrm{~d} \mu
$$

for all $f \in L_{\mu}^{2}(X)$ (or for all $f$ in a dense subset of $L_{\mu}^{2}(X)$ ).
As will become clear, it is important that we average the expression

$$
U_{g^{-1}} f(x)=f(g \cdot x)
$$

instead of the expression $U_{g} f(x)$.

[^27]Proof of Theorem 8.13. Let $u$ be a function of the form

$$
u(x)=v(h \cdot x)-v(x)
$$

for some $v \in L_{\mu}^{2}(X)$ and $h \in G$, that is $u=U_{h^{-1}} v-v$. Then

$$
\int_{F_{n}} U_{g^{-1}} U_{h^{-1}} v \mathrm{~d} m_{G}(g)=\int_{F_{n}} U_{(h g)^{-1}} v \mathrm{~d} m_{G}(g)=\int_{h F_{n}} U_{g^{-1}} v \mathrm{~d} m_{G}(g),
$$

and so

$$
\begin{aligned}
\left\|\frac{1}{m_{G}\left(F_{n}\right)} \int_{F_{n}} U_{g^{-1}} u \mathrm{~d} m_{G}(g)\right\|_{2} & =\| \frac{1}{m_{G}\left(F_{n}\right)}\left(\int_{h F_{n}} U_{g^{-1}} v \mathrm{~d} m_{G}(g)\right. \\
& \left.-\int_{F_{n}} U_{g^{-1}} v \mathrm{~d} m_{G}(g)\right) \|_{2} \\
\leqslant & \frac{1}{m_{G}\left(F_{n}\right)} \int_{F_{n} \triangle h F_{n}}\left\|U_{g^{-1}} v\right\| \mathrm{d} m_{G}(g) \longrightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$, by (8.13) and Sect. B.7. It follows that the same holds for any function in the $L_{\mu}^{2}$-closure $V$ of the space of finite linear combinations of such functions. Just as in the proof of the mean ergodic theorem (Theorem 2.21), if $u \perp V$ then, for every $v \in L_{\mu}^{2}$,

$$
\left\langle U_{g} u, v\right\rangle=\left\langle u, U_{g^{-1}} v-v\right\rangle+\langle u, v\rangle=\langle u, v\rangle,
$$

so $u \in I$. Thus $L_{\mu}^{2}=V \oplus I$, showing the first part of the theorem. As discussed on page 233 , the $G$-action is ergodic if and only if $I=\mathbb{C}$, the constant functions, or equivalently if and only if $P_{G} f=\int_{X} f \mathrm{~d} \mu$, completing the proof.

Just as the mean ergodic theorem (Theorem 2.21) readily implies a mean ergodic theorem in $L^{1}$ for single transformations (Corollary 2.22), Theorem 8.13 implies an $L^{1}$ theorem. See Sect. B. 7 for an explanation of the meaning of the integral arising.

Corollary 8.14. Let $G$ be a locally compact amenable group with left Haar measure $m_{G}$ acting continuously on $X$, and let $\mu$ be a $G$-invariant Borel probability measure on $X$. Then, for any Følner sequence $\left(F_{n}\right)$ and $f \in L_{\mu}^{1}(X)$,

$$
\frac{1}{m_{G}\left(F_{n}\right)} \int_{F_{n}} f \circ g \mathrm{~d} m_{G}(g) \longrightarrow E(f \mid \mathscr{E})
$$

in $L_{\mu}^{1}$, where $\mathscr{E}$ is the $\sigma$-algebra of $G$-invariant sets.

## Exercises for Sect. 8.5

Exercise 8.5.1. Emulate the proof of Corollary 2.22 to deduce Corollary 8.14 from Theorem 8.13.

### 8.6 Pointwise Ergodic Theorems and Polynomial Growth

While the mean ergodic theorem (Theorem 2.21) extends easily to the setting of amenable group actions both in its statement and in its proof, extending the pointwise ergodic theorem (Theorem 2.30) is much more involved ${ }^{(83)}$. The general pointwise ergodic theorem for amenable groups is due to Lindenstrauss [233]; a condition is needed on the averaging Følner sequence used (but every amenable group has Følner sequences satisfying the condition). That some condition on the sequence is needed is already visible for single transformations (Z-actions): del Junco and Rosenblatt [67] show that for any non-trivial measure-preserving system the pointwise ergodic theorem does not hold along the Følner sequence defined by $F_{n}=\left[n^{2}, n^{2}+n\right) \cap \mathbb{Z}$.

### 8.6.1 Flows

We start by showing how Theorem 2.30 extends to the case of continuous time. As this is convenient, we state and prove the theorem in the measurable context. A flow is a family $\left\{T_{t} \mid t \in \mathbb{R}\right\}$ of measurable transformations of the probability space $(X, \mathscr{B}, \mu)$ satisfying the identity $T_{s} T_{t}=T_{s+t}$ for all $s, t \in \mathbb{R}$, and with $T_{0}=I_{X}$. The flow is measure-preserving if $T_{t}$ preserves $\mu$ for each $t \in \mathbb{R}$, and is measurable (as a flow) if the map $(x, t) \mapsto T_{t}(x)$ is a measurable map from $\left(X \times \mathbb{R}, \mathscr{B} \otimes \mathscr{B}_{\mathbb{R}}\right)$ to ( $X, \mathscr{B}$ ). Similarly, a semi-flow is an action of the semigroup $\mathbb{R} \geqslant 0$. The pointwise ergodic theorem for (semi-)flows is a direct corollary of Theorem 2.30.

Corollary 8.15. Let $T$ be a measurable and measure-preserving (semi-)flow on the probability space $(X, \mathscr{B}, \mu)$. Then, for any $f \in L_{\mu}^{1}$, there is a measurable set of full measure on which

$$
\frac{1}{s} \int_{0}^{s} f\left(T_{s} x\right) \mathrm{d} s \rightarrow E(f \mid \mathscr{E})(x)
$$

converges everywhere and in $L_{\mu}^{1}$ to the expectation with respect to the $\sigma$ algebra $\mathscr{E}=\left\{B \in \mathscr{B} \mid \mu\left(B \triangle T_{t}^{-1} B\right)=0\right.$ for all $\left.t \in \mathbb{R}\right\}$.

Proof. The function $(x, s) \mapsto f\left(T_{s}(x)\right)$ is integrable on $X \times[0, s]$ for any non-negative $s$ by Fubini's theorem (Theorem A.13). Thus the integral $\int_{0}^{s} f\left(T_{t} x\right) \mathrm{d} t$ is well-defined for almost every $x \in X$. In particular, $F(x)=\int_{0}^{1} f\left(T_{t} x\right) \mathrm{d} t$ is well-defined for almost every $x$, and therefore defines a function in $L_{\mu}^{1}$. Now

$$
\int_{0}^{n} f\left(T_{t} x\right) \mathrm{d} t=\sum_{j=0}^{n-1} F\left(T_{1}^{j} x\right)
$$

so, by Theorem 2.30, the averages

$$
\frac{1}{N} \int_{0}^{N} f\left(T_{t} x\right) \mathrm{d} t
$$

converge almost everywhere as $N \rightarrow \infty$.
Moreover, Theorem 2.30 applied to $F_{\text {abs }}=\int_{0}^{1}\left|f\left(T_{s} x\right)\right| \mathrm{d} s$ also implies (by taking the difference between $\mathrm{A}_{N}\left(F_{\text {abs }}\right)$ and $\frac{N+1}{N} \mathrm{~A}_{N+1}\left(F_{\text {abs }}\right)$, which converge to the same limit) that

$$
\frac{1}{N} \int_{0}^{1}\left|f\left(T_{t+N} x\right)\right| \mathrm{d} t \rightarrow 0
$$

as $N \rightarrow \infty$ almost everywhere. For any $s \in[N, N+1)$ we have

$$
\left|\int_{0}^{s} f\left(T_{t} x\right) \mathrm{d} t-\int_{0}^{N} f\left(T_{t} x\right) \mathrm{d} t\right| \leqslant \int_{0}^{1}\left|f\left(T_{t+N} x\right)\right| \mathrm{d} t
$$

so the convergence almost everywhere follows.
To finish the proof we need to identify the limit $f^{*}$, and show convergence in $L_{\mu}^{1}$. By Theorem 6.1, the integral averages (from 0 to $N$ ) of $f \in L_{\mu}^{1}$ converge almost everywhere and in $L_{\mu}^{1}$ to the conditional expectation

$$
f^{*}=E\left(F \mid \mathscr{E}^{T_{1}}\right)
$$

with respect to the $\sigma$-algebra of sets invariant under $T_{1}$. To obtain convergence in $L_{\mu}^{1}$ of the integral from 0 to $s$, we can use the trick above for $s \in[N, N+1)$. Moreover, the same argument shows that $f^{*}$ is invariant under the flow $T_{t}$ (that is, $f^{*}$ is $\mathscr{E}$-measurable). Finally, using convergence in $L_{\mu}^{1}$, we see that for a measurable set $B \in \mathscr{E}$ we have

$$
\begin{aligned}
\int \chi_{B}(x) \frac{1}{N} \int_{0}^{N} f\left(T_{t} x\right) \mathrm{d} t \mathrm{~d} \mu(x) & =\frac{1}{N} \int_{0}^{N} \int \chi_{B}(x) f(x) \mathrm{d} \mu(x) \mathrm{d} t \\
& \rightarrow \int_{B} f \mathrm{~d} \mu=\int_{B} f^{*} \mathrm{~d} \mu
\end{aligned}
$$

which proves that $f^{*}=E(f \mid \mathscr{E})$.

A quite different class of ergodic theorems for continuous time are the local ergodic theorems; we mention one simple instance. Local ergodic theorems were introduced by Wiener [382]; notice how closely they are related to the fundamental theorem of calculus, which states that

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \int_{s}^{s+\varepsilon} f(t) \mathrm{d} t=f(s)
$$

for almost every $s \in \mathbb{R}$ if $f \in L_{m_{\mathbb{R}}}^{1}$ (see Royden [320, Ch. 5] or Theorem A.25).
Theorem 8.16 (Wiener). Let $T$ be a measurable and measure-preserving flow on $(X, \mathscr{B}, \mu)$. Then, for any $f \in L_{\mu}^{1}$,

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \int_{0}^{\varepsilon} f\left(T_{t} x\right) \mathrm{d} t=f(x)
$$

almost everywhere.
Here we will write $m$ for Lebesgue measure $m_{\mathbb{R}}$ restricted to $[0, \infty)$.
Proof of Theorem 8.16. Let

$$
N=X \times[0, \infty) \backslash\left\{(x, t) \in X \times[0, \infty) \left\lvert\, \lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \int_{0}^{\varepsilon} f\left(T_{t+s}\right) \mathrm{d} s=f\left(T_{t} x\right)\right.\right\}
$$

we wish to show that $N$ is a null set with respect to $\mu \times m$. Define

$$
N^{t}=\{x \in X \mid(x, t) \in N\}
$$

for $t \geqslant 0$. Finally, let

$$
N_{x}=\{t \in[0, \infty) \mid(x, t) \in N\} .
$$

Now for almost every $x, \int_{0}^{s} f\left(T_{t} x\right) \mathrm{d} t$ is well-defined for all $s$, and $t \mapsto f\left(T_{t} x\right)$ is integrable on $[0, T]$ for any $T \geqslant 0$. Thus the fundamental theorem of calculus (Theorem A.25) implies that $m\left(N_{x}\right)=0$ for almost every $x$. It follows that $(\mu \times m)(N)=0$, and by Fubini's theorem (Theorem A.13), almost every $t$ has the property that $\mu\left(N^{t}\right)=0$. On the other hand $N^{t}=T_{t}^{-1} N^{0}$, so $\mu\left(N^{t}\right)$ is independent of $t$, and therefore vanishes identically as required, since $T_{t}$ is measure-preserving.

### 8.6.2 Pointwise Ergodic Theorems for a Class of Groups

In this section we describe a more general version of the argument in Sect. 2.6.3 and the second proof in Sect. 2.6.5, using once again the finite Vitali covering lemma (Lemma 2.27). The pointwise ergodic theorem ob-
tained here applies to a large collection of groups but is far from the most general pointwise theorems.

We assume here that $G$ is a locally compact unimodular group equipped with a right-invariant metric (that is, a metric d compatible with the topology and with $\mathrm{d}\left(g_{1} h, g_{2} h\right)=\mathrm{d}\left(g_{1}, g_{2}\right)$ for all $\left.g_{1}, g_{2}, h \in G\right)$ and with the following growth properties.
(P) For any $r>0$ the metric $r$-ball $B_{r}^{G}=B_{r}^{G}(e)$ has compact closure (that is, the metric is proper $)$, and $m_{g}\left(\overline{B_{r}^{G}} \backslash B_{r}^{G}\right)=0$.
(D) The metric has a doubling property*: there is a constant $C_{G}$ such that

$$
m_{G}\left(B_{3 r}^{G}\right) \leqslant C_{G} m_{G}\left(B_{r}^{G}\right) .
$$

(F) The metric balls form a Følner sequence: for any fixed $s \in \mathbb{R}$,

$$
\frac{m_{G}\left(B_{r+s}^{G}\right)}{m_{G}\left(B_{r}^{G}\right)} \longrightarrow 1
$$

as $r \rightarrow \infty$.
We will check that property (F) does indeed imply the amenability property in Definition 8.9 just after the statement of Theorem 8.19. It is clear that any metric induced by a norm on $\mathbb{R}^{k} \times \mathbb{Z}^{\ell}$ satisfies these properties. However, there are many other groups satisfying the properties above: for example, the Heisenberg group (defined in Exercise 8.4.3, with further properties described in Examples 9.13 and 9.15, and in Chap. 10) satisfies them.

We start as in Sect. 2.6 with a maximal inequality in $L^{1}(G)$, the analog of Lemma 2.29.

Lemma 8.17. Let $G$ be a locally compact unimodular group with a rightinvariant metric satisfying properties $(\mathrm{P})$ and (D). Then for any $\phi \in L^{1}(G)$ and $\alpha>0$ define the maximal function

$$
\phi^{*}(a)=\sup _{r>0} \frac{1}{m_{G}\left(B_{r}^{G}\right)} \int_{B_{r}^{G}} \phi(g a) \mathrm{d} m_{G}(g)
$$

and the set $E_{\alpha}^{\phi}=\left\{a \in G \mid \phi^{*}(a)>\alpha\right\}$. Then

$$
\alpha m_{G}\left(E_{\alpha}^{\phi}\right) \leqslant C_{G}\|\phi\|_{1}
$$

Proof. By the assumption (P), $m_{G}\left(B_{r}^{G}\right)$ depends continuously on $r>0$, so $\phi^{*}(a)$ can also be defined as the supremum over all rational $r>0$. This shows that the map $a \mapsto \phi^{*}(a)$ is measurable. For any $a \in E_{\alpha}^{\phi}$ choose some $r(a)$ with

[^28]\[

$$
\begin{equation*}
\frac{1}{m_{G}\left(B_{r(a)}^{G}\right)} \int_{B_{r(a)}^{G}} \phi(g a) \mathrm{d} m_{G}(g)>\alpha \tag{8.14}
\end{equation*}
$$

\]

Since $G$ is second countable (that is, has a countable basis for its topology), we can write the open set

$$
O=\bigcup_{a \in E_{\alpha}^{\phi}} B_{r(a)}^{G} a
$$

as a union of countably many sets,

$$
O=\bigcup_{i=1}^{\infty} B_{r\left(a_{i}\right)}^{G} a_{i}
$$

for some $\left\{a_{1}, a_{2}, \ldots\right\} \subseteq E_{\alpha}^{\phi}$. For brevity, write $r_{i}=r\left(a_{i}\right)$. Notice that by the assumption of right-invariance for the metric, the right translate of a ball is also a ball: $B_{r}^{G} a=B_{r}^{G}(e) a=B_{r}^{G}(a)$ for any $r>0$ and $a \in G$. Fix some $K \geqslant 1$ and apply the Vitali covering lemma (Lemma 2.27) to select indices $j(1), \ldots, j(k) \in\{1, \ldots, K\}$ such that the balls

$$
\begin{equation*}
B_{r_{j(1)}}^{G} a_{j(1)}, \ldots, B_{r_{j(k)}}^{G} a_{j(k)} \tag{8.15}
\end{equation*}
$$

are disjoint, and

$$
\begin{equation*}
B_{r_{1}}^{G} a_{1} \cup \cdots \cup B_{r_{K}}^{G} a_{K} \subseteq B_{3 r_{j(1)}}^{G} a_{j(1)} \cup \cdots \cup B_{3 r_{j(k)}}^{G} a_{j(k)} \tag{8.16}
\end{equation*}
$$

By disjointness of the sets in (8.15),

$$
\begin{aligned}
\|\phi\|_{1} & \geqslant \sum_{i=1}^{k} \int_{B_{r_{j(i)}^{G}}^{G} a_{j(i)}}|\phi| \mathrm{d} m_{G} \\
& \geqslant \sum_{i=1}^{k} m_{G}\left(B_{r_{j(i)}}^{G} a_{j(i)}\right) \frac{1}{m_{G}\left(B_{r_{j(i)}}^{G}\right)} \int_{B_{r_{j(i)}^{G}}^{G} a_{j(i)}} \phi\left(g a_{j(i)}\right) \mathrm{d} m_{G}(g) \\
& \geqslant \alpha \sum_{i=1}^{k} m_{G}\left(B_{r_{j(i)}}^{G} a_{j(i)}\right) \quad(\text { by }(8.14)) .
\end{aligned}
$$

On the other hand, by (8.16), right-invariance of $m_{G}$, and property (D),

$$
\sum_{j=1}^{K} m_{G}\left(B_{r_{j}}^{G} a_{j}\right) \leqslant \sum_{i=1}^{k} m_{G}\left(B_{3 r_{j(i)}}^{G} a_{j(i)}\right) \leqslant C_{G} \sum_{i=1}^{k} m_{G}\left(B_{r_{j(i)}}^{G} a_{j(i)}\right)
$$

Together with the bound on the latter sum, this gives

$$
\alpha \sum_{j=1}^{K} m_{G}\left(B_{r_{j}}^{G}\right) \leqslant C_{G}\|\phi\|_{1}
$$

for any $K \geqslant 1$, which gives $\alpha m_{G}(O) \leqslant C_{G}\|\phi\|_{1}$ and hence the lemma, since $E_{\alpha}^{\phi} \subseteq O$.

We note that a right-invariant metric in a group satisfies the symmetry relation $\mathrm{d}(g, e)=\mathrm{d}\left(g^{-1}, e\right)$ for $g \in G$ (which follows by right multiplication with $g^{-1}$ ) and the group triangle inequality $\mathrm{d}(g h, e) \leqslant \mathrm{d}(g, e)+\mathrm{d}(h, e)$ for $g, h \in G$. The latter follows by combining the right-invariance and the triangle inequality

$$
\mathrm{d}(g h, e)=\mathrm{d}\left(g, h^{-1}\right) \leqslant \mathrm{d}(g, e)+\mathrm{d}\left(e, h^{-1}\right)=\mathrm{d}(g, e)+\mathrm{d}(h, e) .
$$

In the notation $B_{r}^{G}=B_{r}^{G}(e)$ for the balls of radius $r>0$ around the identity $e \in G$ these properties may also be written as

$$
\left(B_{r}^{G}\right)^{-1}=B_{r}^{G}
$$

and

$$
\begin{equation*}
B_{r}^{G} B_{s}^{G} \subseteq B_{r+s}^{G} \tag{8.17}
\end{equation*}
$$

for any $r, s>0$.
Theorem 8.18 (Maximal Ergodic Theorem). Let $G$ be a unimodular locally compact group with a right-invariant metric satisfying properties (P), (D) and (F). Let $G$ act continuously on a locally compact $\sigma$-compact metric space $X$, preserving a Borel probability measure $\mu$ on $X$, and let $f \in L^{1}(X, \mathscr{B}, \mu)$. We define the maximal function

$$
f^{*}(x)=\sup _{r>0} \frac{1}{m_{G}\left(B_{r}^{G}\right)} \int_{B_{r}^{G}} f(g \cdot x) \mathrm{d} m_{G}(g),
$$

and for $\alpha>0$ define

$$
E_{\alpha}^{f}=\left\{x \in X \mid f^{*}(x)>\alpha\right\}
$$

Then $\alpha \mu\left(E_{\alpha}^{f}\right) \leqslant C_{G}\|f\|_{1}$.
Proof. In the proof below we will frequently use Fubini's theorem (Theorem A.13) applied to the functions

$$
(g, x) \longmapsto f(g \cdot x)
$$

and

$$
(g, x) \longmapsto|f(g \cdot x)|,
$$

for $(g, x) \in B_{J}^{G} \times X$ for some fixed $J>1$. Notice that

$$
\int|f(g \cdot x)| \mathrm{d} \mu(x)=\|f\|_{1}
$$

since $\mu$ is $G$-invariant, so

$$
\int_{B_{r}^{G}} \int_{X}|f(g \cdot x)| \mathrm{d} \mu(x) \mathrm{d} m_{G}(g)=m_{G}\left(B_{r}^{G}\right)\|f\|_{1},
$$

and therefore these functions lie in $L^{1}\left(B_{J}^{G} \times X,\left.m_{G}\right|_{B_{J}^{G}} \times \mu\right)$. In particular, for almost every $x \in X$,

$$
\phi(g)= \begin{cases}f(g \cdot x) & \text { for } g \in B_{J}^{G} \\ 0 & \text { for } g \notin B_{J}^{G}\end{cases}
$$

defines a function $\phi \in L^{1}(G)$ (suppressing the dependence on $x \in X$ and on $J$ ).

Fix $\alpha>0$. By Lemma 8.17,

$$
\begin{equation*}
\alpha m_{G}\left(E_{\alpha}^{\phi}\right) \leqslant C_{G}\|\phi\|_{1} . \tag{8.18}
\end{equation*}
$$

Fix some $M>0$ (later we will let $J \rightarrow \infty$ for $M$ fixed). Define the restricted maximal functions

$$
\begin{equation*}
\phi_{M}^{*}(a)=\sup _{0<r<M} \frac{1}{m_{G}\left(B_{r}^{G}\right)} \int_{B_{r}^{G}} \phi(g a) \mathrm{d} m_{G}(g) \tag{8.19}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{M}^{*}(x)=\sup _{0<r<M} \frac{1}{m_{G}\left(B_{r}^{G}\right)} \int_{B_{r}^{G}} f(g \cdot x) \mathrm{d} m_{G}(g) \tag{8.20}
\end{equation*}
$$

and sets

$$
E_{\alpha, M}^{\phi}=\left\{a \in G \mid \phi_{M}^{*}(a)>\alpha\right\}
$$

and

$$
E_{\alpha, M}^{f}=\left\{x \in X \mid f_{M}^{*}(x)>\alpha\right\} .
$$

Fix $a \in B_{J-M}^{G}$ and $g \in B_{M}^{G}$. Then $g a \in B_{J}^{G}$ by (8.17), so

$$
\phi(g a)=f(g a \cdot x)
$$

by definition of $\phi$. Substituting this into (8.19) and (8.20) gives

$$
\phi_{M}^{*}(a)=f_{M}^{*}(a \cdot x)
$$

for $a \in B_{J-M}^{G}$. It follows that

$$
\begin{align*}
\alpha m_{G}\left(\left\{a \in B_{J-M}^{G} \mid a \cdot x \in E_{\alpha, M}^{f}\right\}\right) & =\alpha m_{G}\left(B_{J-M}^{G} \cap E_{\alpha, M}^{\phi}\right) \\
& \leqslant \alpha m_{G}\left(E_{\alpha}^{\phi}\right) \\
& \leqslant C_{G}\|\phi\|_{1} \tag{8.21}
\end{align*}
$$

where the last inequality is (8.18) again. We now integrate both sides of the inequality (8.21) over $X$ and use Fubini's theorem. More concretely, for the left-hand side of (8.21) we have

$$
\begin{align*}
m_{G}\left(B_{J-M}^{G}\right) \mu\left(E_{\alpha, M}^{f}\right) & =\int_{B_{J-M}^{G}} \int_{X} \chi_{E_{\alpha, M}^{f}}(a \cdot x) \mathrm{d} \mu(x) \mathrm{d} m_{G} \\
& =\int_{X} m_{G}\left(\left\{a \in B_{J-M}^{G} \mid a \cdot x \in E_{\alpha, M}^{f}\right\}\right) \mathrm{d} \mu(x) \tag{8.22}
\end{align*}
$$

by Fubini's theorem and the invariance of $\mu$ under the action of $G$. Similarly, for the right-hand side we may write

$$
\begin{align*}
\int_{X}\|\phi\|_{1} \mathrm{~d} \mu(x) & =\int_{X} \int_{B_{J}^{G}}|f(g \cdot x)| \mathrm{d} m_{G}(g) \mathrm{d} \mu(x) \\
& =\int_{B_{J}^{G}} \int_{X}|f(g \cdot x)| \mathrm{d} \mu(x) \mathrm{d} m_{G}(g)=m_{G}\left(B_{J}^{G}\right)\|f\|_{1} \tag{8.23}
\end{align*}
$$

The identities (8.21)-(8.23) together give

$$
\alpha m_{G}\left(B_{J-M}^{G}\right) \mu\left(E_{\alpha, M}^{f}\right) \leqslant C_{G} m_{G}\left(B_{J}^{G}\right)\|f\|_{1} .
$$

We divide by $m_{G}\left(B_{J}^{G}\right)$ and let $J \rightarrow \infty$, which gives

$$
\alpha \mu\left(E_{\alpha, M}^{f}\right) \leqslant C_{G}\|f\|_{1}
$$

by property (F). Finally, letting $M \rightarrow \infty$ gives the theorem.
It will be useful to extend the notation for ergodic averages from Sect. 2.5 to averages over balls for a group action, so we define

$$
\mathrm{A}_{r}(f)(x)=\frac{1}{m_{G}\left(B_{r}^{G}\right)} \int_{B_{r}^{G}} f(g \cdot x) \mathrm{d} m_{G}(g)
$$

for a group action of $G$.
Theorem 8.19. Let $G$ be a unimodular locally compact group with a rightinvariant metric satisfying properties (P), (D) and (F). Let G act continuously on a locally compact $\sigma$-compact metric space $X$, preserving a Borel probability measure $\mu$ on $X$, and let $f \in L^{1}(X, \mathscr{B}, \mu)$. Then

$$
\mathrm{A}_{r}(f)(x) \longrightarrow E(f \mid \mathscr{E})(x)
$$

almost everywhere and in $L_{\mu}^{1}$, where as usual $\mathscr{E}$ denotes the $\sigma$-algebra of $G$ invariant sets.

The proof of Theorem 8.19 will follow the pattern of the second proof in Sect. 2.6.5, where the pointwise ergodic theorem is deduced from the mean ergodic theorem using the maximal ergodic theorem. In order to use the mean ergodic theorem, we first verify that property ( F ) gives (8.13).

If $K \subseteq G$ is compact and non-empty, then $K \subseteq B_{s}^{G}$ for some $s>0$, so

$$
B_{r}^{G} \triangle K B_{r}^{G}=B_{r}^{G} \backslash K B_{r}^{G} \cup K B_{r}^{G} \backslash B_{r}^{G} \subseteq B_{r}^{G} \backslash B_{r-s}^{G} \cup B_{r+s}^{G} \backslash B_{r}^{G}
$$

for all $r>s$, since $B_{r-s}^{G} \subseteq K B_{r}^{G} \subseteq B_{r+s}^{G}$ by (8.17). It follows that

$$
\begin{aligned}
m_{G}\left(B_{r}^{G} \triangle K B_{r}^{G}\right) & \leqslant m_{G}\left(B_{r}^{G} \backslash B_{r-s}^{G}\right)+m_{G}\left(B_{r+s}^{G} \backslash B_{r}^{G}\right) \\
& =m_{G}\left(B_{r+s}\right)-m_{G}\left(B_{r-s}\right)
\end{aligned}
$$

so that $\frac{m_{G}\left(B_{r} \Delta K B_{r}^{G}\right)}{m_{G}\left(B_{r}^{G}\right)} \rightarrow 0$ as $r \rightarrow \infty$ by property ( F ).
Proof of Theorem 8.19. Assume first that $f_{0} \in \mathscr{L}^{\infty}$, so that

$$
\mathrm{A}_{n}\left(f_{0}\right) \rightarrow F_{0}=E\left(f_{0} \mid \mathscr{E}\right)
$$

as $n \rightarrow \infty$ in $L_{\mu}^{1}$ by the mean ergodic theorem for $L^{1}$ (Corollary 8.14). Pick some $M$ with $\left\|F_{0}-\mathrm{A}_{M}\left(f_{0}\right)\right\|_{1}<\varepsilon^{2}$. By the maximal ergodic theorem (Theorem 8.18) applied to $F_{0}-\mathrm{A}_{M}\left(f_{0}\right)$ we have

$$
\begin{equation*}
\mu\left(\left\{x \in X \mid \sup _{r>0} \mathrm{~A}_{r}\left(F_{0}-\mathrm{A}_{M}\left(f_{0}\right)\right)>\varepsilon\right\}\right)<\varepsilon \tag{8.24}
\end{equation*}
$$

By invariance of $F_{0}$ under the action, we have $\mathrm{A}_{r}\left(F_{0}\right)=F_{0}$. Just as in Sect. 2.6.5, we now estimate the difference between $\mathrm{A}_{r}\left(\mathrm{~A}_{M}\left(f_{0}\right)\right)$ and $\mathrm{A}_{r}\left(f_{0}\right)$ as $r \rightarrow \infty$. We have

$$
\begin{aligned}
& \mathrm{A}_{r}\left(\mathrm{~A}_{M}\left(f_{0}\right)\right)(x)=\frac{1}{m_{G}\left(B_{r}^{G}\right)} \int \mathrm{A}_{M}\left(f_{0}\right)(g \cdot x) \chi_{B_{r}^{G}}(g) \mathrm{d} m_{G}(g) \\
& \quad=\frac{1}{m_{G}\left(B_{r}^{G}\right) m_{G}\left(B_{M}^{G}\right)} \iint \chi_{B_{r}^{G}}(g) \chi_{B_{M}^{G}}(h) f_{0}(h g \cdot x) \mathrm{d} m_{G}(g) \mathrm{d} m_{G}(h) \\
& =\frac{1}{m_{G}\left(B_{r}^{G}\right) m_{G}\left(B_{M}^{G}\right)} \int \underbrace{\int \chi_{B_{r}^{G}}\left(h^{-1} g^{\prime}\right) \chi_{B_{M}^{G}}(h) \mathrm{d} m_{G}(h)}_{\psi\left(g^{\prime}\right)} f_{0}\left(g^{\prime} \cdot x\right) \mathrm{d} m_{G}\left(g^{\prime}\right)
\end{aligned}
$$

by Fubini's theorem (Theorem A.13) and left-invariance of $m_{G}$. Notice that for $g^{\prime} \in B_{r-M}^{G}$ we have $h^{-1} g^{\prime} \in B_{r}^{G}$ for all $h \in B_{M}^{G}$ by (8.17). It follows that $\psi\left(g^{\prime}\right)=m_{G}\left(B_{M}^{G}\right)$ if $g^{\prime} \in B_{r-M}^{G}$. Similarly, if $g^{\prime} \in B_{r+M}^{G}$ then $h^{-1} g^{\prime} \notin B_{r}^{G}$ for any $h \in B_{M}^{G}$, so $\psi\left(g^{\prime}\right)=0$. Finally, for $g^{\prime} \in B_{r+M}^{G} \backslash B_{r-M}^{G}$,
we have

$$
0 \leqslant \psi\left(g^{\prime}\right) \leqslant m_{G}\left(B_{M}^{G}\right)
$$

Thus

$$
\begin{align*}
\left|\mathrm{A}_{r}\left(\mathrm{~A}_{M}\left(f_{0}\right)\right)-\mathrm{A}_{r}\left(f_{0}\right)\right| & \leqslant \frac{1}{m_{G}\left(B_{r}^{G}\right)} \int\left|\frac{1}{m_{G}\left(B_{M}^{G}\right)} \psi(g)-\chi_{B_{r}^{G}}(g)\right|\left|f_{0}(g \cdot x)\right| \mathrm{d} m_{G}(g) \\
& \leqslant \frac{m_{G}\left(B_{r+M}^{G} \backslash B_{r-M}^{G}\right)}{m_{G}\left(B_{r}^{G}\right)}\left\|f_{0}\right\|_{\infty} \rightarrow 0 \tag{8.25}
\end{align*}
$$

as $r \rightarrow \infty$, by property (F). Together (8.24) and (8.25) show that

$$
\begin{aligned}
& \mu\left(\left\{x \in X\left|\limsup _{r \rightarrow \infty}\right| F_{0}-\mathrm{A}_{r}\left(f_{0}\right) \mid>\varepsilon\right\}\right) \\
&=\mu\left(\left\{x \in X\left|\limsup _{r \rightarrow \infty}\right| \mathrm{A}_{r}\left(F_{0}-\mathrm{A}_{M}\left(f_{0}\right)\right) \mid>\varepsilon\right\}\right)<\varepsilon
\end{aligned}
$$

which means that $\mathrm{A}_{r}\left(f_{0}\right) \rightarrow F_{0}$ pointwise almost everywhere as $r \rightarrow \infty$. The remainder of the proof follows the final part of the proof on p. 47.

## Exercises for Sect. 8.6

Exercise 8.6.1. Fill in the details completing the proof of Theorem 8.19 as suggested there.

Exercise 8.6.2. Prove that the doubling property (D) from page 260 (for the left-invariant Haar measure and the right-invariant metric) implies that the group is unimodular.

### 8.7 Ergodic Decomposition for Group Actions

Just as for single transformations, the ergodic decomposition for a continuous measure-preserving action of a $\sigma$-compact metric group may be deduced from Choquet's theorem as in Theorem 4.8. The proof we will give in this section is related to the proof of Theorem 6.2 , but a little more involved since we do not have a pointwise ergodic theorem for the action of $G$ on $X$. We will follow loosely work of Greschonig and Schmidt [129] where a similar but much stronger result is found using quasi-invariance (where the action is only assumed to take null sets to null sets).

Theorem 8.20. Let $G$ be a $\sigma$-compact metric group acting continuously on a $\sigma$-compact metric space ( $X, \mathrm{~d}$ ). Let $\mu$ be a $G$-invariant probability measure
on $X$, and let

$$
\mathscr{E}=\{B \subseteq X \mid B \text { is measurable and } \mu(g \cdot B \triangle B)=0 \text { for all } g \in G\}
$$

be the $\sigma$-algebra of $G$-invariant sets. Then

$$
\mu=\int \mu_{x}^{\mathscr{E}} \mathrm{d} \mu(x)
$$

is the ergodic decomposition of $\mu$. That is, for $\mu$-almost every $x$ the conditional measure $\mu_{x}^{\mathscr{E}}$ is a $G$-invariant and ergodic probability measure on $X$.

The next result will serve as a substitute for an ergodic theorem.
Lemma 8.21. Let $P_{1}, P_{2}, \ldots$ be orthogonal projections, all defined on a separable Hilbert space $\mathscr{H}$. Define the operators

$$
Q_{1}=P_{1}, Q_{2}=Q_{1} P_{2} Q_{1}, \ldots, Q_{n+1}=Q_{n} P_{n+1} Q_{n}
$$

for any $n \geqslant 0$. Then the sequence $\left(Q_{n} v\right)$ converges in the norm topology to the orthogonal projection of $v$ onto the subspace $\bigcap_{m=1}^{\infty} \operatorname{Im} P_{m}$, for any $v \in \mathscr{H}$.

As we will see in the proof, the peculiar structure of the definition of $Q_{n}$ will be used in two different ways. First, for any $v \in \mathscr{H}$ and any fixed $m$, the vector $Q_{n} v$ for $n \geqslant m$ is obtained from an element of $\operatorname{Im} P_{m}$ by a few (how many depending on $m$ but not on $n$ ) projections $P_{j}$ with $j<m$. Second, the symmetry of the definition will be used in the later part of the proof to miraculously convert weak*-convergence into strong convergence.

To see how this can be helpful, notice the following peculiar geometrical fact. For a vector $v$ in a Hilbert space it is possible to find a finite number of projections $P_{1}, \ldots, P_{n}$ so that $v^{\prime}=P_{n} \cdots P_{1} v$ is orthogonal to $v$ but has almost the same length as $v$. A geometric picture of a composition of many projections that together behave like a rotation is illustrated in Fig. 8.5.


Fig. 8.5 Many projections together acting like a rotation

The closer we require $\left\|v^{\prime}\right\|$ to be to $\|v\|$, the more projections need to be taken. The bound on the number of projections that appear to the left of $P_{m}$ in the definition of $Q_{n}$ will in this way allow us to say that $Q_{n} v$ has not moved very far from $\operatorname{Im} P_{m}$, if indeed the length has not decreased much.
Proof of Lemma 8.21. Fix some $v \in \mathscr{H}$, and let $w$ be a weak*-limit of a subsequence $\left(Q_{n_{k}} v\right)$. That is, $w \in \mathscr{H}$ satisfies

$$
\left\langle Q_{n_{k}} v, \xi\right\rangle \rightarrow\langle w, \xi\rangle
$$

as $k \rightarrow \infty$, for all $\xi \in \mathscr{H}$. Such a subsequence exists by Alaoglu's theorem (Theorem B.6) because $\left\|Q_{n}\right\| \leqslant 1$ for all $n$.

We wish to show that $w \in \bigcap_{m=1}^{\infty} \operatorname{Im} P_{m}$. We claim first that

$$
\begin{equation*}
P_{1} Q_{n}=Q_{n} \tag{8.26}
\end{equation*}
$$

for all $n \geqslant 1$ by induction. For $n=1, P_{1} Q_{1}=P_{1}^{2}=P_{1}$ since $P_{1}$ is a projection, and if we assume that $P_{1} Q_{n}=Q_{n}$ for some $n$, then

$$
P_{1} Q_{n+1}=P_{1} Q_{n} P_{n+1} Q_{n}=Q_{n} P_{n+1} Q_{n}=Q_{n+1}
$$

Hence, if $\xi$ is an element of $\left(\operatorname{Im} P_{1}\right)^{\perp}=\operatorname{ker} P_{1}$, then

$$
\left\langle Q_{n} v, \xi\right\rangle=\left\langle P_{1} Q_{n} v, \xi\right\rangle=\left\langle Q_{n} v, P_{1} \xi\right\rangle=0
$$

for all $n$, and so $\langle w, \xi\rangle=0$ for all $\xi \in\left(\operatorname{Im} P_{1}\right)^{\perp}$ and $w \in \operatorname{Im} P_{1}$ as required.
To prove the same result for $m>1$ we have to work a bit harder. To this end, define

$$
c=\lim _{n \rightarrow \infty}\left\|Q_{n} v\right\|_{2}=\inf _{n \rightarrow \infty}\left\|Q_{n} v\right\|_{2}
$$

where the equality holds since

$$
\left\|Q_{n+1} v\right\|=\left\|Q_{n} P_{n+1} Q_{n} v\right\| \leqslant\left\|Q_{n} v\right\|
$$

as $Q_{n} P_{n+1}$ is a product of orthogonal projections.
We start by describing (in a very rough way) the case $m=2$. Notice that when $\left\|Q_{n} v\right\|$ is close to $c$, then the same must be true of $\left\|P_{2} S P_{n+1} Q_{n} v\right\|$, where $S$ is the product of projections $P_{\ell}$ with the property that $Q_{n}=P_{1} P_{2} S$. Therefore,

$$
\left\|Q_{n+1} v\right\|=\left\|P_{1} P_{2} S P_{n+1} Q_{n} v\right\| \geqslant c
$$

is close to $\left\|P_{2} S P_{n+1} Q_{n} v\right\|$, which implies that $Q_{n+1} v$ is close to

$$
P_{2} S P_{n+1} Q_{n} v \in \operatorname{Im} P_{2}
$$

since the orthogonal projection $P_{1}$ either decreases the norm significantly, or does not move the vector much. It follows that $\left\langle Q_{n+1} v, \xi\right\rangle$ is close to zero for any $\xi \in\left(\operatorname{Im} P_{2}\right)^{\perp}$, which shows that $w \in \operatorname{Im} P_{2}$. This statement replaces (8.26) for the case $m=2$.

We now give the formal argument for any $m \geqslant 1$. Fix $\varepsilon>0$ and pick $n>m$ such that $\left\|Q_{n-1} v\right\|<c+\varepsilon$. Then $Q_{n}=Q_{m-1} P_{m} S P_{n} Q_{n-1}$ for some product $S$ of projections $P_{\ell}$ for various $\ell$ (this may be seen by a simple induction, starting with $n=m+1$ and using the particular inductive definition of $Q_{n}$ ). Let

$$
v^{\prime}=P_{m} S P_{n} Q_{n-1} v \in \operatorname{Im} P_{m}
$$

we wish to show that $Q_{m-1} v^{\prime}=Q_{n} v$ is close to $\operatorname{Im} P_{m}$ by applying the projections $P_{\ell}$ appearing in $Q_{m-1}$ successively to $v^{\prime}$. Let $P$ be the first projection appearing on the right in $Q_{m-1}$. Then

$$
c \leqslant\left\|P v^{\prime}\right\| \leqslant\left\|v^{\prime}\right\|<c+\varepsilon
$$

and so

$$
\left\|v^{\prime}-P v^{\prime}\right\|=\sqrt{\left\|v^{\prime}\right\|^{2}-\left\|P v^{\prime}\right\|^{2}} \leqslant \sqrt{(c+\varepsilon)^{2}-c^{2}}=\sqrt{2 c \varepsilon+\varepsilon^{2}} .
$$

Let $i(m)$ be the number of projections appearing in the definition of $Q_{m-1}$. By repeating the argument above, and using the triangle inequality, we get

$$
\begin{equation*}
\left\|v^{\prime}-Q_{n} v\right\|=\left\|v^{\prime}-Q_{m-1} v^{\prime}\right\| \leqslant i(m) \sqrt{2 c \varepsilon+\varepsilon^{2}} \tag{8.27}
\end{equation*}
$$

so $Q_{n} v$ is within $i(m) \sqrt{2 c \varepsilon+\varepsilon^{2}}$ of $\operatorname{Im} P_{m}$. We will use this statement as a replacement for (8.26). If $\xi$ is an element of $\left(\operatorname{Im} P_{m}\right)^{\perp}$, then for large enough $k$ we have

$$
\left|\left\langle Q_{n_{k}} v, \xi\right\rangle\right|=\left|\left\langle Q_{n_{k}} v, \xi\right\rangle-\left\langle v^{\prime}, \xi\right\rangle\right| \leqslant i(m) \sqrt{2 c \varepsilon+\varepsilon^{2}}\|\xi\|
$$

by (8.27) with $n=n_{k}$ and $v^{\prime} \in \operatorname{Im} P_{m}$ depending on $n_{k}$. Therefore, $\langle w, \xi\rangle=0$ for the weak*-limit $w$ of $Q_{n_{k}} v$ for all $\xi \in\left(\operatorname{Im} P_{m}\right)^{\perp}$ and all $m \geqslant 1$. The claim that $w \in \bigcap_{m=1}^{\infty} \operatorname{Im} P_{m}$ follows.

In particular $Q_{n_{k}} w=w$ and so

$$
\begin{aligned}
\left\langle Q_{n_{k}}(v-w), v-w\right\rangle & =\left\langle Q_{n_{k}}(v), v-w\right\rangle-\langle w, v-w\rangle \\
& \rightarrow\langle w, v-w\rangle-\langle w, v-w\rangle=0
\end{aligned}
$$

as $k \rightarrow \infty$. Since $Q_{n}^{*}=Q_{n}$ and $P_{n}^{*}=P_{n}=P_{n}^{2}$, we deduce that

$$
\begin{aligned}
\left\langle Q_{n_{k}}(v-w), v-w\right\rangle & =\left\langle P_{n_{k}} Q_{n_{k}-1}(v-w), P_{n_{k}} Q_{n_{k}-1}(v-w)\right\rangle \\
& =\left\|P_{n_{k}} Q_{n_{k}-1}(v-w)\right\|_{2}^{2} \rightarrow 0
\end{aligned}
$$

as $k \rightarrow \infty$. Hence $\left\|Q_{n}(v-w)\right\|_{2}=\left\|Q_{n} v-w\right\|_{2} \rightarrow 0$ as $n \rightarrow \infty$. That is, we have obtained norm convergence of the original sequence.

To see that $w$ is the projection of $v$ onto $\bigcap_{m \geqslant 1} \operatorname{Im} P_{m}$, notice that if $v^{\prime}$ lies in $\bigcap_{m \geqslant 1} \operatorname{Im} P_{m}$ then

$$
\left\langle w, v^{\prime}\right\rangle=\lim _{n \rightarrow \infty}\left\langle Q_{n} v, v^{\prime}\right\rangle=\lim _{n \rightarrow \infty}\langle v, \underbrace{Q_{n} v^{\prime}}_{=v^{\prime}}\rangle=\left\langle v, v^{\prime}\right\rangle
$$

as needed.
We will use Lemma 8.21 together with the projections

$$
\begin{equation*}
P(f)=E_{\mu}\left(f \mid \mathscr{B}^{g}\right) \tag{8.28}
\end{equation*}
$$

for $f \in L^{2}(X, \mathscr{B}, \mu)$, where $\mathscr{B}^{g}=\{B \in \mathscr{B} \mid \mu(g \cdot B \triangle B)=0\}$ is the $\sigma$-algebra of $g$-invariant sets for a given $g \in G$. By the pointwise ergodic theorem (Theorem 6.1) for the single transformation $g$, the operator $P(f)$ has a pointwise interpretation in the sense that

$$
\begin{equation*}
P(f)(x)=\lim _{m \rightarrow \infty} \frac{1}{m} \sum_{i=0}^{m-1} f\left(g^{i} \cdot x\right) \tag{8.29}
\end{equation*}
$$

defines the projection $E_{\mu}\left(f \mid \mathscr{B}^{g}\right)$, and the limit exists on the complement of a null set $N=N(f, g)$.

Assume first that $G$ is countable, and write $G=\left\{g_{1}, g_{2}, \ldots\right\}$. The projection $P_{n}$ is then defined by (8.28) for $g=g_{n}$, and equivalently by (8.29). Moreover, in this case the operator of projection onto $\bigcap_{n=1}^{\infty} \operatorname{Im} P_{n}$ is precisely the map $f \mapsto E_{\mu}(f \mid \mathscr{E})$, where $\mathscr{E}=\bigcap_{n=1}^{\infty} \mathscr{B}^{g_{n}}$ is as in the statement of Theorem 8.20.

Lemma 8.22. Let $G=\left\{g_{1}, g_{2}, \ldots\right\}$ be a countable group acting continuously on a $\sigma$-compact metric space ( $X, \mathrm{~d}$ ), and let $\mu$ be a $G$-invariant probability measure on $X$. Then $\mu$ is ergodic if and only if, for any $f \in C_{c}(X)$ (or for $f$ in a countable dense subset of $C_{c}(X)$ ), we have

$$
\left(Q_{n_{k}} f\right)(x) \rightarrow \int f \mathrm{~d} \mu
$$

as $k \rightarrow \infty$ for almost every $x$, for some subsequence $\left(n_{k}\right)$ which may depend on $f$.

We note once more that for any $f \in L_{\mu}^{2}$ the function $(P f)(x)$ in (8.29) is also in $L_{\mu}^{2}$, so that $Q_{n} f \in L_{\mu}^{2}$ for any $n \geqslant 1$ and $f \in C(X)$. Moreover, $Q_{n} f$ converges in $L_{\mu}^{2}$ to $E_{\mu}(f \mid \mathscr{E})$ by Lemma 8.21, so there always exists a subsequence $\left(n_{k}\right)$ such that $Q_{n_{k}} f$ converges almost everywhere to $E_{\mu}(f \mid \mathscr{E})$ by Corollary A. 12.
Proof of Lemma 8.22. Let $f \in C_{c}(X)$ and assume that $\mu$ is an ergodic probability measure. Then $Q_{n} f$ converges in $L_{\mu}^{2}$ to $\int f \mathrm{~d} \mu$, so there exists a subsequence $\left(n_{k}\right)$ for which $Q_{n_{k}} f \rightarrow \int f \mathrm{~d} \mu$ almost everywhere by Corollary A. 12. On the other hand, if there exists a subsequence $\left(n_{k}\right)$ with $Q_{n_{k}} f \rightarrow \int f \mathrm{~d} \mu$ almost everywhere, then the orthogonal projection of $f$ onto the subspace of $G$-invariant functions must give $\int f \mathrm{~d} \mu$. Knowing this for all $f \in C_{c}(X)$
(or for all $f$ in a dense subset of $C_{c}(X)$ ) implies, by the density of $C_{c}(X)$ in $L_{\mu}^{2}$, that there are no almost everywhere $G$-invariant non-constant functions, so $\mu$ is ergodic.

Proof of Theorem 8.20. Suppose first that $G=\left\{g_{1}, g_{2}, \ldots\right\}$ is countable, let $D \subseteq C_{c}(X)$ be a dense countable subset, and let $f \in D$. We know that the limit $f^{(1)}=P_{1}(f)$ defined as in (8.29) (using $g=g_{1}$ ) converges on the complement of a null set. As $G$ is countable, we may assume that the null set is $G$-invariant. Similarly, $f^{(2)}=P_{2}\left(f^{(1)}\right), f^{(3)}=P_{1}\left(f^{(2)}\right)=Q_{2}(f), \ldots$ (as in (8.29) using $g=g_{2}, g=g_{1}, \ldots$ ) converges pointwise on the complement of a $G$-invariant null set. Here we use the group elements $g_{n}$ in the order in which the corresponding projections $P_{n}$ are used to define $Q_{\ell}$. Therefore, we obtain one $G$-invariant null set with the property that $Q_{n}(f)(x)$ is defined on its complement for all $n$-and here the definition of $Q_{n}(f)(x)$ is such that we do not use properties of the measure $\mu$, but rather only use the values of $f$ on the orbit $G \cdot x$. Taking once more a countable union of null sets we may assume that the above holds for all $f \in D$ and all $x \in X^{\prime}$, for some $G$-invariant conull set $X^{\prime}$.

Fix again some $f \in D$. By Lemma $8.21, Q_{n}(f)$ converges to $E_{\mu}(f \mid \mathscr{E})$ in the $L_{\mu}^{2}$ norm. It follows that there is a sequence $\left(n_{k}=n_{k}(f)\right)$ for which

$$
\begin{equation*}
Q_{n_{k}} f(x) \rightarrow E(f \mid \mathscr{E})=\int f \mathrm{~d} \mu_{x}^{\mathscr{E}} \tag{8.30}
\end{equation*}
$$

almost everywhere as $k \rightarrow \infty$. We may assume that the convergence in (8.30) also holds for $x \in X^{\prime}$, for all $f \in D$ and the respective subsequence ( $n_{k}=n_{k}(f)$ ).

Since $\mathscr{E}$ is the $\sigma$-algebra of invariant sets (and so $\mathscr{E}$ is a $g$-invariant $\sigma$ algebra for each $g \in G$ ), we have

$$
\begin{equation*}
g_{*} \mu_{x}^{\mathscr{E}}=\mu_{x}^{\mathscr{E}} \tag{8.31}
\end{equation*}
$$

almost everywhere for any $g \in G$ by Corollary 5.24. Once more shrinking $X^{\prime}$, we may assume that (8.31) holds for $x \in X^{\prime}$, and finally that $\mu_{x}^{\mathscr{E}}\left(X^{\prime}\right)=1$ for all $x \in X^{\prime}$, without losing the property that $X^{\prime}$ has full measure and is $G$-invariant.

We claim that $\mu_{x}^{\mathscr{E}}$ is a $G$-invariant and ergodic probability measure for any $x \in X^{\prime}$. Invariance holds by (8.31) and the choice of $X^{\prime}$. For ergodicity we will apply Lemma 8.22 with the measure $\mu_{x}^{\mathscr{E}}$. For this we need to show, for any $f \in D$, that $Q_{n_{k}}(f)(x)$ converges $\mu_{x}^{\mathscr{E}}$-almost everywhere to $\int f \mathrm{~d} \mu_{x}^{\mathscr{E}}$. For $x \in X^{\prime}$ we have that $P_{1}(f)(x)$ defined as in (8.29) converges. Therefore, we obtain (using an ergodic theorem applied to $f$ and $\mu_{x}^{E}$ ) that $f^{(1)}$ can indeed be identified with the projection of $f$ onto the subspace of $g_{1}$-invariant functions in $L_{\mu_{x}^{E}}^{2}$. Similarly, we obtain that $f^{(\ell)}(x)$ as defined inductively above for $x \in X^{\prime}$, can be identified, as an element of $L_{\mu_{x}^{\delta}}^{2}$, with the outcome of the successive projections of $f$ onto the $g_{1}, g_{2}, g_{1}, \ldots$-invariant subspaces
of $L_{\mu_{x}^{\mathscr{E}}}^{2}$. In particular, as $Q_{n_{k}}(f)(x)$ converges for $x \in X^{\prime}$ to $\int f d \mu_{x}^{\mathscr{E}}$, we obtain that $\mu_{x}^{\mathscr{E}}$ is $G$-ergodic by Lemma 8.22. Notice that for the transition from $\mu$ to $\mu_{x}^{\mathscr{E}}$ in this argument it is crucial that $Q_{n}(f)(x)$ is defined in a way which depends only on $x$ and not on the measure $\mu$ (resp. $\mu_{x}^{\mathscr{E}}$ ). This is ensured by (8.29) and the iterative definition of $Q_{n}$.

Now let $G$ be any $\sigma$-compact metric group. Then there exists a countable dense subgroup $G^{\prime} \subseteq G$ for which the statement has already been proven. Notice that by continuity of the action and the density of $G^{\prime}$ in $G$ we have that a measure $\mu \in \mathscr{M}(X)$ is $G$-invariant if and only if it is $G^{\prime}$-invariant (this is proved by the argument used to prove that $(3) \Longrightarrow(1)$ in Theorem 4.14, using functions in $C_{c}(X)$ instead of $C(X)$ to get around the problem that $X$ is only assumed to be $\sigma$-compact). Similarly, a measurable set $B$ is $G$-invariant modulo $\mu$ (resp. modulo $\mu_{x}^{\mathscr{E}}$ ) if and only if it is $G^{\prime}$-invariant modulo $\mu$ (resp. modulo $\mu_{x}^{\mathscr{E}}$ ) by the argument in the proof of Proposition 8.3 on pages 249-251. This implies that the $\sigma$-algebra $\mathscr{E}$ can be defined either using $G$ or using $G^{\prime}$. Applying the result proved for $G^{\prime}$, we see that the $\mu_{x}^{\mathscr{E}}$ are $G^{\prime}$-invariant and ergodic probability measures almost surely; that is, $\mu=\int \mu_{x}^{\mathscr{E}} \mathrm{d} \mu$ is the ergodic decomposition for $\mu$ and the action of $G^{\prime}$. However, by the remarks above, if $\mu_{x}^{\mathscr{E}}$ is $G^{\prime}$-invariant and ergodic, it is also $G$-invariant and ergodic. The theorem follows.

## Exercises for Sect. 8.7

Exercise 8.7.1. Give a different proof of the existence of the ergodic decomposition for a continuous action of a $\sigma$-compact metric group on a $\sigma$-compact metric space using Choquet's theorem.

### 8.8 Stationary Measures

As we have discussed in Sect. 8.1, there are continuous group actions on compact metric spaces that do not have any invariant probability measures. One way to overcome this fundamental obstacle is to restrict attention to actions of amenable groups. Another is to loosen the requirement of strict invariance for the probability measures considered.

Rather than requiring invariance under every element of the acting group, one can ask for invariance in some averaged sense, leading to the following definition ${ }^{(84)}$.

Definition 8.23. Let $G$ be a $\sigma$-compact metrizable group equipped with a probability measure $\nu$. Suppose that $G$ acts continuously on a $\sigma$-compact metric space $X$. A probability measure $\mu \in \mathscr{M}(X)$ is $\nu$-stationary if

$$
\mu=\int_{G} g_{*} \mu \mathrm{~d} \nu(g)
$$

or equivalently if

$$
\int_{X} f(x) \mathrm{d} \mu(x)=\int_{G} \int_{X} f(g \cdot x) \mathrm{d} \mu(x) \mathrm{d} \nu(g)
$$

for all $f \in C_{c}(X)$.
Informally, we may think of stationarity as invariance under the random walk on $X$ defined by the measure $\nu$. This random walk is defined as follows: Given some $x \in X$, choose at random (with respect to the measure $\nu$ ) an element $g \in G$, and then move $x$ to $g \cdot x$. This connection can be made more formal (see the proof of Proposition 8.24), and allows one to use the arguments we used for a single transformation to study general group actions.

Proposition 8.24. Let $G$ be a $\sigma$-compact metrizable group, and let $\nu$ be a probability measure on $G$. Suppose that $G$ acts continuously on a compact metric space $X$. Then there exists a $\nu$-stationary measure on $X$.

Proof. Let $\mu_{0} \in \mathscr{M}(X)$ be any probability measure on $X$, and define a new probability measure $\nu * \mu_{0}$ by

$$
\nu * \mu_{0}=\int_{G} g_{*} \mu_{0} \mathrm{~d} \nu(g) .
$$

Also define the averages

$$
\mu_{N}=\frac{1}{N} \sum_{n=0}^{N-1} \underbrace{\nu *(\nu * \cdots(\nu}_{n \text { times }} * \mu_{0}) \cdots)
$$

which define a sequence of measures in the compact space $\mathscr{M}(X)$. It follows that there is a subsequence $\left(N_{k}\right)$ for which $\mu_{N_{k}} \rightarrow \mu$ for some $\mu \in \mathscr{M}(X)$. Notice that

$$
\nu * \mu_{N_{k}}-\mu_{N_{k}}=\frac{1}{N_{k}}\left(\nu *\left(\nu * \cdots\left(\nu * \mu_{0}\right) \cdots\right)\right)-\mu_{0}
$$

which shows that

$$
\left|\int f \mathrm{~d} \nu * \mu_{N_{k}}-\int f \mathrm{~d} \mu_{N_{k}}\right| \leqslant \frac{2\|f\|_{\infty}}{N_{k}}
$$

for $f \in C(X)$. Here

$$
\begin{equation*}
\int f \mathrm{~d} \nu * \mu_{N_{k}}=\iint f(g \cdot x) \mathrm{d} \nu(g) \mathrm{d} \mu_{N_{k}}(x) \tag{8.32}
\end{equation*}
$$

converges as $k \rightarrow \infty$ to

$$
\begin{equation*}
\iint f(g \cdot x) \mathrm{d} \nu(g) \mathrm{d} \mu(x)=\int f \mathrm{~d} \nu * \mu \tag{8.33}
\end{equation*}
$$

It follows that $\mu$ is $\nu$-stationary.

## Exercises for Sect. 8.8

Exercise 8.8.1. Check (8.32) and (8.33). Show that $\int f(g \cdot x) \mathrm{d} \nu(g)$ is a continuous function of $x \in X$, which is needed to deduce (8.33) from (8.32).

Exercise 8.8.2. Show how to deduce Proposition 8.24 from Theorem 4.1.

## Notes to Chap. 8

${ }^{(72)}$ (Page 231) There is a rich theory of the topological dynamics of continuous group actions on compact topological spaces which is outside the topics covered here. The monograph of Gottschalk and Hedlund [121] is an influential early source; more recent sources include Auslander [9] (mainly dealing with structure theorems for topological dynamical systems) and Akin [3].
${ }^{(73)}$ (Page 232) See also the survey of mixing properties of group actions, with particular emphasis on the natural action of $\mathrm{SL}_{d}(\mathbb{Z})$ on $\mathbb{T}^{d}$, by Bergelson and Gorodnik [27] and their paper [28]; further results on higher-order mixing in special cases may be found in papers of Bhattacharya [30], Kamiński [179] and Ward [375].
${ }^{(74)}$ (Page 235) This exercise is taken from a note by Morris and Ward [261].
${ }^{(75)}$ (Page 235) The relationship between mixing properties and rigidity for a measurepreserving transformation is rather involved. Motivated by a problem from the theory of transformations preserving an infinite measure, Furstenberg and Weiss [108] defined a measure-preserving transformation to be mild-mixing if it has no rigid factors, and showed that mild-mixing is strictly weaker than strong-mixing and strictly stronger than weakmixing. Just as in note (27) on p. 50, there is a natural sense in which the typical measurepreserving transformation is both rigid and weak-mixing.
${ }^{(76)}$ (Page 235) The mixing behavior of measure-preserving $\mathbb{Z}^{d}$-actions for $d>1$ in general (that is, away from algebraic examples) is more involved, and in particular there are rigid examples with the property that every element is mixing (see [81]).
${ }^{(77)}$ (Page 235) The higher-order mixing properties of $\mathbb{Z}^{d}$-actions by automorphisms of compact abelian groups are intimately connected with subtle Diophantine problems, as shown in Sect. 8.2.2; Schmidt [332, Chap. VIII] gives an overview. There is a sharp dichotomy between connected and zero-dimensional groups. For connected groups Schmidt and Ward [333] showed that mixing implies mixing of all orders; for zero-dimensional groups Masser [256] showed that the order of mixing is related to the algebraic property of mixing shapes. Actions of non-abelian groups by automorphisms of a compact group behave very differently; special cases are dealt with by Bergelson and Gorodnik [28] and Bhattacharya [30]. In a different direction, there are certain groups with the property that mixing implies mixing of all orders for any measure-preserving action (see Mozes [262] and Sect. 11.4, where a special case of Mozes' work is described).
${ }^{(78)}$ (Page 239) This result, a form of " $S$-unit theorem", is proved by van der Poorten and Schlickewei [295] and, independently, by Evertse [88]. In the case of a number field, explicit bounds on the number of solutions in terms of $n,[\mathbb{K}: \mathbb{Q}]$ and the rank of $\Gamma$ are found by Schlickewei [330].
${ }^{(79)}$ (Page 242) Much more is true: an action of $\mathbb{Z}^{d}$ by continuous automorphisms of a compact, zero-dimensional abelian group is mixing of all orders if and only if it has completely positive entropy (entropy theory extends to actions of amenable groups). This is shown by Kitchens and Schmidt [196] as part of a wider investigation of mixing and directional entropy invariants for such systems.
${ }^{(80)}$ (Page 242) In fact much more is true: there is a precise sense in which examples like that of Sect. 8.2.1 are mixing of all orders if a small subset of times are avoided. This is shown in certain cases by Arenas-Carmona, Berend and Bergelson [6].
${ }^{(81)}$ (Page 245) See, for example, Halmos [137, Sec. 56].
${ }^{(82)}$ (Page 251) Amenable groups were introduced and studied by von Neumann [266], who used them to explain aspects of the Banach-Tarski paradox; the word 'amenability' was introduced later by Day [65] (see Wagon [373] for an attractive account of the BanachTarski paradox). Significant monographs on the notion of amenability include those of Greenleaf [128], Pier [284] and Paterson [281]. In addition there are overviews of amenable groups in a survey paper of Day [66] and chapters in the books on harmonic analysis by Hewitt and Ross [151, Sect. 17] and by Reiter [307, Chap. 8]. The rich articulation between amenability, property $(\mathrm{T})$, rigidity, and lattices in Lie groups is addressed in the monograph by Zimmer [394]. The ergodic theory of actions of amenable groups was given enormous impetus by the comprehensive work of Ornstein and Weiss [275] in which the entropy and isomorphism theory for such actions is developed. The pointwise ergodic theorem and relationship between entropy and mixing have been developed by Lindenstrauss [233] and Rudolph and Weiss [325] respectively. The theory of orbit equivalence and restricted orbit equivalences, interpolating between orbit equivalence and isomorphism, for amenable group actions has been developed by Kammeyer and Rudolph [180].
${ }^{(83)}$ (Page 257) Ergodic theorems for group actions have a long history, and we refer the interested reader to the extensive surveys by Nevo [271] and Gorodnik and Nevo [120], and the monograph of Tempel'man [358]. In particular, [271, Sect. 4] discusses the relationships between growth conditions on metric balls, unimodularity and asymptotic invariance in general, and [271, Sect. 5] describes pointwise ergodic theorems for ball averages. The use of Vitali covering lemmas and growth conditions goes back to Wiener [382] and Riesz [314], and was also used by Calderon [45]. These methods have been applied, for example, by Bourgain [41] to develop pointwise ergodic theorems along subsequences of arithmetic interest, and by Ornstein and Weiss [274, 275] in developing ergodic theory for amenable group actions.
${ }^{(84)}$ (Page 272) This notion was introduced by Fustenberg [104], and there is a large body of research related to it which we do not go into. In the setting of Proposition 8.24 the set of $\nu$-stationary measures is a compact convex subset of $\mathscr{M}(X)$. If in addition $G$ is abelian then for any measure $\nu$ with the property that $\nu(H)=1$ for a closed subgroup $H \leqslant G$ implies that $H=G$, any $\nu$-stationary measure is invariant (in the terminology of [104], this means that any action of an abelian group is a stiff action). A striking recent result of Bourgain, Furman, Lindenstrauss, and Mozes [42] gives a dichotomy for $\nu$-stationary measures on $\mathbb{T}^{2}$ if the support of $\nu$ generates a sufficiently large subgroup of $\mathrm{SL}_{2}(\mathbb{Z})$. A more general (but less effective) stiffness result for homogeneous spaces has been found by Benoist and Quint [24].

## Chapter 9

## Geodesic Flow on Quotients of the Hyperbolic Plane

In this chapter we will start our analysis of actions on locally homogeneous spaces by studying the geodesic flow on hyperbolic surfaces. Since, throughout the book, we will not assume prior knowledge of Lie theory or differential geometry, the material needed will be introduced here. As an application, the geodesic flow will be used to give another proof of ergodicity for the Gauss measure.

The connection between the geodesic flow and continued fractions goes back to work of Artin [8] ${ }^{(85)}$.

### 9.1 The Hyperbolic Plane and the Isometric Action

Before we can discuss the geodesic flow we need to introduce the space on which it acts. Indeed, even the space on which it acts will be approached via a simpler space.

A convenient model for the hyperbolic plane is the upper half-plane

$$
\mathbb{H}=\{x+\mathrm{i} y \in \mathbb{C} \mid y>0\}
$$

with the hyperbolic metric. To define this metric, we need to introduce the tangent bundle* $\mathrm{TH}=\mathbb{H} \times \mathbb{C}$ comprising the disjoint union of the tangent planes $\mathrm{T}_{z} \mathbb{H}=\{z\} \times \mathbb{C}$ for all $z \in \mathbb{H}$. One should think of $\mathrm{T}_{z} \mathbb{H}$ as a plane touching $\mathbb{H}$ tangentially at $z$ and having no other intersection with $\mathbb{H}$. This suggests that $\mathrm{T}_{z} \mathbb{H}$ is the natural space for derivatives in the following sense. If $\phi:[0,1] \rightarrow \mathbb{H}$ is differentiable at $t \in[0,1]$ with $\phi(t)=z$, then we define the derivative of $\phi$ at $t$ by

$$
\mathrm{D} \phi(t)=\left(\phi(t), \phi^{\prime}(t)\right) \in \mathrm{T}_{z} \mathbb{H} .
$$

[^29]Here $\phi^{\prime}(t)$ is the derivative of $\phi$ as a map into $\mathbb{C}$. We give $\mathrm{T}_{z} \mathbb{H}$ the structure of a vector space inherited from the second component in $\mathrm{T}_{z} \mathbb{H}=\{z\} \times \mathbb{C}$.

The hyperbolic Riemannian metric is defined as the collection of inner products*

$$
\langle v, w\rangle_{z}=\frac{1}{y^{2}}(v \cdot w)
$$

for $z=x+\mathrm{i} y \in \mathbb{H}$ and $v, w \in \mathrm{~T}_{z} \mathbb{H}$. Here $(v \cdot w)$ denotes the usual inner product in $\mathbb{C}$ under the identification of $\mathbb{C}$ with $\mathbb{R}^{2}$ as real vector spaces.

The hyperbolic Riemannian metric induces the hyperbolic metric $\mathrm{d}(\cdot, \cdot)$. mentioned above as follows. If $\phi:[0,1] \rightarrow \mathbb{H}$ is a continuous piecewise differentiable curve (we will refer to these as paths), then its length is defined by

$$
\mathrm{L}(\phi)=\int_{0}^{1}\|\mathrm{D} \phi(t)\|_{\phi(t)} \mathrm{d} t
$$

where $\|\mathrm{D} \phi(t)\|_{\phi(t)}$ denotes the length of the tangent vector

$$
\mathrm{D} \phi(t)=\left(\phi(t), \phi^{\prime}(t)\right) \in \mathrm{T}_{\phi(t)} \mathbb{H}
$$

with respect to the norm derived from $\langle\cdot, \cdot\rangle_{\phi(t)}$. We will refer to $\|\mathrm{D} \phi(t)\|_{\phi(t)}$ as the speed of the path $\phi$ at time $t$. The hyperbolic distance is now defined as

$$
\mathrm{d}\left(z_{0}, z_{1}\right)=\inf _{\phi} \mathrm{L}(\phi)
$$

where the infimum is taken over all continuous piecewise differentiable curves $\phi$ with $\phi(0)=z_{0}$ and $\phi(1)=z_{1}$. It may be checked that this does indeed define a metric on $\mathbb{H}$.

Moreover, the hyperbolic metric on $\mathbb{H}$ induces the same topology on $\mathbb{H}$ as that induced by the Euclidean norm $\|\cdot\|_{2}$ on $\mathbb{C} \supseteq \mathbb{H}$ (see Exercise 9.1.1).

The real line $\mathbb{R} \subseteq \mathbb{C}$ together with a single point $\infty$ (from the one-point compactification of $\mathbb{C}$ ) is called the boundary $\partial \mathbb{H}$ of the hyperbolic plane. Notice that the hyperbolic distance from any point $z \in \mathbb{H}$ to any point $\alpha \in \partial \mathbb{H}$ is infinite, where the distance is defined as an infimum over paths

$$
\phi:[0,1] \rightarrow \mathbb{H} \cup \partial \mathbb{H}
$$

with $\phi(t) \in \mathbb{H}$ for $t \in[0,1), \phi(0)=z$ and $\phi(1)=\alpha$.
We are going to introduce a group action on $\mathbb{H}$ by isometries of the hyperbolic metric. This will serve two purposes. First, it will help us to understand the hyperbolic metric; second, it will allow us to define important quotients of the space $\mathbb{H}$. Looking back at some of the natural examples of measurepreserving systems from Chap. 2 shows that very few arise naturally on spaces like $\mathbb{R}$ or $\mathbb{R}^{2}$, but instead live on the spaces $\mathbb{T}=\mathbb{R} / \mathbb{Z}$ or $\mathbb{T}^{2}=\mathbb{R}^{2} / \mathbb{Z}^{2}$, which

[^30]have finite volume with respect to a natural measure. In that setting, the subgroup $\mathbb{Z}$ or $\mathbb{Z}^{2}$ acts by translation, which is an isometry of the Euclidean metric on $\mathbb{R}$ or $\mathbb{R}^{2}$.

Recall that an action of a group $G$ on a set $X$ is said to be transitive if for any $x_{1}, x_{2} \in X$ there is a $g \in G$ with $g \cdot x_{1}=x_{2}$, and is simply transitive if there is a unique $g \in G$ with $g \cdot x_{1}=x_{2}$.

Let $\mathrm{SL}_{2}(\mathbb{R})$ denote the special linear group consisting of $2 \times 2$ matrices with real entries and determinant one. The group $\mathrm{SL}_{2}(\mathbb{R})$ acts on $\mathbb{H}$ by the Möbius transformations

$$
g=\left(\begin{array}{ll}
a & b  \tag{9.1}\\
c & d
\end{array}\right): z \mapsto \frac{a z+b}{c z+d}
$$

Notice that $c z+d \neq 0$ for $z \in \mathbb{H}$ since $c z+d=0$ requires $z=-\frac{d}{c} \in \mathbb{R}$ unless $c=0$, in which case $d=0$. If we identify $z \in \mathbb{C}$ with the point $\binom{z}{1}$ in projective space $\mathbb{P}^{1}(\mathbb{C})$, then this is simply the natural linear action

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{z}{1}=\binom{a z+b}{c z+d} \sim\binom{\frac{a z+b}{c z+d}}{1}
$$

viewed in affine coordinates. This implies that (9.1) defines an action once we have verified that $g(z) \in \mathbb{H}$ for all $z \in \mathbb{H}$ and $g \in \mathrm{SL}_{2}(\mathbb{R})$, and an easy calculation shows that

$$
\begin{equation*}
\Im(g(z))=\frac{\Im(z)}{|c z+d|^{2}}, \tag{9.2}
\end{equation*}
$$

which proves that $g(\mathbb{H}) \subseteq \mathbb{H}$ for all $g \in \mathrm{SL}_{2}(\mathbb{R})$. Notice that the matrix

$$
-I_{2}=\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right)
$$

acts trivially on $\mathbb{H}$, so (9.1) defines an action of the projective special linear group

$$
\mathrm{PSL}_{2}(\mathbb{R})=\mathrm{SL}_{2}(\mathbb{R}) /\left\{ \pm I_{2}\right\}
$$

It will be convenient to continue to write $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ for the element $\pm\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ of $\mathrm{PSL}_{2}(\mathbb{R})$.

Lemma 9.1. The action of $\mathrm{PSL}_{2}(\mathbb{R})$ on $\mathbb{H}$ defined by (9.1) has the following properties.
(1) The action is isometric, meaning that

$$
\mathrm{d}\left(g\left(z_{0}\right), g\left(z_{1}\right)\right)=\mathrm{d}\left(z_{0}, z_{1}\right)
$$

for any $z_{0}, z_{1} \in \mathbb{H}$ and $g \in \operatorname{PSL}_{2}(\mathbb{R})$. Moreover, the action of $\mathrm{PSL}_{2}(\mathbb{R})$ on TH defined by the derivative $\mathrm{D} g$ of the action of $g \in \mathrm{PSL}_{2}(\mathbb{R})$ on $\mathbb{H}$ preserves the Riemannian metric.
(2) The action is transitive on $\mathbb{H}$ : given any two points $z_{0}, z_{1} \in \mathbb{H}$ there is a matrix $g \in \mathrm{PSL}_{2}(\mathbb{R})$ with $g\left(z_{0}\right)=z_{1}$.
(3) The stabilizer

$$
\operatorname{Stab}_{\mathrm{PSL}_{2}(\mathbb{R})}(\mathrm{i})=\left\{g \in \mathrm{PSL}_{2}(\mathbb{R}) \mid g(\mathrm{i})=\mathrm{i}\right\}
$$

of $\mathrm{i} \in \mathbb{H}$ is the projective special orthogonal group

$$
\mathrm{PSO}(2)=\mathrm{SO}(2) /\left\{ \pm I_{2}\right\}
$$

where $\mathrm{SO}(2)=\left\{\left.\left(\begin{array}{cc}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right) \right\rvert\, \theta \in \mathbb{R}\right\}$.
Notice that property (3) gives an identification

$$
\mathbb{H} \cong \operatorname{PSL}_{2}(\mathbb{R}) / \operatorname{PSO}(2)
$$

and under the identification the coset $g \mathrm{PSO}(2)$ is sent to $g(\mathrm{i})$.
The derivative action $\mathrm{D} g$ of $g \in \mathrm{PSL}_{2}(\mathbb{R})$ used in (1) is defined as follows. Notice that $g$ when viewed as a map from $\mathbb{H}$ to $\mathbb{H}$ is complex differentiable, moreover

$$
g^{\prime}(z)=\frac{1}{(c z+d)^{2}}
$$

Now $\mathrm{D} g: \mathrm{TH} \rightarrow \mathrm{TH}$ is defined by

$$
\mathrm{D} g(z, v)=\left(g(z), g^{\prime}(z) v\right)=\left(\frac{a z+b}{c z+d}, \frac{v}{(c z+d)^{2}}\right)
$$

which for a fixed $z \in \mathbb{H}$ is a linear map

$$
(\mathrm{D} g)_{z}: \mathrm{T}_{z} \mathbb{H} \rightarrow \mathrm{~T}_{g(z)} \mathbb{H}
$$

The chain rule for differentiation shows that this really defines an action.
Proof of Lemma 9.1 (1): Since the metric is defined in terms of the Riemannian metric, we need to start by proving the second claim. For $v, w$ in $\mathrm{T}_{z} \mathbb{H}$ we have $(\mathrm{D} g)_{z} v,(\mathrm{D} g)_{z} w \in \mathrm{~T}_{g(z)} \mathbb{H}$ and (9.2) shows that

$$
\begin{align*}
\left\langle(\mathrm{D} g)_{z} v,(\mathrm{D} g)_{z} w\right\rangle_{g(z)} & =\left(\frac{y}{|c z+d|^{2}}\right)^{-2}\left(\frac{1}{(c z+d)^{2}} v, \frac{1}{(c z+d)^{2}} w\right) \\
& =\frac{1}{y^{2}}(v, w)=\langle v, w\rangle_{z} \tag{9.3}
\end{align*}
$$

where we have used the property that multiplication of $v$ and $w$ by a complex number $\lambda$ changes the Euclidean inner product by a factor of $|\lambda|^{2}$. In particular, (9.3) shows that $\mathrm{D} g$ does not change the length of a vector when the lengths are defined using the corresponding base points. This implies that for
any continuous piecewise differentiable curve $\phi:[0,1] \rightarrow \mathbb{H}$ the action of $g$ does not change its length: $\mathrm{L}(g \circ \phi)=\mathrm{L}(\phi)$ (see Exercise 9.1.2). Finally it follows that

$$
\mathrm{d}\left(g\left(z_{0}\right), g\left(z_{1}\right)\right)=\mathrm{d}\left(z_{0}, z_{1}\right)
$$

for all $z_{0}, z_{1} \in \mathbb{H}$.
(2): It is enough to show that for any $z=x+\mathrm{i} y$ with $y>0$ there is a matrix $g$ with $g(\mathrm{i})=z$. The matrix $\left.\binom{\sqrt{y}}{0} \sqrt{y} \begin{array}{c} \\ 0\end{array} 1 / \sqrt{y}\right)$ sends i to $x+\mathrm{i} y$.
(3): If $g(\mathrm{i})=\mathrm{i}$, then we must have $|c+\mathrm{i} d|=1$ by (9.2). Thus there is a $\theta \in \mathbb{R}$ with $c=\sin \theta, d=\cos \theta$. Now $g(\mathrm{i})=\mathrm{i}$, equivalently

$$
\frac{a \mathrm{i}+b}{\sin \theta \mathrm{i}+\cos \theta}=\mathrm{i}
$$

is equivalent to $a=\cos \theta$ and $b=-\sin \theta$. Thus the stabilizer of i is the subgroup $\mathrm{PSO}(2)$ of $\mathrm{PSL}_{2}(\mathbb{R})$.

By Lemma 9.1(1), the action of $\mathrm{D} g$ preserves the length of tangent vectors. Write

$$
\mathrm{T}^{1} \mathbb{H}=\left\{(z, v) \in \mathrm{TH} \mid\|v\|_{z}=1\right\}
$$

for the unit tangent bundle of $\mathbb{H}$ consisting of all unit vectors $v$ attached to all possible points $z \in \mathbb{H}$. The restriction of $\mathrm{D} g$ defines an action of $\mathrm{PSL}_{2}(\mathbb{R})$ on $T^{1} \mathbb{H}$ (naturally extending the action on $\mathbb{H}$ itself).

Lemma 9.2. The action of $\mathrm{PSL}_{2}(\mathbb{R})$ on $\mathrm{T}^{1} \mathbb{H}$ is simply transitive.
Notice that this allows us to describe the unit tangent bundle to $\mathbb{H}$ as

$$
\begin{equation*}
\mathrm{T}^{1} \mathbb{H} \cong \mathrm{PSL}_{2}(\mathbb{R}) \tag{9.4}
\end{equation*}
$$

In order to do this, we have to choose an arbitrary reference vector $\left(z_{0}, v_{0}\right)$ in $\mathrm{T}^{1} \mathbb{H}$ which corresponds to $I_{2} \in \mathrm{PSL}_{2}(\mathbb{R})$; the identification is then given by $g \mapsto \mathrm{D} g\left(z_{0}, v_{0}\right)$. We will make the convenient choice $z_{0}=\mathrm{i}$ and $v_{0}=\mathrm{i}$. That is, the reference vector is the upward unit vector based at the imaginary unit $\mathrm{i} \in \mathbb{H}$. Under the resulting identification the action of $\mathrm{PSL}_{2}(\mathbb{R})$ on $\mathbb{H}$ is conjugated to the action of $\mathrm{PSL}_{2}(\mathbb{R})$ by left multiplication on $\mathrm{PSL}_{2}(\mathbb{R})$.

Proof of Lemma 9.2. Since we already know that the action on $\mathbb{H}$ is transitive, it is enough to consider vectors $v \in \mathrm{~T}_{\mathrm{i}} \mathbb{H}$ with base point i , and here we compute

$$
(\mathrm{D} g)_{\mathrm{i}}(v)=\frac{1}{(\mathrm{i} \sin \theta+\cos \theta)^{2}} v=(\cos (2 \theta)-\mathrm{i} \sin (2 \theta)) v
$$

So by varying $\theta,(\mathrm{D} g)_{\mathrm{i}}(v)$ could be any vector of modulus one. To see that the transitivity is simple, notice that $(\mathrm{D} g)_{\mathrm{i}}(v)=v$ implies that

$$
2 \theta \equiv 0 \quad(\bmod 2 \pi),
$$

so $\theta \in \mathbb{Z} \pi$, and $g= \pm I_{2}$.

## Exercises for Sect. 9.1

Exercise 9.1.1. Prove that the hyperbolic metric on $\mathbb{H}$ is indeed a metric, and that it induces the same topology as does the Euclidean norm $\|\cdot\|_{2}$ on $\mathbb{C} \supseteq \mathbb{H}$.

Exercise 9.1.2. Using (9.3), verify that $\mathrm{L}(g \circ \phi)=\mathrm{L}(\phi)$ for any continuous piecewise differentiable curve $\phi:[0,1] \rightarrow \mathbb{H}$ and $g \in \mathrm{PSL}_{2}(\mathbb{R})$.

### 9.2 The Geodesic Flow and the Horocycle Flow

In this section we describe some basic hyperbolic geometry, starting with distances, geodesics, and their parameterizations. We have defined the distance between two points $z_{0}, z_{1} \in \mathbb{H}$ by an infimum over paths from $z_{0}$ to $z_{1}$; it is not clear a priori whether this infimum is attained by some minimizing path. The first step is to show that this is indeed the case, starting with a simple special case.

Lemma 9.3. Let $z_{0}=y_{0} \mathrm{i}$ and $z_{1}=y_{1} \mathrm{i}$ with $0<y_{0}<y_{1}$. Then

$$
\mathrm{d}\left(z_{0}, z_{1}\right)=\log y_{1}-\log y_{0}
$$

and

$$
\phi(t)=y_{0}\left(\frac{y_{1}}{y_{0}}\right)^{t} \mathrm{i}
$$

for $t \in[0,1]$ defines a path in $\mathbb{H}$ from $z_{0}$ to $z_{1}$ with constant speed

$$
\log y_{1}-\log y_{0}
$$

so that

$$
\mathrm{L}(\phi)=\log y_{1}-\log y_{0} .
$$

Moreover, the curve $\phi$ is uniquely determined: if $\psi:[0,1] \rightarrow \mathbb{H}$ is any path from $z_{0}$ to $z_{1}$ with $\mathrm{L}(\psi)=\mathrm{d}\left(z_{0}, z_{1}\right)$ then there is some increasing piecewise differentiable map $f:[0,1] \rightarrow[0,1]$ with $\psi=\phi \circ f$.

Lemma 9.3 says that any two points on the vertical line $\{y \mathrm{i} \mid y>0\}$ have a unique path of minimal length joining them, and that minimizing path also lies in $\{y \mathrm{i} \mid y>0\}$. For that reason, the whole set $\{y \mathrm{i} \mid y>0\}$ will be called a geodesic curve for $\mathbb{H}$ or simply a geodesic, and the minimizing path $\phi$ will be called a geodesic path.
Proof of Lemma 9.3. It is readily checked that the path $\phi$ defined in the lemma has constant speed equal to $\log y_{1}-\log y_{0}=\mathrm{L}(\phi)$ as claimed. It follows that

$$
\mathrm{d}\left(z_{0}, z_{1}\right) \leqslant \log y_{1}-\log y_{0} .
$$

Suppose now that $\eta:[0,1] \rightarrow \mathbb{H}$ is another path joining $z_{0}$ to $z_{1}$, and write $\eta(t)=\eta_{x}(t)+\mathrm{i} \eta_{y}(t)$ with $\eta_{x}(t), \eta_{y}(t) \in \mathbb{R}$. Then

$$
\mathrm{L}(\eta)=\int_{0}^{1} \frac{\left\|\eta^{\prime}(t)\right\|_{2}}{\eta_{y}(t)} \mathrm{d} t \geqslant \int_{0}^{1} \frac{\left|\eta_{y}^{\prime}(t)\right|}{\eta_{y}(t)} \mathrm{d} t \geqslant \int_{0}^{1} \frac{\eta_{y}^{\prime}(t)}{\eta_{y}(t)} \mathrm{d} t=\log y_{1}-\log y_{0}
$$

Equality holds in the first inequality if and only if $\eta_{x}^{\prime}(t)=\eta_{x}(t)=0$ for all $t \in[0,1]$, and in the second if and only if $\eta_{y}^{\prime}(t) \geqslant 0$ for all $t \in[0,1]$. This implies the remaining statement of the lemma.

From now on we will always parameterize geodesics so that they have constant speed equal to 1 (and therefore have a domain whose length is equal to the length of the path). Thus Lemma 9.3 may be thought of as saying that for $z_{0}=\mathrm{i} y_{0}, z_{1}=\mathrm{i} y_{1}$ there is a unique path

$$
\phi:\left[0, \mathrm{~d}\left(z_{0}, z_{1}\right)\right] \rightarrow \mathbb{H}
$$

with unit speed and with $\phi(0)=z_{0}$ and $\phi\left(\mathrm{d}\left(z_{0}, z_{1}\right)\right)=z_{1}$, and that unique path is defined by

$$
\phi(t)=y_{0} \mathrm{e}^{t} \mathrm{i}
$$

It is clear that an isometry $g \in \mathrm{PSL}_{2}(\mathbb{R})$ sends a geodesic path (or curve) to another geodesic path (curve). The next result is a converse to this observation, and gives a description of all geodesics in $\mathbb{H}$.

Proposition 9.4. For any two points $z_{0}, z_{1} \in \mathbb{H}$ there is a unique path

$$
\phi:\left[0, \mathrm{~d}\left(z_{0}, z_{1}\right)\right] \rightarrow \mathbb{H}
$$

of unit speed with $\phi(0)=z_{0}$ and $\phi\left(\mathrm{d}\left(z_{0}, z_{1}\right)\right)=z_{1}$. Moreover, there is a unique isometry $g \in \mathrm{PSL}_{2}(\mathbb{R})$ such that $\phi(t)=g\left(\mathrm{e}^{t} \mathrm{i}\right)$.

Proof. We first claim that there exists a $g \in \operatorname{PSL}_{2}(\mathbb{R})$ with $g^{-1}\left(z_{0}\right)=\mathrm{i}$ and $g^{-1}\left(z_{1}\right)=\mathrm{i} y_{1}$ for some $y_{1}>1$. By Lemma $9.1(2)$ we can certainly find some $\widetilde{g} \in \mathrm{PSL}_{2}(\mathbb{R})$ with $\widetilde{g}^{-1}\left(z_{0}\right)=\mathrm{i}$, and we want to modify $\widetilde{g}$ to also satisfy the second condition. By Lemma 9.1(3) any element of $\mathrm{PSO}(2)$ fixes the point i. Hence we may suppose without loss of generality that $\Im\left(g^{-1}\left(z_{1}\right)\right)$ is maximal within $\Im\left(\operatorname{PSO}(2) \widetilde{g}^{-1}\left(z_{1}\right)\right)$. Let

$$
h=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)
$$

and $\widetilde{g}^{-1}\left(z_{1}\right)=\widetilde{x}_{1}+\mathrm{i} \widetilde{y}_{1}$, so that

$$
\Im\left(h\left(\widetilde{g}^{-1}\left(z_{1}\right)\right)\right)=\frac{y_{1}}{\left|\sin \theta z_{1}+\cos \theta\right|^{2}} \quad(\text { by }(9.2))
$$

has a maximum at $\theta=0$. Choosing $g^{-1}=h \widetilde{g}^{-1}$ and taking the derivative shows that this implies that $\Re g^{-1}\left(z_{1}\right)=0$.

Moreover, we must have $g^{-1}\left(z_{1}\right)=y_{1}>1$ since if $y_{1}<1$ then the map

$$
k=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

would increase the imaginary part, contradicting the maximality assumption. By Lemma 9.3, there is a unique geodesic path $\phi_{0}(t)=\mathrm{e}^{t} \mathrm{i}$ of unit speed from i to $\mathrm{i} y_{1}$, so that $\phi(t)=g\left(\mathrm{e}^{t} \mathrm{i}\right)$ is the unique geodesic path of unit speed connecting $z_{0}$ and $z_{1}$.

Finally, we claim that not only is the geodesic unique, but so is the element $g \in \mathrm{PSL}_{2}(\mathbb{R})$. To see this, suppose that $t \mapsto g_{1}\left(\mathrm{e}^{t} \mathbf{i}\right)$ is any geodesic path from $z_{0}$ to $z_{1}$. Then $t \mapsto g^{-1} g_{1}\left(\mathrm{e}^{t} \mathrm{i}\right)$ is a geodesic path from i to $y_{1} \mathrm{i}$ of unit speed, and so must be equal to the path $t \mapsto \mathrm{e}^{t} \mathrm{i}$. Taking the derivative at $t=0$ we see that $\mathrm{D}\left(g^{-1} g_{1}\right)(\mathrm{i}, \mathrm{i})=(\mathrm{i}, \mathrm{i})$, which shows that $g^{-1} g_{1}=I_{2}$ by Lemma 9.2.

Finally, we claim that a Möbius transformation $g$ maps the geodesic curve $\{y i \mid y>0\}$ either to another vertical line (that is, a line normal to the real axis, with constant $x$ coordinate), or to the upper half of a circle

$$
(x-f)^{2}+y^{2}=r^{2}
$$

with center in the real axis (equivalently, meeting the real axis at right angles). Moreover, all of those curves do arise as images of $\{y \mathrm{i} \mid y>0\}$, so that this list of curves is precisely the list of geodesic curves in $\mathbb{H}$.

To see this, note first that a Möbius transformation of the form $z \mapsto a z+b$ maps the vertical line $\{y i \mid y>0\}$ to the vertical line $\Re(z)=b$ and maps the upper half of the circle $(x-f)^{2}+y^{2}=r^{2}$ to the upper half of the circle $(x-(a f+b))^{2}+y^{2}=a^{2} r^{2}$. Now the subgroup

$$
U=\left\{\left.\left(\begin{array}{ll}
1 & b \\
0 & 1
\end{array}\right) \right\rvert\, b \in \mathbb{R}\right\}<\mathrm{SL}_{2}(\mathbb{R})
$$

together with $w=\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ generate $\mathrm{SL}_{2}(\mathbb{R})$, since

$$
w U w^{-1}=\left\{\left.\left(\begin{array}{cc}
1 & 0 \\
-b & 1
\end{array}\right) \right\rvert\, b \in \mathbb{R}\right\} .
$$

So it remains to check that the Möbius transformation $z \mapsto-\frac{1}{z}$ corresponding to $w$ maps a vertical line or a semicircle with center in $\mathbb{R}$ to another vertical line or semicircle. In polar coordinates $(r, \phi)$ the transformation $z \mapsto-\frac{1}{z}$ is the transformation $(r, \phi) \mapsto\left(\frac{1}{r}, \pi-\phi\right)$. The claim follows since both vertical lines and circles with real centers can be defined by equations of the form

$$
\alpha r^{2}+\beta r \cos \phi+\gamma=0
$$

with $(\alpha, \beta, \gamma) \neq(0,0,0)$.
Historically, the hyperbolic plane $\mathbb{H}$ was important in solving a classical problem in geometry: the points and geodesics in $\mathbb{H}$ satisfy all the classical axioms of geometry apart from the parallel axiom, thus showing that the parallel axiom is not a consequence of the other axioms. Indeed, we have for instance that for any two different points in $\mathbb{H}$ there is a unique geodesic through them, and any two different geodesics intersect in at most one point. Angles and areas will be defined later, and they will behave well (if a little unusually). However, for every point $z \in \mathbb{H}$ and geodesic $\ell$ not containing $z$ there are uncountably many geodesics through $z$ that do not intersect $\ell$ and which are therefore "parallel" to $\ell$.

Proposition 9.4 shows that any two points $z_{0}, z_{1} \in \mathbb{H}$ determine a unique geodesic $\ell$ passing through $z_{0}$ and $z_{1}$. Alternatively, a geodesic $\ell$ is also uniquely determined by a base point $z \in \mathbb{H}$ and a unit vector $\mathbf{v} \in \mathrm{T}_{z}^{1} \mathbb{H}$ under the requirement that $\ell$ passes through $z$ in the direction of $\mathbf{v}$. The unique geodesic through i in the direction i is illustrated in Fig. 9.1, while a geodesic through $z$ in the direction $\mathbf{v}$ in general position is illustrated in Fig. 9.2.


Fig. 9.1 The geodesic $\ell_{0}$ through the pair (i, i)

In fact there is a unique $g \in \mathrm{PSL}_{2}(\mathbb{R})$ with $\mathrm{D} g(\mathrm{i}, \mathrm{i})=(z, \mathbf{v})$, and $\ell$ is the image of $\{\mathrm{i} y \mid y>0\}$ under the Möbius transformation corresponding to $g$. Moreover, the vector $\mathbf{v}$ gives $\ell$ a direction and defines the unit speed parametrization $g\left(\mathrm{e}^{t} \mathrm{i}\right)$ of the geodesic $\ell$ starting at $z$.


Fig. 9.2 The unique geodesic $\ell$ defined by a pair $(z, \mathbf{v})$

The geodesic flow $g_{t}: \mathrm{T}^{1} \mathbb{H} \rightarrow \mathrm{~T}^{1} \mathbb{H}$ is defined by following the uniquely defined parametrization of the geodesic $\ell$ determined by $(z, \mathbf{v})$ for time $t$. Here the direction of the image in $\mathrm{T}^{1} \mathbb{H}$ is the direction of the geodesic $\ell$ at time $t$. In the case of the reference vector ( $\mathrm{i}, \mathrm{i}$ ) this means that

$$
g_{t}((\mathrm{i}, \mathrm{i}))=\left(\mathrm{e}^{t} \mathrm{i}, \mathrm{e}^{t} \mathrm{i}\right)
$$

where we write $g_{t}((z, \mathbf{v}))$ for the action of the geodesic flow.
Notice that $\left(\mathrm{e}^{t} \mathrm{i}, \mathrm{e}^{t} \mathrm{i}\right)$ is also the image of $(\mathrm{i}, \mathrm{i})$ under the derivative action of the matrix

$$
\left(\begin{array}{cc}
\mathrm{e}^{t / 2} & 0 \\
0 & \mathrm{e}^{-t / 2}
\end{array}\right)
$$

that is

$$
g_{t}((\mathrm{i}, \mathrm{i}))=\mathrm{D}\left(\begin{array}{cc}
\mathrm{e}^{t / 2} & 0 \\
0 & \mathrm{e}^{-t / 2}
\end{array}\right)(\mathrm{i}, \mathrm{i})
$$

A word about notation: we will use $(z, \mathbf{v}) \mapsto g_{t}((z, \mathbf{v}))$ for the geodesic flow for time $t$ on $\mathrm{T}^{1} \mathbb{H}$; the corresponding action on the group $\mathrm{PSL}_{2}(\mathbb{R})$ under the identification in (9.4) will be written $h \mapsto R_{a_{t}} h$. We now explicitly describe this flow in terms of matrices.

For an arbitrary point $(z, \mathbf{v})=g(\mathrm{i}, \mathrm{i})$ the isometric Möbius transformation defined by $g$ maps the unit speed parametrization of the geodesic defined by the reference vector to the one defined by $(z, \mathbf{v})$. It follows that

$$
g_{t}((z, \mathbf{v}))=\mathrm{D} g\left(g_{t}((\mathrm{i}, \mathrm{i}))\right)=\mathrm{D} g\left(\mathrm{D}\left(\begin{array}{cc}
\mathrm{e}^{t / 2} & 0 \\
0 & \mathrm{e}^{-t / 2}
\end{array}\right)(\mathrm{i}, \mathrm{i})\right)=\mathrm{D}\left(g a_{t}^{-1}\right)(\mathrm{i}, \mathrm{i})
$$

where we write

$$
a_{t}=\left(\begin{array}{cc}
\mathrm{e}^{-t / 2} & 0 \\
0 & \mathrm{e}^{t / 2}
\end{array}\right) .
$$

This describes the geodesic flow on $\mathrm{T}^{1} \mathbb{H} \cong \mathrm{PSL}_{2}(\mathbb{R})$ as right multiplication by the inverse* of the matrix $a_{t}$, which we write as

[^31]$$
R_{a_{t}}(g)=g a_{t}^{-1}
$$
for $g \in \mathrm{PSL}_{2}(\mathbb{R})$. Recall that the derivative action of $\mathrm{PSL}_{2}(\mathbb{R})$ on
$$
\mathrm{T}^{1} \mathbb{H} \cong \mathrm{PSL}_{2}(\mathbb{R})
$$
corresponds to left multiplication.
The second flow on $\mathrm{T}^{1} \mathbb{H} \cong \mathrm{PSL}_{2}(\mathbb{R})$ that we will study is the horocycle flow. As we will see, the horocycle flow is intimately linked to the geodesic flow, and it is in this context that we introduce it.

Notice first that the geodesic for our reference vector (i, i) and for a second vector $(x+\mathrm{i}, \mathrm{i})$ for any $x \in \mathbb{R}$ are both vertical lines. The respective geodesic trajectories move along parallel to each other, with

$$
\begin{aligned}
g_{t}((\mathrm{i}, \mathrm{i})) & =\left(\mathrm{e}^{t} \mathrm{i}, \mathrm{e}^{t} \mathrm{i}\right) \\
g_{t}((x+\mathrm{i}, \mathrm{i})) & =\left(x+\mathrm{e}^{t} \mathrm{i}, \mathrm{e}^{t} \mathrm{i}\right)
\end{aligned}
$$

for $t \in \mathbb{R}$, and so the hyperbolic distance between their base points does not exceed $\frac{|x|}{\mathrm{e}^{t}}$ (since this is the length of a horizontal path from $\mathrm{e}^{t} \mathrm{i}$ to $x+\mathrm{e}^{t} \mathbf{i}$ ). This suggests that points $g_{t}((\mathrm{i}, \mathrm{i}))$ and $g_{t}((x+\mathrm{i}, \mathrm{i}))$ on the orbits of the two points under the geodesic flow approach each other as $t \rightarrow \infty$. On the other hand if $(z, \mathbf{v})$ has the property that the distance between the base point of $g_{t}((\mathrm{i}, \mathrm{i}))$ and that of $g_{t}((z, \mathbf{v}))$ converges to zero, then $\Im(z)=1$ and $\mathbf{v}=\mathrm{i}$ (see Exercise 9.2.1). Combining these two statements, we expect that the set of upward-pointing vectors on the horizontal line through i will form the stable manifold for the geodesic flow through the point ( $\mathrm{i}, \mathrm{i}$ ). That is, these are precisely the set of points $(z, \mathbf{v})$ with the property that the distance between $g_{t}((\mathrm{i}, \mathrm{i}))$ and $g_{t}((z, \mathbf{v}))$ converges to zero as $t \rightarrow \infty$. We will be able to verify this once we have defined a metric on $\mathrm{T}^{1} \mathbb{H}$. The orbit of ( $\mathrm{i}, \mathrm{i}$ ) under the subgroup

$$
U^{-}=\left\{\left.\left(\begin{array}{rr}
1 & s  \tag{9.5}\\
& 1
\end{array}\right) \right\rvert\, s \in \mathbb{R}\right\}
$$

is precisely the set described (see Fig. 9.3).
More generally, for any $(z, \mathbf{v})=\mathrm{D} g(\mathrm{i}, \mathrm{i})$ we similarly define the (stable) horocycle flow on $\mathrm{T}^{1} \mathbb{H}$ by

$$
u^{-}(s)((z, \mathbf{v}))=\mathrm{D}\left(g\binom{1-s}{1}\right)(\mathrm{i}, \mathrm{i})
$$

with the corresponding description on $\mathrm{PSL}_{2}(\mathbb{R})$ by

$$
R_{u^{-}(s)}(h)=h u^{-}(-s)
$$

for $h \in \operatorname{PSL}_{2}(\mathbb{R})$ and $u^{-}(s)=\left(\begin{array}{cc}1 & s \\ 0 & 1\end{array}\right) \in U^{-}$. Similarly, one may check that the subgroup


Fig. 9.3 Two particular orbits of the stable horocycle $U^{-}$on $\mathrm{T}^{1} \mathbb{H}$

$$
U^{+}=\left\{\left.\left(\begin{array}{ll}
1 \\
s & 1
\end{array}\right) \right\rvert\, s \in \mathbb{R}\right\}
$$

gives rise to the unstable manifolds, and the corresponding flow is the unstable horocycle flow.

In order to make the discussion above meaningful, we need to define a metric on $\mathrm{T}^{1} \mathbb{H} \cong \mathrm{PSL}_{2}(\mathbb{R})$ with respect to which we can determine whether or not a pair of sequences with no limits in the space may nonetheless be converging to each other. This metric will be constructed in a more general setting in the next section.

## Exercises for Sect. 9.2

Exercise 9.2.1. Show directly that if $(z, \mathbf{v})$ has the property that the distance between the base points of $g_{t}((\mathrm{i}, \mathrm{i}))$ and that of $g_{t}((z, \mathbf{v}))$ converges to zero as $t \rightarrow \infty$, then $\Im(z)=1$ and $\mathbf{v}=\mathrm{i}$.

Exercise 9.2.2. Show that the action of $\mathrm{PSL}_{2}(\mathbb{R})$ on $\mathbb{H}$ (and hence also on $\left.\mathrm{T}^{1} \mathbb{H}\right)$ is proper. That is, for any compact set $P \subseteq \mathbb{H}$ there exists a compact set $L \subseteq \mathrm{PSL}_{2}(\mathbb{R})$ such that $z, g(z) \in P$ for some $g \in \mathrm{PSL}_{2}(\mathbb{R})$ implies $g \in L$. Deduce that the bijection between $\mathrm{T}^{1} \mathbb{H}$ and $\operatorname{PSL}_{2}(\mathbb{R})$ is a homeomorphism.

### 9.3 Closed Linear Groups and Left Invariant Riemannian Metric

The general linear group $\mathrm{GL}_{d}(\mathbb{R})$, comprising invertible $d \times d$ matrices over the reals, has a natural topology when viewed as a subset of $\operatorname{Mat}_{d d}(\mathbb{R}) \cong \mathbb{R}^{d^{2}}$, and in this topology it is an open subset. A closed linear group $G$ is any group
which can be embedded into $\mathrm{GL}_{d}(\mathbb{R})$ for some $d \geqslant 1$ such that the image is a closed set in $\mathrm{GL}_{d}(\mathbb{R})$. What we are going to describe in this section also works for the larger class of Lie groups, but we will not need this level of abstraction. Since the map det : $\mathrm{GL}_{d}(\mathbb{R}) \rightarrow \mathbb{R}$ is continuous, a simple example of a closed linear group is $\mathrm{SL}_{d}(\mathbb{R})$, the group of real matrices with determinant 1.

The group $\mathrm{PSL}_{2}(\mathbb{R})$, which plays such a big role in this chapter, is also a closed linear group. To see this, define

$$
(\phi(g))(m)=g m g^{-1}
$$

for $g \in \mathrm{SL}_{2}(\mathbb{R}), m \in \operatorname{Mat}_{22}(\mathbb{R})$, and notice that $\phi(-I)=\phi(I)$ is the identity map. This shows that $\phi$ descends to a homomorphism

$$
\widehat{\phi}: \operatorname{PSL}_{2}(\mathbb{R}) \rightarrow \mathrm{GL}\left(\operatorname{Mat}_{22}(\mathbb{R})\right) \cong \mathrm{GL}_{4}(\mathbb{R})
$$

where here and below we write $\mathrm{GL}(V)$ for the group of invertible linear automorphisms of a vector space $V$. We claim that $\widehat{\phi}$ is injective. Moreover, $\widehat{\phi}$ (or, equivalently, $\phi$ ) is a proper map: that is, $\phi^{-1}(K)$ is compact for any compact set $K \subseteq \mathrm{GL}\left(\operatorname{Mat}_{22}(\mathbb{R})\right)$. To see this, consider first the basis vector $m=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$ of $\operatorname{Mat}_{22}(\mathbb{R})$. If the image

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right)=\left(\begin{array}{ll}
-a c & a^{2} \\
-c^{2} & a c
\end{array}\right)
$$

is $m$, then $a= \pm 1$ and $c=0$. Moreover, if this image is bounded then both $a$ and $c$ are bounded. A similar argument using $m=\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)$ shows injectivity and that if the image is bounded then $b$ and $d$ are bounded. It follows that $\widehat{\phi}$ is proper with a closed injective image in GL(Mat $\left.\operatorname{Mat}_{22}(\mathbb{R})\right)$.

### 9.3.1 The Exponential Map and the Lie Algebra of a Closed Linear Group

Our goal is to define a left-invariant Riemannian metric on any closed linear group $G$. For this we need to identify the tangent bundle T $G$, and we begin this by analyzing the tangent space of $G$ at the identity using the exponential and logarithm maps. The exponential map exp : $\operatorname{Mat}_{d d}(\mathbb{C}) \rightarrow \operatorname{Mat}_{d d}(\mathbb{C})$ is defined by the absolutely convergent power series

$$
\begin{equation*}
\exp (v)=\sum_{n=0}^{\infty} \frac{1}{n!} v^{n} \tag{9.6}
\end{equation*}
$$

for $v \in \operatorname{Mat}_{d d}(\mathbb{C})$. We will mainly use this for real matrices, but the properties are most easily seen if we allow complex entries. The following basic properties of the exponential map are readily checked.

- If $v=\left(\begin{array}{ccc}\alpha_{1} & v_{12} & \ldots \\ v_{1 d} \\ & \ddots & \vdots \\ & & \alpha_{d}\end{array}\right) \in \operatorname{Mat}_{d d}(\mathbb{C})$ is upper-triangular, then so is $\exp (v)$, and the diagonal entries of $\exp (v)$ are $\mathrm{e}^{\alpha_{1}}, \ldots, \mathrm{e}^{\alpha_{d}}$.
- If $v \in \operatorname{Mat}_{d d}(\mathbb{C})$ and $g \in \mathrm{GL}_{d}(\mathbb{C})$, then

$$
\exp \left(g v g^{-1}\right)=g \exp (v) g^{-1}
$$

- It follows that

$$
\exp \left(\operatorname{Mat}_{d d}(\mathbb{R})\right) \subseteq \mathrm{GL}_{d}(\mathbb{R})
$$

and

$$
\begin{equation*}
\operatorname{det}(\exp (v))=\mathrm{e}^{\operatorname{tr}(v)} \tag{9.7}
\end{equation*}
$$

where the $\operatorname{trace} \operatorname{tr}(v)$ is the sum of the diagonal entries in $v$.
If $v$ is an upper-triangular matrix then (9.7) follows from the first property of the exponential map. More generally, for any matrix $v$ there is some $g \in$ $\mathrm{GL}_{d}(\mathbb{C})$ for which $g v g^{-1}$ is upper-triangular, and hence (using the complex case of the first two properties)

$$
\begin{aligned}
\operatorname{det}(\exp (v)) & =\operatorname{det}(g) \operatorname{det}(\exp (v)) \operatorname{det}\left(g^{-1}\right) \\
& =\operatorname{det}\left(g \exp (v) g^{-1}\right) \\
& =\operatorname{det}\left(\exp \left(g v g^{-1}\right)\right) \\
& =\mathrm{e}^{\operatorname{tr}\left(g v g^{-1}\right)}=\mathrm{e}^{\operatorname{tr}(v)}
\end{aligned}
$$

in which the last equality follows from the easily checked property

$$
\operatorname{tr}(v w)=\operatorname{tr}(w v)
$$

for $v, w \in \operatorname{Mat}_{d d}(\mathbb{C})$.

- If $v, w \in \operatorname{Mat}_{d d}(\mathbb{C})$ commute, then

$$
\exp (v+w)=\exp (v) \exp (w)=\exp (w) \exp (v)
$$

This can be shown directly using the power series. In particular,

$$
\exp (n v)=(\exp (v))^{n}
$$

for any $v \in \operatorname{Mat}_{d d}(\mathbb{C})$ and $n \in \mathbb{Z}$.

- For any $v \in \operatorname{Mat}_{d d}(\mathbb{R})$ the map $t \mapsto \exp (t v)$ from $\mathbb{R}$ to $\mathrm{GL}_{d}(\mathbb{R})$ is a homomorphism; the image is called a one-parameter subgroup.
- Taking the derivative of such a homomorphism $t \mapsto \exp (t v)$ with respect to $t$ gives

$$
\frac{d}{d t} \exp (t v)=\frac{d}{d t} \sum_{n=0}^{\infty} \frac{1}{n!}(t v)^{n}=\sum_{n=0}^{\infty} \frac{n}{n!} t^{n-1} v^{n}=v \exp (t v)=\exp (t v) v
$$

- The exponential map exp : $\operatorname{Mat}_{d d}(\mathbb{R}) \rightarrow \mathrm{GL}_{d}(\mathbb{R})$ is locally invertible at 0 . Its inverse is given by the logarithm map

$$
\log g=\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n}(g-I)^{n}
$$

which is convergent when $g$ is close enough to the identity (for then the absolute value of the entries may be bounded by a convergent geometric series).

- The derivative of $\exp (\cdot)$ at $0 \in \operatorname{Mat}_{d d}(\mathbb{R})$, and the derivative of $\log (\cdot)$ at $\exp (0)=I \in \mathrm{GL}_{d}(\mathbb{R})$, are the identity map $I \in \mathrm{GL}\left(\operatorname{Mat}_{d d}(\mathbb{R})\right)$.

The next result is one of the main reasons why the exponential and logarithm maps are useful in studying closed linear groups.

Proposition 9.5. For any closed linear group $G \subseteq \mathrm{GL}_{d}(\mathbb{R})$ there is a neighborhood $B$ of $I \in G$ with the property that $\log B \subseteq \operatorname{Mat}_{d d}(\mathbb{R})$ is a neighborhood of 0 inside a linear subspace $\mathfrak{g} \subseteq \operatorname{Mat}_{d d}(\mathbb{R})$. Here $\mathfrak{g}$ is characterized by either of the properties

- $\mathfrak{g}$ is the subspace consisting of all derivatives $\phi^{\prime}(t)$ of paths

$$
\phi:[a, b] \rightarrow G \subseteq \mathrm{GL}_{d}(\mathbb{R})
$$

at points $t \in[a, b]$ with $\phi(t)=I$; or

- $\mathfrak{g}$ is the maximal linear subspace of $\operatorname{Mat}_{d d}(\mathbb{R})$ with $\exp (\mathfrak{g}) \subseteq G$.

Thus the exponential and logarithm maps give a canonical linear coordinate system to a neighborhood of the identity in $G$. The following lemma will be useful for the proof of Proposition 9.5.

Lemma 9.6. There is a neighborhood $B$ of $0 \in \operatorname{Mat}_{d d}(\mathbb{R})$ such that for any $v \in B$, and any sequence $\left(v_{m}\right)$ with $v_{m} \rightarrow v$ as $m \rightarrow \infty$, we have

$$
\left(I+\frac{1}{m} v_{m}\right)^{m} \longrightarrow \exp (v)
$$

as $m \rightarrow \infty$.

Proof. If $v$ is sufficiently small, then for large $m$ we may use the geometric series to get the estimate

$$
\begin{aligned}
m \log \left(I+\frac{1}{m} v_{m}\right) & =m\left(\frac{1}{m} v_{m}-\frac{1}{2 m^{2}} v_{m}^{2}+\cdots\right) \\
& =v_{m}+\mathrm{O}(1 / m)
\end{aligned}
$$

This implies that $m \log \left(I+\frac{1}{m} v_{m}\right)$ is still small, and that it converges to $v$ as $m \rightarrow \infty$. Thus

$$
\exp \left(m \log \left(I+\frac{1}{m} v_{m}\right)\right)=\left(I+\frac{1}{m} v_{m}\right)^{m} \longrightarrow \exp (v)
$$

The argument below can be described roughly as follows. We study the group multiplication of elements $\exp (v)$ and $\exp (w)$ for small $v, w \in \mathfrak{g}$ up to an error of smaller order, and then Lemma 9.6 will be used as a magnifying device.
Proof of Proposition 9.5. Define

$$
\mathfrak{g}=\left\{v \in \operatorname{Mat}_{d d}(\mathbb{R}) \mid \exp (t v) \in G \text { for all } t \in \mathbb{R}\right\}
$$

We claim that $\mathfrak{g}$ is a linear subspace of $\operatorname{Mat}_{d d}(\mathbb{R})$. It is clear that $\mathbb{R} \mathfrak{g}=\mathfrak{g}$, so it remains to show that $\mathfrak{g}$ is closed under addition. Suppose that $v, w \in \mathfrak{g}$ are given, and choose $t>0$ so that $t(v+w) \in B$ (where $B$ is chosen as in Lemma 9.6). Define a sequence $\left(g_{n}\right)$ in $G$ by

$$
g_{n}=\left(\exp \left(\frac{t}{n} v\right) \exp \left(\frac{t}{n} w\right)\right)^{n}
$$

for all $n \geqslant 1$. The approximation

$$
\exp \left(\frac{t}{n} u\right)=I+\frac{t}{n} u+\mathrm{O}\left(1 / n^{2}\right)
$$

shows that

$$
g_{n}=\left(I+\frac{1}{n}(t(v+w)+\mathrm{O}(1 / n))\right)^{n}
$$

By Lemma 9.6,

$$
g_{n} \longrightarrow \exp (t(v+w)) \in G
$$

since $G$ is a closed subgroup of $\mathrm{GL}_{d}(\mathbb{R})$. In other words, for every $v, w \in \mathfrak{g}$ and every sufficiently small $t \in \mathbb{R}$ we have $\exp (t(v+w)) \in G$. This implies that $v+w \in \mathfrak{g}$ by the definition of $\mathfrak{g}$, as required.

Let $V \subseteq \operatorname{Mat}_{d d}(\mathbb{R})$ be a linear complement of the subspace $\mathfrak{g}$ in $\operatorname{Mat}_{d d}(\mathbb{R})$ and consider the map

$$
\begin{aligned}
\psi: \mathfrak{g} \times V & \longrightarrow \mathrm{GL}_{d}(\mathbb{R}) \subseteq \operatorname{Mat}_{d d}(\mathbb{R}) \\
(u, v) & \longmapsto(\exp (u))(\exp (v)) .
\end{aligned}
$$

The derivative of $\psi$ is the embedding $\mathfrak{g} \times V \rightarrow \operatorname{Mat}_{d d}(\mathbb{R})$ obtained by adding the components. By the choice of $V$ as a linear complement to $\mathfrak{g}$, this map is invertible. It follows that $\psi$ is locally invertible, and thus every $g$ in some neighborhood $B_{1}$ of $I \in \mathrm{GL}_{d}(\mathbb{R})$ can be written in the
form $g=\exp (u) \exp (v)$ with $u \in \mathfrak{g}$ and $v \in V$. Notice that since $G$ is a group, $\exp (v) \in G$ if $g \in G$.

The main statement of the proposition is that there is some neighborhood $B \subseteq B_{1}$ of $I$ for which

$$
\log (B \cap G) \subseteq \mathfrak{g}
$$

If this were not the case then by the argument above there would exist a sequence $\left(v_{m}\right)$ in $V \backslash\{0\}$ with $v_{m} \rightarrow 0$ as $m \rightarrow \infty$ with $\exp \left(v_{m}\right) \in G$. Now by compactness of the unit ball in $V$ and after passing to a subsequence, we may assume that

$$
\frac{v_{m}}{\left\|v_{m}\right\|} \longrightarrow w \in V .
$$

Moreover, $\exp \left(\mathbb{Z} v_{m}\right) \leqslant G$. Thus the sequence of discrete subgroups $\mathbb{Z} v_{m} \leqslant V$ (whose generators become arbitrarily small) converge to the subspace $\mathbb{R} w$ in $V$. This implies that $\exp (\mathbb{R} w) \subseteq G$, and hence $w \in \mathfrak{g}$ which contradicts the definition of $V$. More formally, for any $t \in \mathbb{R}$ there exists a sequence $\left(m_{n}\right)$ in $\mathbb{Z}$ with $m_{n}\left\|v_{n}\right\| \rightarrow t$ and

$$
\exp (t w)=\lim _{n \rightarrow \infty} \exp \left(m_{n}\left\|v_{n}\right\| \frac{v_{n}}{\left\|v_{n}\right\|}\right)=\lim _{n \rightarrow \infty}\left(\exp \left(v_{n}\right)\right)^{m_{n}} \in G
$$

The equivalence of the two characterizations of $\mathfrak{g}$ given in the proposition now follow easily.

Although we will not need this, an argument similar to the proof of Proposition 9.5 shows that $\mathfrak{g}$ is closed under another operation, namely the Lie bracket (see Exercise 9.3.1). For $v, w \in \operatorname{Mat}_{d d}(\mathbb{R})$ we define the Lie bracket of $v$ and $w$ by

$$
[v, w]=v w-w v .
$$

Then the Lie algebra $\mathfrak{g}$ is the linear subspace of Proposition 9.5 together with the restriction of the Lie bracket $[\cdot, \cdot]$ to $\mathfrak{g}$. It may readily be checked that the Lie bracket satisfies the properties

- $(v, w) \longmapsto[v, w]$ is bilinear;
- $[v, w]+[w, v]=0$ for all $v, w \in \mathfrak{g}$; and
- $[u,[v, w]]+[v,[w, u]]+[w,[u, v]]=0$ for all $u, v, w \in \mathfrak{g}$.

The third of these is the Jacobi identity. Part of the general theory of Lie groups ${ }^{(86)}$ develops the precise relationship between abstract Lie algebras (vector spaces with a map $[\cdot, \cdot]$ satisfying these three properties) and abstract Lie groups (which generalize closed linear groups).

Recall that in a topological space $X$ the connected component of a point $x \in X$ is the largest connected subset of $X$ containing $x$. Also note that we use the ambient vector space $\operatorname{Mat}_{d d}(\mathbb{R}) \geqslant G$ to determine whether a function $f: O \rightarrow G$ defined on an open subset $O \subseteq \mathbb{R}^{m}$ is differentiable.

Corollary 9.7. For any closed linear group $G \subseteq \mathrm{GL}_{d}(\mathbb{R})$ the Lie algebra $\mathfrak{g}$ uniquely determines the connected component $G^{0}$ of the identity in $G$. Indeed, $G^{0}$ is the group generated by $\exp (\mathfrak{g})$. Moreover, $G^{0}$ is an open, closed, normal, subgroup of $G$, and is path-connected via smooth curves.

Proof. Define, for $n \geqslant 1$,

$$
(\exp (\mathfrak{g}))^{n}=\left\{\exp \left(v_{1}\right) \exp \left(v_{2}\right) \cdots \exp \left(v_{n}\right) \mid v_{1}, \ldots, v_{n} \in \mathfrak{g}\right\}
$$

and

$$
H=\bigcup_{n=1}^{\infty}(\exp (\mathfrak{g}))^{n}
$$

By definition, $H$ is closed under multiplication, and under taking inverses since $\exp (v)^{-1}=\exp (-v)$ for $v \in \mathfrak{g}$. It follows that $H \leqslant G$ is a subgroup.

By Proposition 9.5, $\exp (\mathfrak{g})$ is a neighborhood of $I$ inside $G$. Therefore, for every $g \in(\exp (\mathfrak{g}))^{n}$ the set $g \exp (\mathfrak{g}) \subseteq \exp (\mathfrak{g})^{n+1}$ is a neighborhood of $g$ inside $G$ which shows that $H$ is open in $G$. This implies that any coset $H g$ is open for $g \in G$, so the complement $G \backslash H$ of $H$ in $G$, which is a union of cosets of $H$, is open and therefore $H$ is closed. It follows that $G^{0} \subseteq H$.

To prove that $H \subseteq G^{0}$ it is enough to show the last claim of the corollary, namely that any two points $g_{1}, g_{2} \in H$ can be connected by a differentiable curve. Since translation by a group element is a homeomorphism, it is sufficient to consider the identity $I$ and an arbitrary

$$
g=\exp \left(v_{1}\right) \cdots \exp \left(v_{n}\right) \in H
$$

In this case the path defined by

$$
\phi(t)=\exp \left(t v_{1}\right) \cdots \exp \left(t v_{n}\right)
$$

for $t \in[0,1]$ is smooth, and has $\phi(0)=I$ and $\phi(1)=g$.
It remains to check that $H \leqslant G$ is a normal subgroup. For $g \in G$ the conjugation map $h \mapsto g h g^{-1}$ sends $G$ to $G$, and for some neighborhood $B^{\prime}$ of $I$ we also have

$$
g B^{\prime} g^{-1} \subseteq B
$$

where $B$ is chosen as in Proposition 9.5. This implies that

$$
g\left(\log \left(B^{\prime}\right)\right) g^{-1}=\log \left(g B^{\prime} g^{-1}\right) \subseteq \mathfrak{g}
$$

and so $g \mathfrak{g} g^{-1} \subseteq \mathfrak{g}$ by linearity. Taking the exponential shows that

$$
g \exp (\mathfrak{g}) g^{-1} \subseteq \exp (\mathfrak{g})
$$

and therefore $g H g^{-1} \subseteq H$.

We will see more examples of the relationship between closed linear groups and their Lie algebras later; for now we return to the important example of $\mathrm{SL}_{d}(\mathbb{R})$.

Example 9.8. By definition

$$
\mathrm{SL}_{d}(\mathbb{R})=\left\{g \in \operatorname{Mat}_{d d}(\mathbb{R}) \mid \operatorname{det}(g)=1\right\}
$$

is the closed set of solutions to the polynomial equation $\operatorname{det}(g)=1$; by the basic properties of the determinant it is a closed subgroup of $\mathrm{GL}_{d}(\mathbb{R})$. By (9.7) we have for $v \in \operatorname{Mat}_{d d}(\mathbb{R})$ that

$$
\exp (v) \in \mathrm{SL}_{d}(\mathbb{R}) \Leftrightarrow v \in \mathfrak{s l}_{d}(\mathbb{R})=\left\{v \in \operatorname{Mat}_{d d}(\mathbb{R}) \mid \operatorname{tr}(v)=0\right\}
$$

which shows that $\mathfrak{s l}_{d}(\mathbb{R})$ is the Lie algebra of $\mathrm{SL}_{d}(\mathbb{R})$. We claim that $\mathrm{SL}_{d}(\mathbb{R})$ is connected, so that $\mathrm{SL}_{d}(\mathbb{R})$ is uniquely determined by $\mathfrak{s l}_{d}(\mathbb{R})$ in the sense of Corollary 9.7. Let $E_{i j}$ denote the matrix with a single non-zero entry 1 in the $i$ th row and $j$ th column. In order to prove the claim, it will be enough to show that $\mathrm{SL}_{d}(\mathbb{R})$ is generated as a group by the subgroups

$$
U_{i j}=\left\{I+t E_{i j} \mid t \in \mathbb{R}\right\}
$$

with $i \neq j$. Equivalently, it is enough to note that any $g \in \mathrm{SL}_{d}(\mathbb{R})$ can be reduced to $I$ by a finite sequence of row operations consisting of adding a multiple of the $j$ th row to the $i$ th for any $i \neq j$.

### 9.3.2 The Left-Invariant Riemannian Metric

As indicated earlier, our main goal in this section is to define a left-invariant Riemannian metric and to derive a left-invariant metric from it. For this we need to identify the tangent bundle $\mathrm{T} G$. We have already described the tangent space at the identity in Sect. 9.3.1, and using the group structure again allows us to define $\mathrm{T} G$ as $G \times \mathfrak{g}$. There are two ways to make this precise, depending on a choice of left or right multiplication; we will use left translation as follows.

Definition 9.9. The tangent bundle T $G$ to the closed linear group $G$ is defined to be $G \times \mathfrak{g}$ with the understanding that for a path $\phi:[0,1] \rightarrow G$ which is differentiable at $t_{0} \in[0,1]$ the corresponding tangent vector is

$$
\mathrm{D} \phi\left(t_{0}\right)=\left(\phi\left(t_{0}\right), \phi\left(t_{0}\right)^{-1} \phi^{\prime}\left(t_{0}\right)\right) .
$$

For $g \in G$ we define the tangent space of $G$ at $g$ by $\mathrm{T}_{g} G=\{g\} \times \mathfrak{g}$.
Note that the derivative $\phi^{\prime}\left(t_{0}\right)$ is meant in the usual sense:

$$
\phi:[0,1] \rightarrow G \subseteq \operatorname{Mat}_{d d}(\mathbb{R})
$$

is viewed as a vector-valued function of dimension $d^{2}$. In order to be sure this definition makes sense, we need to check that

$$
\mathrm{D} \phi\left(t_{0}\right) \in \mathrm{T} G
$$

that is, that $\phi\left(t_{0}\right)^{-1} \phi^{\prime}\left(t_{0}\right) \in \mathfrak{g}$. We know that the curve defined by

$$
\eta(t)=\phi\left(t_{0}\right)^{-1} \phi(t)
$$

has values in $G$ and has $\eta\left(t_{0}\right)=I$. By Proposition 9.5,

$$
\eta^{\prime}\left(t_{0}\right)=\phi\left(t_{0}\right)^{-1} \phi^{\prime}\left(t_{0}\right) \in \mathfrak{g}
$$

as required.
Proposition 9.10. Let $G$ be a closed linear group, let $\phi:[0,1] \rightarrow G$ be a continuous curve which is differentiable at $t_{0} \in[0,1]$, and let $g \in G$. Then the curves $(g \phi)(t)=g \phi(t)$ and $\left(\phi g^{-1}\right)(t)=\phi(t) g^{-1}$ are also differentiable at $t_{0}$, and if $\mathrm{D} \phi\left(t_{0}\right)=\left(\phi\left(t_{0}\right), v\right)$ then

$$
\begin{aligned}
\mathrm{D}(g \phi)\left(t_{0}\right) & =\left(g \phi\left(t_{0}\right), v\right) ; \\
\mathrm{D}\left(\phi g^{-1}\right)\left(t_{0}\right) & =\left(\phi\left(t_{0}\right) g^{-1}, g v g^{-1}\right)
\end{aligned}
$$

Proof. By definition,

$$
\mathrm{D}(g \phi)\left(t_{0}\right)=\left(g \phi\left(t_{0}\right),\left(g \phi\left(t_{0}\right)\right)^{-1} g \phi^{\prime}\left(t_{0}\right)\right)=\left(g \phi\left(t_{0}\right), \phi\left(t_{0}\right)^{-1} \phi^{\prime}\left(t_{0}\right)\right)
$$

which shows the first claim since the $\mathfrak{g}$ component is unchanged by $g$. Similarly,

$$
\begin{aligned}
\mathrm{D}\left(\phi g^{-1}\right)\left(t_{0}\right) & =\left(\phi\left(t_{0}\right) g^{-1},\left(\phi\left(t_{0}\right) g^{-1}\right)^{-1} \phi^{\prime}\left(t_{0}\right) g^{-1}\right) \\
& =\left(\phi\left(t_{0}\right) g^{-1}, g\left(\phi\left(t_{0}\right)^{-1} \phi^{\prime}\left(t_{0}\right)\right) g^{-1}\right)
\end{aligned}
$$

By reading the chain rule for differentiation backwards, Proposition 9.10 may be interpreted as follows. The derivative of left translation

$$
\begin{aligned}
L_{g}: G & \rightarrow G \\
h & \longmapsto g h
\end{aligned}
$$

at a point $h$ is the map

$$
\left(\mathrm{D} L_{g}\right)_{h}: \mathrm{T}_{h} G \rightarrow \mathrm{~T}_{g h} G
$$

sending $(h, v)$ to $(g h, v)$. Thus the derivative of left translation moves the base point but acts as the identity in the fiber. Similarly, the derivative of right translation

$$
\begin{aligned}
R_{g}: G & \longrightarrow G \\
h & \longmapsto g^{-1}
\end{aligned}
$$

at a point $h$ is the map

$$
\left(\mathrm{D} R_{g}\right)_{h}: \mathrm{T}_{h} G \rightarrow \mathrm{~T}_{h g^{-1}} G
$$

sending $(h, v)$ to $\left(h g^{-1}, g v g^{-1}\right)$.
As obtained in the proof of Corollary 9.7, for $g \in G$ and $v \in \mathfrak{g}$ we have $g v g^{-1} \in \mathfrak{g}$. This action of $G$ on $\mathfrak{g}$ is called the adjoint representation, and is denoted by

$$
\operatorname{Ad}_{g}(v)=g v g^{-1}
$$

for $v \in \mathfrak{g}, g \in G$. Notice that the linear map $\operatorname{Ad}_{g}$ describes conjugation by $g$ on $G$ within the Lie algebra $\mathfrak{g}$ in the sense that

$$
\exp \left(\operatorname{Ad}_{g} v\right)=g \exp (v) g^{-1}
$$

In particular, $\operatorname{Ad}_{g}: \mathfrak{g} \rightarrow \mathfrak{g}$ is the derivative of the conjugation map $h \mapsto g h g^{-1}$ at the identity.

Now choose an inner product $\langle\cdot, \cdot\rangle$ on $\mathfrak{g}$, and define a Riemannian metric by letting

$$
\begin{equation*}
\langle u, v\rangle_{g}=\langle u, v\rangle \tag{9.8}
\end{equation*}
$$

for $u, v \in \mathrm{~T}_{g} G$; one might equally write $\langle(g, u),(g, v)\rangle$ for this, but as the base point is the same it is moved to a subscript. Equation (9.8) means that for any two vectors in the same tangent space, we define their inner product using our initially chosen inner product $\langle\cdot, \cdot\rangle$. This construction is similar to the case of the hyperbolic plane on p. 278, where the hyperbolic metric was constructed, and (9.8) above is analogous to (9.3) on p. 280*.

[^32]Corollary 9.11. For any closed linear group $G$, the Riemannian metric defined by equation (9.8) defines a left-invariant metric on $G^{0}$. That is, if we define the length of a piecewise smooth curve $\phi:[0,1] \rightarrow G$ by

$$
\mathrm{L}(\phi)=\int_{0}^{1}\|\mathrm{D} \phi(t)\|_{\phi(t)} \mathrm{d} t
$$

and use this to define a metric

$$
\mathrm{d}_{G}\left(g_{0}, g_{1}\right)=\inf _{\phi} \mathrm{L}(\phi),
$$

where the infimum is taken over all such curves with $\phi(0)=g_{0}$ and $\phi(1)=g_{1}$, then

$$
\mathrm{d}_{G}\left(h g_{0}, h g_{1}\right)=\mathrm{d}_{G}\left(g_{0}, g_{1}\right)
$$

for all $h, g_{0}, g_{1} \in G^{0}$.
The first statement in Corollary 9.11 is an immediate consequence of Proposition 9.10 and the definitions, and the rest follows just as in our earlier discussion of the hyperbolic plane $\mathbb{H}$. The only difference lies in the fact that we need to restrict to $g_{0}, g_{1} \in G^{0}$ in order that the definition of the metric makes sense. More generally, it is enough to require only that $g_{0}, g_{1}$ lie in the same coset of $G^{0}$. We may extend the metric by initially defining $\mathrm{d}_{G}\left(g_{0}, g_{1}\right)=\infty$ if $g_{0} G^{0} \neq g_{1} G^{0}$ and then defining a metric $\overline{\mathrm{d}}_{G}$ in the usual sense by

$$
\overline{\mathrm{d}}_{G}\left(g_{0}, g_{1}\right)= \begin{cases}\frac{\mathrm{d}_{G}\left(g_{0}, g_{1}\right)}{1+\mathrm{d}_{G}\left(g_{0}, g_{1}\right)} & \text { if } g_{0} G^{0}=g_{1} G^{0} \\ 1 & \text { otherwise }\end{cases}
$$

Lemma 9.12. For any closed linear group $G$ the topology induced by $\mathrm{d}_{G}$ (or $\overline{\mathrm{d}}_{G}$ ) is the subspace topology inherited from $G$ (or, equivalently, from the space $\left.\operatorname{Mat}_{d d}(\mathbb{R})\right)$. Moreover, for any $g \in G$ there is a neighborhood on which $\mathrm{d}_{G}$ and the metric derived from any norm on $\operatorname{Mat}_{d d}(\mathbb{R})$ are Lipschitz equivalent.

Proof. We may assume that the norm on $\operatorname{Mat}_{d d}(\mathbb{R})$ and the inner product on $\mathfrak{g}$ are both induced from an inner product on $\operatorname{Mat}_{d d}(\mathbb{R})$. In what follows all topological statements are meant (unless stated otherwise) with respect to the topology induced from $\operatorname{Mat}_{d d}(\mathbb{R})$. To prove the lemma it is sufficient to find, for any $g \in G$, a neighborhood $B$ which is also a neighborhood with respect to $\mathrm{d}_{G}$ such that $\mathrm{d}_{G}$ and the norm on $\operatorname{Mat}_{d d}(\mathbb{R})$ are Lipschitz equivalent if restricted to that neighborhood. Left multiplication by $g$ and by $g^{-1}$ are both Lipschitz maps with respect to the norm on $\operatorname{Mat}_{d d}(\mathbb{R})$ and are isometries with respect to $\mathrm{d}_{G}$, so it is enough to consider the case $g=e$. Let $B$ be a neighborhood of $I \in G$ with the property that $\log B \subseteq \mathfrak{g}$ is a neighborhood of $0 \in \mathfrak{g}$ as in Proposition 9.5. We may assume that $B$ is
compact and connected, indeed we may assume that $\log B$ is a closed metric ball around $0 \in \mathfrak{g}$.

Now fix a compact neighborhood $B^{\prime}$ contained in the interior $B^{o}$ of $B$ (see Fig. 9.4). Since for a piecewise smooth curve $\phi:[0,1] \rightarrow B$ left multiplication by $\phi(t)^{-1}$ in the definition of $\mathrm{D} \phi$ cannot change the norm of $\phi^{\prime}(t)$ too much, there is some $c>0$ with

$$
c\|\phi(0)-\phi(1)\| \leqslant \mathrm{L}(\phi)
$$

Note that the restriction to curves that stay in $B$ is necessary to make this uniform statement.

This implies that curves which start in $B^{\prime}$ and leave $B$ must have a certain positive length, that is there is some $\ell_{0}>0$ such that any piecewise smooth curve $\phi$ with $\phi(0) \in B^{\prime}$ and $\phi(t) \notin B$ for some $t \in(0,1]$ has length at least $\ell_{0}$. Hence, for some constant $c^{\prime}$,

$$
c^{\prime}\left\|g_{0}-g_{1}\right\| \leqslant \mathrm{d}_{G}\left(g_{0}, g_{1}\right)
$$

for any $g_{0}, g_{1} \in B^{\prime}$ (the constant $c$ needs to be modified to accommodate paths that leave $B$; since there is a positive lower bound on the lengths of such paths, $c^{\prime}$ is still positive).


Fig. 9.4 The neighborhoods $B$ and $B^{\prime}$

For the reverse inequality, note that for $g_{0}, g_{1} \in B$ the path

$$
\phi(t)=\exp \left(\log g_{0}+t\left(\log g_{1}-\log g_{0}\right)\right)
$$

stays in $B$ and that both the exponential and logarithm maps are Lipschitz on small neighborhoods. This gives

$$
\mathrm{L}(\phi) \leqslant C\left\|g_{0}-g_{1}\right\|
$$

for some constant $C$, which implies that

$$
\mathrm{d}_{G}\left(g_{0}, g_{1}\right) \leqslant C\left\|g_{0}-g_{1}\right\|
$$

for all $g_{0}, g_{1} \in B$. Thus $\mathrm{d}_{G}$ and the metric induced from the norm on $B^{\prime}$ are Lipschitz equivalent (which implies that the respective topologies agree).

Notice that by definition, if $H \leqslant G$ is a closed subgroup of a closed linear group then $H$ is also a closed linear group. Naturally the Lie algebra $\mathfrak{h}$ of $H$ is a subspace of the Lie algebra $\mathfrak{g}$ of $G$. Given an inner product on $\mathfrak{g}$ we get the restriction to $\mathfrak{h}$, and thence Riemannian metrics on $G$ and $H$. As discussed above, this results in a left-invariant metric $\mathrm{d}_{G}$ on $G$ and a left-invariant metric $\mathrm{d}_{H}$ on $H$. However, it is not automatically the case that $\mathrm{d}_{H}$ is the restriction of $\mathrm{d}_{G}$ to $H$ : in the restriction of $\mathrm{d}_{G}$ to $H$ we use paths $\phi:[0,1] \rightarrow G$ connecting points in $H$, and among those we may find shorter paths than any path entirely in $H$ connecting the same points. Clearly any path in $H$ is also a path in $G$, so all we can say in general is $\mathrm{d}_{G}\left(h_{0}, h_{1}\right) \leqslant \mathrm{d}_{H}\left(h_{0}, h_{1}\right)$ for $h_{0}, h_{1}$ in $H$. Before we show in an example that an inequality between $\mathrm{d}_{G}$ and $\mathrm{d}_{H}$ may really arise, notice that locally $\mathrm{d}_{G}$ and $\mathrm{d}_{H}$ are Lipschitz equivalent by Lemma 9.12.

Example 9.13. The Heisenberg group

$$
G=\left\{\left.\left(\begin{array}{rrr}
1 & x & z \\
1 & y \\
& 1
\end{array}\right) \right\rvert\, x, y, z \in \mathbb{R}\right\}
$$

has the Lie algebra

$$
\mathfrak{g}=\left\{\left.\left(\begin{array}{lll}
0 & u & w \\
0 & 0 & v \\
0 & 0 & 0
\end{array}\right) \right\rvert\, u, v, w \in \mathbb{R}\right\} .
$$

The closed subgroup

$$
H=\left\{\left.\left(\begin{array}{rrr}
1 & 0 & z \\
1 & 0 \\
& 1
\end{array}\right) \right\rvert\, z \in \mathbb{R}\right\}
$$

has Lie algebra

$$
\mathfrak{h}=\left\{\left.\left(\begin{array}{lll}
0 & 0 & w \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \right\rvert\, w \in \mathbb{R}\right\} .
$$

Notice that we simply omit matrix entries if they are always zero, which makes it easier to focus attention on the structure of the groups in question; for the Lie algebras we retain the zeros because there are no non-zero diagonal entries to orient positions in the matrices. Pick an inner product on $\mathfrak{g}$ for which the vectors corresponding to the variables $u, v, w$ are orthornormal. The restriction to $\mathfrak{h}$ gives rise to $\mathrm{d}_{H}$, which is the usual metric on $H \cong \mathbb{R}$. However, it is clear that

$$
\mathrm{d}_{G}\left(\left(\begin{array}{rrr}
1 & x & 0 \\
& 1 & 0 \\
& & 1
\end{array}\right), I\right) \leqslant|x|, \quad \mathrm{d}_{G}\left(\left(\begin{array}{rrr}
1 & 0 & 0 \\
& 1 & y \\
& & 1
\end{array}\right), I\right) \leqslant|y|
$$

and so

$$
\mathrm{d}_{G}\left(\left(\begin{array}{rrr}
1 & x & 0 \\
& 1 & 0 \\
& & 1
\end{array}\right)\left(\begin{array}{rrr}
1 & 0 & 0 \\
& 1 & y \\
& & 1
\end{array}\right)\left(\begin{array}{rrr}
1-x & 0 \\
& 1 & 0 \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
& 1 & -y \\
& & 1
\end{array}\right), I\right) \leqslant 2|x|+2|y|
$$

by left invariance and (8.17)*. Thus if we choose

$$
h=\left(\begin{array}{rrr}
1 & 0 & z \\
& 1 & 0 \\
& & 1
\end{array}\right)=\left(\begin{array}{rrr}
1 & x & 0 \\
& 1 & 0 \\
& & 1
\end{array}\right)\left(\begin{array}{rrr}
1 & 0 & 0 \\
& 1 & y \\
& &
\end{array}\right)\left(\begin{array}{rrr}
1-x & 0 \\
& 1 & 0 \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
& 1 & -y \\
& & \\
& & 1
\end{array}\right)
$$

with $z>0$ and $x=y=\sqrt{z}$, then $\mathrm{d}_{G}(h, I) \leqslant 4 \sqrt{z}$. For large enough $z$, this shows that $\mathrm{d}_{H}$ is not the restriction of $\mathrm{d}_{G}$ to $H$.

Notice that Proposition 9.10 also shows that $\mathrm{L}\left(\phi g^{-1}\right) \leqslant \mathrm{L}(\phi)\left\|\mathrm{Ad}_{g}\right\|$ where $\left\|\operatorname{Ad}_{g}\right\|$ is the operator norm of the adjoint representation with respect to the inner product on $\mathfrak{g}$. In particular, the map $R_{g}: G \rightarrow G$ is Lipschitz.

### 9.3.3 Discrete Subgroups of Closed Linear Groups

As we will see in the rest of this chapter, an important ${ }^{(87)}$ role is played by discrete subgroups in closed linear groups; the example to have in mind is the discrete subgroup $\mathrm{SL}_{2}(\mathbb{Z})$ of $\mathrm{SL}_{2}(\mathbb{R})$.

Recall that a subset $D$ of a metric space is discrete if every point $x \in D$ has a neighborhood intersecting $D$ only in the point $x$. Moreover, if a subgroup $\Gamma \subseteq G$ of a closed linear group is discrete, then it is automatically uniformly discrete in the following sense: there exists some $\eta>0$ such that $\mathrm{d}_{G}\left(\gamma, \gamma^{\prime}\right)>\eta$ for all $\gamma, \gamma^{\prime} \in \Gamma$ with $\gamma \neq \gamma^{\prime}$. To see this, notice that if there is a sequence of pairs of points $\gamma_{n}, \gamma_{n}^{\prime} \in \Gamma$ with $\mathrm{d}_{G}\left(\gamma_{n}^{\prime}, \gamma_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, then we also have $\mathrm{d}_{G}\left(\gamma_{n}^{-1} \gamma_{n}^{\prime}, e\right) \rightarrow 0$ which gives points in $\Gamma$ arbitrarily close to the identity.

We define a metric on the space $X=\Gamma \backslash G$ of right cosets $\Gamma g$ of $\Gamma$ in $G$ by

$$
\begin{equation*}
\mathrm{d}_{X}\left(\Gamma g_{1}, \Gamma g_{2}\right)=\inf _{\gamma_{1}, \gamma_{2} \in \Gamma} \mathrm{~d}_{G}\left(\gamma_{1} g_{1}, \gamma_{2} g_{2}\right)=\inf _{\gamma \in \Gamma} \mathrm{d}_{G}\left(g_{1}, \gamma g_{2}\right) . \tag{9.9}
\end{equation*}
$$

[^33]The equality between the two expressions in (9.9) for $\mathrm{d}_{X}$ follows from the left invariance of $\mathrm{d}_{G}$. The triangle inequality for $\mathrm{d}_{X}$ follows by a simple argument from the first expression. The second expression is useful for the following reason. As we have seen, $R_{g_{2}}$ is a Lipschitz map, so $\Gamma g_{2}($ like $\Gamma$ ) is uniformly discrete, and hence

$$
\inf _{\gamma \in \Gamma} \mathrm{d}_{G}\left(g_{1}, \gamma g_{2}\right)>0
$$

unless $g_{1}=\gamma g_{2}$ for some $\gamma \in \Gamma$, showing that $\mathrm{d}_{X}$ is a metric on $\Gamma \backslash G$.
Notice that the right translation map $R_{g}: X \rightarrow X$ sending $\Gamma h$ to $\Gamma h g^{-1}$ is well-defined on $X$ (in general, the left translation $L_{g}$ is not well-defined on $X$ ).

Proposition 9.14. Let $G$ be a closed linear group and $\Gamma \leqslant G$ a discrete subgroup. Then for any $x \in X=\Gamma \backslash G$ there exists some $r>0$ such that the map from

$$
B_{r}^{G}=\left\{g \in G \mid \mathrm{d}_{G}(g, e)<r\right\}
$$

to

$$
B_{r}^{X}(x)=\left\{y \in X \mid \mathrm{d}_{X}(x, y)<r\right\}
$$

defined by $g \mapsto x g$ is an isometry. For a compact subset $K \subseteq X$ we can choose $r>0$ so that the above property holds for all $x \in K$.

The number $r$ arising in Proposition 9.14 is called an injectivity radius at $x$. The proposition shows that locally $X$ still looks like $G$, but the radius of the domain to which that isometric similarity extends potentially varies with $x$.
Proof of Proposition 9.14. Let $x=\Gamma h$ and fix some $r>0$. Then, for $g_{1}, g_{2} \in B_{r}^{G}$,

$$
\mathrm{d}_{X}\left(\Gamma h g_{1}, \Gamma h g_{2}\right)=\inf _{\gamma \in \Gamma} \mathrm{d}_{G}\left(h g_{1}, \gamma h g_{2}\right)=\inf _{\gamma \in \Gamma} \mathrm{d}_{G}\left(g_{1}, h^{-1} \gamma h g_{2}\right) .
$$

We wish to show that (with a suitable choice of $r>0$ ) the infimum is achieved for $\gamma=e$. Suppose that $\gamma \in \Gamma$ has

$$
\mathrm{d}_{G}\left(g_{1}, h^{-1} \gamma h g_{2}\right) \leqslant \mathrm{d}_{G}\left(g_{1}, g_{2}\right)<2 r
$$

then

$$
\mathrm{d}_{G}\left(h^{-1} \gamma h g_{2}, e\right)<3 r
$$

and

$$
\mathrm{d}_{G}\left(h^{-1} \gamma h, e\right)<4 r .
$$

Since $h^{-1} \Gamma h$ is also a discrete subgroup, for small enough $r>0$ this implies that $\gamma=e$ and therefore proves the first claim in the proposition.

The last claim follows by compactness and since for $x$ and $r$ as above it is easily checked that any $y \in B_{r / 2}^{X}(x)$ satisfies the first claim of the proposition with $r$ replaced by $r / 2$.

Notice that by definition of the metric $\mathrm{d}_{X}$, the canonical projection map

$$
\begin{aligned}
\pi: G & \longrightarrow X=\Gamma \backslash G \\
g & \longmapsto \Gamma g
\end{aligned}
$$

satisfies

$$
\mathrm{d}_{X}\left(\pi\left(g_{1}\right), \pi\left(g_{2}\right)\right) \leqslant \mathrm{d}_{G}\left(g_{1}, g_{2}\right)
$$

for $g_{1}, g_{2} \in G$, and so is continuous.
Of course the simplest example of such a space is the torus $\mathbb{T}^{d}=\mathbb{Z}^{d} \backslash \mathbb{R}^{d}$, which is itself both a compact metric space and a compact abelian group. We end this section with an example in which the coset space $X$ is not a group.

Example 9.15. Let

$$
G=\left\{\left.\left(\begin{array}{rrr}
1 & x & z \\
& 1 & y \\
& & 1
\end{array}\right) \right\rvert\, x, y, z \in \mathbb{R}\right\}
$$

be the Heisenberg group of Example 9.13, and define the discrete subgroup

$$
\Gamma=G \cap \operatorname{Mat}_{33}(\mathbb{Z}) .
$$

We claim that the quotient space $X=\Gamma \backslash G$ is compact but is not a group with respect to the canonical multiplication of coset representative inherited from the group structure on $G$. The statement that $X$ is not a group is simply the statement that $\Gamma$ is not a normal subgroup, which is easily seen:

$$
\left(\begin{array}{rrr}
1 & x & 0 \\
& 1 & 0 \\
& & 1
\end{array}\right)\left(\begin{array}{rrr}
1 & 0 & 0 \\
& 1 & 1 \\
& & 1
\end{array}\right)\left(\begin{array}{rrr}
1-x & 0 \\
& 1 & 0 \\
& & 1
\end{array}\right)=\left(\begin{array}{rrr}
1 & 0 & x \\
& 1 & 1 \\
& & 1
\end{array}\right) \notin \Gamma
$$

if $x \notin \mathbb{Z}$.
To see that $X$ is compact, it is enough to find a compact subset $K \subseteq G$ with the property that the canonical quotient map

$$
\begin{aligned}
\pi: G & \rightarrow X \\
g & \mapsto \Gamma g
\end{aligned}
$$

restricted to $K$ is onto. Let

$$
K=\left\{\left.\left(\begin{array}{rrr}
1 & x & z \\
& 1 & y \\
& & 1
\end{array}\right) \right\rvert\, 0 \leqslant x, y, z \leqslant 1\right\}
$$

and

$$
g=\left(\begin{array}{rrr}
1 & x & z \\
& 1 & y \\
& & 1
\end{array}\right) \in G
$$

Then (recall that we write $\{\cdot\}$ for the fractional part and $\lfloor\cdot\rfloor$ for the integer part)

$$
\left(\begin{array}{cc}
1-\lfloor x\rfloor & 0 \\
1 & -\lfloor y\rfloor \\
& 1
\end{array}\right) g=\left(\begin{array}{cc}
1\{x\} & z^{\prime} \\
& 1
\end{array}\right)=g^{\prime}
$$

already has two entries in $[0,1]$, and

$$
\left(\begin{array}{ccc}
1 & 0 & -\left\lfloor z^{\prime}\right\rfloor \\
1 & 0 \\
& 1
\end{array}\right) g^{\prime}=\left(\begin{array}{cc}
1\{x\} & \left\{z^{\prime}\right\} \\
1 & \{y\} \\
& \\
&
\end{array}\right) \in K
$$

This shows that $\pi(K)=X$. Notice that while $X$ is obtained from $K \equiv[0,1]^{3}$ by gluing parallel faces, the resulting space is not $\mathbb{T}^{3}$ since some of the sides are twisted in the gluing process*. We will study dynamics on this quotient space in Chap. 10.

## Exercises for Sect. 9.3

Exercise 9.3.1. Prove that the Lie algebra $\mathfrak{g}$ of a closed linear group (as in Proposition 9.5) is closed under the Lie bracket $[v, w]=v w-w v$ in two different ways, as follows.
(a) Do this by taking the limit of

$$
\left(\exp \left(\frac{v}{n}\right) \exp \left(\frac{w}{n}\right) \exp \left(-\frac{v}{n}\right) \exp \left(-\frac{w}{n}\right)\right)^{n^{2}}
$$

as $n \rightarrow \infty$.
(b) Do this by taking the derivative of

$$
\operatorname{Ad}_{\exp (t v)}(w)=\log (\exp (t v) \exp (w) \exp (-t v)) \in \mathfrak{g}
$$

with respect to $t$.
Exercise 9.3.2. Show that the series in (9.6) defining the exponential of a matrix converges absolutely, and use this to check the claimed basic properties of the exponential function.

[^34]Exercise 9.3.3. Describe the gluing of the faces in Example 9.15 to give an explicit description of the space $\Gamma \backslash G$.

Exercise 9.3.4. Let $X=\Gamma \backslash G$ be as in Example 9.15, and define

$$
T: X \rightarrow X
$$

to be the map defined by multiplication on the right by the matrix $\left(\begin{array}{cc}1 & a \\ & c \\ 1 & b \\ 1\end{array}\right)$.
(a) Show that $T$ preserves the measure $m$ induced on $X$ by Haar measure on $G$.
(b) Prove that if $T$ is ergodic with respect to $m$, then $1, a$ and $b$ are linearly independent over $\mathbb{Q}$.
(c) Can you prove that if $1, a, b$ are linearly independent over $\mathbb{Q}$, then $T$ is uniquely ergodic? (The methods to prove this are slightly beyond the material in this chapter, and will be discussed in Chap. 10.)

### 9.4 Dynamics on Quotients

Using the last section we will now introduce a metric on $\operatorname{PSL}_{2}(\mathbb{R}) \cong \mathrm{T}^{1} \mathbb{H}$. For any inner product on the Lie algebra of $\mathrm{PSL}_{2}(\mathbb{R})$, we can associate to it a left-invariant metric on $\mathrm{PSL}_{2}(\mathbb{R})$ using Corollary 9.11.

Using this metric we can verify the claim made on p. 287 that the orbit of a point $g_{0} \in \mathrm{PSL}_{2}(\mathbb{R})$ under the right action of $U^{-}$gives the stable manifold in the following sense $\left(U^{-}\right.$is defined in (9.5)). A point $g_{1} \in \mathrm{PSL}_{2}(\mathbb{R})$ is in the orbit $g_{0} U^{-}$if and only if

$$
\begin{equation*}
\mathrm{d}\left(R_{a_{t}}\left(g_{0}\right), R_{a_{t}}\left(g_{1}\right)\right) \longrightarrow 0 \tag{9.10}
\end{equation*}
$$

as $t \rightarrow \infty$. To see this, note first that by using left invariance we have

$$
\mathrm{d}\left(R_{a_{t}}\left(g_{0}\right), R_{a_{t}}\left(g_{1}\right)\right)=\mathrm{d}\left(g_{0} a_{t}^{-1}, g_{1} a_{t}^{-1}\right)=\mathrm{d}\left(I_{2}, a_{t} g_{0}^{-1} g_{1} a_{t}^{-1}\right)
$$

Now if $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)=g_{0}^{-1} g_{1}$, then

$$
a_{t}\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) a_{t}^{-1}=\left(\begin{array}{cc}
a & b \mathrm{e}^{-t} \\
c \mathrm{e}^{t} & d
\end{array}\right)
$$

and it follows that the convergence (9.10) holds if and only if $g_{0}^{-1} g_{1}=\left(\begin{array}{ll}1 & b \\ 0 & 1\end{array}\right)$ for some $b \in \mathbb{R}$, or equivalently $g_{1} \in g_{0} U^{-}$.

In fact, this argument shows that $g_{i}$ belongs to $g_{0} U^{-}$if and only if there exists $C>0$ such that

$$
\mathrm{d}\left(R_{a_{t}}\left(g_{0}\right), R_{a_{t}}\left(g_{1}\right)\right) \leqslant C \mathrm{e}^{-t}
$$

Even though the discussion above gives a satisfactory picture of the local dynamics of the geodesic flow in terms of stable and unstable directions, the global dynamics of the geodesic flow on $\mathrm{T}^{1} \mathbb{H}$ is not very interesting: Given any $g \in \mathrm{PSL}_{2}(\mathbb{R})$ the orbit eventually leaves any compact set, so the dynamics exhibits no recurrence. As indicated in Sect. 9.3, in order to obtain interesting dynamics we need ${ }^{(88)}$ to look at quotients of $\mathrm{PSL}_{2}(\mathbb{R})$ by a discrete subgroup $\Gamma$. In a sense we will be most interested in the case of discrete subgroups where the quotient $\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$ is small. It turns out to be too restrictive to ask for a compact quotient; the most useful requirement is that the quotient space has finite volume in the following sense.

### 9.4.1 Hyperbolic Area and Fuchsian Groups

Lemma 9.16. The hyperbolic area form $\mathrm{d} A=\frac{1}{y^{2}} \mathrm{~d} x \mathrm{~d} y$ on $\mathbb{H}$, and the hyperbolic volume form

$$
\mathrm{d} m=\frac{1}{y^{2}} \mathrm{~d} x \mathrm{~d} y \mathrm{~d} \theta
$$

on $\mathrm{T}^{1} \mathbb{H}$, where $\theta$ gives the angle of the unit tangent vector at $z=x+\mathrm{i} y$, are both invariant under the respective actions of $\mathrm{PSL}_{2}(\mathbb{R})$.

Proof. Recall that the complex derivative of $z \mapsto g(z)=\frac{a z+b}{c z+d}$ is $\frac{1}{(c z+d)^{2}}$, so the Jacobian is $\frac{1}{|c z+d|^{4}}$. Therefore, for any continuous function $f: \mathbb{H} \rightarrow \mathbb{R}$ with compact support we may apply a substitution to obtain (using (9.2) once more)

$$
\begin{aligned}
\int_{\mathbb{H}} f \circ g \mathrm{~d} A & =\int_{\mathbb{H}} f(g(z)) \frac{1}{y(z)^{2}} \mathrm{~d} x \mathrm{~d} y \\
& =\int_{\mathbb{H}} f(g(z)) \frac{\frac{1}{|c z+d|^{4}}}{\frac{y(z)^{2}}{|c z+d|^{4}}} \mathrm{~d} x \mathrm{~d} y \\
& =\int_{\mathbb{H}} f\left(z^{\prime}\right) \frac{1}{\left(y\left(z^{\prime}\right)\right)^{2}} \mathrm{~d} x^{\prime} \mathrm{d} y^{\prime}=\int_{\mathbb{H}} f \mathrm{~d} A
\end{aligned}
$$

where $x=x+\mathrm{i} y$ and $z^{\prime}=g(z)=x\left(z^{\prime}\right)+\mathrm{i} y\left(z^{\prime}\right)$. The proof for $\mathrm{T}^{1} \mathbb{H}$ is identical once we have calculated the Jacobian for the derivative action $\mathrm{D} g$ of $g \in \mathrm{PSL}_{2}(\mathbb{R})$ on $\mathrm{T}^{1} \mathbb{H}$ in the $(x, y, \theta)$ coordinate system. We claim that in these coordinates, the derivative $\mathrm{D}(\mathrm{D} g)$ of $\mathrm{D} g$ takes the form

$$
\left(\begin{array}{c|c}
\mathrm{D} g & 0  \tag{9.11}\\
\hline * & 1
\end{array}\right) .
$$

Here $\mathrm{D} g$ stands as before for the derivative of $g$ acting on $\mathbb{H}$ and describes the derivatives of the $z$-coordinate along the $z$-coordinate which we see since
the action of $\mathrm{D} g$ on $\mathrm{T}^{1} \mathbb{H}$ extends the action of $g$ on $\mathbb{H}$. The last column of the matrix in (9.11) stands for the derivatives of the $z$-coordinate and the $\theta$-coordinate along the $\theta$-coordinate. Again because the action of $\mathrm{D} g$ on $\mathrm{T}^{1} \mathbb{H}$ extends the action of $g$ on $\mathbb{H}$ the former must be zero. Moreover, we know that $g$ is complex-differentiable and so $\mathrm{D} g$ only rotates for a given $z$ the angle $\theta$ - that is, the derivative of $\mathrm{D} g$ along $\theta$ (9.11). Thus the Jacobian of $\mathrm{D} g$ (the determinant of the matrix in (9.11)) is equal to the Jacobian of $g$.

Definition 9.17. A Fuchsian group is a discrete subgroup $\Gamma \leqslant \mathrm{PSL}_{2}(\mathbb{R})$. A lattice in $\mathrm{PSL}_{2}(\mathbb{R})$ is a discrete subgroup $\Gamma \leqslant \mathrm{PSL}_{2}(\mathbb{R})$ such that a fundamental domain for the quotient space $\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$ has finite measure with respect to $m$. A lattice is uniform if the quotient space is compact.

Here a fundamental domain $F$ for $\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$ is a measurable subset of $\mathrm{PSL}_{2}(\mathbb{R})$ with the property that for every $g \in \mathrm{PSL}_{2}(\mathbb{R})$ we have

$$
|F \cap \Gamma g|=1
$$

We will also use a slightly more relaxed definition of fundamental domain (in which the intersection can be larger or the union smaller, but only by null sets). Where the distinction becomes important, we will refer to a strict fundamental domain.

A particularly important non-uniform lattice is the modular group

$$
\operatorname{PSL}_{2}(\mathbb{Z})=\mathrm{SL}_{2}(\mathbb{Z}) /\left\{ \pm I_{2}\right\}
$$

The next result is well-known and a proof may be found in any number theory book dealing with the modular group; this argument is taken from the book of Serre [338].

Proposition 9.18. The set $E=\left\{z \in \mathbb{H}| | z\left|\geqslant 1,|\Re(z)| \leqslant \frac{1}{2}\right\}\right.$ illustrated in Fig. 9.5 is a fundamental domain for the action of $\operatorname{PSL}_{2}(\mathbb{Z})$ on $\mathbb{H}$ in the following sense:

$$
\begin{equation*}
A(\gamma E \cap E)=0 \tag{9.12}
\end{equation*}
$$

for $\gamma \in \mathrm{PSL}_{2}(\mathbb{Z}) \backslash\left\{I_{2}\right\}$, and

$$
\begin{equation*}
\mathbb{H}=\bigcup_{\gamma \in \operatorname{PSL}_{2}(\mathbb{Z})} \gamma E . \tag{9.13}
\end{equation*}
$$

In particular, $\mathrm{PSL}_{2}(\mathbb{Z})$ is a lattice in $\mathrm{PSL}_{2}(\mathbb{R})$.
Sets $F$ and $\gamma F$ for $\gamma \in \mathrm{PSL}_{2}(\mathbb{Z})$ with the property in (9.12) are called almost disjoint. This property should be understood as a replacement for the more restrictive requirement that

$$
\gamma E \cap E=\varnothing
$$



Fig. 9.5 A fundamental region for $\operatorname{PSL}_{2}(\mathbb{Z})$ acting on $\mathbb{H}$
for all $\gamma \in \mathrm{PSL}_{2}(\mathbb{Z}) \backslash\left\{I_{2}\right\}$ mentioned above. Notice that it is easy to obtain a measurable subset $E^{\prime}$ of $E$ which is a fundamental domain in the strict sense by removing parts of the boundary of $E$. Moreover, the set $F=\left\{g \in \mathrm{PSL}_{2}(\mathbb{R}) \mid g(\mathrm{i}) \in E^{\prime}\right\}$ is then a strict fundamental domain for $\mathrm{PSL}_{2}(\mathbb{Z}) \backslash \mathrm{PSL}_{2}(\mathbb{R})$.

In order to start to understand the action of $\mathrm{PSL}_{2}(\mathbb{Z})$ on $\mathbb{H}$, consider the action of the elements $\tau=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ and $\sigma=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$ on the set $E$. Notice that $\sigma z=-\frac{1}{z}, \tau z=z+1$, and

$$
\begin{equation*}
\sigma^{2}=(\sigma \tau)^{3}=I_{2} \tag{9.14}
\end{equation*}
$$

the identity in $\mathrm{PSL}_{2}(\mathbb{R})$.
The images of $E$ under a few elements of $\mathrm{PSL}_{2}(\mathbb{Z})$ are shown in Fig. 9.6. To see how this picture is explained, notice that the boundary of $E$ is made out of three pieces of geodesics, and that a Möbius transformation $\gamma \in \operatorname{PSL}_{2}(\mathbb{Z})$ will map a geodesic to a geodesic. To determine the image geodesic it is enough to consider the images of the two limit points of the original geodesic on $\partial \mathbb{H}$.

Proof of Proposition 9.18. Let $z \in \mathbb{H}$. We first show that there is some element $\gamma \in \operatorname{PSL}_{2}(\mathbb{Z})$ with $\gamma z \in E$, proving (9.13). Recall that for $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$,

$$
\begin{equation*}
\Im(\gamma z)=\frac{\Im(z)}{|c z+d|^{2}} \tag{9.15}
\end{equation*}
$$

Since $c$ and $d$ are integers, there must be a matrix $\gamma \in \operatorname{PSL}_{2}(\mathbb{Z})$ with

$$
\begin{equation*}
\Im(\gamma z)=\max \left\{\Im(\eta z) \mid \eta \in \mathrm{PSL}_{2}(\mathbb{Z})\right\} \tag{9.16}
\end{equation*}
$$



Fig. 9.6 The action of $\sigma$ and $\tau$ on $E$

Choose $k \in \mathbb{Z}$ so that $\left|\Re\left(\tau^{k} \gamma z\right)\right| \leqslant \frac{1}{2}$. We claim that $w=\tau^{k} \gamma z \in E$ : if $|w|<1$ then $\Im\left(-\frac{1}{w}\right)>\Im(z)$, contradicting (9.16). So $|w| \geqslant 1$ and $w \in E$ as required.

Now let $z, w \in E$ have the property that $\gamma z=w$ for some $\gamma \in \operatorname{PSL}_{2}(\mathbb{Z})$. We claim that either $|\Re(z)|=\frac{1}{2}$ (and $z=w \pm 1$ ), or $|z|=1$ (and $w=-1 / z$ ). This shows (9.12). Let $\gamma$ be given by the matrix $\left(\begin{array}{c}a \\ c \\ c\end{array} d\right.$. If $\Im(\gamma z)<\Im(z)$ replace the pair $(z, \gamma)$ by $\left(\gamma(z), \gamma^{-1}\right)$ so that we may assume without loss of generality that $\Im(\gamma z) \geqslant \Im(z)$. This gives $|c z+d| \leqslant 1$ by (9.15). Since $z \in E$ and $d \in \mathbb{Z}$, this requires that $|c|<2$, so $c=0, \pm 1$.

If $c=0$, then $d= \pm 1$ and the map $\gamma$ is translation by $\pm b$. By assumption, $|\Re(z)| \leqslant \frac{1}{2}$ and $|\Re(\gamma z)| \leqslant \frac{1}{2}$ so this implies that $b=0$ and $\gamma=I_{2}$ or that $b= \pm 1$ and $\{\Re(z), \Re(\gamma z)\}=\left\{\frac{1}{2},-\frac{1}{2}\right\}$.

Now write $\kappa=-\frac{1}{2}+\mathrm{i} \frac{\sqrt{3}}{2}$. If $c=1$, the condition $z \in E$ and $|z+d| \leqslant 1$ implies that $d=0$ unless $z=\kappa$ or $z=-\bar{\kappa}$. Taking $d=0$ forces $|z| \leqslant 1$ and so $|z|=1$. If $c=-1$ then replace $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ by $\left(\begin{array}{cc}-a & -b \\ -c & -d\end{array}\right)$, which defines the same element of $\mathrm{PSL}_{2}(\mathbb{Z})$, and apply the argument above.

This shows that $E$ is a fundamental domain in the sense given.
Finally, to estimate the volume of the fundamental domain $E$, notice that any $z \in E$ has $\Im(z) \geqslant \sqrt{3} / 2$, so

$$
\begin{aligned}
\operatorname{volume}(E)=\int_{z \in E} \mathrm{~d} A & \leqslant \int_{\sqrt{3} / 2}^{\infty} \int_{-1 / 2}^{1 / 2} \frac{\mathrm{~d} x \mathrm{~d} y}{y^{2}} \\
& =\int_{\sqrt{3} / 2}^{\infty} \frac{1}{y^{2}} \mathrm{~d} y=\frac{2}{\sqrt{3}}<\infty
\end{aligned}
$$

As mentioned above, with a little more work all the overlaps between $E$ and $\gamma E$ for $\gamma \in \mathrm{PSL}_{2}(\mathbb{R})$ can be described, and moreover it may be shown that the elements $\sigma$ and $\tau$ generate $\mathrm{PSL}_{2}(\mathbb{Z})$. Indeed there are no relations other than those in (9.14). That is,

$$
\operatorname{PSL}_{2}(\mathbb{Z})=\left\langle\sigma, \tau \mid \sigma^{2}=(\sigma \tau)^{3}=I_{2}\right\rangle
$$

is a presentation of $\mathrm{PSL}_{2}(\mathbb{Z})$ as a free product of a cyclic group of order 2 generated by $\sigma$ and a cyclic group of order 3 generated by $\sigma \tau$ (see Exercise 9.4.4 or Kurosh [216] for a complete proof).

The fact that the fundamental domain $E$ of $\mathrm{PSL}_{2}(\mathbb{Z})$ is a rather concrete geometrical object is not a coincidence. In fact, for every Fuchsian group one can define a hyperbolic polygon which gives a fundamental domain (see Sect. 11.1).

### 9.4.2 Dynamics on $\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$

Let $\Gamma \leqslant \mathrm{PSL}_{2}(\mathbb{R})$ be a lattice, for example $\Gamma=\mathrm{PSL}_{2}(\mathbb{Z})$ as in Proposition 9.18. Let $X=\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$ be the quotient viewed as a metric space. The geodesic flow on $X$ is still defined via right multiplication

$$
R_{a_{t}}(x)=x a_{t}^{-1}
$$

for any $x=\Gamma g \in X$ and $t \in \mathbb{R}$. The name geodesic is still appropriate since $\Gamma$ can also be used to define a hyperbolic surface $\Gamma \backslash \mathbb{H}$ whose unit tangent bundle (up to some minor technicalities ${ }^{(89)}$ ) can be identified with $X$, and the flow can be understood as following the arrow for the given amount of time. In the specific case $\Gamma=\mathrm{PSL}_{2}(\mathbb{Z})$ we can also use the fundamental domain $E$ and its induced set $F \subseteq \mathrm{PSL}_{2}(\mathbb{R})$ from Proposition 9.18 to view this action, as in Fig. 9.7.

Suppose that $x=\Gamma g \in X=\mathrm{PSL}_{2}(\mathbb{Z}) \backslash \mathrm{PSL}_{2}(\mathbb{R})$ satisfies $g \in F$ and represent $x$ by the corresponding arrow based at the point $g(\mathrm{i}) \in E$. Then the geodesic flow $R_{a_{t}}(g)$ follows the geodesic determined by the arrow until it hits the boundary of $E$ (if it ever does) with the arrow pointing outwards from $E$, and at that point we apply $\tau^{ \pm 1}$ or $\sigma^{ \pm 1}$ so that the image is again in the boundary of $E$ with the arrow pointing inwards to $E$. Then the geodesic flow follows the geodesic determined by the new arrow until the next time the boundary of $E$ is hit (see Fig. 9.7).

Note that every $g \in \mathrm{PSL}_{2}(\mathbb{R})$ still acts on $X$ by the right translation

$$
R_{g}(x)=x g^{-1}
$$

which defines an action of $\mathrm{PSL}_{2}(\mathbb{R})$ on $X$. In particular, the action of the subgroups $U^{-}, U^{+} \leqslant \mathrm{PSL}_{2}(\mathbb{R})$ discussed earlier is still defined and we will still


Fig. 9.7 Geodesic trajectories viewed on $X=\mathrm{PSL}_{2}(\mathbb{Z}) \backslash \mathrm{PSL}_{2}(\mathbb{R})$ via pieces of hyperbolic geodesics in $E$
refer to them as the stable and unstable horocycle flows (see Exercise 9.4.1). Thus whenever $\Gamma$ is a discrete subgroup we have many one-parameter subgroups acting on $X$. The reader probably already expects that in the case of a lattice, we should have a finite (and after normalization, a probability) measure $m_{X}$ on $X$ which is invariant under the right action of $\mathrm{PSL}_{2}(\mathbb{R})$. This will be the start of ergodic theory on $X$.

Proposition 9.19. If $\Gamma \leqslant \operatorname{PSL}_{2}(\mathbb{R})$ is a lattice, the hyperbolic measure defined by the volume form $\mathrm{d} m=\frac{1}{y^{2}} \mathrm{~d} x \mathrm{~d} y \mathrm{~d} \theta$ in Lemma 9.16 induces a finite $\mathrm{PSL}_{2}(\mathbb{R})$-invariant measure $m_{X}$ on $X=\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$. In fact if

$$
\pi: \mathrm{PSL}_{2}(\mathbb{R}) \rightarrow X
$$

is the canonical quotient map $\pi(g)=\Gamma g$ for $g \in \operatorname{PSL}_{2}(\mathbb{R})$ and $F$ is a finite volume fundamental domain, then

$$
m_{X}(B)=m\left(F \cap \pi^{-1} B\right)
$$

for $B \subseteq X$ measurable defines the $\mathrm{PSL}_{2}(\mathbb{R})$-invariant measure on $X$.

### 9.4.3 Lattices in Closed Linear Groups

Rather than prove Proposition 9.19 in isolation, we give some general comments which will lead to a natural generalization (Proposition 9.20). Notice that the measure $m$ on $\mathrm{PSL}_{2}(\mathbb{R})$ is invariant under the left action of $\mathrm{PSL}_{2}(\mathbb{R})$ on $\mathrm{PSL}_{2}(\mathbb{R})$ by Lemma 9.16 , that is $m$ is a Haar measure on $\operatorname{PSL}_{2}(\mathbb{R})$.

Recall from p. 248 that the left Haar measure $m_{G}$ of a locally compact metric group $G$ is unique up to scalar multiples (see Sect. C.2), and note that right multiplication by elements of $G$ sends $m_{G}$ to another Haar measure, since

$$
\left(R_{g}\right)_{*} m_{G}(h B)=m_{G}(h B g)=m_{G}(B g)=\left(R_{g}\right)_{*} m_{G}(B)
$$

for all measurable sets $B \subseteq G$. Since Haar measures are unique up to scalars, this defines a continuous modular homomorphism $\bmod : G \rightarrow \mathbb{R}_{>0}$ into the multiplicative group of positive reals (such a homomorphism is also called a character) by

$$
\left(R_{g}\right)_{*}\left(m_{G}\right)=\bmod (g) m_{G} .
$$

A group $G$ is unimodular if $\bmod (G)=\{1\}$, that is if $m_{G}$ is both a left and a right Haar measure on $G$. Part of the proof of the following more general statement consists of showing that the group $G$ appearing is unimodular.

Proposition 9.20. Let $G$ be a closed linear group, and let $\Gamma \leqslant G$ be a lattice in the sense that $\Gamma$ is discrete and that there is a fundamental domain $F$ for $X=\Gamma \backslash G$ with finite left Haar measure. Then any fundamental domain has the same measure as $F, G$ is unimodular, and the Haar measure $m_{G}$ induces a finite measure $m_{X}$ on $X$ via

$$
m_{X}(B)=m_{G}\left(\pi^{-1}(B) \cap F\right)
$$

for all measurable $B \subseteq X$. Moreover, the right $G$-action $R_{g}(x)=x g^{-1}$ for $x \in X$ and $g \in G$ leaves the measure $m_{X}$ invariant.

Despite the fact that in general $X$ is not a group, we will nonetheless refer to the measure $m_{X}$ on $X$ as the Haar measure on $X$.
Proof of Proposition 9.20. We first show that any two fundamental domains $F, F^{\prime} \subseteq G$ for $\Gamma \backslash G$ have the same volume. In fact we claim that if $B, B^{\prime} \subseteq G$ are measurable sets with the property that $\left.\pi\right|_{B}$ and $\left.\pi\right|_{B^{\prime}}$ are injective, and $\pi(B)=\pi\left(B^{\prime}\right)$, then $m_{G}(B)=m_{G}\left(B^{\prime}\right)$.

By assumption, for every $g \in B$ there is a unique $\gamma \in \Gamma$ with $g \in \gamma B^{\prime}$, so

$$
B=\bigsqcup_{\gamma \in \Gamma} B \cap \gamma B^{\prime}
$$

and similarly

$$
B^{\prime}=\bigsqcup_{\gamma^{\prime} \in \Gamma} B^{\prime} \cap \gamma^{\prime} B
$$

However, these two decompositions are equivalent in the sense that one can be used to derive the other: given $\gamma \in \Gamma$ and a chosen set $B \cap \gamma B^{\prime}$ we get

$$
\gamma^{-1}\left(B \cap \gamma B^{\prime}\right)=B^{\prime} \cap \gamma^{-1} B
$$

For the left Haar measure $m_{G}$ we therefore have

$$
m_{G}(B)=\sum_{\gamma \in \Gamma} m_{G}\left(B \cap \gamma B^{\prime}\right)=\sum_{\gamma \in \Gamma} m_{G}\left(B^{\prime} \cap \gamma^{-1} B\right)=m_{G}\left(B^{\prime}\right) .
$$

This proves the claim, and in particular $m_{G}(F)=m_{G}\left(F^{\prime}\right)$ for any two fundamental domains $F$ and $F^{\prime}$.

Now notice that for any $g \in G$ the set $F^{\prime}=F g$ is another fundamental domain whose measure satisfies

$$
m_{G}(F)=m_{G}\left(F^{\prime}\right)=\bmod (g) m_{G}(F)
$$

Since our assumption is that $m_{G}(F)<\infty$, and $m_{G}(F)>0$ since $\Gamma$ is discrete, we deduce that $\bmod (G)=\{1\}$ and that $G$ is unimodular.

Now let $B \subseteq X$ be a measurable set. We define $m_{X}(B)=m_{G}\left(\pi^{-1}(B) \cap F\right)$ and note that this definition is independent of the choice of fundamental domain $F$ by the claim above. Now write $C=\pi^{-1}(B) \cap F$ and note that

$$
C g=\pi^{-1}(B g) \cap F^{\prime} \subseteq F^{\prime}=F g
$$

Then by the above $m_{G}(C)=m_{G}(C g)$ and

$$
m_{X}(B g)=m_{G}(C g)=m_{G}(C)=m_{X}(B)
$$

so $m_{X}(B)=m_{X}\left(R_{g}^{-1}(B)\right)$ as claimed.

## Exercises for Sect. 9.4

Exercise 9.4.1. Let $\Gamma \subseteq \mathrm{PSL}_{2}(\mathbb{R})$ be a uniform lattice and fix a point $x$ in $X=\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$. Show that $x U^{-}$consists precisely of all points $y \in X$ for which

$$
\mathrm{d}\left(R_{a_{t}}(x), R_{a_{t}}(y)\right) \longrightarrow 0
$$

as $t \rightarrow \infty$.
Exercise 9.4.2. Show that the closed linear group

$$
T=\left\{\left.\left(\begin{array}{cc}
\mathrm{e}^{t / 2} & s \\
& \mathrm{e}^{-t / 2}
\end{array}\right) \right\rvert\, s, t \in \mathbb{R}\right\}
$$

does not contain a lattice. That is, $T$ does not contain a discrete subgroup with a fundamental domain of finite left Haar measure.

Exercise 9.4.3. Show that $\left[\mathrm{SL}_{d}(\mathbb{R}), \mathrm{SL}_{d}(\mathbb{R})\right]=\mathrm{SL}_{d}(\mathbb{R})$ where

$$
[g, h]=g^{-1} h^{-1} g h
$$

for $g, h \in G$ denotes the commutator of $g$ and $h$ in a group $G$, and $[G, G]$ denotes the commutator subgroup generated by all the commutators in $G$. Deduce that $\mathrm{SL}_{d}(\mathbb{R})$ is unimodular for all $d \geqslant 2$.

Exercise 9.4.4. Prove that $\mathrm{PSL}_{2}(\mathbb{Z})$ is a free product of an element of order 2 and an element of order 3.

Exercise 9.4.5. Extend the arguments of Proposition 9.18 to show that the subgroup $\mathrm{PSL}_{2}(\mathbb{Z})$ is a non-uniform lattice in $\mathrm{PSL}_{2}(\mathbb{R})$.

### 9.5 Hopf's Argument for Ergodicity of the Geodesic Flow

The fundamental result about the geodesic flow on a quotient by a lattice, proved in greater generality than we need by Hopf [156] (see also his later paper [157]), is that it is ergodic.

Theorem 9.21. Let $\Gamma \leqslant \mathrm{PSL}_{2}(\mathbb{R})$ be a lattice. Then any non-trivial element of the geodesic flow (that is, the map $R_{a_{t}}$ for some $t \neq 0$ ) is an ergodic transformation on $X=\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$ with respect to $m_{X}$.

In the proof we will use the following basic idea: If a uniformly continuous function $f: X \rightarrow \mathbb{R}$ is invariant under $R_{a_{t}}$, then it is also invariant under $U^{-}$ and $U^{+}$, and is therefore constant.

To see this, we will consider the points $x, y=x u^{-} \in X$ and will show that $R_{a_{t}}^{n}(y)=R_{a_{t}}^{n}(x) a_{t}^{n} u^{-} a_{t}^{-n}$ and $R_{a_{t}}^{n}(x)$ are very close together for large enough $n$, and so by invariance and uniform continuity of $f$,

$$
\begin{equation*}
f(x)=f\left(R_{a_{t}}^{n}(x)\right) \approx f\left(R_{a_{t}}^{n}(y)\right)=f(y) \tag{9.17}
\end{equation*}
$$

are close together for large $n$, which shows that $f(x)=f(y)$ as claimed. Essentially the same idea will be used in the proof for a measurable invariant function, which is what is needed to prove ergodicity. In this outline, we could use a large $n$, but when working with a measurable function (as we must to establish ergodicity) we will need to be more careful in the choice of the variable $n$.

For the proof we will make use of Proposition 8.6, which gives a kind of "ergodicity" for the right action of a locally compact group on itself.
Proof of Theorem 9.21. Normalize the Haar measure $m_{X}$ to ensure that $m_{X}(X)=1$ and let $f: X \rightarrow \mathbb{R}$ be a measurable $R_{a_{t}}$-invariant function for some $t \neq 0$. Fix $\varepsilon>0$ and choose a compact set $K \subseteq X$ of measure $m(K)>1-\varepsilon$ with the property that $\left.f\right|_{K}$ is continuous (this is possible by Lusin's Theorem, Theorem A.20).

We claim that

$$
\begin{equation*}
B=\left\{x \left\lvert\, \lim _{n \rightarrow \infty} \frac{1}{n} \sum_{\ell=0}^{n-1} \chi_{K}\left(R_{a_{t}}^{\ell} x\right)>\frac{1}{2}\right.\right\} \tag{9.18}
\end{equation*}
$$

has measure $m_{X}(B) \geqslant 1-2 \varepsilon$. (Roughly speaking, simultaneous times $\ell \geqslant 0$ with $R_{a_{t}}^{\ell} x \in K$ and $R_{a_{t}}^{\ell} y \in K$ will be used below much like the argument outlined in (9.17), and knowing that more than $\frac{1}{2}$ of the future belongs to $K$ will allow us to find similar times for $x$ and $y$.) In fact

$$
g^{*}(x)=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{\ell=0}^{n-1} \chi_{K}\left(R_{a_{t}}^{\ell} x\right) \in[0,1]
$$

exists almost everywhere, and $\int g^{*} \mathrm{~d} m_{X}=m_{X}(K) \geqslant 1-\varepsilon$ by the ergodic theorem (Theorem 2.30). So

$$
\begin{aligned}
1-\varepsilon \leqslant \int_{B} g^{*} \mathrm{~d} m_{X}+\int_{X \backslash B} g^{*} \mathrm{~d} m_{X} & \leqslant m_{X}(B)+\frac{1}{2} m_{X}(X \backslash B) \\
& =m_{X}(B)+\frac{1}{2}\left(1-m_{X}(B)\right) \\
& =\frac{1}{2} m_{X}(B)+\frac{1}{2},
\end{aligned}
$$

and thus $m_{X}(B) \geqslant 1-2 \varepsilon$ as claimed. This argument should be compared with the discussion in Sect. 37 motivating the maximal ergodic theorem (Theorem 2.24).

Suppose now that $x$ and $y=R_{u^{-}(s)} x$ for some $s \in \mathbb{R}$ both belong to the set $B$. Then

$$
\begin{equation*}
f(x)=f\left(R_{a_{t}}^{\ell}(x)\right), f(y)=f\left(R_{a_{t}}^{\ell}(y)\right) \tag{9.19}
\end{equation*}
$$

for all $\ell \geqslant 1$, by $R_{a_{t}}$-invariance of $f$, and as discussed earlier,

$$
\begin{aligned}
\mathrm{d}_{X}\left(R_{a_{t}}^{\ell}(x), R_{a_{t}}^{\ell}(y)\right) & =\mathrm{d}_{X}\left(x a_{t}^{-\ell}, x u^{-}(-s) a_{t}^{-\ell}\right) \\
& \leqslant \mathrm{d}_{\mathrm{PSL}_{2}(\mathbb{R})}\left(I_{2}, a_{t}^{\ell} u^{-}(-s) a_{t}^{-\ell}\right) \rightarrow 0
\end{aligned}
$$

as $\ell \rightarrow \infty$.
Since asymptotically both $x$ and $y$ spend more than half of their future in $K$, there is a common sequence $\ell_{n} \rightarrow \infty$ for $n \rightarrow \infty$ of these close returns with

$$
R_{a_{t}}^{\ell_{n}}(x), R_{a_{t}}^{\ell_{n}}(y) \in K
$$

On the set $K, f$ is uniformly continuous by compactness and so $f\left(R_{a_{t}}^{\ell_{n}}(x)\right)$ and $f\left(R_{a_{t}}^{\ell_{n}}(y)\right)$ are closer and closer along an unbounded sequence of $n$. Together with (9.19), this implies that

$$
f(x)=f\left(R_{u^{-}(s)}(x)\right)
$$

whenever $x$ and $R_{u^{-}(s)}(x)$ are in $B$.
If $\varepsilon_{1}<\varepsilon$ then we can choose a compact subset $K_{1} \subseteq X$ with

$$
m_{X}\left(K_{1}\right)>1-\varepsilon_{1}
$$

for which $\left.f\right|_{K_{1}}$ is continuous. We may assume that $K \subseteq K_{1}$ since continuity of $\left.f\right|_{K}$ and $\left.f\right|_{K_{1}}$ implies continuity of $\left.f\right|_{K \cup K_{1}}$. Hence the set $B_{1}$ defined from $K_{1}$ just as in (9.18) satisfies $B_{1} \supseteq B$. Since $\varepsilon$ was arbitrary we conclude that there is a set $X^{\prime}$ with $m_{X}\left(X^{\prime}\right)=1$ with the property that for $x, y=$ $R_{u^{-}(s)}(x) \in X^{\prime}$ we have $f(x)=f(y)$.

The same argument applied to $R_{a_{t}}^{-1}$ gives the same conclusion for points $x$ and $y=R_{u^{+}(s)}(x)$ in $X^{\prime \prime}$ on some other set of full measure $X^{\prime \prime}$. Taking the intersection $X_{1}=X^{\prime} \cap X^{\prime \prime}$ we get both conclusions on $X_{1}$. Therefore, if (for example)

$$
\begin{equation*}
g=u^{+}\left(s_{4}\right) u^{-}\left(s_{3}\right) u^{+}\left(s_{2}\right) u^{-}\left(s_{1}\right) \tag{9.20}
\end{equation*}
$$

then the set

$$
\begin{aligned}
& X_{g}=X_{1} \cap R_{u^{-}\left(s_{1}\right)}^{-1}\left(X_{1}\right) \cap R_{u^{+}\left(s_{2}\right) u^{-}\left(s_{1}\right)}^{-1}\left(X_{1}\right) \\
& \cap R_{u^{-}\left(s_{3}\right) u^{+}\left(s_{2}\right) u^{-}\left(s_{1}\right)}^{-1}\left(X_{1}\right) \cap R_{g}^{-1}\left(X^{\prime \prime}\right)
\end{aligned}
$$

has full measure, and we claim it satisfies

$$
f(x)=f\left(R_{g}(x)\right)
$$

for all $x \in X_{g}$. This follows from the argument above:

$$
\begin{aligned}
x \in X_{1} \cap R_{u^{-}\left(s_{1}\right)}^{-1}\left(X_{1}\right) & \Longrightarrow f(x)=f\left(R_{u^{-}\left(s_{1}\right)}(x)\right), \\
y=R_{u^{-}\left(s_{1}\right)}(x) \in X_{1} \cap R_{u^{+}\left(s_{2}\right)}^{-1}\left(X_{1}\right) & \Longrightarrow f(x)=f(y)=f\left(R_{u^{+}\left(s_{2}\right)}(y)\right),
\end{aligned}
$$

and continuing in this way implies the claim.
Row operations (only involving adding one row to another) show that the subgroups $U^{+}$and $U^{-}$generate $\mathrm{SL}_{2}(\mathbb{R})$ (cf. Exercise 9.5.1). Indeed, every element $g \in \mathrm{SL}_{2}(\mathbb{R})$ can be written as a product of four elements as in (9.20).

Assume now that $f: X \rightarrow \mathbb{R}$ is not constant almost everywhere with respect to $m_{X}$. Then there exist disjoint intervals $I_{1}, I_{2} \subseteq \mathbb{R}$ for which

$$
C_{j}=\left\{h \in \mathrm{PSL}_{2}(\mathbb{R}) \mid f(\Gamma h) \in I_{j}\right\}
$$

for $j=1,2$, are neither null nor conull sets with respect to $m_{\mathrm{PSL}_{2}(\mathbb{R})}$. By Proposition 8.6, it follows that there is some $g \in G$ with

$$
m_{\mathrm{PSL}_{2}(\mathbb{R})}\left(C_{1} \cap C_{2} g\right)>0
$$

However, we then have that the set

$$
D_{g}=\left\{h \in \mathrm{PSL}_{2}(\mathbb{R}) \mid \Gamma h \in X_{g}\right\}
$$

is a conull set with respect to $m_{\mathrm{PSL}_{2}(\mathbb{R})}$, and so there is some element

$$
h \in C_{1} \cap C_{2} g \cap D_{g} .
$$

This gives a contradiction since

$$
f(\Gamma h)=f\left(\Gamma h g^{-1}\right)
$$

by definition of $D_{g}$ and $X_{g}, f(\Gamma h) \in I_{1}$ and $f\left(\Gamma h g^{-1}\right) \in I_{2}$ by definition of $C_{1}$ and $C_{2}$.

A shorter and more abstract proof of Theorem 9.21 will be given in Sect. 11.3.

## Exercises for Sect. 9.5

Exercise 9.5.1. Prove that the subgroups $U^{+}$and $U^{-}$generate $\mathrm{SL}_{2}(\mathbb{R})$.

### 9.6 Ergodicity of the Gauss Map

In this section we use the ergodicity of the geodesic flow established above to prove ergodicity of the Gauss map. Arguably the most direct proof is the one given in Chap. 3, but the connection between the Gauss map and the geodesic flow is important in itself.

We write $X_{2}=\mathrm{PSL}_{2}(\mathbb{Z}) \backslash \mathrm{PSL}_{2}(\mathbb{R})$. Since $-I_{2}$ is an element of $\mathrm{SL}_{2}(\mathbb{Z})$, we can also think of $X_{2}$ as $\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathrm{SL}_{2}(\mathbb{R})$, which will be useful later. Recall that there is a unique geodesic through any pair $(z, \mathbf{v})$ in $T^{1} \mathbb{H}$, as illustrated in Fig. 9.2. For any geodesic for which $\mathbf{v} \neq \pm \mathrm{i}$ (that is, for a geodesic that looks like a semi-circle in $\mathbb{H}$ ) there are two uniquely associated real numbers; the first is the limit point in $\partial \mathbb{H}$ for the past of the geodesic, the second is the limit in $\partial \mathbb{H}$ for the future of the geodesic. As in Figs. 9.8 and 9.9 we will write $-\tilde{y}$ and $y$ (respectively $\tilde{y}$ and $-y$ ) for these points according to the orientation of the geodesic. Most of the arguments in this section will take place in $\mathbb{H}$ using some simple geometry. We will be studying the geodesic flow in a similar way to the discussion in Sect. 9.4.2. When referring to a geodesic line in $\mathbb{H}$ we will simply say "geodesic", while for the orbit in $X_{2}$ under the geodesic flow we will use "geodesic flow".

Define subsets of $T^{1} \mathbb{H}$ by

$$
C_{+}=\{(\mathrm{i} b, \mathbf{v}) \mid \Re \mathbf{v}>0, \Im \mathbf{v}<0, y \in[0,1), \tilde{y} \geqslant 1 \text { as in Fig. 9.8 }\}
$$

and

$$
C_{-}=\{(\mathrm{i} b, \mathbf{v}) \mid \Re \mathbf{v}<0, \Im \mathbf{v}<0, y \in[0,1), \tilde{y} \geqslant 1\}
$$



Fig. 9.8 The reals $y$ and $\tilde{y}$ associated to a geodesic; the point (ib,v) $\in C_{+}$


Fig. 9.9 The reals $y$ and $\tilde{y}$ associated to a geodesic; the point (ib,v) $\notin C_{-}$

In Fig. 9.9 we see a vector that does not belong to $C_{-}$since its forward limit point $-y \in \partial \mathbb{H}$ of the geodesic flow is to the left of -1 . Write $C=C_{+} \cup C_{-}$. There are natural coordinates for $C_{+}$and $C_{-}$given by $(y, z)$ where

$$
z=\frac{1}{y+\tilde{y}} \leqslant \frac{1}{1+y}
$$

is the reciprocal of the diameter of the geodesic.
The connection between the Gauss map and the geodesic flow is described in the following lemma. Recall that $\pi$ denotes the quotient map from $\mathrm{PSL}_{2}(\mathbb{R})$ to $X=\mathrm{PSL}_{2}(\mathbb{Z}) \backslash \mathrm{PSL}_{2}(\mathbb{R})$. Using our usual identification between $\mathrm{T}^{1} \mathbb{H}$ and $\mathrm{PSL}_{2}(\mathbb{R})$ we will also use the same letter for the induced map from $\mathrm{T}^{1} \mathbb{H}$ to $X$.

Lemma 9.22. Let $x=(\mathrm{i} b, \mathbf{v})$ be in $C_{+}$with natural coordinates $(y, z)$. The next visit, if there is one, of the geodesic flow to the set $\pi(C)$ occurs in $\pi\left(C_{-}\right)$ and has coordinates

$$
\bar{T}(y, z)=\left(\left\{\frac{1}{y}\right\}, y(1-y z)\right)
$$

A similar property holds for points in $C_{-}$.
Proof. The isometry $z \mapsto-\frac{1}{z}$ sends the usual fundamental domain $E$ to another fundamental domain illustrated in Fig. 9.10; this figure also shows a geodesic that never returns to them.


Fig. 9.10 A geodesic that never returns to $E \cup \sigma E$

Write $D=\left\{(z, \mathbf{v}) \in \mathrm{T}^{1} \mathbb{H} \mid \Re(z)=0\right\}$ for the collection of arrows attached to the vertical geodesic through $\mathrm{i} \in \mathbb{H}$. The image of the geodesic in Fig. 9.10 under the isometry $\sigma: z \mapsto-\frac{1}{z}$ is shown in Fig. 9.11. Notice that the map $\sigma$ always reverses the orientation of the geodesic, so the new geodesic goes from right to left. The next return of the geodesic flow to $\pi(D)$, which is marked as (1), is not in $\pi(C)$ because the corresponding limit point for the future does not satisfy the property required for $C_{+}$nor for $C_{-}$. In this case, we continue the geodesic flow to the next return to $\pi(D)$ and repeat this until the return is to $\pi(C)$. Indeed, if we apply the isometry $\tau^{n}$ for that $n$ uniquely determined by the property that $-\frac{1}{y}+n \in(-1,0]$, as illustrated in Fig. 9.12, then the intersection of the image of the geodesic with $\{z \mid \Re(z)=0\}$ describes this first return to $\pi(C)$, which is to $\pi\left(C_{-}\right)$since the orientation was reversed once.

The new coordinates

$$
\left(\frac{1}{y}-n, \frac{1}{\frac{1}{\tilde{y}}+\frac{1}{y}}\right)
$$

are as claimed, since

$$
\frac{1}{\frac{1}{\tilde{y}}+\frac{1}{y}}=\frac{y \tilde{y}}{y+\tilde{y}}=y\left(1-\frac{y}{y+\tilde{y}}\right)=y(1-y z)
$$

as required.


Fig. 9.11 The first visit (1) to $\pi(D)$ is not in $\pi(C)$


Fig. 9.12 The return to $\pi(C)$

For $x \in \pi(C)$ the function

$$
\begin{equation*}
r_{C}(x)=\min \left\{t \mid t>0, R_{a_{t}} x \in \pi(C)\right\} \tag{9.21}
\end{equation*}
$$

is called the return time function for the geodesic. Note that the function $r_{C}$ gives the hyperbolic length of a geodesic between two intersections with vertical geodesics at integer coordinates. From this it follows that $r_{C}$ is smooth on the sets where this integer does not change; in the natural coordinate system this is the case for $(y, z)$ with $\frac{1}{n+1}<y<\frac{1}{n}$ for some $n \geqslant 1$. Also notice that for large values of $n$ the return time $r_{C}$ is large (that is, given $n \geqslant 1$, the set of points on which $r_{C}$ takes the value $n$ is non-empty), so that $r_{C}$ is unbounded. Lemma 9.23 will show how the unboundedness of $r_{C}$ is connected to the very complicated dynamics of the geodesic flow. We now show how the geodesic flow can be reconstructed in a measurable way from the Gauss map and this function $r_{C}$.

Following Chap. 8, we say that a homomorphism $\phi: \mathbb{R} \rightarrow \operatorname{MPT}(Y, \mu)$ into the group of invertible measure-preserving transformations of a measure space $(Y, \mu)$ is a flow. We will also consider flows of the positive reals defined
by a map $\phi: \mathbb{R}^{+} \rightarrow \operatorname{MPT}(Y, \mu)$ with $\phi_{s} \circ \phi_{t}=\phi_{s+t}$ for all $s, t>0$. In either case, the flow is ergodic if any measurable function $f: Y \rightarrow \mathbb{R}$ with $f=f \circ \phi_{t}$ almost everywhere for all (positive) $t$ is equal to a constant almost everywhere (see Sect. 8.1).

Lemma 9.23. Let $T:(Y, \mu) \rightarrow(Y, \mu)$ be an invertible measure-preserving map on a probability space, and let $r: Y \rightarrow \mathbb{R}^{+}$be a measurable function. Then a flow may be defined on the space

$$
X_{r}=\{(y, s) \mid y \in Y, 0 \leqslant s<r(y)\},
$$

(with measure $m_{r}$ defined by the restriction of $\mu \times m_{\mathbb{R}}$ to $X_{r}$ ) by

$$
T_{t}(y, s)= \begin{cases}(y, s+t) & \text { if } 0 \leqslant s+t<r(y) \\ (T y, s+t-r(y)) & \text { if } 0 \leqslant s+t-r(y)<r(T y) \\ \left(T^{2} y, s+t-r(y)-r(T y)\right) & \text { if } 0 \leqslant s+t-r(y)-r(T y)<r\left(T^{2} y\right) \\ \vdots & \end{cases}
$$

(see Fig. 9.13).
Proof. The proof is a measurable analog of the construction of the measure $m_{X}$ in the proof of Proposition 9.20. Define the map

$$
\widetilde{T}(y, s)=(T y, s-r(y))
$$

on the space $Y \times \mathbb{R}$, which we equip with the infinite measure $\mu \times m_{\mathbb{R}}$. Notice that $\widetilde{T}$ preserves $\mu \times m_{\mathbb{R}}$. The inverse of $\widetilde{T}$ is

$$
\widetilde{T}^{-1}(y, s)=\left(T^{-1} y, s+r\left(T^{-1} y\right)\right)
$$

so $\widetilde{T}$ defines a $\mathbb{Z}$-action on $Y \times \mathbb{R}($ which plays the role of the isometries in $\Gamma)$. The set $X_{r}$ defines a fundamental domain for this action in the sense that

- $\widetilde{T}^{n} X_{r} \cap X_{r}=\varnothing$ for all $n \neq 0$;
- for $\mu \times m_{\mathbb{R}}$ a.e. $x=(y, s) \in Y \times \mathbb{R}$ there exists a unique $n \in \mathbb{Z}$ with the property that $\widetilde{T}^{n} x \in X_{r}$.

The first property is easily seen from the definition. To see the second property let $\mathscr{E} \subseteq \mathscr{B}_{Y}$ be the $\sigma$-algebra of $T$-invariant sets, so that

$$
E(r \mid \mathscr{E})(y)=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} r\left(T^{k} y\right)=\int r \mathrm{~d} \mu_{y}^{\mathscr{E}}>0
$$

almost everywhere, by Theorem 6.1 and Theorem 5.14. Therefore, for almost every $y \in Y$ we have $\sum_{k=0}^{n-1} r\left(T^{k} y\right) \nearrow \infty$ (which is trivial if $r$ is bounded from below by a positive constant, which will be the case considered later). So if $(y, s) \in Y \times \mathbb{R}$ has $s>0$ then there exists some $n$ for which

$$
s-\sum_{k=0}^{n} r\left(T^{k} y\right)<0
$$

but

$$
s-\sum_{k=0}^{n-1} r\left(T^{k} y\right) \geqslant 0
$$

Then

$$
\widetilde{T}^{n-1}(y, s)=\left(T^{n-1} s, s-\sum_{k=0}^{n-1} r\left(T^{k} y\right)\right) \in X_{r}
$$

The case $s<0$ is similar. Clearly $\widetilde{T}$ commutes with the flow

$$
T_{t}(y, s)=(y, s+t)
$$

defined on $Y \times \mathbb{R}$. Therefore, the image $T_{t}\left(X_{r}\right)$ is another fundamental domain which can be decomposed into pieces for which a power of $\widetilde{T}$ brings them back to $X_{r}$. The definition of $T_{t}$ on $X_{r}$ precisely describes this process. Since both $T_{t}$ and $\widetilde{T}$ preserve the infinite measure $\mu \times m_{\mathbb{R}}$ on $Y \times \mathbb{R}$, the action on $X_{r}$ preserves the restriction of the measure.


Fig. 9.13 The flow built under the ceiling function $r$

The flow constructed in Lemma 9.23 is called the special flow for $T$ built under the ceiling function $r$.

Lemma 9.24. For the special flow in Lemma 9.23,
(1) the measure $m_{r}$ is finite if and only if $r$ is integrable, and
(2) assuming $m_{r}$ is finite, the map $T$ is ergodic if and only if the flow $\left\{T_{t}\right\}$ is ergodic.

In the space $X_{r}=\{(y, s) \mid y \in Y, 0 \leqslant s<r(y)\}$, we call a set of the form

$$
F_{y}=\{(y, s) \mid 0 \leqslant s<r(y)\}
$$

a (vertical) fiber (see Fig. 9.13).
Proof of Lemma 9.24. The first statement is clear, since

$$
m_{r}\left(X_{r}\right)=\int_{X_{r}} \mathrm{~d} m_{r}=\int_{Y} r(y) \mathrm{d} \mu(y)
$$

Assume first that the map $T$ is ergodic, and let $f$ be a bounded function on $X_{r}$ with $f \circ T_{t}=f$ almost everywhere for all $t \in \mathbb{R}$. We claim that $f$ can be modified on a null set to ensure that $f \circ T_{t}=f$ everywhere for all $t \in \mathbb{R}$ (just as in Proposition 8.3). Indeed, we may assume that $f \circ T_{t}=f$ everywhere for all $t \in \mathbb{Q}$ simply by taking a union of countably many null sets (and redefining $f$ to be 0 on the resulting null set). It follows that for every $x \in X$ the function $f_{x}: \mathbb{R} \rightarrow \mathbb{R}$ defined by $f_{x}(t)=f\left(T_{t}(x)\right)$ is translation invariant under $\mathbb{Q}$. In particular,

$$
\int_{0}^{1} f_{x}(s) \mathrm{d} s=\int_{t}^{t+1} f_{x}(s) \mathrm{d} s
$$

agrees with $f_{x}(t)$ for all $t$ (first for $t \in \mathbb{Q}$, and then by continuity of the integral for $t \in \mathbb{R}$ ), and so by Fubini's theorem we also have

$$
f(x)=\int_{0}^{1} f\left(T_{s}(x)\right) \mathrm{d} s
$$

almost everywhere, which proves the claim. In particular, $\bar{f}(y)=f((y, 0))$ defines a $T$-invariant function on $Y$ which must be constant $\mu$-almost everywhere by ergodicity of $T$. This implies that $f$ is $m_{r}$-almost everywhere constant, and so the flow is ergodic also.

The reverse direction will be more important for us. Assume that the flow $T_{t}$ is ergodic with respect to $m_{r}$, and let $f=f \circ T$ be a measurable function on $Y$ that is strictly $T$-invariant. We define $\bar{f}(y, s)=f(y)$ and obtain a measurable function on $X_{r}$ that is strictly invariant under the flow (that is, $\bar{f}=\bar{f} \circ T_{t}$ everywhere and for all $t \in \mathbb{R}$ ). By ergodicity, this implies that $\bar{f}$ is constant almost everywhere, which implies that $f$ is constant almost everywhere and hence that $T$ is ergodic.

Proposition 9.25. The Gauss map $T(y)=\left\{\frac{1}{y}\right\}$ on $[0,1]=Y$ is ergodic with respect to the Gauss measure $\mathrm{d} \mu=\frac{1}{\log 2} \frac{1}{1+x} \mathrm{~d} x$. The return time function $r_{C}$ is integrable.

Proof. We will prove ergodicity for the invertible extension of the Gauss map discussed in Sect. 3.4. Recall that this system is the map $\bar{T}: \bar{Y} \rightarrow \bar{Y}$ given by

$$
\bar{T}(y, z)=(T y, y(1-y z))
$$

on the set

$$
\bar{Y}=\left\{(y, z) \in[0,1)^{2} \left\lvert\, 0 \leqslant z \leqslant \frac{1}{1+y}\right.\right\}
$$

(the set $\bar{Y}$ is illustrated in Fig. 3.2). This implies the ergodicity of the Gauss map easily: if $f$ is an invariant function for $T$ on $Y=[0,1]$, then $\bar{f}(y, z)=f(y)$ is an invariant function for $\bar{T}$ on $\bar{Y}$. To take care of the alternating sign in the cross-section $C$ we define

$$
\tilde{Y}=\bar{Y} \times\{ \pm 1\}
$$

and the transformation $\widetilde{T}: \widetilde{Y} \rightarrow \widetilde{Y}$ by

$$
\widetilde{T}(y, z, \varepsilon)=(\bar{T}(y, z),-\varepsilon) .
$$

We will write $r_{C}(y, z)$ for the return time of a point in $\pi(C)$ with natural coordinates $(y, z, \varepsilon)$; because of the symmetry between $C_{+}$and $C_{-}$the function $r_{C}$ is independent of $\varepsilon$.

We claim that the special flow $X_{r_{C}}$ of $\widetilde{T}$ under $r_{C}$ can be embedded into

$$
X_{2}=\operatorname{PSL}_{2}(\mathbb{Z}) \backslash \mathrm{PSL}_{2}(\mathbb{R})
$$

in the sense described below. Indeed, for $(y, z, \varepsilon, s) \in \bar{Y} \times\{ \pm 1\} \times \mathbb{R}$ satisfying $0 \leqslant s<r_{C}(y, z)$ we define

$$
\begin{equation*}
\phi(y, z, \varepsilon, s)=R_{a_{s}}(x(y, z, \varepsilon)) \tag{9.22}
\end{equation*}
$$

where $x(y, z, \varepsilon) \in \pi(C)$ is the point with natural coordinates $(y, z, \varepsilon)$. Notice that $\phi(y, z, \varepsilon, s) \notin \pi(C)$ unless $s=0$.

More generally, we claim that $\phi: X_{r_{C}} \rightarrow X_{2}$ is injective. Suppose therefore that

$$
x=\phi\left(y_{1}, z_{1}, \varepsilon_{1}, s_{1}\right)=\phi\left(y_{2}, z_{2}, \varepsilon_{2}, s_{2}\right) .
$$

Then $s_{1}=\min \left\{s \mid R_{a_{-s}}(x) \in \pi(C)\right\}=s_{2}$ as $r_{C}$ is defined to be the time of the first return from $\pi(C)$ to $\pi(C)$. It follows that $\left(y_{1}, z_{1}, \varepsilon_{1}\right)=\left(y_{2}, z_{2}, \varepsilon_{2}\right)$ are the natural coordinates of the point $R_{a_{-s_{1}}}(x) \in \pi(C)$.

We next claim that $\phi\left(T_{t}(y, z, \varepsilon, s)\right)=R_{a_{t}}(\phi(y, z, \varepsilon, s))$. This means that the special flow under $r_{C}$ corresponds under the map $\phi$ to the geodesic flow. After the discussion below concerning the measures, we will know that the geodesic flow is actually conjugate to the special flow. The claim follows by considering the various cases used in Lemma 9.23 to define the special flow $T_{t}$. If $0 \leqslant s+t<r_{C}(y, z)$, then, by (9.22),

$$
\phi\left(T_{t}(y, z, \varepsilon, s)\right)=\phi(y, z, \varepsilon, s+t)=R_{a_{s+t}}(x(y, z, \varepsilon))=R_{a_{t}}(\phi(y, z, \varepsilon, s)) .
$$

If $r_{C}(y, z) \leqslant s+t<r_{C}(\bar{T}(y, z))$, then

$$
\phi\left(T_{t}(y, z, \varepsilon, s)\right)=\phi\left(\bar{T}(y, z),-\varepsilon, s+t-r_{c}(y, z)\right)=R_{a_{s+t-r_{C}(y, z)}}(x(\bar{T}(y, z),-\varepsilon)) .
$$

However, by the properties of the first return to $\pi(C)$ discussed above and the definition of $r_{C}$ as the time of first return, we also have

$$
R_{a_{r_{C}(y, z)}}(x(y, z, \varepsilon))=x(\bar{T}(y, z),-\varepsilon) .
$$

This gives

$$
\phi\left(T_{t}(y, z, \varepsilon, s)\right)=R_{a_{s+t}}(x(y, z, \varepsilon))=R_{a_{t}}(\phi(y, z, \varepsilon, s))
$$

in this case. The other cases follow in the same way, or by applying the argument above with a sufficiently small value of $t$, sufficiently often.

We will describe $\phi_{*}\left(m_{r_{C}}\right)$ (see p. 97), where $m_{r_{C}}$ is the measure in Lemma 9.23 constructed for the special flow for $\widetilde{T}$ on $\widetilde{Y}$ with respect to $r_{C}$ and $\phi$ is as defined above. This gives a measure on $X_{2}$, which at this stage is not known to be finite. Our claim in regard to this image measure is that $\phi_{*}\left(m_{r_{C}}\right)=c m_{X_{2}}$ for some finite $c>0$.

Let us assume the claim for now. Then it follows that $m_{r_{C}}$ is a finite measure (and so $r_{C}$ is integrable), which may be normalized to be a probability measure. Moreover, in this case $\phi$ is a conjugacy between the special flow of $\widetilde{T}$ under $r_{C}$ and the geodesic flow (measurability of $\phi^{-1}$ is automatic since $\phi$ is defined by a piecewise differentiable invertible map). As the geodesic flow is ergodic with respect to $m_{X_{2}}$ by Theorem 9.21 , so is the special flow of $\widetilde{T}$ under $r_{C}$. By Lemma 9.24 this gives ergodicity of $\widetilde{T}$, which in turn gives ergodicity of the invertible extension $\bar{T}$ of the Gauss map, since an invariant function for $\bar{T}$ immediately gives an invariant function for $\widetilde{T}$.

Therefore, the claim that $\phi_{*}\left(m_{r_{C}}\right)=c m_{X_{2}}$ for some finite $c>0$ implies all the statements of the proposition. The main idea of the proof is that the smoothness of $\phi$ gives absolute continuity of $\phi_{*} m_{r_{C}}$ with respect to the (smooth) measure $m_{X_{2}}$, and then the ergodicity of the geodesic flow shows that the Radon-Nikodym derivative $\frac{\mathrm{d} \phi_{*}\left(m_{r_{C}}\right)}{\mathrm{d} m_{X_{2}}}=c$ is constant almost everywhere.

To see the absolute continuity of $\phi_{*} m_{r_{C}}$ with respect to $m_{X_{2}}$, we apply the substitution rule in the form of Lemma A.26. For this we have to check that $\phi$ is injective (which we already know) and smooth with nonvanishing Jacobian. Instead of computing the Jacobian, we will study the map step-by-step, and will work in $\mathrm{T}^{1} \mathbb{H}$ instead of $X_{2}$. Without loss of generality we only consider points $(y, z,+1) \in \widetilde{Y}$ corresponding to points in $\pi\left(C_{+}\right)$. Notice that we may assume that $y>0$ and $z>0$, which leads to the endpoints $y$ and $-\widetilde{y}=-\frac{1}{z}+y$ of the geodesic that defines the point $x(y, z,+1)=(\mathrm{i} b, \exp (\mathrm{i} \theta)) \in C_{+}$. One can check easily that the map

$$
\binom{y}{z} \longmapsto\binom{y}{\widetilde{y}} \longmapsto\binom{b}{0} \in \mathbb{R}^{+} \times\left(-\frac{\pi}{2}, 0\right)
$$

is smooth with non-vanishing Jacobian for $y>0, z>0$. Now consider the Jacobian of

$$
\phi:\left(\begin{array}{l}
y  \tag{9.23}\\
z \\
s
\end{array}\right) \longmapsto\binom{a^{\prime}+\mathrm{i} b^{\prime}}{\theta^{\prime}} \in \mathbb{H} \times\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)
$$

for some $y>0, z>0$ and $s=0$. As the application of $R_{a_{s}}$ is smooth, this Jacobian exists. From the structure of the map, the derivative of (9.23) at $s=0$ is of the form

$$
\left(\begin{array}{ccc}
0 & 0 & * \\
* & * & * \\
* & * & *
\end{array}\right),
$$

where the rows correspond to $a^{\prime}, b^{\prime}, \theta^{\prime}$ and the columns to $y, z, s$. However, as the partial derivative of $a^{\prime}$ with respect to $s$ is non-zero (since $\theta \neq-\frac{\pi}{2}$ ), it follows that the Jacobian is non-zero for $s=0$. Moreover, application of $R_{a_{s}}$ is smooth on $\mathrm{T}^{1} \mathbb{H}$ with smooth inverse $R_{a_{-s}}$, which shows that the same holds for any $(y, z, s)$. Therefore, by Lemma A.26, we have that $\phi_{*} m_{r_{C}}$ is absolutely continuous with respect to $\mathrm{d} a \mathrm{~d} b \mathrm{~d} \theta$, and hence with respect to $\mathrm{d} m_{X_{2}}$ by Lemma 9.16. It follows that

$$
\begin{equation*}
\mathrm{d}\left(\phi_{*} m_{r_{C}}\right)=F \mathrm{~d} m_{X_{2}} \tag{9.24}
\end{equation*}
$$

where $F \geqslant 0$ is the Radon-Nikodym derivative. However, as $m_{r_{C}}$ is invariant under the special flow by construction, and $\phi$ intertwines the special flow and the geodesic flow (that is, $R_{a_{t}} \circ \phi=\phi \circ T_{t}$ ) we get

$$
\left(R_{a_{t}}\right)_{*} \phi_{*} m_{r_{C}}=\left(R_{a_{t}} \phi\right)_{*} m_{r_{C}}=\left(\phi T_{t}\right)_{*} m_{r_{C}}=\phi_{*} m_{r_{C}},
$$

showing invariance of $\phi_{*} m_{r_{C}}$ under the geodesic flow. Applying this to (9.24), together with invariance of $m_{X_{2}}$, gives

$$
\int f \circ R_{a_{t}} F \mathrm{~d} m_{X_{2}}=\int f F \mathrm{~d} m_{X_{2}}=\int f F \circ R_{a_{t}} \mathrm{~d} m_{X_{2}}
$$

for any measurable $f \geqslant 0$. This implies that $F=F \circ R_{a_{t}}$ almost everywhere for all $t \in \mathbb{R}$, which by ergodicity shows that $F=c$ almost everywhere for some constant $c$. It remains to check that $c>0$ is finite. This follows from smoothness, which makes it easy to find an open set of finite measure in the special flow (viewed as a subset of $\mathbb{R}^{3}$ ) that is sent onto an open set in $X_{2}$.

## Exercises for Sect. 9.6

Exercise 9.6.1. Show that real numbers $x$ and $y$ in $[0,1]$, with continued fraction digits $\left(a_{n}(x)\right)_{n \geqslant 1}$ and $\left(a_{n}(y)\right)_{n \geqslant 1}$, have the property that the digits
eventually agree (there is some $N$ and $k$ with $a_{n}(x)=a_{n+k}(y)$ for all $n \geqslant N$ ) if and only if $x=\frac{a y+b}{c y+d}$ for some $\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in \mathrm{GL}_{2}(\mathbb{Z})$. Here $\mathrm{GL}_{2}(\mathbb{Z})$ denotes the $2 \times 2$ integer matrices with determinant $\pm 1$.

Exercise 9.6.2. Describe the forward and backward orbit closure of the geodesic through the point

$$
z=\rho+\mathrm{i}
$$

in the direction i , where $\rho$ is the golden ratio $\frac{1+\sqrt{5}}{2}$.
Exercise 9.6.3. ${ }^{(90)}$ Describe the orbits of the geodesic flow corresponding to the real numbers constructed in Exercise 3.3.1.

Exercise 9.6.4. Give a different proof that

$$
\sum_{k=0}^{\infty} r\left(T^{k} y\right)=\sum_{k=0}^{\infty} r\left(T^{-k} y\right)=\infty
$$

almost everywhere as follows. Let $Y_{n}=\left\{y \in Y \left\lvert\, r(y) \geqslant \frac{1}{n}\right.\right\}$. Show that

$$
Y=\bigcup_{n=1}^{\infty} Y_{n}
$$

and deduce the result by applying Poincaré recurrence to the set $Y_{n}$.

### 9.7 Invariant Measures and the Structure of Orbits

In this section we show that there are many invariant measures for the geodesic flow. The real thrust of the conclusion is that there are invariant measures for the geodesic flow that cannot be described algebraically. Because this is a negative result (it is paucity of invariant measures rather than abundance that has powerful consequences) the arguments will only be outlined.

### 9.7.1 Symbolic Coding

In Sect. 9.6, we constructed a return-time function $r_{C}: Y \rightarrow \mathbb{R}$ and in the proof of Proposition 9.25 a map $\phi$ from the flow associated to $\widetilde{T}$ and the function $r_{C}$ into $X_{2}$. Moreover, this proof shows that every invariant probability measure for $\widetilde{T}$ induces an invariant measure (possibly an infinite one) for the special flow, and hence for the geodesic flow.

Lemma. After removing a countable union of line segments and curves, there is a bijection from $\bar{Y}$ to $\mathbb{N}^{\mathbb{Z}}$ that intertwines the map $\bar{T}: \bar{Y} \rightarrow \bar{Y}$ and the shift $\sigma: \mathbb{N}^{\mathbb{Z}} \rightarrow \mathbb{N}^{\mathbb{Z}}$.

The Gauss map $T:[0,1) \rightarrow[0,1)$ is conjugated, after removing $[0,1) \cap \mathbb{Q}$, to the one-sided shift

$$
\sigma: \mathbb{N}^{\mathbb{N}} \rightarrow \mathbb{N}^{\mathbb{N}}
$$

via the continued fraction expansion itself (cf. p. 79). The lemma extends this to the invertible extension of both maps.

Notice that the size of the digits in the continued fraction expansion can be used to bound the circumference of the corresponding geodesic. This shows that the height $b$ of the point $(\mathrm{i} b, \mathbf{v}) \in C$ in the construction is similarly bounded (by a function of the digits). After applying $\sigma$ we also get a lower bound for $b$. Together this implies that $r_{C}$ is bounded by a function depending on the first two digits in the continued fraction expansion.

Corollary. Any rapidly-decaying probability vector $\mathbf{p} \in[0,1]^{\mathbb{N}}$ induces an invariant measure on $X_{2}$ via the probability measure $\mathbf{p}^{\mathbb{Z}}$ on $\mathbb{N}^{\mathbb{Z}}$.

The corollary follows from the above construction: the rapid decay assumption ensures integrability of $r_{C}$ so that we obtain a finite measure.

There are many more measures than those described in the corollary. For any stochastic matrix $P=\left(p_{i j}\right)$ there is an associated measure $\mu$ on $\{1,2\}^{\mathbb{Z}}$ defined by

$$
\mu\left(\left[a_{0}, a_{1}, \ldots, a_{n}\right]\right)=v_{a_{0}} p_{a_{0} a_{1}} \cdots p_{a_{n-1} a_{n}}
$$

where $\mathbf{v}$ is a normalized left eigenvector for $P$. All these measures are supported on closed invariant subsets, of which there are also many.

All of these examples are still concrete and relatively well-behaved in many aspects. However, there are many more invariant probability measures on $\{1,2\}^{\mathbb{Z}}$ with unusual behavior.

### 9.7.2 Measures Coming from Orbits

There are other means of showing results of this kind. For example, one can construct orbits of various behaviors using the shadowing lemma of hyperbolic dynamics (see Exercise 9.7.2 and Katok and Hasselblatt [182, Sect. 18.1]). These orbits can then be used to construct measures by the method of Theorem 4.1. Similarly, weak*-limits of orbit measures give invariant measures. For any point $x$,

$$
\mu_{x, T}=\frac{1}{T} \int_{0}^{T}\left(R_{a_{t}}\right)_{*} \delta_{x} \mathrm{~d} t
$$

is a measure supported on the part of the geodesic starting at $x$ and ending at $R_{a_{T}} x$. Any weak*-limit of $\mu_{x, T}$ along a sequence $T_{j} \rightarrow \infty$ is an invariant measure (though there is no guarantee this will be a probability measure). To get some idea of what may arise in this fashion, note the following.

- Any ergodic invariant measure can arise, simply by taking $x$ to be a generic point for that measure.
- More generally, for any set $E \in \mathscr{E} R_{a_{t}}$ of ergodic measures there exists an initial point $x$ with the property that the set of weak*-limits obtained from $x$ contains $E$. Again this kind of result is easy to see for the shift on $\mathbb{N}^{\mathbb{Z}}$. Here it is enough to consider a countable set $E$ since the set of limit points is closed and the space of probability measures is separable, and a suitable point can be constructed by concatenating longer and longer orbit pieces approximating each measure in turn, using either the symbolic description from Sect. 9.7.1 or orbit shadowing (see Exercise 9.7.2).
- Non-ergodic measures may also arise as weak*-limits. For example, let $\mu_{2}$ denote the Bernoulli measure on $\mathbb{N}^{\mathbb{Z}}$ corresponding to the probability vector $\left(\frac{1}{2}, \frac{1}{2}, 0, \ldots\right)$ and let $\mu_{3}$ denote the Bernoulli measure corresponding to the probability vector $\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}, 0, \ldots\right)$. Let $\left(x_{n}\right)$ be a sequence in $\mathbb{N}^{\mathbb{Z}}$ that is equidistributed with respect to $\mu_{2}$, and let $\left(y_{n}\right)$ be equidistributed with respect to $\mu_{3}$. Then the point

$$
z=\left(\ldots, 1,1, x_{1}, y_{1}, x_{1}, x_{2}, y_{1}, y_{2}, x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}, \ldots\right)
$$

in which the blocks chosen from $\left(x_{n}\right)$ and from $\left(y_{n}\right)$ keep growing linearly in length, has the property that the weak*-limit exists (both on $\mathbb{N}^{\mathbb{Z}}$ and on $X_{2}$ ) and coincides with the non-ergodic convex combination $\frac{1}{2} \mu_{2}+\frac{1}{2} \mu_{3}$

- Mass can be lost: If $x$ corresponds to the reference vector (i, i) whose geodesic tends to infinity, then $\mu_{x, T}$ converges to the zero measure. This again can be combined with other possible behaviors to produce a partial loss of mass in the weak*-limit.


## Exercises for Sect. 9.7

Exercise 9.7.1. Describe the measure on the shift $\sigma: \mathbb{N}^{\mathbb{Z}} \rightarrow \mathbb{N}^{\mathbb{Z}}$ corresponding to the Gauss measure for the continued fraction map via the symbolic coding (see Sect. 9.7.1).

Exercise 9.7.2. (a) Show the shadowing lemma for the geodesic flow on the space $X=\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$. That is, show that for any two nearby points $x$ and $y$ there exists another point $z$ with the property that $R_{a_{t}}(x)$ and $R_{a_{t}}(z)$ are close for all $t \geqslant 0$ while $R_{a_{t}}(y)$ and $R_{a_{t}}(z)$ are close for all $t \leqslant 0$.
(b) Given two nearby points $x, y$ and times $s, t \geqslant 1$ such that $R_{a_{s}}(x)$ and $R_{a_{t}}(y)$ are also close to $x$ and $y$, find a point $z$ with the property that
the weak*-limit of the orbit measure for $z$ exists, and is supported on some neighborhood of the set

$$
\left\{R_{a_{r}}(x) \mid 0 \leqslant r \leqslant s\right\} \cup\left\{R_{a_{r}}(y) \mid 0 \leqslant r \leqslant t\right\}
$$

If these two pieces of the orbits of $x$ and of $y$ are significantly different, ensure that the weak*-limit is not supported on periodic orbits.

## Notes to Chap. 9

${ }^{(85)}$ (Page 277) Artin's work [8] showed how the continued fraction relates to the geodesic flow on the modular surface. Hedlund [144] proved ergodicity for the continued fraction map and deduced ergodicity for the geodesic flow; we reverse the direction of this argument and use the geometry of the geodesic flow to show ergodicity for the continued fraction map. Hedlund earlier showed ergodicity for the flow defined by a specific Fuchsian group with compact quotient [143], and Martin [254] showed ergodicity (meaning that an invariant measurable set of positive measure has a complement of zero measure) for the action of the modular group on the real axis, also using properties of continued fractions. The papers of Manning [242] and Series [336, 337] are accessible sources for this material.
${ }^{(86)}$ (Page 293) We will not pursue the general theory of Lie groups and Lie algebras here; an extensive treatment may be found in Knapp [204], with the theory of closed linear groups in Chap. 0. Lie theory is developed in the context of ergodic theory in the book of Feres [90].
${ }^{(87)}$ (Page 301) The monograph [248] by Margulis provides an extensive treatment of discrete subgroups in Lie groups and their importance in ergodic theory.
${ }^{(88)}$ (Page 306) This is analogous to the action of a hyperbolic matrix in $\mathrm{SL}_{d}(\mathbb{Z})$ on $\mathbb{R}^{d}$ : every point apart from the fixed point moves to infinity, converging to the expanding subspace. More interesting dynamics is found after projecting the action onto the quotient $\mathbb{R}^{d} / \mathbb{Z}^{d}$.
${ }^{(89)}$ (Page 310) The technicalities mentioned arise in the following way. For the surface $\mathrm{PSL}_{2}(\mathbb{Z}) \backslash \mathbb{H}$ the points corresponding to i and $\frac{1}{2}+\mathrm{i} \frac{\sqrt{3}}{2}$ are special, because their open neighborhoods are not injective images of neighborhoods of i and $\kappa$ in $\mathbb{H}$ respectively. These special points can be very useful (see Serre [338]) but we will ignore them and work in $\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$.
${ }^{(90)}$ (Page 327) See the paper of McMullen [259]; this gives bounded closed geodesics of arbitrarily long length.

## Chapter 10 Nilrotation

In earlier chapters we have seen how ergodic circle rotations and their associated properties (which include unique ergodicity in Example 4.11, absence of mixing in Example 2.40, equidistribution in Example 4.18) provide an important example of the Kronecker systems studied in Sect. 6.4. In this chapter we introduce the wider class of rotations on quotients of nilpotent groups by studying an important example: the continuous Heisenberg group.

### 10.1 Rotations on the Quotient of the Heisenberg Group

We begin by recalling from Example 9.13 the continuous Heisenberg group

$$
G=\left\{\left.\left(\begin{array}{rrr}
1 & x & z \\
1 & y \\
& 1
\end{array}\right) \right\rvert\, x, y, z \in \mathbb{R}\right\}
$$

and the lattice

$$
\Gamma=\left\{\left.\left(\begin{array}{rrr}
1 & \ell & n \\
& 1 & m \\
& & 1
\end{array}\right) \right\rvert\, \ell, m, n \in \mathbb{Z}\right\}
$$

from Example 9.15. By the argument in Example 9.15, the quotient space $\Gamma \backslash G$ is compact and the set

$$
F=\left\{\left.\left(\begin{array}{rrr}
1 & a & c \\
& 1 & b \\
& & 1
\end{array}\right) \right\rvert\, 0 \leqslant a, b, c<1\right\}
$$

is a fundamental domain for $\Gamma$ in $G$.
Even though $G$ is non-abelian, it is nonetheless very close to being abelian in the following sense. Recall from Exercise 9.4.3 that the commutator of the
elements $g, h \in G$ is the element

$$
[g, h]=g^{-1} h^{-1} g h,
$$

so that the commutator is a measure of the extent to which $g$ and $h$ fail to commute (since $[g, h]=I$, the identity, if and only if $g$ and $h$ commute). For

$$
g=\left(\begin{array}{rrr}
1 & x & z \\
& 1 & y \\
& & 1
\end{array}\right), \quad h=\left(\begin{array}{rrr}
1 & a & c \\
1 & b \\
& & 1
\end{array}\right)
$$

we find

$$
\begin{align*}
{[g, h] } & =\left(\begin{array}{cc}
1-x & x y-z \\
& 1
\end{array}\right)\left(\begin{array}{cc}
1-a & a b-c \\
& 1
\end{array}\right)\left(\begin{array}{cc}
1 & x \\
& \\
1 & y \\
1 & y \\
& 1
\end{array}\right)\left(\begin{array}{rrr}
1 & a & c \\
1 & b \\
& 1
\end{array}\right) \\
& =\left(\begin{array}{cc}
1 & 0 \\
& b x-a y \\
1 & 0 \\
& \\
& 1
\end{array}\right) \tag{10.1}
\end{align*}
$$

so the commutator subgroup is

$$
[G, G]=\langle[g, h] \mid g, h \in G\rangle=\left\{\left.\left(\begin{array}{rrr}
1 & 0 & z \\
& 1 & 0 \\
& & 1
\end{array}\right) \right\rvert\, z \in \mathbb{R}\right\}
$$

The calculation in (10.1) also shows that an element $g \in G$ commutes with all elements $h \in G$ if and only if $g \in[G, G]$, so the center of $G$ is

$$
C_{G}=\{g \in G \mid g h=h g \text { for all } h \in G\}=\left\{\left.\left(\begin{array}{rrr}
1 & 0 & z \\
1 & 0 \\
& 1
\end{array}\right) \right\rvert\, z \in \mathbb{R}\right\}
$$

We write $C=C_{G}=[G, G]$ for the center of the Heisenberg group. The map

$$
\phi_{G}:\left(\begin{array}{rrr}
1 & a & c \\
& 1 & b \\
& 1
\end{array}\right) \longmapsto(a, b)
$$

is a homomorphism $\phi_{G}: G \rightarrow \mathbb{R}^{2}$ with kernel $C$, so $\phi_{G}$ induces an isomorphism $G / C \cong \mathbb{R}^{2}$. Thus $G$ is close to being abelian in this sense: the center of $G$ is an abelian normal subgroup $C$ and the quotient $G / C$ is abelian. A group with this property is called a 2-step nilpotent group (see Sect. 10.6 for the general definition).

The normal subgroup $C \triangleleft G$ is also useful in the discussion of the quotient space $X=\Gamma \backslash G$. The homomorphism $\phi_{G}$ sends $\Gamma$ to $\mathbb{Z}^{2} \subseteq \mathbb{R}^{2}$, so that

$$
\Gamma C / C^{G / C} \cong \mathbb{T}^{2}
$$

Equivalently, the group $C / \Gamma \cap C \cong \mathbb{T}$ acts on $X$ by right multiplication, since

$$
R_{\gamma} x=x \gamma^{-1}=\Gamma g \gamma^{-1}=\Gamma \gamma^{-1} g=x
$$

if $x=\Gamma g$ and $\gamma \in \Gamma \cap C$. Finally, the map

$$
\Gamma\left(\begin{array}{rrr}
1 & a & c \\
1 & b \\
& 1
\end{array}\right) \longmapsto(a, b) \quad\left(\bmod \mathbb{Z}^{2}\right)
$$

should be thought of as the quotient map

$$
\begin{equation*}
\phi_{X}: X=\Gamma \backslash G \longrightarrow \Gamma C /\left.C\right|^{G / C} \cong \mathbb{T}^{2} \tag{10.2}
\end{equation*}
$$

by the action of $C / C \cap \Gamma \cong \mathbb{T}$. In more geometrical language, $X$ is a bundle over $\mathbb{T}^{2}$ with fibers equal to $\mathbb{T}$.

### 10.2 The Nilrotation

We fix some $\tau=\left(\begin{array}{cc}1 & \alpha \\ & \delta \\ 1 & \beta \\ & 1\end{array}\right) \in G$, and define $S(x)=x \tau$. Notice that the factor $\operatorname{map} \phi_{X}$ in (10.2) is really a factor map between the continuous transformation $S: X \rightarrow X$ and the rotation map

$$
\begin{aligned}
T: \mathbb{T}^{2} & \longrightarrow \mathbb{T}^{2} \\
(a, b) & \longmapsto(a, b)+(\alpha, \beta) \quad\left(\bmod \mathbb{Z}^{2}\right)
\end{aligned}
$$

We recall from Corollary 4.15 that the factor $T$ is ergodic with respect to Lebesgue measure $m_{\mathbb{T}^{2}}$ if and only if $T$ is uniquely ergodic if and only if $1, \alpha, \beta$ are linearly independent over $\mathbb{Q}$.

It is easy to see that the 3 -dimensional Lebesgue measure on $\mathbb{R}^{3}$ is sent to the (simultaneously left- and right-invariant) Haar measure $m_{G}$ on $G$ under the map

$$
\mathbb{R}^{3} \ni(a, b, c) \longmapsto\left(\begin{array}{rrr}
1 & a & c \\
& 1 & b \\
& & 1
\end{array}\right) \in G
$$

It follows that the Haar measure $m_{X}$ on $X$ (more precisely, the measure induced on $X$ by Haar measure on $G$, which we will also refer to as Haar
measure) is just the 3 -dimensional Lebesgue measure on $F$, which may be thought of as $[0,1)^{3}$ using the same coordinates as above. It follows that the measure-preserving system $\left(\mathbb{T}^{2}, \mathscr{B}_{\mathbb{T}^{2}}, m_{\mathbb{T}^{2}}, T\right)$ is a factor of $\left(X, \mathscr{B}_{X}, m_{X}, S\right)$. This observation gives the downward implications of the following theorem*; we only need to note that ergodicity of $S$ with respect to $m_{X}$ implies ergodicity of $T$ with respect to $m_{\mathbb{T}^{2}}$.

Theorem 10.1. For the transformation $S(x)=x \tau$ on $X$, the following are equivalent:

- $S$ is uniquely ergodic.
- $S$ is ergodic with respect to $m_{X}$.
- $\tau=\left(\begin{array}{rrr}1 & \alpha & \delta \\ 1 & \beta \\ & 1\end{array}\right)$ and $1, \alpha, \beta$ are linearly independent over $\mathbb{Q}$.


### 10.3 First Proof of Theorem 10.1

Assume that $1, \alpha, \beta$ are linearly independent over $\mathbb{Q}$ (in the notation of Theorem 10.1). Even though Theorem 4.21 does not apply directly, since $X$ is not topologically the direct product $\mathbb{T}^{2} \times \mathbb{T}$, the argument used to prove that theorem does generalize to give Lemma 10.2 (see Exercise 10.3.1; we will not give a proof here). Instead of the product, we have a factor map $\phi_{X}: X \rightarrow \mathbb{T}^{2}$ with the pre-image of each point being given by orbits of $C / \Gamma \cap C \cong \mathbb{T}$.

Lemma 10.2. If $S$ is ergodic (and hence $T$ is uniquely ergodic) with respect to $m_{X}$, then $S$ is uniquely ergodic.

Thus what is left in order to prove Theorem 10.1 is the implication that linear independence of $1, \alpha, \beta$ over $\mathbb{Q}$ implies that $S$ is ergodic. In this first proof we will use matrix coefficients; this argument is a simple instance of a more general principle that will be discussed in Sect. 11.3. The method in this case uses invariance of a function under $\tau$ to deduce invariance under all of $C$, reducing the problem to the 2 -torus.

First proof of Theorem 10.1. Assume that $1, \alpha, \beta$ are linearly independent over $\mathbb{Q}$, and let $f \in L^{2}(X)$ be an $S$-invariant function. We associate to the function $f$ the matrix coefficients

$$
m(g)=\left\langle U_{g} f, f\right\rangle ;
$$

the function $m$ defined in this way is a continuous function on $G$ by Lemma 8.7. Moreover,

[^35]\[

$$
\begin{align*}
m\left(\tau^{n} g \tau^{-n}\right) & =\int f\left(x \tau^{n} g \tau^{-n}\right) \overline{f(x)} \mathrm{d} m_{X} \\
& =\int f\left(y g \tau^{-n}\right) \overline{f\left(y \tau^{-n}\right)} \mathrm{d} m_{X} \quad \text { (since } m_{X} \text { is } \tau \text {-invariant) } \\
& =\int f(y g) \overline{f(y)} \mathrm{d} m_{X} \quad \text { (since } f \text { is } S \text {-invariant) } \\
& =m(g) \tag{10.3}
\end{align*}
$$
\]

for all $n \geqslant 1$. Now let

$$
g=\left(\begin{array}{rrr}
1 & \varepsilon & 0 \\
& 1 & 0 \\
& & 1
\end{array}\right)
$$

and compute

$$
\begin{aligned}
\tau^{n} g \tau^{-n} & =\left(\begin{array}{cc}
1 n \alpha\binom{n}{2} \alpha \beta+n \gamma \\
1 & n \beta \\
& 1
\end{array}\right)\left(\begin{array}{rr}
1 & \varepsilon \\
1 & 0 \\
1 & 1
\end{array}\right)\left(\begin{array}{cc}
1-n \alpha\binom{n+1}{2} \alpha \beta-n \gamma \\
1 & -n \beta \\
1
\end{array}\right) \\
& =\left(\begin{array}{cc}
1 \varepsilon-n \varepsilon \beta \\
1 & 0 \\
& 1
\end{array}\right)
\end{aligned}
$$

for $n \geqslant 1$. For any fixed $t \in \mathbb{R}$ we may now choose $n_{\varepsilon}=\left\lfloor\frac{t}{\varepsilon \beta}\right\rfloor$ so that $n_{\varepsilon} \varepsilon \beta \rightarrow t$ as $\varepsilon \rightarrow 0$. Taking the limit in (10.3) as $\varepsilon \rightarrow 0$ shows that

$$
\left.m\left(\left(\begin{array}{rr}
1 & 0
\end{array}-t\right) \text { ( } \begin{array}{rl}
1 & 0 \\
& \\
& 1
\end{array}\right)\right)=m\left(\left(\begin{array}{ll}
1 & \\
& 1 \\
& \\
& \\
&
\end{array}\right)\right)=\|f\|_{2}^{2} .
$$

Thus $\left\langle U_{h} f, f\right\rangle=\langle f, f\rangle$ for any $h \in C$. This equality in the Cauchy-Schwartz inequality can only occur if $U_{h} f=f$, so we deduce that $f$ is invariant under $C$. Hence, up to a set of measure zero, $f=F \circ \phi_{X}$ for some function $F$ on $\mathbb{T}^{2}$. Since $f$ is $S$-invariant, $F$ is $T$-invariant, and so must be constant $m_{\mathbb{T}^{2-}}$ almost everywhere since $T$ is ergodic. This shows that $f$ is constant almost everywhere, so that $S$ is ergodic with respect to $m_{X}$. By Lemma $10.2, S$ is also uniquely ergodic.

## Exercises for Sect. 10.3

Exercise 10.3.1. Give a more general formulation of Theorem 4.21 that includes both that theorem and Lemma 10.2, and check whether the method of proof of Theorem 4.21 also applies to the generalization.

Exercise 10.3.2. Find the eigenfunctions of the transformation $S: X \rightarrow X$ (assuming ergodicity).

### 10.4 Second Proof of Theorem 10.1

In this section we give an independent proof* of the difficult direction in Theorem 10.1. We assume again that $1, \alpha, \beta$ are linearly independent over $\mathbb{Q}$, and that $\mu$ is some $S$-invariant ergodic probability measure on $X$. We will conclude by showing that $\mu=m_{X}{ }^{(91)}$.

### 10.4.1 A Commutative Lemma; The Set $K$

Lemma 10.3. Let $S: X \rightarrow X$ be a continuous map on a compact metric space equipped with an $S$-invariant and ergodic Borel probability measure $\mu$, and let $R: X \rightarrow X$ be another continuous map that commutes with $S$. If there exists a point $x \in X$ that is $\mu$-generic with respect to $S$ such that $R(x)$ is also $\mu$-generic, then $R$ preserves $\mu$.

Proof. The proof proceeds quite directly from the definitions. Let $f \in C(X)$; it is enough to show that

$$
\int f \mathrm{~d} R_{*} \mu=\int f \circ R \mathrm{~d} \mu=\int f \mathrm{~d} \mu
$$

Notice that by continuity of $R$, we also have $f \circ R \in C(X)$. Since $x$ is generic with respect to $\mu$ and $S$, we have

$$
\begin{aligned}
\int f \circ R \mathrm{~d} \mu & =\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} f\left(R S^{n} x\right) \quad(\text { since } f \circ R \in C(X)) \\
& =\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} f\left(S^{n} R x\right) \quad(\text { since } R S=S R) \\
& =\int f \mathrm{~d} \mu \quad \text { (since } R x \text { is generic) }
\end{aligned}
$$

which proves the lemma.

[^36]Clearly in the setting of Theorem 10.1 we may use Lemma 10.3 with the map $R(x)=x c$ for any $c \in C$, since $C$ is the center of $G$. However, as we don't know anything about $\mu$ initially, we do not know whether the assumption regarding the existence of generic points $x, x c$ can be satisfied. We will construct many such tuples below by a limiting argument; in order to ensure that the limit points are indeed generic points we restrict ourselves in part of the argument to a compact subset consisting entirely of generic points. Recall that $\mu$ is ergodic for $S$, so by Corollary 4.20 the set $X^{\prime}$ of $\mu$ generic points for $S$ has full $\mu$-measure, and therefore there exists a compact set $K \subseteq X^{\prime}$ with $\mu(K)>0.99$ say.

### 10.4.2 Studying Divergence; The Set $X_{1}$

Let $x, x^{\prime} \in X$ be two nearby points. Then there is some $g \in G$ close to the identity with $x^{\prime}=x g$; we refer to this $g$ as the displacement between $x$ and $x^{\prime}$. We now analyze how $x$ and $x^{\prime}$ move apart under iterates of $S$ (if they do), in terms of $g=\left(\begin{array}{ccc}1 & a & c \\ 1 & b \\ & 1\end{array}\right)$. This is quite straightforward: Replacing the pair $x, x^{\prime}$ by $S x=x \tau, S x^{\prime}=x^{\prime} \tau$ replaces the displacement $g$ by $\tau^{-1} g \tau$ since

$$
(x \tau)\left(\tau^{-1} g \tau\right)=x g \tau=x^{\prime} \tau
$$

This can be iterated so that

$$
S^{n} x^{\prime}=\left(S^{n} x\right)\left(\tau^{-n} g \tau^{n}\right),
$$

but (as we will see) for large $n$ the element $\tau^{-n} g \tau^{n}$ may become large, and so may not represent the shortest displacement between $S^{n} x$ and $S^{n} x^{\prime}$. We calculate

$$
\begin{align*}
g_{n}=\tau^{-n} g \tau^{n} & =\left(\begin{array}{c}
1-n \alpha\binom{n+1}{2} \alpha \beta-n \delta \\
1 \\
-n \beta \\
1
\end{array}\right)\left(\begin{array}{cc}
1 & a \\
1 & c \\
1 & b \\
1
\end{array}\right)\left(\begin{array}{cc}
1 n \alpha\binom{n}{2}+n \delta \\
1 & n \beta \\
& 1
\end{array}\right) \\
& =\left(\begin{array}{cc}
1 a c+n(a \beta-b \alpha) \\
1 & b \\
1
\end{array}\right) \tag{10.4}
\end{align*}
$$

for $n \geqslant 1$, and see that there are two possibilities. Either $(a \beta-b \alpha)=0$, in which case the two points have parallel orbits (that is, the displacement between the points $g_{n}=g$ is constant), or $(a \beta-b \alpha) \neq 0$, and the two points drift apart at linear speed and in the direction of $C$, as illustrated in Fig. 10.1.


Fig. 10.1 Linear growth in displacement in the Heisenberg group

Assume that we are in the latter situation, and that $g$ is very close to the identity. Then we can choose $n$ so that $g_{n}$ is close to

$$
\left(\begin{array}{rrr}
1 & 0 & t \\
& 1 & 0 \\
& & 1
\end{array}\right) \in C
$$

for some fixed $t \in \mathbb{R}$. If the original pair of points $x, x^{\prime}$ are generic, then so are $S^{n} x, S^{n} x^{\prime}$ (this is easy to check), and these two points differ approximately by the fixed element in $C$. If we could take the limit of the tuple of points $S^{n} x, S^{n} x^{\prime}$ along a sequence which constantly improves the strength of the statement that they differ approximately by

$$
\left(\begin{array}{rrr}
1 & 0 & t \\
& 1 & 0 \\
& & 1
\end{array}\right)
$$

and ensures that the points remain generic points, then Lemma 10.3 could be applied. However, we can only do this if $S^{n} x, S^{n} x^{\prime}$ lie in $K$, since in general the set of generic points is not closed*. This in turn restricts the possible values of $n$ we may use. Happily the maximal ergodic theorem (Theorem 2.24; also see Example 2.25) applied to the set $B=X \backslash K$ shows that the set

$$
\begin{equation*}
X_{1}=\left\{x \in X \left\lvert\, \frac{1}{N} \sum_{n=0}^{N-1} \chi_{K}\left(S^{n} x\right) \geqslant 0.9\right. \text { for all } N\right\} \tag{10.5}
\end{equation*}
$$

has $\mu\left(X_{1}\right)>0.9$. Thus if we choose our initial points $x, x^{\prime}$ both from $X_{1}$, then the restriction mentioned above is a mild one: Regardless of the value of $N$, for most (at least $80 \%$ ) of the integers $n \in[0, N-1]$ both $S^{n} x$ and $S^{n} x^{\prime}$ lie in $K$.

[^37]
### 10.4.3 Combining Linear Divergence and the Maximal Ergodic Theorem

After the motivational discussion above we are now ready to start the formal argument.
Second proof of Theorem 10.1. From the discussion above, we will need the following ingredients:

- the compact set $K$ of generic points with $\mu(K)>0.99$.
- the calculation of the displacement $g_{n}$ between $S^{n} x$ and $S^{n} x^{\prime}$ from (10.4); and
- the set $X_{1}$ defined in (10.5).

Suppose for now that we can find, for any $\varepsilon_{\ell}=\frac{1}{\ell}>0$ two points $x_{\ell}, x_{\ell}^{\prime} \in X_{1}$, with displacement

$$
g^{(\ell)}=\left(\begin{array}{ccc}
1 & a_{\ell} & c_{\ell} \\
& 1 & b_{\ell} \\
& & 1
\end{array}\right)
$$

satisfying $\left|a_{\ell}\right|,\left|b_{\ell}\right|,\left|c_{\ell}\right|<\frac{1}{\ell}$ and $a_{\ell} \beta-b_{\ell} \alpha \neq 0$. Fix $t>0$, and define

$$
N_{\ell}=\left\lfloor\frac{t}{\left|a_{\ell} \beta-b_{\ell} \alpha\right|}\right\rfloor .
$$

Then, as discussed above, for at least $80 \%$ of all $n_{\ell} \in\left[0, N_{\ell}-1\right]$ we have

$$
S^{n_{\ell}} x, S^{n_{\ell}} x^{\prime} \in K
$$

Choose some $n_{\ell} \in\left[\frac{N_{\ell}-1}{2}, N_{\ell}-1\right]$ with this property (notice that at least $30 \%$ of all $n \in\left[0, N_{\ell}\right]$ satisfy all three conditions); it follows that

$$
\frac{t}{3}<\left|a_{\ell} \beta-b_{\ell} \alpha\right| n_{\ell} \leqslant t
$$

for large enough $\ell$. Thus we may choose a sequence $\ell_{i} \rightarrow \infty$ for which

$$
\begin{aligned}
S^{n_{\ell_{i}}} x & \rightarrow z \in K \\
S^{n_{\ell_{i}}} x^{\prime} & \rightarrow z^{\prime} \in K
\end{aligned}
$$

and

$$
g_{n_{i}}^{\left(\ell_{i}\right)}=\tau^{-n_{\ell_{i}}} g^{\left(\ell_{i}\right)} \tau^{n_{\ell_{i}}} \rightarrow c=\left(\begin{array}{rrr}
1 & 0 & t^{\prime} \\
1 & 0 \\
& & 1
\end{array}\right)
$$

as $i \rightarrow \infty$, for some $t^{\prime}$ with $\left|t^{\prime}\right| \in\left[\frac{1}{3} t, t\right]$. By Lemma $10.3, \mu$ must be preserved by $c$. Since $t>0$ was arbitrary, it follows that $\mu$ is invariant under a dense
subgroup of $C$, and so $\mu$ must be invariant* under all of $C$ (or equivalently, under $C / \Gamma \cap C \cong \mathbb{T})$. As $\left(\phi_{X}\right)_{*} \mu$ is a $T$-invariant measure on $\mathbb{T}^{2}$ and $T$ is uniquely ergodic by the hypothesis on $1, \alpha, \beta$, we must have $\left(\phi_{X}\right)_{*} \mu=m_{\mathbb{T}^{2}}$. It follows that, for any $f \in C(X)$,

$$
\begin{aligned}
\int f \mathrm{~d} \mu & =\int_{\mathbb{T}} \int f(x c) \mathrm{d} \mu(x) \mathrm{d} m_{\mathbb{T}}(c) \\
& =\int \underbrace{\int f(x c) \mathrm{d} m_{\mathbb{T}}(c) \mathrm{d} \mu}_{\phi_{X}^{-1} \mathscr{B}_{\mathbb{T}^{2}} \text {-measurable }} \\
& =\iint f(x c) \mathrm{d} m_{\mathbb{T}}(c) \mathrm{d} m_{X} \quad\left(\text { since }\left(\phi_{X}\right)_{*} \mu=\left(\phi_{X}\right)_{*} m_{X}\right) \\
& =\int f \mathrm{~d} m_{X}
\end{aligned}
$$

so $\mu=m_{X}$ as desired. In order to reach this conclusion, we relied on the assumption that for any $\varepsilon_{\ell}$ we can find points $x_{\ell}, x_{\ell}^{\prime} \in X_{1}$ with special properties for this chosen small displacement. Below we will dispense with this assumption, thereby completing the proof.

Lemma 10.4. Fix $\ell \geqslant 1$. If $V$ is a sufficiently small neighborhood of $e \in G$ and $\left.z \in \operatorname{Supp} \mu\right|_{X_{1}}$, then for $\mu$-almost every $x \in z V \cap X_{1}$ there exists an $m \geqslant 1$ such that $x^{\prime}=S^{m} x \in z V \cap X_{1}$, and the displacement

$$
g=\left(\begin{array}{rrr}
1 & a & c \\
& 1 & b \\
& & 1
\end{array}\right)
$$

between $x$ and $x^{\prime}=x g$ satisfies $|a|,|b|,|c|<\frac{1}{\ell}$ and $a \beta-b \alpha \neq 0$.
Proof. The first claim regarding the existence of such an $m$ is just Poincaré recurrence (Theorem 2.11) since $\mu\left(z V \cap X_{1}\right)>0$ by assumption. Also, the displacement $g$ lies in $V^{-1} V$ (since we may choose $h, h^{\prime} \in V$ with $x=z h$ and $x^{\prime}=z h^{\prime}$, and then $x^{\prime}=x h^{-1} h^{\prime}$ ). If $V$ is sufficiently small this will guarantee that $|a|,|b|,|c|<\frac{1}{\ell}$. Now write $x=\Gamma h, x^{\prime}=S^{m} x=\Gamma h \tau^{m}=\Gamma h g$, which shows that $h \tau^{m}=\gamma h g$. Taking this modulo $C$ (that is, taking the image under $\phi_{G}$ ) gives

$$
(m \alpha, m \beta)=(a+i, b+j)
$$

for some $i, j \in \mathbb{Z}$. If $a \beta-b \alpha=\operatorname{det}\left(\begin{array}{ll}a & b \\ \alpha & \beta\end{array}\right)=0$ then there is some $s \in \mathbb{R}$ with $a=s \alpha$ and $b=s \beta$ and hence

[^38]$$
\frac{\alpha}{\beta}=\frac{(m-s) \alpha}{(m-s) \beta}=\frac{m \alpha-a}{m \beta-b}=\frac{i}{j} \in \mathbb{Q}
$$
contradicting the assumption that $1, \alpha, \beta$ are linearly independent over $\mathbb{Q}$. $\square$
This completes the second proof of Theorem 10.1.

### 10.5 A Non-ergodic Nilrotation

In this section we describe a case where the equivalent conditions of Theorem 10.1 fail. For simplicity, we only consider the case

$$
\tau=\left(\begin{array}{rrr}
1 & 0 & 0 \\
& 1 & \beta \\
& & 1
\end{array}\right)
$$

which gives the map $S$ the form

$$
S\left(\Gamma\left(\begin{array}{rrr}
1 & a & c \\
& 1 & b \\
& & 1
\end{array}\right)\right)=\Gamma\left(\begin{array}{rrr}
1 & a & c \\
& 1 & b \\
& & 1
\end{array}\right)\left(\begin{array}{rrr}
1 & 0 & 0 \\
& 1 & \beta \\
& & 1
\end{array}\right)=\Gamma\left(\begin{array}{cc}
1 & a c+a \beta \\
1 & b+\beta \\
& \\
&
\end{array}\right)
$$

More concretely, assume that $\left(\begin{array}{rrr}1 & a & c \\ 1 & b \\ 1 & 1\end{array}\right) \in F$, so $0 \leqslant a, b, c<1$. Then
is the coset representative in $F$ of the image of $\left(\begin{array}{ccc}1 & a & c \\ 1 & b \\ 1 & 1\end{array}\right)$ under $S$. This description shows that for any $a \in[0,1)$ the set

$$
X_{a}=\Gamma\left\{\left.\left(\begin{array}{rrr}
1 & a & c \\
& 1 & b \\
& & 1
\end{array}\right) \right\rvert\, b, c \in[0,1)\right\}
$$

is invariant under $S$, and that $S$ restricted to $X_{a}$ is the rotation map

$$
(b, c) \longmapsto(b+\beta, c+a \beta) \quad\left(\bmod \mathbb{Z}^{2}\right)
$$

on the torus $\mathbb{T}^{2}$. Depending on whether or not $1, \beta, a \beta$ are linearly independent over $\mathbb{Q}$, this restriction to $X_{a}$ may or may not be (uniquely) ergodic. To give this observation more structure, notice that

$$
X_{a}=\Gamma\left(\begin{array}{rrr}
1 & a & 0 \\
& 1 & 0 \\
& & 1
\end{array}\right) H
$$

is an orbit of the group

$$
H=\left\{\left.\left(\begin{array}{rrr}
1 & 0 & c \\
& 1 & b \\
& & 1
\end{array}\right) \right\rvert\, b, c \in \mathbb{R}\right\}
$$

These remarks make the following result straightforward to prove (see Exercise 10.5.1).

Proposition 10.5. Let $X=\Gamma \backslash G$, and let

$$
S: x \longmapsto x\left(\begin{array}{rrr}
1 & 0 & 0 \\
& \beta & \beta \\
& 1
\end{array}\right)
$$

for $x \in X$ be the rotation defined above, with $\beta$ irrational. Then for any $x$ the forward orbit $\overline{\left\{S^{n} x \mid n \geqslant 1\right\}}$ is $x L$ for some closed subgroup $L \subseteq H$ containing

$$
\left(\begin{array}{rrr}
1 & 0 & 0 \\
& 1 & \beta \\
& & 1
\end{array}\right)
$$

the map $S$ restricted to $x L$ is uniquely ergodic, and in particular the point $x$ is generic for the unique L-invariant probability measure on $x L$.

## Exercises for Sect. 10.5

Exercise 10.5.1. Prove Proposition 10.5.
Exercise 10.5.2. State and prove an analog of Proposition 10.5 for the map

$$
S: x \longmapsto x\left(\begin{array}{rrr}
1 & \frac{1}{2} & 0 \\
& 1 & \beta \\
& & 1
\end{array}\right)
$$

with $\beta$ irrational.

### 10.6 The General Nilrotation

In this section we discuss generalizations of the Heisenberg group and their corresponding nilsystems. The simplest generalization of the Heisenberg group to higher dimensions is the $(2 n+1)$-dimensional group

$$
H_{n}=\left\{\left.\left(\begin{array}{ccccc}
1 & x_{1} & x_{2} & \cdots & x_{n} \\
& 1 & 0 & \cdots & \\
& & 0 & y_{1} \\
& & \ddots & \ddots & \vdots \\
& & & & \vdots \\
& & & & 0 \\
& & y_{n-1} \\
& & & & \\
& & & & y_{n}
\end{array}\right) \right\rvert\, x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}, z \in \mathbb{R}\right\}
$$

The group $H_{n}$, which is also called a Heisenberg group, shares many properties with the group $G=H_{1}$ considered in Sect. 10.1. For example,

$$
C=\left[H_{n}, H_{n}\right]=C_{H_{n}}=\left\{\left.\left(\begin{array}{rrrrr}
1 & 0 & \cdots & 0 & z \\
& 1 & 0 & \cdots & 0 \\
& \ddots & \ddots & \vdots \\
& & 1 & 0 \\
& & & & 1
\end{array}\right) \right\rvert\, z \in \mathbb{R}\right\}
$$

is again the commutator subgroup and the center of $H_{n}$, and $H_{n}$ is still a 2 -step nilpotent group.

A different generalization of the Heisenberg group is the (full) upper triangular group

$$
U=\left\{\left.\left(\begin{array}{ccccc}
1 & a_{12} & \cdots & \cdots & a_{1 n} \\
& 1 & a_{23} & \cdots & a_{2 n} \\
& & \ddots & & \\
& & & 1 & a_{n-1, n} \\
& & & &
\end{array}\right) \right\rvert\, a_{i j} \in \mathbb{R} \text { for } j-i \geqslant 1\right\}
$$

The group $U$ is an $(n-1)$-step nilpotent group in the following sense. The lower central series or descending central series of any group $G$ is the sequence of subgroups

$$
G=G_{1} \triangleright G_{2} \triangleright \cdots \triangleright G_{n} \triangleright \cdots
$$

in which $G_{n+1}=\left[G_{n}, G\right]$, the subgroup of $G$ generated by all commutators $[v, u]$ with $v \in G_{n}$ and $u \in G$, and $G$ is a $k$-step nilpotent group if the lower central series of $G$ terminates in the trivial group in $k$ steps. For $U$, we find that

$$
\begin{aligned}
& U_{2}=[U, U]=\left\{e+\left(a_{i j}\right)_{i j} \mid a_{i j} \in \mathbb{R} \text { and } a_{i j}=0 \text { for } j-i<2\right\}, \\
& U_{3}=\left[U_{2}, U\right]=\left\{e+\left(a_{i j}\right)_{i j} \mid a_{i j} \in \mathbb{R} \text { and } a_{i j}=0 \text { for } j-i<3\right\},
\end{aligned}
$$

and so on, ending with $U_{(n-1)}=\{e\}$, showing that $U$ is an $(n-1)$-step nilpotent group.

Let

$$
\Gamma=\left\{u=e+\left(a_{i j}\right)_{i j} \mid a_{i j} \in \mathbb{Z} \text { but } a_{i j}=0 \text { for } j-i<1\right\}
$$

then $\Gamma$ is a lattice in $U$, and

$$
F=\left\{u=e+\left(a_{i j}\right)_{i j} \mid a_{i j} \in[0,1) \text { but } a_{i j}=0 \text { for } j-i<1\right\}
$$

is a fundamental domain for $\Gamma$ in $U$.
Now let $G$ be a $k$-step nilpotent closed linear group, with $\Gamma$ a lattice in $G$, and let $\tau \in G$. We can define the transformation $S x=x \tau$ for $x \in X=\Gamma \backslash G$, and the topological dynamical system $(X, S)$ is called a nilsystem. It turns out that the quotient map

$$
\phi_{G}: G \rightarrow G /[G, G]=G^{(\mathrm{ab})}
$$

from $G$ onto the abelianization $G^{(\mathrm{ab})}$ of $G$ sends $\Gamma$ into a lattice in the abelian group $G /[G, G]$, and $G^{(\mathrm{ab})}$ takes the form $\mathbb{R}^{k_{1}} \times \mathbb{Z}^{k_{2}}$ for some $k_{1}, k_{2} \in \mathbb{N}_{0}$. Hence it makes sense to ask whether the rotation map $T$ induced by $\phi_{G}(\tau)$ on $G^{(\mathrm{ab})} / \phi_{G}(\Gamma)=X^{(\mathrm{ab})}$ is ergodic, and this is characterized by Theorem 4.14.

The next two theorems are not needed later and will not be proved here ${ }^{(92)}$.
Theorem. In the notation above, the following are equivalent:

- $T$ is uniquely ergodic;
- $T$ is ergodic with respect to $m_{X^{(a b)}}$, the measure induced by Haar measure on $G^{(\mathrm{ab})}$;
- $S$ is uniquely ergodic; and
- $S$ is ergodic with respect to $m_{X}$, the measure induced by Haar measure on $G$.

Just as in Sect. 10.5, the non-ergodic case is also highly structured.
Theorem. In the notation above, let $x \in X=\Gamma \backslash G$. Then there is a closed subgroup $L \leqslant G$ such that the forward orbit closure

$$
\overline{\left\{S^{n} x \mid n \geqslant 1\right\}}=x L
$$

is the closed $L$-orbit of $x$, and $x$ is generic with respect to the $S$-ergodic $L$ invariant Haar measure $m_{x L}$ on the orbit $x L$.

## Exercises for Sect. 10.6

Exercise 10.6.1. Generalize Theorem 10.1 to the group $H_{n}$.
Exercise 10.6.2. Prove Theorem 10.1 for nilsystems on $\Gamma \backslash U$.

## Notes to Chap. 10

${ }^{(91)}$ (Page 336) The argument we present is a variation of the $H$-principle introduced by Ratner in a different context, see [299, 300]; see also a paper of Witte Morris [386].
${ }^{(92)}$ (Page 344) The first of these may be found in the monograph of Auslander, Green and Hahn [10] (which also contains several earlier results in this chapter). The second theorem follows from more general work of Ratner [305]. More recent results in this direction have been shown by Lesigne [226], Leibman [223, 224], and others.

## Chapter 11

## More Dynamics on Quotients of the Hyperbolic Plane

In addition to the geodesic flow, whose study we started in Chap. 9, we introduced the natural action of $\mathrm{PSL}_{2}(\mathbb{R})$ on $X=\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$. In this chapter we will study this natural action in more detail. We will show ergodicity ${ }^{(93)}$ of the horocycle flow, mixing of $\operatorname{PSL}_{2}(\mathbb{R})$, and go on to deduce from the mixing property of the geodesic flow an "almost unique ergodicity" property for the horocycle flow, which we will refer to as an instance of rigidity of invariant measures. Finally, we shall use this together with the ergodic decomposition to establish equidistribution for individual orbits of the horocycle flow.

In many ways the horocycle flow is complementary to the geodesic flow considered in Chap. 9. It has already featured in the proof of ergodicity for the geodesic flow, and this link between the two flows will become stronger in this chapter, where we will use them alternately to prove stronger and stronger statements about both flows. We will see that despite this close linkage, the two flows have fundamentally different dynamical behaviorsindeed they are in many senses opposite extremes. For instance, as discussed in Sect. 9.7, the geodesic flow has an abundance of invariant measures, while (as already mentioned) we will see that the horocycle flow exhibits rigidity of invariant measures.

In this chapter we will switch back and forth between a geometric and an algebraic point of view. For the latter we will consider the slightly more general setting of quotients of $\mathrm{SL}_{2}(\mathbb{R})$ instead of quotients of $\mathrm{PSL}_{2}(\mathbb{R})$.

### 11.1 Dirichlet Regions

In Chap. 9 we constructed a standard fundamental domain for the discrete group $\mathrm{PSL}_{2}(\mathbb{Z})$ in the group $\mathrm{PSL}_{2}(\mathbb{R})$, and used its geometry to understand the relationship between the geodesic flow and the Gauss map. Here we present a generalization ${ }^{(94)}$ of Proposition 9.18 which will give a description of the geometry of fundamental domains for other Fuchsian groups. This de-
scription will be needed later in the discussion of dynamics on more general quotients.

Definition 11.1. Let $Z$ be a locally compact metric space carrying an action of a countable group $\Gamma$ by homeomorphisms. The action is said to be properly discontinuous if for any compact set $P \subseteq Z$ the set $\{\gamma \in \Gamma \mid \gamma P \cap P \neq \varnothing\}$ is finite. A measurable set $F \subseteq Z$ is a fundamental domain if $|\Gamma z \cap F|=1$ for all $z \in Z$. An open set $F \subseteq Z$ is called an open fundamental domain for the action if
(1) if $g_{1} \neq g_{2}$ then $g_{1} F \cap g_{2} F=\varnothing$, and
(2) $\bigcup_{g \in G} g \bar{F}=Z$.

Thus, for example, the interior of the set $F$ in Proposition 9.18 is an open fundamental domain* for the natural action of $\mathrm{PSL}_{2}(\mathbb{Z})$ on $\mathbb{H}$.

Recall from Definition 9.17 that a Fuchsian group is a discrete subgroup $\Gamma \subseteq \mathrm{PSL}_{2}(\mathbb{R})$. Write d for the hyperbolic metric as in Sect. 9.1.

Lemma 11.2. An infinite subgroup $\Gamma \subseteq \mathrm{PSL}_{2}(\mathbb{R})$ is a Fuchsian group if and only if its action on $\mathbb{H}$ is properly discontinuous.

Proof. If $\Gamma$ is not discrete then we may choose a sequence of elements $\left(g_{n}\right)$ with $g_{n} \neq e$ for all $n \geqslant 1$ and $g_{n} \rightarrow e$ as $n \rightarrow \infty$. If $P$ is a compact set containing an open set, then $g_{n} P \cap P \neq \varnothing$ for all large $n$, showing that the action of $\Gamma$ is not properly discontinuous.

Conversely, assume that $\Gamma$ is discrete. Then $\{g \in \Gamma \mid g P \cap P \neq \varnothing\}$ will be finite for any compact $P$ if the set $B=\left\{g \in \mathrm{SL}_{2}(\mathbb{R}) \mid g P \cap P \neq \varnothing\right\}$ is compact. (This follows easily from Exercise 9.2.2, but we give a concrete argument here which effectively solves it.) Since the set $P$ is compact, $B$ is certainly closed, so it is enough to show that $B$ is a bounded set in $\mathrm{SL}_{2}(\mathbb{R})$ when viewed as a subset of $\mathbb{R}^{4}$.

By compactness, there are constants $R, \varepsilon>0$ such that every $w \in P$ has $|w| \leqslant R$ and $\Im(w) \geqslant \varepsilon$. It follows that if $g=\left(\begin{array}{ccc}a & b \\ c & d\end{array}\right) \in B$ (and so $g z \in P$ for some $z \in P$ ), then $\left|\frac{a z+b}{c z+d}\right| \leqslant R$ and $\Im\left(\frac{a z+b}{c z+d}\right)=\frac{\Im(z)}{|c z+d|^{2}} \geqslant \varepsilon$ by (9.15). Thus

$$
|c z+d|^{2} \leqslant \frac{1}{\varepsilon} \Im(z) \leqslant \frac{R}{\varepsilon}
$$

and

$$
|a z+b|^{2} \leqslant R^{2}|c z+d|^{2} \leqslant \frac{R^{3}}{\varepsilon}
$$

Since $z$ belongs to some fixed compact subset of $\mathbb{H}$, this readily implies that the coefficients in the matrices of $B$ lie in a bounded subset of $\mathbb{R}^{4}$.

[^39]Definition 11.3. Let $\Gamma$ be an infinite Fuchsian group, and let $p \in \mathbb{H}$ be a point not fixed by any element of $\Gamma$ other than the identity. Then the set

$$
D=D(p)=\{z \in \mathbb{H} \mid \mathrm{d}(z, p)<\mathrm{d}(z, \gamma p) \text { for all } \gamma \in \Gamma \backslash\{e\}\}
$$

is called a Dirichlet region for $\Gamma$.
Notice that Dirichlet regions always exist; since a Fuchsian group is countable and any non-trivial element can only fix at most two points in $\mathbb{C}$ (indeed, at most one in $\mathbb{H}$ ), there must be points in $\mathbb{H}$ not fixed by any non-identity element. Moreover, a Dirichlet region is the intersection of the hyperbolic half planes

$$
\{z \in \mathbb{H} \mid \mathrm{d}(z, p)<\mathrm{d}(z, \gamma p)\}
$$

for each $\gamma \in \Gamma \backslash\{e\}$ (see Lemma 11.4 for a justification of the terminology).
Lemma 11.4. For any $\gamma \in \operatorname{PSL}_{2}(\mathbb{R})$ the open set

$$
D_{\gamma}=\{z \in \mathbb{H} \mid \mathrm{d}(z, p)<\mathrm{d}(z, \gamma p)\}
$$

is the connected component of $\mathbb{H} \backslash L_{\gamma}$ containing $p$, where $L_{\gamma}$ is the geodesic in $\mathbb{H}$ defined by the equation

$$
\mathrm{d}(z, p)=\mathrm{d}(z, \gamma p)
$$

It follows that a Dirichlet region is connected and convex in the sense that the hyperbolic geodesic path joining any two points in $D$ lies entirely inside $D$.

Proof. To see that $L_{\gamma}$ is a geodesic and the description of $D_{\gamma}$ is valid, notice that both depend only on the points $p$ and $\gamma p$. We may apply an isometry $g \in \mathrm{PSL}_{2}(\mathbb{R})$ to map those two points to $-r+\mathrm{i}$ and $r+\mathrm{i}$ respectively; choosing $r$ suitably we can ensure that $\mathrm{d}(-r+\mathrm{i}, r+\mathrm{i})=\mathrm{d}(p, \gamma p)$, and then the existence of $g$ follows from Proposition 9.4. However, the set of points in $\mathbb{H}$ equidistant from the points $-r+\mathrm{i}$ and $r+\mathrm{i}$ is precisely the upper half of the $y$-axis. Clearly, $D_{\gamma}$ is convex (which is again easily seen in the case $p=-r+\mathrm{i}$ and $\gamma p=r+\mathrm{i}$ ) and the intersection of convex sets is again convex. Therefore $D$ is convex as claimed.

Lemma 11.5. Any Dirichlet region for an infinite Fuchsian group $\Gamma$ is an open fundamental domain for the action of $\Gamma$ on $\mathbb{H}$. The boundary of a Dirichlet region is made up of geodesic segments contained in geodesics defined by

$$
L_{\gamma}=\{z \in \mathbb{H} \mid \mathrm{d}(z, p)=\mathrm{d}(z, \gamma p)\}
$$

for $\gamma \in \Gamma \backslash\{e\}$.
Proof. Let $D=D(p)$ be a Dirichlet region. Since the action of $\Gamma$ is properly discontinuous by Lemma 11.2, we have that for any $z \in \mathbb{H}$ there are only finitely many $\gamma \in \Gamma$ with

$$
\mathrm{d}(\gamma z, p) \leqslant \mathrm{d}(z, p)+1
$$

say $\gamma_{1}, \ldots, \gamma_{n}$. Note that for $z^{\prime} \in B_{1 / 2}(z)$, this list of elements will include those $\gamma \in \Gamma$ for which $\mathrm{d}\left(\gamma z^{\prime}, p\right) \leqslant \mathrm{d}\left(z^{\prime}, p\right)$. In particular, there is some $w \in \Gamma z$ with

$$
\mathrm{d}(w, p) \leqslant \mathrm{d}(\gamma z, p)=\mathrm{d}\left(z, \gamma^{-1} p\right)
$$

for all $\gamma \in \Gamma$. Without loss of generality, assume that $z=w$. If $z \in D$ then a point $z^{\prime}$ close to $z$ belongs to $D_{\gamma_{1}} \cap \cdots \cap D_{\gamma_{n}}$ by Lemma 11.4 , so that $z^{\prime} \in D$ and hence $D$ is open. If $z \notin D$ then $z$ belongs to some of the boundaries of the sets $D_{\gamma_{1}}, \ldots, D_{\gamma_{n}}$-assume that

$$
z \in L_{\gamma_{1}} \cap \cdots \cap L_{\gamma_{m}} \cap D_{\gamma_{m+1}} \cap \cdots \cap D_{\gamma_{n}}
$$

Then by Lemma 11.4 the geodesic path $\phi$ joining $z$ to $p$ will have $\phi(0)=z \notin D$ but $\phi(t) \in D$ for $t \in(0,1]$, so $z \in \bar{D}$.

To see property (1) of Definition 11.1, assume that points $z$ and $w$ in $D$ have $z=\gamma w$ for some $\gamma \in \Gamma \backslash\{e\}$. Then

$$
\mathrm{d}(w, p)<\mathrm{d}\left(w, \gamma^{-1} p\right)=\mathrm{d}(z, p)
$$

and

$$
\mathrm{d}(z, p)<\mathrm{d}(z, \gamma p)=\mathrm{d}(w, p)
$$

which is a contradiction.
As before, we write

$$
\overline{\mathbb{H}}=\mathbb{H} \cup \partial \mathbb{H}
$$

for the union of $\mathbb{H}$ with its boundary $\partial \mathbb{H}=\mathbb{R} \cup\{\infty\}$.
Let $D$ be a subset of $\mathbb{H}$. We will also sometimes write $\partial^{\overline{\mathbb{H}}} D$ and $\bar{D}^{\overline{\mathbb{H}}}$ for boundaries and closures taken in the set $\overline{\mathbb{H}}$. Given a finite set of points in $\overline{\mathbb{H}}$, we can define a convex polygon by successively taking points on geodesic paths connecting two vertices or points obtained earlier. The smallest set of points that can be used to define a given polygon is the set of vertices. Alternatively, given a unit-speed parametrization of a subset of $\partial D$, we will refer to the points where the parametrization is not locally along a geodesic as vertices of $D$. Moreover, any point of $\bar{D} \overline{\bar{H}} \cap \partial \mathbb{H}$ will be called a vertex also.

Lemma 11.6. The boundary of a Dirichlet region $\partial D$ is the union of at most countably many connected components. Each connected component of $\partial D$ is the image of a piecewise geodesic path $\phi: \mathbb{R} \rightarrow \mathbb{H}$. Either $D$ is a convex polygon and this path periodically traverses $\partial D$, or any such path connects two (not necessarily distinct) points of (vertices of $D$ in) $\partial \mathbb{H}$.

Proof. Fix some $R>1$ and write $B_{R}$ for the hyperbolic ball of radius $R$ around $p$, the chosen point defining $D$. Then we may find finitely many elements $\gamma_{0}=I, \gamma_{1}, \ldots, \gamma_{n} \in \Gamma$ such that if $z \in B_{R}$ and $\gamma(z) \in B_{R}$ for
some $\gamma \in \Gamma$ then $\gamma=\gamma_{i}$ for some $i, 0 \leqslant i \leqslant n$ (since the action of $\Gamma$ is properly discontinuous). This implies that

$$
D \cap B_{R}=\bigcap_{i=1}^{n} D_{\gamma_{i}} \cap B_{R}
$$

and

$$
(\partial D) \cap B_{R}=\left(\partial \bigcap_{i=1}^{n} D_{\gamma_{i}}\right) \cap B_{R} .
$$

It follows by induction on $n$ that $\partial \bigcap_{i=1}^{n} D_{\gamma_{i}}$ can be described as in the lemma. If for some $R>0$ we have $D \subseteq B_{R}$ then $D=\bigcap_{i=1}^{n} D_{\gamma_{i}}$ is a convex polygon.

If not, then letting $R \rightarrow \infty$ (increasing $n$ as needed) we see that for every $R$ the boundary $(\partial D) \cap B_{R}$ is as claimed. Notice that as $R$ increases, the number of connected components of $(\partial D) \cap B_{R}$ can increase (when a new $D_{\gamma_{i}}$ is needed to describe $D \cap B_{R}$ and its boundary does not connect to the previous boundary pieces) or decrease (when the boundary pieces contained in some $L_{\gamma_{i}}$ and some $L_{\gamma_{j}}$ connect).

Fix some $z \in \partial D$ and let $\phi_{R}$ be a piecewise geodesic parametrization of the boundary component of $\bigcap_{i=1}^{n} D_{\gamma_{i}}$ normalized to have $\phi_{R}(0)=z$. As $R \rightarrow \infty$ the paths $\phi_{R}$ converge to some path $\phi$-indeed for fixed $t, \phi_{R}(t)=\phi(t)$ when $R$ is sufficiently large. After applying some isometry we may assume without loss of generality that $z=\mathrm{i}$, part of the boundary of $D$ is a segment in the imaginary axis, and $D \subseteq\{z \mid \Re(z)>0\}$ (see Fig. 11.1). Then it follows that $\Re(\phi(t))$ is eventually monotone, both for $t \rightarrow \infty$ and for $t \rightarrow-\infty$. Therefore, the limits $\lim _{t \rightarrow \infty} \phi(t)$ and $\lim _{t \rightarrow-\infty} \phi(t)$ taken in $\overline{\mathbb{H}}$ exist and belong to $\partial \mathbb{H}$.


Fig. 11.1 A possible (and representative) scenario in the proof of Lemma 11.6

As mentioned above, the sides of a Dirichlet region are segments of geodesics. A much less obvious result is that a Dirichlet region for a lattice in $\mathrm{PSL}_{2}(\mathbb{R})$ is in fact a hyperbolic polygon.

Theorem 11.7. A Dirichlet region for a lattice in $\mathrm{PSL}_{2}(\mathbb{R})$ has finitely many sides. That is, it is a convex hyperbolic polygon.

Before proving this result, we show how the hyperbolic area form from Lemma 9.16 gives a simple classical formula for the hyperbolic area of a polygon (a region bounded by finitely many geodesics).

Proposition 11.8. [Gauss-Bonnet formula] Let $P$ be a hyperbolic $n$ sided convex polygon in $\mathbb{H}$ with $n \geqslant 3$ vertices in $\overline{\mathbb{H}}$, with angles $\alpha_{1}, \ldots, \alpha_{n}$ at the $n$ vertices. Then the hyperbolic area of $P$ is

$$
(n-2) \pi-\left(\alpha_{1}+\cdots+\alpha_{n}\right)
$$

Here we measure angles between geodesics intersecting in $\mathbb{H}$ using the inner product at the intersection point; equivalently this is the angle in $\mathbb{C}$ between the circles (one of which might be a line) at the intersection point. For a vertex in $\partial \mathbb{H}$ we set the angle to be zero since the circles are tangential there.
Proof of Proposition 11.8. Assume for the purposes of an induction that the formula holds for all polygons with no more than $(n-1)$ sides, and let $P$ be a polygon with $n$ sides as in the statement of the lemma. By cutting off one triangle $T$ (see Fig. 11.2) to leave an $(n-1)$-gon $Q$ we see that

$$
\begin{aligned}
\operatorname{Area}(P)= & \operatorname{Area}(Q)+\operatorname{Area}(T) \\
= & (n-3) \pi-\left(\alpha_{1}+\cdots+\alpha_{n-3}+\left(\alpha_{n-2}-\beta_{2}\right)+\left(\alpha_{n-1}-\beta_{1}\right)\right) \\
& \quad+\pi-\left(\beta_{1}+\beta_{2}+\alpha_{n}\right) \\
= & (n-2) \pi-\left(\alpha_{1}+\cdots+\alpha_{n}\right)
\end{aligned}
$$

showing that the result reduces to the case of a triangle.


Fig. 11.2 Decomposing a hyperbolic $n$-gon into a triangle and an $(n-1)$-gon

It is therefore enough to show that the formula holds when $n=3$, so let $T$ be a triangle with angles $\alpha_{1}, \alpha_{2}, \alpha_{3}$. If $T$ has a vertex $z_{1}$ at infinity (this means the corresponding angle is zero), then we may apply a suitable
transformation from $\operatorname{PSL}_{2}(\mathbb{R})$ to place the other two vertices on the unit circle (Lemma 9.16 shows that such a transformation preserves area) obtaining the triangle shown in Fig. 11.3. Then

$$
\operatorname{Area}(T)=\int_{\cos \left(\pi-\alpha_{2}\right)}^{\cos \left(\alpha_{3}\right)}\left(\int_{\sqrt{1-x^{2}}}^{\infty} \frac{\mathrm{d} y}{y^{2}}\right) \mathrm{d} x=\pi-\left(\alpha_{2}+\alpha_{3}\right)
$$



Fig. 11.3 A hyperbolic triangle with one vertex at infinity

Now assume that all three vertices lie in $\mathbb{H}$ and assume without loss of generality that $z_{1}$ and $z_{2}$ do not have the same real part. Continue the geodesic through $z_{1}$ and $z_{2}$ to meet the real axis at $w$ (a point at infinity), as shown in Fig. 11.4. Then the triangle $z_{1} z_{3} w$ has interior angles $\pi-\alpha_{1}, \beta, 0$ while the triangle $z_{2} z_{3} w$ has interior angles $\alpha_{2}, \alpha_{3}+\beta, 0$.

Thus

$$
\begin{aligned}
\operatorname{Area}\left(z_{1} z_{2} z_{3}\right) & =\operatorname{Area}\left(z_{2} z_{3} w\right)-\operatorname{Area}\left(z_{1} z_{3} w\right) \\
& =\pi-\left(\alpha_{2}+\alpha_{3}+\beta\right)-\left(\pi-\left(\pi-\alpha_{1}+\beta\right)\right) \\
& =\pi-\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right)
\end{aligned}
$$

showing the formula holds for a triangle.
Proof of Theorem 11.7. Recall that the Haar measure on $\mathrm{PSL}_{2}(\mathbb{R})$ is (under the isomorphism to $\mathrm{T}^{1} \mathbb{H}$ ) given by

$$
\mathrm{d} m=\frac{1}{y^{2}} \mathrm{~d} x \mathrm{~d} y \mathrm{~d} \theta
$$



Fig. 11.4 A hyperbolic triangle with all vertices in $\mathbb{H}$
where $\theta \in[0,2 \pi)$ corresponds to the angle of the unit vector, and

$$
\mathrm{d} A=\frac{1}{y^{2}} \mathrm{~d} x \mathrm{~d} y
$$

is the hyperbolic area form (see Lemma 9.16 and Proposition 9.19). This shows that a Dirichlet region $D=D(p)$ (which is a fundamental domain by Lemma 11.5) for a lattice $\Gamma$ must have finite hyperbolic area.

Recall that the interior angle of a vertex at infinity is zero. We claim that the Gauss-Bonnet formula (Proposition 11.8) shows that the number of vertices at infinity cannot exceed $\frac{1}{\pi} \operatorname{Area}(D)+2$, and in particular is finite. For if we had more points on the closure of $D$ (taken in $\overline{\mathbb{H}}$ ) that lie on $\partial \mathbb{H}$ we could take such points $z_{1}, \ldots, z_{n}$ with $n>\frac{1}{\pi} \operatorname{Area}(D)+2$ and consider the convex polygon $P$ generated by them. By the Gauss-Bonnet formula we have $\operatorname{Area}(P)=(n-2) \pi>\operatorname{Area}(D)$. To obtain a contradiction, approximate each $z_{i}$ by some $w_{i} \in D$, so that the resulting polygon $Q$ generated by the $w_{i}$ will satisfy $Q \subseteq D$ by convexity of $D$ and have Area $(Q)>\operatorname{Area}(D)$, which is impossible. Below we will ignore the boundaries for arguments like this one, and simply say that $P$ is essentially contained in $D$.

We proceed by again using the Gauss-Bonnet formula to describe the boundary $\partial D$ of $D$ that is contained in $\mathbb{H}$. For example, it follows that the boundary of $D$ lying in $\mathbb{H}$ can only have finitely many connected components. Let $C$ be one of the finitely many connected components of $\partial D$. Pick an arbitrary point in $C$ and a direction. Let $x_{1}, x_{2}, \ldots$ be the vertices in $C$ along that chosen direction, and let $\omega_{1}, \omega_{2}, \ldots$ be the corresponding internal angles. Of course we would like to show that there can be only finitely many vertices. As a first step towards this, we claim that all but finitely many of the angles must be close to $\pi$. That is, $\partial D$ is almost straight at most of its vertices.

Write $T_{k}$ for the triangle with vertices $x_{k}, x_{k+1}, p$ and write $\alpha_{k}, \beta_{k}, \varepsilon_{k}$ for the respective internal angles as shown in Fig. 11.5. Thus $\omega_{k}=\beta_{k-1}+\alpha_{k}$


Fig. 11.5 A connected component $C$ of $\partial(D)$
for $1 \leqslant k$. Since $D$ is convex, for any $n$ the triangles $T_{1}, \ldots, T_{n-1}$ all lie essentially in $D$ and are essentially disjoint, so

$$
\begin{aligned}
\sum_{k=1}^{n-1} \operatorname{Area}\left(T_{k}\right) & =\sum_{k=1}^{n-1} \pi-\left(\alpha_{k}+\beta_{k}+\varepsilon_{k}\right) \\
& =\pi-\alpha_{1}-\beta_{n-1}+\sum_{k=2}^{n-1}\left(\pi-\omega_{k}\right)-\sum_{k=1}^{n-1} \varepsilon_{k} \\
& \leqslant \operatorname{Area}(D)<\infty
\end{aligned}
$$

Now the angles $\varepsilon_{k}$ are those for disjoint arcs at $p$, and so $\sum_{k=1}^{n-1} \varepsilon_{k} \leqslant 2 \pi$. Therefore

$$
\sum_{k=1}^{n-1}\left(\pi-\omega_{k}\right) \leqslant \alpha_{1}+\beta_{n-1}+\pi+\operatorname{Area}(D)
$$

is uniformly bounded. This establishes our claim. In particular, it follows that we can only have

$$
\left(\pi-\omega_{k}\right)>\frac{\pi}{4}
$$

for finitely many $k$, so

$$
\begin{equation*}
\left|\left\{k \left\lvert\, \omega_{k} \leqslant \frac{3 \pi}{4}\right.\right\}\right|<\infty \tag{11.1}
\end{equation*}
$$

Since we have already established that there are only finitely many connected components of $\partial D$ this holds across all vertices of $\partial D$. We will now use this claim twice to establish that there are only finitely many vertices.

We show next that any vertex of $D$ has only finitely many other vertices of $D$ in its $\Gamma$-orbit. Choose a vertex $x_{k}$ of $D$ in $\mathbb{H}$, let $\gamma_{1} x_{k}=x_{k}, \gamma_{2} x_{k}, \ldots$ (with $\gamma_{1}=I, \gamma_{i} \in \Gamma$, and $\gamma_{i} x_{k} \neq \gamma_{j} x_{k}$ for $i \neq j$ ) be the vertices of $D$ that lie on the orbit of $x_{k}$ under the action of $\Gamma$, and let the internal angles of $D$ at these vertices be $\delta_{1}, \delta_{2}, \ldots$

For any $j \geqslant 1, x_{k}$ is a vertex of $\gamma_{j}^{-1} D$ with internal angle $\delta_{j}$. The sets

$$
D=\gamma_{1}^{-1} D, \gamma_{2}^{-1} D, \ldots
$$

are pairwise disjoint since the Dirichlet region $D$ is an open fundamental domain by Lemma 11.5. Hence

$$
\begin{equation*}
\delta_{1}+\delta_{2}+\cdots \leqslant 2 \pi \tag{11.2}
\end{equation*}
$$

It follows from (11.1) that the number of vertices

$$
x_{k}=\gamma_{1} x_{k}, \gamma_{2} x_{k}, \ldots, \gamma_{n} x_{k}
$$

on the $\Gamma$-orbit of $x_{k}$ must be finite.
We finish the proof by showing that every class of these finite subsets of orbits described above has to contain at least one vertex whose internal angle is smaller than $\frac{2 \pi}{3}<\frac{3 \pi}{4}$. Together with the bound (11.1) this then implies that there are only finitely many vertices of $D$.

To do this, choose again a vertex $x_{k}$, let $\gamma_{1}, \ldots, \gamma_{n}$ be as above, and let

$$
\Gamma_{k}=\left\{\gamma \in \Gamma \mid \gamma x_{k}=x_{k}\right\}
$$

be the stabilizer of $x_{k}$ in $\Gamma$. The group $\Gamma_{k}$ is conjugate to a discrete subgroup of the compact group $\operatorname{PSO}(2)$ and so must be finite. Using $\Gamma_{k}$ we now refine (11.2) as follows. The images of $D$ under the action of $\Gamma$ which have $x_{k}$ as a vertex are precisely those of the form $\gamma \gamma_{i}^{-1} D$ for all $\gamma \in \Gamma_{k}$ and $1 \leqslant i \leqslant n$. Since $D$ is a fundamental domain, these are all disjoint and together they essentially cover a neighborhood of $x_{k}$, so

$$
\left|\Gamma_{k}\right|\left(\delta_{1}+\cdots+\delta_{n}\right)=2 \pi
$$

Since $0<\delta_{j}<\pi$ for $1 \leqslant j \leqslant n$, we must have $n \geqslant 3$, and hence $\delta_{j} \leqslant \frac{2 \pi}{3}$ for some $j$. As explained above, this implies the desired statement.

The geometry of a Dirichlet region for a lattice detects whether or not the lattice is uniform.

Lemma 11.9. A lattice $\Gamma \subseteq \mathrm{PSL}_{2}(\mathbb{R})$ is uniform (that is, $\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$ is compact) if and only if every vertex of any Dirichlet region for $\Gamma$ lies in $\mathbb{H}$ (that is, has compact closure).

Proof. Let $D$ be a Dirichlet region for $\Gamma$. If the boundary of $D$ lies in $\mathbb{H}$, then the closure of $D$ is a compact subset of $\mathbb{H}$. The compact subset

$$
F=\left\{g \in \mathrm{PSL}_{2}(\mathbb{R}) \mid g(\mathrm{i}) \in \bar{D}\right\}
$$

then maps continuously onto $\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$, so $\Gamma$ is uniform.
Conversely, assume that $\Gamma$ is uniform. By Proposition 9.14 there is, for every $x \in X$, a neighborhood $B_{r}^{X}(x)$ which is the isometric image of the neighborhood $B_{r}^{G}(g)$, where $x=\Gamma g$. By compactness of $X=\Gamma \backslash \operatorname{PSL}_{2}(\mathbb{R})$ there is a finite subcover of the open cover defined by the set $B_{r=r(x)}^{X}(x)$, and
so there exists some bounded subset

$$
B \subseteq \mathrm{PSL}_{2}(\mathbb{R})
$$

which maps onto $X$. Let $p \in \mathbb{H}$ be not fixed by any non-trivial element of $\Gamma$, and let $D=D(p)$ be the Dirichlet region defined by $p$. Then for any $z \in \mathbb{H}$ there is some $g \in \mathrm{PSL}_{2}(\mathbb{R})$ with $g(p)=z$, some $\gamma \in \Gamma$ with $\gamma g \in B$, and hence $\gamma(z) \in B(p)$. By the argument in the proof of Lemma 11.2 (that is, the properness of the $\operatorname{PSL}_{2}(\mathbb{R})$-action on $\left.\mathbb{H}\right)$, the set $B(p) \subseteq \mathbb{H}$ has compact closure. It follows that the vertices of $D$ lie in $\mathbb{H}$.

Let $D$ be a Dirichlet domain for a lattice $\Gamma$ in $\operatorname{PSL}_{2}(\mathbb{R})$. Points of the closure of $D$ taken in $\overline{\mathbb{H}}$ that belong to $\partial \mathbb{H}$ (that is, those that are elements of $\left.\bar{D}^{\overline{\mathbb{H}}} \cap \partial \mathbb{H}\right)$ are called cusps. Thus, for example, if $\Gamma=\mathrm{PSL}_{2}(\mathbb{Z})$ then $\infty \in \partial \mathbb{H}$ is a cusp. More precisely, if there are several points in $\bar{D}^{\bar{H}} \cap \partial \mathbb{H}$ then we identify points on the same $\Gamma$-orbit (for the natural action of $\Gamma \subseteq \mathrm{PSL}_{2}(\mathbb{R})$ on $\partial \mathbb{H}=\overline{\mathbb{R}}$ ) cusps are then the equivalence classes. We will see an example where this distinction is important in the next section.

## Exercises for Sect. 11.1

Exercise 11.1.1. Show that a lattice in $\mathrm{PSL}_{2}(\mathbb{R})$ is finitely generated. Hint: Choose a Dirichlet region $D$ for the lattice, use Theorem 11.7 to show that there are only finitely many elements $\gamma$ with $\bar{D} \cap \gamma \bar{D} \neq \varnothing$, and finally show that these elements must generate the lattice.

Exercise 11.1.2. Show that the fundamental domain constructed in Sect. 9.4 for $\mathrm{PSL}_{2}(\mathbb{Z})$ in $\mathrm{PSL}_{2}(\mathbb{R})$ is a Dirichlet domain.

### 11.2 Examples of Lattices

In order to avoid the impression that $\mathrm{PSL}_{2}(\mathbb{Z})$ is the only interesting lattice in $\mathrm{PSL}_{2}(\mathbb{R})$, in this section we will discuss some other lattices.

Notice first that the canonical map $\mathrm{SL}_{2}(\mathbb{R}) \rightarrow \mathrm{PSL}_{2}(\mathbb{R})=\mathrm{SL}_{2}(\mathbb{R}) /\left\{ \pm I_{2}\right\}$ is two-to-one and the push-forward of the Haar measure on $\mathrm{SL}_{2}(\mathbb{R})$ under this map gives the Haar measure on $\mathrm{PSL}_{2}(\mathbb{R})$. As before, we may identify the Haar measure on $\operatorname{PSL}_{2}(\mathbb{R})$ with the measure $m$ described in Sect. 9.4.1 (which we use to normalize the measure on $\mathrm{SL}_{2}(\mathbb{R})$ ). It follows that we can determine whether a discrete subgroup of $\mathrm{SL}_{2}(\mathbb{R})$ is a lattice by analyzing a fundamental region for its action on $\mathbb{H}$. In particular, it follows that any
lattice in $\mathrm{PSL}_{2}(\mathbb{R})$ gives a lattice in $\mathrm{SL}_{2}(\mathbb{R})$ by taking the pre-image under the map $\mathrm{SL}_{2}(\mathbb{R}) \rightarrow \mathrm{PSL}_{2}(\mathbb{R})$.

### 11.2.1 Arithmetic and Congruence Lattices in $\mathrm{SL}_{2}(\mathbb{R})$

Notice that any discrete subgroup of $\mathrm{SL}_{2}(\mathbb{R})$ which contains a lattice is itself a lattice. Moreover, a finite-index subgroup $\Lambda$ of a lattice $\Gamma$ is also a lattice, since in this case the union of finitely many copies of a fundamental domain for $\Gamma$ will form a fundamental domain for $\Lambda$. A principal congruence lattice of $\mathrm{SL}_{2}(\mathbb{R})$ is a discrete subgroup of $\mathrm{SL}_{2}(\mathbb{R})$ of the form

$$
\Gamma(N)=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z}) \right\rvert\, a \equiv d \equiv 1, c \equiv b \equiv 0 \quad(\bmod N)\right\}
$$

for some $N \geqslant 1$. A congruence lattice is a lattice that contains a principal congruence lattice. A discrete subgroup $\Lambda$ with the property that $\Lambda \cap \mathrm{SL}_{2}(\mathbb{Z})$ has finite index in both $\Lambda$ and in $\mathrm{SL}_{2}(\mathbb{Z})$ is called an arithmetic lattice of $\mathrm{SL}_{2}(\mathbb{R})$ (equivalently, a lattice is called arithmetic if it has the property that $\Lambda \cap \mathrm{SL}_{2}(\mathbb{Z})$ is also a lattice).

We note that there are other arithmetic and congruence lattices that are not constructed from $\mathrm{SL}_{2}(\mathbb{Z})$ but from other types of integer lattices (see also Exercise 11.6.3).

Example 11.10. The subgroup $\Gamma(2)$ described above has index 6 in $\mathrm{SL}_{2}(\mathbb{Z})$ since $\mathrm{SL}_{2}(\mathbb{Z}) / \Gamma(2) \cong \mathrm{SL}_{2}\left(\mathbb{F}_{2}\right)$ has order 6 . The subgroup

$$
\Gamma_{0}(2)=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0 \quad(\bmod 2)\right\}
$$

is a congruence lattice of index 3 in $\mathrm{SL}_{2}(\mathbb{Z})$. The index may be seen by applying the orbit-stabilizer theorem to the natural linear action of $\mathrm{SL}_{2}(\mathbb{Z})$ on the vector space $\mathbb{F}_{2}^{2} ; \Gamma_{0}(2)$ is the stabilizer of $\binom{1}{0} \in \mathbb{F}_{2}^{2}$, which has an orbit of size 3 .

### 11.2.2 A Concrete Principal Congruence Lattice of $\mathrm{SL}_{2}(\mathbb{R})$

Let $D$ be the convex 4 -gon spanned by the points $-1,0,1, \infty \in \partial \mathbb{H}$ as in Fig. 11.6.

Lemma 11.11. The image of the lattice $\Gamma(2)$ (cf. Example 11.10) in $\mathrm{PSL}_{2}(\mathbb{R})$ is freely generated by $\left(\begin{array}{ll}1 & 2 \\ 0 & 1\end{array}\right)$ and $\left(\begin{array}{ll}1 & 0 \\ 2 & 1\end{array}\right)$, and $D$ (as in Fig. 11.6) is its Dirichlet domain for the point $p=\mathrm{i}$.


Fig. 11.6 The convex polygon $D$

The proof that $\Gamma(2) /\{ \pm I\}$ is a free group is based on a simple version of the so-called ping-pong lemma. Notice that the fact that $\Gamma(2)$ is a lattice with $D$ as its fundamental region in $\mathbb{H}$ can also be deduced from Proposition 9.18 by analyzing $\Gamma(2) \backslash \mathrm{SL}_{2}(\mathbb{R})$. We will give an independent proof here.

Proof of Lemma 11.11. We begin by analyzing the action of $A=\left(\begin{array}{ll}1 & 2 \\ 0 & 1\end{array}\right)$ and $B=\left(\begin{array}{cc}1 & 0 \\ 2 & 1\end{array}\right)$ on $\mathbb{H}$ with respect to the partition of $\mathbb{H}$ into $D$ and the four connected components of $\mathbb{H} \backslash D$, labeled as in Fig. 11.7.


Fig. 11.7 Connected components of $\mathbb{H} \backslash D$

A calculation shows that

$$
\begin{equation*}
A\left(\mathbb{H} \backslash F_{A^{-1} *}\right) \subseteq F_{A *}, \quad A^{-1}\left(\mathbb{H} \backslash F_{A *}\right) \subseteq F_{A^{-1} *} \tag{11.3}
\end{equation*}
$$

since the action of $A$ on $\mathbb{H}$ is given by $A(z)=z+2$. Similarly,

$$
\begin{equation*}
B\left(\mathbb{H} \backslash F_{B^{-1} *}\right) \subseteq F_{B *}, \quad B^{-1}\left(\mathbb{H} \backslash F_{B *}\right) \subseteq F_{B^{-1} *} \tag{11.4}
\end{equation*}
$$

This can be checked either by calculating the images of the geodesics (which may be done by finding the images of the end points of the geodesics in $\partial \mathbb{H}$ )
under $B$ and $B^{-1}$, or by conjugating with $\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$, thereby reducing (11.4) to the case of (11.3).

Now let $w=A^{i_{0}} B^{j_{1}} A^{i_{1}} B^{j_{2}} \cdots A^{i_{m}} B^{\ell}$ be any reduced word in the generators $A$ and $B$ of $\Gamma_{r, s}$. We claim that the image $w(D)$ of $D$ uniquely determines the exponents $i_{0}, j_{1}, i_{1}, j_{2}, \ldots, i_{m}, \ell \in \mathbb{Z}$, which implies that the group $\langle A, B\rangle$ is freely generated. To prove the claim it is sufficient to show that $w(D) \subseteq F_{A^{ \pm 1_{*}}}$ if and only if the reduced word begins on the left with a positive power of $A^{ \pm 1}$ respectively, and similarly for $B$. For words of length one (that is, for the generators $A, B$ and their inverses), this follows from (11.3) and (11.4). Using these equations again in an induction argument then proves the claim.

By the Gauss-Bonnet formula (Proposition 11.8) the four-gon $D$ has finite volume. We claim that $D$ is a Dirichlet domain in $\mathbb{H}$ for the action of $\langle A, B\rangle$. Note that the vertical line $x=-1$ (or $x=1$ ) coincides with the line $L_{\gamma}$ in Lemma 11.5 where $\gamma=A^{-1}$ (or $\gamma=A$ respectively) for the point $p=\mathrm{i}$. Similarly, one may check that the other two geodesic boundaries of $D$ are of the form $L_{\gamma}$ for suitable $\gamma$. It follows that $D$ is contained in the Dirichlet domain for $\langle A, B\rangle$ and $p=\mathrm{i}$. Moreover, the argument above shows that no two interior points of $D$ are images of one another under the action of $\langle A, B\rangle$, so $D$ is the Dirichlet region as required.

It remains to show that $A, B$ and $-I$ together generate $\Gamma(2)$. This may be seen by the following version of the Euclidean algorithm. Let

$$
\gamma=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \Gamma(2) .
$$

Notice that $a$ is odd, $c$ is even,

$$
\left(\begin{array}{ll}
1 & 2  \tag{11.5}\\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{cc}
a+2 c & b+2 d \\
c & d
\end{array}\right)
$$

and

$$
\left(\begin{array}{ll}
1 & 0  \tag{11.6}\\
2 & 1
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{cc}
a & b \\
c+2 a & d+2 b
\end{array}\right) .
$$

If $|a|>|c|$ then (11.5) can be used repeatedly to find $A^{n} \gamma=\left(\begin{array}{cc}a^{\prime} & b^{\prime} \\ c & d\end{array}\right)$ with $\left|a^{\prime}\right|<$ $|c|$. If $|c|>|a|$ then (11.6) can be used repeatedly to find $B^{n} \gamma=\left(\begin{array}{cc}a & b \\ c^{\prime} & d^{\prime}\end{array}\right)$ with $\left|c^{\prime}\right|<|a|$. Iterating these two cases shows that there is an element $C \in$ $\langle A, B\rangle$ such that $C \gamma=\left(\begin{array}{ll}a & b \\ 0 & d\end{array}\right)$ with $a= \pm 1$ and $b$ even. Clearly $d=a$, and so $C \gamma=A^{b / 2}(a I)$ as required.

### 11.2.3 Uniform Lattices

In this section we outline two constructions of uniform lattices in $\mathrm{PSL}_{2}(\mathbb{R})$.
Lemma 11.12. There is a uniform lattice in $\mathrm{PSL}_{2}(\mathbb{R})$.
In the proof a convex $n$-gon will be called regular if all of its interior angles are equal and all its sides have the same length.

Sketch proof of Lemma 11.12. First notice that there is a regular fourgon $D$ for which all of the internal angles are equal to $\frac{\pi}{3}$. To see this, draw two geodesics intersecting at i in a normal angle, and consider the four points on this pair of geodesics at distance $t$ from i. For small values of $t$, the area of the regular four-gon spanned by these points is small, and the internal angles are close to $\frac{\pi}{2}$ (these are equivalent statements by the Gauss-Bonnet formula (Proposition 11.8)). As $t \rightarrow \infty$ these angles converge to zero, so for some $t$ they must be equal to $\frac{\pi}{3}$ (it is clear that the angles vary continuously in $t$ ). In Fig. 11.8 this is visualized in the disc model ${ }^{(95)}$ of $\mathbb{H}$, which is obtained from $\mathbb{H}$ by applying an inversion with respect to a circle outside $\mathbb{H}$ but tangent to $\partial \mathbb{H}$ (for example, the map $\mathbb{H} \ni z \mapsto \frac{1}{z+\mathrm{i}} \in \mathbb{C}$ ).


Fig. 11.8 A regular polyhedron and a tiling in the ball model for $\mathbb{H}$

Now notice that 6 copies of $D$ that are isometric under the action of $\mathrm{PSL}_{2}(\mathbb{R})$ can be put together edge-to-edge to cover a neighborhood of one of their vertices. By iterating this, we obtain a tiling of $\mathbb{H}$ by tiles isometric to $D$. That is, we end up with countably many isometric images of $D$ with the property that any two of the images intersect either in one of the sides, or in one corner, or not at all. Notice that the same tiling can be constructed from any of the copies of $D$ in the tiling by placing new copies of $D$ edge-to-edge to already existing copies.

Now consider the group $\Gamma$ of all matrices in $\mathrm{PSL}_{2}(\mathbb{R})$ that map the tiling onto itself. It is clear that $\Gamma$ is discrete since the set of vertices of the copies
of $D$ in the tiling forms a discrete subset of $\mathbb{H}$ and must be mapped onto itself by $\Gamma$. Finally, any copy of $D$ in the tiling can be mapped to any other by some element of $\Gamma$. It follows that $D$ contains a fundamental region and so $\Gamma$ is a uniform lattice.

Another construction of co-compact lattices $\Gamma \subseteq \mathrm{SL}_{2}(\mathbb{R})$ comes from the uniformization theorem ${ }^{(96)}$ which states that any connected Riemannian surface is a quotient of $\mathbb{H}$ or of $\mathbb{C}$, or it has a bijective holomorphic map to the Riemann sphere $\overline{\mathbb{C}}$. Moreover, if the surface has genus two or more, it must be a quotient $\Gamma \backslash \mathbb{H}$. Thus it is enough to construct some Riemann surface of genus two, and one way to do this is illustrated in Fig. 11.9.


Fig. 11.9 A Riemann surface of genus two

The Riemann surface is constructed by gluing the big circles labeled $A$ together via the holomorphic inversion on the circle followed by the correct translation, and similarly for the smaller circles $B$ and $C$. Strictly speaking, the manifold is defined by two charts which are small neighborhoods of the regions between the big and small circles and the chart maps. This produces a surface that topologically can be viewed as the surface of a three-dimensional body in the shape of a figure eight.

Another arithmetic construction of uniform lattices in $\mathrm{SL}_{2}(\mathbb{R})$ will be discussed in Exercise 11.6.3.

## Exercises for Sect. 11.2

Exercise 11.2.1. Show rigorously that the tiling used in the sketch proof of Lemma 11.12 exists.

Exercise 11.2.2. Show that the Hecke triangle group $G_{n}$ for $n \geqslant 3$, generated by

$$
S=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

and

$$
T_{n}=\left(\begin{array}{cc}
1 & 2 \cos \frac{\pi}{n} \\
0 & 1
\end{array}\right)
$$

is a non-uniform lattice in $\mathrm{SL}_{2}(\mathbb{R})$. Find the associated Dirichlet region for the point $p=2 \mathrm{i}$.

Exercise 11.2.3. This exercise shows how to construct uncountably many non-conjugate lattices. Fix a parameter $x \in(-1,1)$, and let

$$
V_{x}=\left(\begin{array}{ll}
1 & x \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
t_{x} & 1
\end{array}\right)\left(\begin{array}{cc}
1 & -x \\
0 & 1
\end{array}\right) .
$$

The matrix $V_{x}$ acts on $\mathbb{C}$ via Möbius transformations as in (9.1); verify that $V_{x}(x)=x$ for any $t_{x}$. Now add the requirement that $V_{x}(-1)=1$, and check that this uniquely determines $t_{x}$ in terms of $x$.
(a) Prove that $\Gamma_{x}$, the group generated by $\left(\begin{array}{ll}1 & 2 \\ 0 & 1\end{array}\right)$ and $V_{x}$, is a lattice in $\mathrm{SL}_{2}(\mathbb{R})$, freely generated by $\left(\begin{array}{ll}1 & 2 \\ 0 & 1\end{array}\right)$ and $V_{x}$, and show that the domain illustrated in Fig. 11.10 is a fundamental domain for $\Gamma_{x}$.


Fig. 11.10 A fundamental domain for $\Gamma_{x}$
(b) Calculate the trace of the element

$$
\gamma=V_{x}\left(\begin{array}{ll}
1 & 2 \\
0 & 1
\end{array}\right) \in \Gamma_{x}
$$

and deduce that $\Gamma_{x} \backslash \mathrm{SL}_{2}(\mathbb{R})$ contains a periodic orbit, say of $\Gamma_{x} g$, for the geodesic flow associated to $\gamma$ in the sense that $\gamma g=g a$ for some diagonal element $a$. Express the length of the period as a function of $x$.
(c) Show that for any lattice $\Gamma \subseteq \mathrm{SL}_{2}(\mathbb{R})$ there are only countably many periodic orbits for the geodesic flow on $\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$.
(d) Show that if $\Gamma^{g}=g \Gamma g^{-1}$ is the conjugate of a lattice $\Gamma \subseteq \mathrm{SL}_{2}(\mathbb{R})$ by some element $g \in \mathrm{SL}_{2}(\mathbb{R})$, then the sets of lengths of the periodic orbits on $\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$ and on $\Gamma^{g} \backslash \mathrm{SL}_{2}(\mathbb{R})$ agree.
(e) Deduce that $\mathrm{SL}_{2}(\mathbb{R})$ has uncountably many non-conjugate lattices.

### 11.3 Unitary Representations, Mautner Phenomenon, and Ergodicity

The "Mautner phenomenon" has its origins in his study of geodesic flows [257]. The phenomenon refers to situations where invariance of an observable (a function) along orbits of one flow implies invariance along the orbits of certain transverse flows ${ }^{(97)}$. An instance of this has already been seen in the proof of Theorem 9.21.

### 11.3.1 Three Types of Actions

For any discrete subgroup $\Gamma \leqslant \mathrm{SL}_{2}(\mathbb{R})$, the geodesic flow is defined on the space $X=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$ by

$$
R_{a_{t}}(x)=x a_{t}^{-1}=x\left(\begin{array}{cc}
e^{t / 2} & 0 \\
0 & e^{-t / 2}
\end{array}\right)
$$

for $x \in X$ and $t \in \mathbb{R}$. The stable (and analogously unstable) horocycle flow is defined by

$$
R_{u^{-}(s)}(x)=x u^{-}(-s)=x\left(\begin{array}{cc}
1 & -s \\
0 & 1
\end{array}\right)
$$

for $x \in X$ and $s \in \mathbb{R}$. This represents a unit-speed parametrization of the stable manifold of the geodesic flow $g_{t}$.


Fig. 11.11 The action of the horocycle flow

Taken together, the subgroups

$$
A=\left\{\left.\left(\begin{array}{ll}
e^{-t / 2} & \\
& e^{t / 2}
\end{array}\right) \right\rvert\, t \in \mathbb{R}\right\}
$$

and

$$
U^{-}=\left\{\left.\left(\begin{array}{rr}
1 & s \\
1
\end{array}\right) \right\rvert\, s \in \mathbb{R}\right\}
$$

contain representatives of all but one type of element of $\mathrm{SL}_{2}(\mathbb{R})$ in the following sense. Recall that group elements $g_{1}, g_{2} \in G$ are said to be conjugate if there is some $h \in G$ with $g_{1}=h g_{2} h^{-1}$, and recall also the group $\mathrm{SO}_{2}(\mathbb{R})$ defined in Lemma 9.1.

Lemma 11.13. Every $g \in \mathrm{SL}_{2}(\mathbb{R})$ is conjugate to an element of $\pm A, \pm U^{-}$, or $\mathrm{SO}_{2}(\mathbb{R})$.

Proof. If $g \in \mathrm{SL}_{2}(\mathbb{R})$ is diagonalizable over $\mathbb{R}$, then it is conjugate to an element of $A$ or $-A$; if it is diagonalizable over $\mathbb{C}$ but not over $\mathbb{R}$ then it is conjugate to an element of $\mathrm{SO}_{2}(\mathbb{R})$. In fact the two eigenvalues must be $\lambda, \lambda^{-1}$ for some $\lambda=e^{\mathrm{i} \theta}$, and so in the right basis the matrix is a rotation by $\theta$. If $g$ is not diagonalizable, then it can only have one eigenvalue $\lambda$, which must satisfy $\operatorname{det}(g)=\lambda^{2}=1$. It follows that the Jordan normal form of either $g$ or $-g$ belongs to $U^{-}$.

Lemma 11.13 is useful because of the following result.
Lemma 11.14. Let $\Gamma \leqslant G$ be a discrete subgroup of a closed linear group. Suppose that $g_{2}=h g_{1} h^{-1}$ for $g_{1}, g_{2}, h \in G$. Then the maps $R_{g_{1}}$ and $R_{g_{2}}$ on $X=\Gamma \backslash G$ are conjugate via $R_{h}$. In particular, if $\Gamma$ is a lattice, then the measure-preserving systems $\left(X, \mathscr{B}_{X}, m_{X}, R_{g_{1}}\right)$ and $\left(X, \mathscr{B}_{X}, m_{X}, R_{g_{2}}\right)$ are conjugate (measurably isomorphic).

Proof. This is clear since $R_{g_{2}}=R_{h} R_{g_{1}} R_{h}^{-1}$, and if $\Gamma$ is a lattice then $R_{h}$ preserves the finite measure $m_{X}$.

Thus the study of the dynamics of elements of $\mathrm{SL}_{2}(\mathbb{R})$ on $X$ reduces to three cases (ignoring the possibility of a negative sign), namely:

- diagonalizable elements (that is, those elements with a conjugate in $A$ ), which are called hyperbolic;
- elements conjugate to an element of $U^{-}$, called parabolic; and
- elements that are conjugate to an element of $\mathrm{SO}(2)$, called elliptic.

Since the latter group is compact it exhibits little* interesting dynamics. For example, the ergodic measures for the $\mathrm{SO}(2)$-action are precisely images of the Haar measure $m_{\mathrm{SO}(2)}$. More precisely, consider a point $x \in X$ and the map

[^40]$$
\phi_{x}(g)=R_{g}(x)=x g^{-1}
$$
for $g \in \mathrm{SO}(2)$. Then $\left(\phi_{x}\right)_{*}\left(m_{\mathrm{SO}(2)}\right)$ is an ergodic measure for the $\mathrm{SO}(2)$-action for which the resulting measure-preserving system is a factor of the action of $\mathrm{SO}(2)$ on itself. These are all of the ergodic measures (see Exercise 11.3.1). This shows that we have to exclude elements of $\mathrm{SO}(2)$ in the discussion of ergodicity.

### 11.3.2 Ergodicity

Theorem 11.15. Let $\Gamma \leqslant \mathrm{SL}_{2}(\mathbb{R})$ be a lattice, and write $X=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$. Let $g \in \mathrm{SL}_{2}(\mathbb{R})$ be an element that is not conjugate to an element of $\mathrm{SO}(2)$. Then $R_{g}$ acts ergodically on $\left(X, \mathscr{B}_{X}, m_{X}\right)$.

As discussed above, we have to consider two cases, namely (after replacing $g$ by $g^{2}$ if necessary) elements of $A$ and elements of $U^{-}$. Even though we already dealt with the former, we will give here a different proof covering both cases using the language of unitary representations.

Definition 11.16. Let $G$ be a metrizable group and let $\mathscr{H}$ be a Hilbert space. An action $G \times \mathscr{H} \rightarrow \mathscr{H}$ of $G$ on $\mathscr{H}$ is a unitary representation if every $g \in G$ acts unitarily on $\mathscr{H}$ and for every $v \in \mathscr{H}$ the map $g \longmapsto g(v)$ is continuous with respect to the metric on $G$ and the norm on $\mathscr{H}$.

Lemma 11.17. Let $X$ be a locally compact metric space, and let $\mu$ be a probability measure on $X$. Assume that $G$ is a metrizable group that acts continuously on $X$ (see $p$. 231) and preserves the measure $\mu$. Then the action of $G$ on $L_{\mu}^{2}(X)$ defined by $g: f \mapsto f \circ g^{-1}$ is a unitary representation.

In particular, this lemma may be applied to the right action on $X=\Gamma \backslash G$ where $\Gamma$ is a lattice in a closed linear group $G$ and $\mu=m_{X}$ is the Haar measure.

The induced action on $L_{\mu}^{2}(X)$ may also be written $(g(f))(x)=f(x g)$; we avoid the usual notation for the unitary operator associated to a measurepreserving system to avoid confusion with the distinguished subgroups $U^{ \pm}$. Proof of Lemma 11.17. Since every $g \in G$ preserves $\mu$, we already know that $f \mapsto g(f)$ is unitary on $L_{\mu}^{2}(X)$. All that remains is to check the continuity requirement, and this follows from the more general result in Lemma 8.7.

Since ergodicity of an action is characterized by the absence of invariant functions in $L_{0}^{2}$ (the space of square-integrable functions with integral zero) (see Chap. 2 and Exercise 2.3.5 in particular), the following proposition (Proposition 11.18) will become useful in our non-commutative setting. In a metric group $G$ with a left-invariant metric $\mathrm{d}_{G}$, write

$$
B_{\delta}^{G}=B_{\delta}^{G}(I)=\left\{g \in G \mid \mathrm{d}_{G}(g, I)<\delta\right\}
$$

for the metric open ball of radius $\delta>0$ around the identity, and

$$
B_{\delta}^{G}(h)=h B_{\delta}^{G}
$$

for the metric open ball of radius $\delta$ around $h \in G$. The following simple but powerful argument is due to Margulis [249].

Proposition 11.18. Let $\mathscr{H}$ be a Hilbert space carrying a unitary representation of a metric group $G$. Suppose that $v_{0} \in \mathscr{H}$ is fixed by some subgroup $L \subseteq G$. Then $v_{0}$ is also fixed by any other element $h \in G$ with the property that

$$
B_{\delta}^{G}(h) \cap L B_{\delta}^{G} L \neq \varnothing
$$

for every $\delta>0$.
In particular, this proposition applies in general for an element $g \in G$ (with $L=g^{\mathbb{Z}}$ ) and elements $h$ contained in its stable horospherical subgroup

$$
U_{g}^{-}=\left\{h \in G \mid g^{n} h g^{-n} \rightarrow I \text { as } n \rightarrow \infty\right\}
$$

or its unstable horospherical subgroup

$$
U_{g}^{+}=\left\{h \in G \mid g^{n} h g^{-n} \rightarrow I \text { as } n \rightarrow-\infty\right\}
$$

As mentioned just after Theorem 11.15, this gives a simple (and less geometric) proof of Theorem 9.21. If $f \in L_{m_{X}}^{2}(X)$ is $R_{g}$-invariant, then by Proposition 11.18 it is also $R_{U_{g}^{-}}$and $R_{U_{g}^{+-}}$invariant. In the case

$$
g=a_{t} \in G=\mathrm{SL}_{2}(\mathbb{R})
$$

the subgroups $U_{g}^{-}=U^{-}$and $U_{g}^{+}=U^{+}$generate all of $\mathrm{SL}_{2}(\mathbb{R})$, so the function $f$ is $\mathrm{SL}_{2}(\mathbb{R})$-invariant and therefore equal to a constant almost everywhere. Note that here the invariance is always understood in $L^{2}(X)$, while in the proof of Theorem 9.21 on p. 314 we worked with concrete points.

Summarizing the discussion above gives the following more general result.
Corollary 11.19. Let $\Gamma \leqslant G$ be a lattice in a closed linear group and let $X$ be the homogeneous space $\Gamma \backslash G$. If $g \in G$ has the property that $G$ is generated by $U_{g}^{-}$and $U_{g}^{+}$then $R_{g}$ is ergodic with respect to the Haar measure $m_{X}$.

Proof of Proposition 11.18. Without loss of generality we may assume that $\left\|v_{0}\right\|=1$. We define the auxiliary function (a so-called matrix coefficient)

$$
p(h)=\left\langle h\left(v_{0}\right), v_{0}\right\rangle
$$

for $h \in G$. Notice that by the continuity requirement in Definition 11.16, $p(h)$ depends continuously on $h$. Moreover, for $g_{1}, g_{2} \in L$ and $h \in G$,

$$
\begin{equation*}
p\left(g_{1} h g_{2}\right)=\left\langle g_{1} h\left(g_{2}\left(v_{0}\right)\right), v_{0}\right\rangle=\left\langle h\left(v_{0}\right), g_{1}^{-1}\left(v_{0}\right)\right\rangle=p(h) \tag{11.7}
\end{equation*}
$$

(since $v_{0}$ is fixed by $g_{1}, g_{2} \in L$ ). Now $h \in G$ acts unitarily, so $\left\|h\left(v_{0}\right)\right\|=1$. We claim that $p(h)=1$ implies $h\left(v_{0}\right)=v_{0}$. This may be seen as a consequence of the fact that equality in the Cauchy-Schwartz inequality $|\langle v, w\rangle| \leqslant\|v\|\|w\|$ only occurs if $v$ and $w$ are linearly dependent.

Now let $h \in G$ be as in the statement of the proposition, and choose sequences $g_{n} \rightarrow e$ (the identity in $\left.G\right),\left(\ell_{n}\right)$ and $\left(\ell_{n}^{\prime}\right)$ in $L$ with

$$
\ell_{n} g_{n} \ell_{n}^{\prime} \rightarrow h
$$

as $n \rightarrow \infty$. Then, on the one hand, by (11.7) we have

$$
p\left(\ell_{n} g_{n} \ell_{n}^{\prime}\right)=p\left(g_{n}\right) \rightarrow p(e)=\left\|v_{0}\right\|^{2}=1
$$

as $n \rightarrow \infty$, while on the other

$$
p\left(\ell_{n} g_{n} \ell_{n}^{\prime}\right) \rightarrow p(h)
$$

as $n \rightarrow \infty$ by continuity. It follows that $p(h)=1$, and so $h\left(v_{0}\right)=v_{0}$ by the claim above.

The proof of Theorem 11.15 would be easier if we were only interested in proving ergodicity of the horocycle flow, rather than of a single element. This distinction becomes important in (11.8), where we would in the former case be free to make the top right-hand entry in the final matrix vanish. In fact the case of the full horocycle flow is the only case that we will need later.

Proof of Theorem 11.15. By Lemmas 11.13 and 11.14 it is enough to consider the cases $g=a_{t}$ for some $t \neq 0$ and $g=u_{s}^{-}$for some $s \neq 0$. The case $g=a_{t}$ is covered by Corollary 11.19. So let $g=u_{s}^{-}$(notice that in this case Corollary 11.19 tells us nothing since $U_{u_{s}^{-}}^{-}=U_{u_{s}^{-}}^{+}=\left\{I_{2}\right\}$ ). Suppose that $f \in L_{m_{X}}^{2}(X)$ is invariant under $g$. We are going to apply Proposition 11.18. For $m, n \in \mathbb{Z}$,

$$
\begin{align*}
h_{\varepsilon}=g^{n} u_{\varepsilon}^{+} g^{m} & =\left(\begin{array}{cc}
1 & n s \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
\varepsilon & 1
\end{array}\right)\left(\begin{array}{cc}
1 & m s \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{cc}
1+n s \varepsilon & (1+n s \varepsilon) m s+n s \\
\varepsilon & 1+m s \varepsilon
\end{array}\right) . \tag{11.8}
\end{align*}
$$

For small $\varepsilon$ we may choose $n$ so that $1+n s \varepsilon$ is close to 2 , specifically so that

$$
|(1+n s \varepsilon)-2|<s \varepsilon
$$

Now choose $m$ with $\left|m s+\frac{n s}{1+n s \varepsilon}\right|<1$, so that

$$
|(1+n s \varepsilon) m s+n s|<3 .
$$

Let $\varepsilon \rightarrow 0$ and choose a subsequence for which the matrix $h_{\varepsilon}$ converges to

$$
h=\left(\begin{array}{ll}
2 & r  \tag{11.9}\\
0 & \frac{1}{2}
\end{array}\right)
$$

for some $r,|r| \leqslant 3$. For any $\delta>0$ we can choose $\varepsilon>0$ so that

$$
h_{\varepsilon} \in B_{\delta}^{G}(h) \cap g^{\mathbb{Z}} B_{\delta}^{G} g^{\mathbb{Z}},
$$

so by Proposition 11.18 we see that $f$ is invariant under $R_{h}$. Since $h$ is conjugate to an element of $A$, the theorem follows from the previous case.

### 11.3.3 Mautner Phenomenon for $\mathrm{SL}_{2}(\mathbb{R})$

Examining the abstract arguments above suggests a general principle. This principle, first discovered and exploited in a geometric context by Mautner [257], was generalized by Moore [260] to the unitary setting.

Proposition 11.20. Let $\mathscr{H}$ be a Hilbert space carrying a unitary representation of $\mathrm{SL}_{2}(\mathbb{R})$. Let $g \in \mathrm{SL}_{2}(\mathbb{R})$ be an element that is not conjugate to an element of $\mathrm{SO}(2)$. Then any vector $v_{0} \in \mathscr{H}$ that is fixed by $g$ is also fixed by all of $\mathrm{SL}_{2}(\mathbb{R})$.

In ergodic theory this theorem gives a surprising corollary regarding the hereditary behavior of ergodicity. Notice that whenever a group $G$ acts by measure-preserving transformations on a probability space, the same holds for any subgroup $H \subseteq G$. However, if the $G$-action is in addition ergodic, there is no reason to expect the $H$-action to be ergodic, since we expect more functions to be invariant under the action of the smaller group (see Exercise 8.1.2 for an abelian example of this). Nonetheless, by combining Proposition 11.20 with Lemma 11.17 we get the following corollary for $\mathrm{SL}_{2}(\mathbb{R})$.

Corollary 11.21. Let $X$ be a locally compact metric space with a Borel probability measure $\mu$, and suppose that $\mu$ is ergodic for a measure-preserving action of $\mathrm{SL}_{2}(\mathbb{R})$. Then any element of $\mathrm{SL}_{2}(\mathbb{R})$ that is not conjugate to an element of $\mathrm{SO}(2)$ acts ergodically.

Proof of Proposition 11.20. The proof is virtually the same as the proof of Theorem 11.15. An element $g \in \mathrm{SL}_{2}(\mathbb{R})$ that is not conjugate to an element of $\mathrm{SO}(2)$ is either conjugate to an element of $A$ or to an element of $U^{-}$. In the former case we can apply Proposition 11.18 for $g$, any $h \in U^{-}$and any $h \in U^{+}$to conclude that $v_{0}$ is fixed under $\left\langle U^{-}, U^{+}\right\rangle=\mathrm{SL}_{2}(\mathbb{R})$. In the latter case we proceed as before, using the matrix calculation in (11.8) and

Proposition 11.18 to see that $v_{0}$ is fixed by some element $h$ as in (11.9), placing us back in the first case.

## Exercises for Sect. 11.3

Exercise 11.3.1. For any point $x \in X=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$, define a map

$$
\phi_{x}: \mathrm{SO}(2) \rightarrow X
$$

by $\phi_{x}(g)=R_{g}(x)=x g^{-1}$ for $g \in \mathrm{SO}(2)$. Show that $\left(\phi_{x}\right)_{*}\left(m_{\mathrm{SO}(2)}\right)$ is an ergodic measure for the $\mathrm{SO}(2)$-action on $X$, for which the resulting measurepreserving system is a factor of the action of $\mathrm{SO}(2)$ on itself. Show that any ergodic measure for the action of $\mathrm{SO}(2)$ is of this form.

Exercise 11.3.2. State and prove a generalization of Proposition 11.20 to unitary representations of $\mathrm{SL}_{3}(\mathbb{R})$ (and, more generally, to $\mathrm{SL}_{d}(\mathbb{R})$ for $d \geqslant 2$ ).

### 11.4 Mixing and the Howe-Moore Theorem

Using ergodicity of the horocycle flow we can now improve our understanding of the dynamical properties of the action of $\mathrm{SL}_{2}(\mathbb{R})$.

We say that a square matrix $M \in \mathrm{GL}_{k}(\mathbb{R})$ is unipotent if $(M-I)^{k}=0$, that is if $M-I$ is nilpotent. In $\mathrm{SL}_{2}(\mathbb{R})$ a unipotent matrix is one which is conjugate to an element of $U^{-}$.

Theorem 11.22. Let $\Gamma \leqslant \mathrm{SL}_{2}(\mathbb{R})$ be a lattice. Then the action of $\mathrm{SL}_{2}(\mathbb{R})$ on $X=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$ is mixing.

### 11.4.1 First Proof of Theorem 11.22

In this section we will prove a stronger and more general result in the language of unitary representations, which will be related to Proposition 11.18 and which has Theorem 11.22 as a consequence. For this, the following notation will be useful. Let $G$ be a locally compact group, and let $\alpha=\left(a_{n}\right)$ be a sequence of elements of $G$. Define

$$
S(\alpha)=\left\{g \in G \mid e \in \overline{\left\{a_{n}^{-1} g a_{n} \mid n \in \mathbb{N}\right\}}\right\}
$$

where $e$ is the identity element in $G$. The reader may think of the case $a_{t_{n}} \in A$ for a sequence $t_{n} \rightarrow \infty$, in which case it is easy to describe the set $S(\alpha)$. In fact, this is the only case that we will need later (in Sect. 11.5).

Proposition 11.23. Let $G$ be a locally compact group and let $\mathscr{H}$ be a Hilbert space carrying a unitary representation of $G$. Let $\alpha=\left(a_{n}\right) \in G^{\mathbb{N}}$ be a sequence in $G$, and suppose for some $v \in \mathscr{H}$ the sequence $a_{n}(v)$ converges in the weak*topology to $v_{0} \in \mathscr{H}$. Then $g v_{0}=v_{0}$ for all $g$ in the closure of the subgroup generated by the set $S(\alpha)$.

Proof. Clearly it is sufficient to show that $v_{0}$ is fixed by each $g \in S(\alpha)$. So suppose that $g \in S(\alpha)$ and let $a_{n_{k}}$ be a subsequence such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} a_{n_{k}}^{-1} g a_{n_{k}}=e \tag{11.10}
\end{equation*}
$$

Then for any $w \in \mathscr{H}$ we have (by definition of weak*-convergence)

$$
\left\langle g v_{0}, w\right\rangle=\left\langle v_{0}, g^{-1} w\right\rangle=\lim _{k \rightarrow \infty}\left\langle a_{n_{k}} v, g^{-1} w\right\rangle=\lim _{k \rightarrow \infty}\left\langle g a_{n_{k}} v, w\right\rangle
$$

and similarly

$$
\left\langle v_{0}, w\right\rangle=\lim _{k \rightarrow \infty}\left\langle a_{n_{k}} v, w\right\rangle .
$$

By the unitary property and the continuity of the representation, it follows that

$$
\begin{aligned}
\left|\left\langle g v_{0}, w\right\rangle-\left\langle v_{0}, w\right\rangle\right| & =\lim _{k \rightarrow \infty}\left|\left\langle\left(a_{n_{k}}^{-1} g a_{n_{k}}\right) v, a_{n_{k}}^{-1} w\right\rangle-\left\langle v, a_{n_{k}}^{-1} w\right\rangle\right| \\
& \leqslant \lim _{k \rightarrow \infty}\left\|\left(a_{n_{k}}^{-1} g a_{n_{k}}\right) v-v\right\|\|w\|=0 .
\end{aligned}
$$

Since this holds for all $w \in \mathscr{H}$ we get $g v_{0}=v_{0}$ as claimed.
To be able to apply this we need to be able to find non-trivial elements of $S(\alpha)$. We do this now for $G=\mathrm{SL}_{2}(\mathbb{R})$ in preparation for the proof of Theorem 11.22.

Lemma 11.24. Let $\alpha=\left(g_{n}\right)$ be a sequence in $\mathrm{SL}_{2}(\mathbb{R})$ converging to $\infty$ (that is, such that for any compact subset $K \subseteq \mathrm{SL}_{2}(\mathbb{R})$ there are only finitely many $n$ with $\left.g_{n} \in K\right)$. Then the set $S(\alpha)$ contains a non-trivial unipotent element.

Proof. Recall from the discussion of $\mathrm{SL}_{2}(\mathbb{R})$ as a closed linear group on p. 289 that the homomorphism $\phi: \mathrm{SL}_{2}(\mathbb{R}) \rightarrow \mathrm{GL}\left(\operatorname{Mat}_{22}(\mathbb{R})\right)$ defined by $(\phi(g))(v)=g v g^{-1}$ is a proper map. That is, the norm of $\phi\left(g_{n}\right)$ goes to infinity when $\left(g_{n}\right)$ is a sequence that leaves compact subsets. Notice that $\operatorname{Mat}_{22}(\mathbb{R})=\mathbb{R} I_{2} \oplus \mathfrak{s l}_{2}(\mathbb{R})$ splits into a sum of two invariant subspaces on the first of which the action is trivial. Thus the norm of $\operatorname{Ad}_{g_{n}}$ goes to infinity; that is we can choose a sequence of vectors $\left(v_{n}\right)$ in $\mathfrak{s l}_{2}(\mathbb{R})$ for which $\left\|v_{n}\right\| \rightarrow 0$
while $\left\|\operatorname{Ad}_{g_{n}}\left(v_{n}\right)\right\|=c>0$ (where $c$ is some fixed small constant chosen so that the exponential map is injective on the ball of radius $2 c$ ). By exponentiating this sequence, and choosing an appropriate subsequence we get $h_{n}=\exp \left(v_{n}\right) \rightarrow I_{2}$ and $g_{n} h_{n} g_{n}^{-1} \rightarrow u \neq I_{2}$. Since for large $n$ the element $h_{n}$ is close to the identity, its eigenvalues are close to 1 . The conjugated element $g_{n} h_{n} g_{n}^{-1}$ has the same eigenvalues, so the limit element has 1 as its only eigenvalue - thus $u$ is unipotent and non-trivial.

Proof of Theorem 11.22. Let $\left(a_{n}\right)$ be a sequence in $\mathrm{SL}_{2}(\mathbb{R})$ converging to $\infty$. Let $f \in L^{2}(X)$ (with $X$ as in the statement of the theorem); we wish to show that $a_{n}(f)$ converges in the weak*-topology to $\int f \mathrm{~d} m_{X}$. Since

$$
\left\|a_{n}(f)\right\|_{2}=\|f\|_{2},
$$

we know that any subsequence of $\left(a_{n}(f)\right)$ has a weak*-convergent subsequence (since the closed ball of radius $\|f\|_{2}$ is weak*-compact by the AlaogluTychonoff theorem (Theorem B.6)).

So let $\left(a_{n_{k}}(f)\right)$ be a sequence converging weak* to $f_{0}$. By Lemma 11.24, the set $S(\alpha)$ contains a non-trivial unipotent element of $\mathrm{SL}_{2}(\mathbb{R})$ where $\alpha=\left(a_{n_{k}}\right)$. It follows that $f_{0}$ is invariant under a unipotent element by Proposition 11.23 and is therefore constant by Theorem 11.15. This implies that $f_{0}=\int f \mathrm{~d} m_{X}$ as claimed, proving the theorem.

### 11.4.2 Vanishing of Matrix Coefficients for $\mathrm{PSL}_{2}(\mathbb{R})$

The proof in Sect. 11.4.1 also gives the following theorem due to Howe and Moore [160].

Theorem 11.25. Let $\mathscr{H}$ be a Hilbert space carrying a unitary representation of $\mathrm{SL}_{2}(\mathbb{R})$ without any invariant vectors. Then for any $v, w \in \mathscr{H}$ the matrix coefficients $\langle g v, w\rangle$ for $g \in \mathrm{SL}_{2}(\mathbb{R})$ vanish at $\infty$ :

$$
\left\langle g_{n} v, w\right\rangle \longrightarrow 0
$$

as $g_{n} \rightarrow \infty$.

### 11.4.3 Second Proof of Theorem 11.22; Mixing of All Orders

In the section we present a different proof for mixing, which also leads to a proof of mixing of all orders ${ }^{(98)}$. The result and approach presented here is due to Mozes [262] and it holds more generally than the case considered here.

Theorem 11.26. Let $X$ be a $\sigma$-compact metric space equipped with a continuous $\mathrm{SL}_{2}(\mathbb{R})$-action. Let $\mu$ be an $\mathrm{SL}_{2}(\mathbb{R})$-invariant ergodic probability measure on $X$. Then the $\mathrm{SL}_{2}(\mathbb{R})$-action is mixing of all orders with respect to $\mu$. That is, for any $r \geqslant 1$, functions $f_{0}, f_{1}, \ldots, f_{r-1} \in L^{\infty}(X)$ and $g^{(1)}, \ldots, g^{(r-1)}$ in $\mathrm{SL}_{2}(\mathbb{R})$, we have
$\int f_{0}(x) f_{1}\left(g^{(1)} \cdot x\right) f_{2}\left(g^{(2)} \cdot x\right) \cdots f_{r-1}\left(g^{(r-1)} \cdot x\right) \mathrm{d} \mu(x) \rightarrow \int f_{0} \mathrm{~d} \mu \cdots \int f_{r-1} \mathrm{~d} \mu$ as $g^{(i)} \rightarrow \infty$ and $g^{(i)}\left(g^{(j)}\right)^{-1} \rightarrow \infty$ for $i \neq j, 1 \leqslant i, j \leqslant r$.

We start with the special case $r=2$, which is essentially the statement of Theorem 11.22.
Second Proof of Theorem 11.22. Suppose that $g_{n}=g_{n}^{(1)} \in \mathrm{SL}_{2}(\mathbb{R})$ eventually leaves any compact subset of $\mathrm{SL}_{2}(\mathbb{R})$. We wish to show that for $f_{1}, f_{2} \in C_{c}(X)$ we have

$$
\begin{equation*}
\int f_{1}(x) f_{2}\left(g_{n} \cdot x\right) \mathrm{d} \mu \longrightarrow \int f_{1} \mathrm{~d} \mu \int f_{2} \mathrm{~d} \mu \tag{11.11}
\end{equation*}
$$

This then extends by approximation to functions $f_{1}, f_{2} \in L_{\mu}^{2}(X)$, showing the mixing property (we will say more about this approximation argument in the proof of Theorem 11.26).

Consider the diagonal measure $\Delta$ on $X \times X$ defined by the relation

$$
\int_{X \times X} F\left(x_{1}, x_{2}\right) \mathrm{d} \Delta\left(x_{1}, x_{2}\right)=\int_{X} F(x, x) \mathrm{d} m_{X}(x)
$$

for all $F \in C_{c}(X \times X)$, and the push-forward

$$
\mu_{n}=\left(I, g_{n}\right)_{*} \Delta
$$

where the action is simply the product action

$$
\left(h_{1}, h_{2}\right) \cdot\left(x_{1}, x_{2}\right)=\left(h_{1} \cdot x_{1}, h_{2} \cdot x_{2}\right)
$$

for $h_{1}, h_{2} \in \mathrm{SL}_{2}(\mathbb{R})$. Then

$$
\begin{aligned}
\int_{X \times X} f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) \mathrm{d} \mu_{n}\left(x_{1}, x_{2}\right) & =\int_{X \times X} f_{1}\left(x_{1}\right) f_{2}\left(g_{n} \cdot x_{2}\right) \mathrm{d} \Delta\left(x_{1}, x_{2}\right) \\
& =\int_{X} f_{1}(x) f_{2}\left(g_{n} \cdot x\right) \mathrm{d} \mu(x)
\end{aligned}
$$

gives precisely the left-hand side of (11.11). Therefore we wish to show that $\mu_{n}$ converges weakly to $\mu \times \mu$.

Note that $\mu_{n}$ projects to $\mu$ in both coordinates: that is, $\left(\pi_{j}\right)_{*}\left(\mu_{n}\right)=\mu$ for $j=1,2$, where $\pi_{j}$ is as usual the projection $\left(x_{1}, x_{2}\right) \mapsto x_{j}$ onto the $j$ th
coordinate. However, $\mu_{n}$ is not a joining of the two systems since it is only invariant under the action of the subgroup

$$
\begin{equation*}
\left\{\left(h, g_{n} h g_{n}^{-1}\right) \mid h \in \mathrm{SL}_{2}(\mathbb{R})\right\} \tag{11.12}
\end{equation*}
$$

obtained from conjugation of the diagonal subgroup by $\left(I_{2}, g_{n}\right)$.
If $\mu_{n}$ does not converge to $\mu \times \mu$, then we may choose a subsequence which converges to a different limit $\nu$ say.

We claim first that $\nu$ is still a probability measure with $\left(\pi_{j}\right)_{*}(\nu)=\mu$ for $j=1,2$. If $X$ is compact this is clear. If $X$ is not compact, then for any $\varepsilon>0$ we may choose a compact set $K \subseteq X$ of measure $\mu(K)>1-\varepsilon$, and a function $f_{K}$ in $C_{c}(X)$ with $0 \leqslant f_{K} \leqslant 1$ and $f_{K}(x)=1$ for all $x \in K$. Then for any non-negative function $f \in C_{c}(X)$, the function

$$
\left(x_{1}, x_{2}\right) \mapsto f\left(x_{1}\right) f_{K}\left(x_{2}\right)
$$

is in $C_{c}(X \times X)$, and satisfies

$$
0 \leqslant f\left(x_{1}\right)-f\left(x_{1}\right) f_{K}\left(x_{2}\right) \leqslant\|f\|_{\infty}\left(1-f_{K}\left(x_{2}\right)\right)
$$

and so for any $n$ we have

$$
\begin{aligned}
\int_{X \times X} f\left(x_{1}\right) f_{K}\left(x_{2}\right) \mathrm{d} \mu_{n}\left(x_{1}, x_{2}\right) & \leqslant \int_{X \times X} f\left(x_{1}\right) \mathrm{d} \mu_{n}\left(x_{1}, x_{2}\right) \\
& =\int_{X} f \mathrm{~d} \mu \leqslant \int_{X \times X} f\left(x_{1}\right) f_{K}\left(x_{2}\right) \mathrm{d} \mu_{n}+\varepsilon\|f\|_{\infty}
\end{aligned}
$$

In the limit as $n \rightarrow \infty$, the same property holds for $\nu$. Decreasing $\varepsilon$ and increasing both $K$ and $f_{K}$ monotonically gives

$$
\int_{X \times X} f\left(x_{1}\right) \mathrm{d} \nu\left(x_{1}, x_{2}\right)=\int_{X} f \mathrm{~d} \mu
$$

for all $f \in C_{c}(X)$. Therefore, $\left(\pi_{1}\right)_{*} \nu=\mu$ and similarly $\left(\pi_{2}\right)_{*} \nu=\mu$.
Next we claim that $\nu$ has some invariance properties (inherited from (11.12)). More precisely, let $\alpha=\left(g_{n}\right)$ and let $u \in S(\alpha)$ be a nontrivial unipotent element (which exists by Lemma 11.24). Then we claim that $\nu$ is invariant under $(I, u)$. So suppose without loss of generality that a sequence $\left(h_{n}\right)$ in $\mathrm{SL}_{2}(\mathbb{R})$ satisfies $h_{n} \rightarrow I$ as $n \rightarrow \infty$, and has $g_{n} h_{n} g_{n}^{-1} \rightarrow u$. Let $f \in C_{c}(X \times X)$. Then, for any $n$,

$$
\int f\left(x_{1}, x_{2}\right) \mathrm{d} \mu_{n}\left(x_{1}, x_{2}\right)=\int f\left(h_{n} \cdot x_{1},\left(g_{n} h_{n} g_{n}^{-1}\right) \cdot x_{2}\right) \mathrm{d} \mu_{n}\left(x_{1}, x_{2}\right)
$$

by invariance under the subgroup in (11.12). For $n \rightarrow \infty$ we have

$$
\int f\left(x_{1}, x_{2}\right) \mathrm{d} \mu_{n}\left(x_{1}, x_{2}\right) \rightarrow \int f\left(x_{1}, x_{2}\right) \mathrm{d} \nu\left(x_{1}, x_{2}\right)
$$

and

$$
\int f\left(h_{n} \cdot x_{1},\left(g_{n} h_{n} g_{n}^{-1}\right) \cdot x_{2}\right) \mathrm{d} \mu_{n}\left(x_{1}, x_{2}\right) \rightarrow \int f\left(x_{1}, u \cdot x_{2}\right) \mathrm{d} \nu\left(x_{1}, x_{2}\right)
$$

where the latter follows by uniform continuity of $f$ as $h_{n} \rightarrow e, g_{n} h_{n} g_{n}^{-1} \rightarrow u$, and so $h_{n} \cdot x_{1} \rightarrow x_{1}, g_{n} h_{n} g_{n}^{-1} \cdot x_{2} \rightarrow u \cdot x_{2}$ as $n \rightarrow \infty$ uniformly for $\left(x_{1}, x_{2}\right)$ in a neighborhood of the support of $f$.

To summarize: $\left(\pi_{j}\right)_{*} \nu=\mu$ for $j=1,2$ and $\nu$ is invariant under $\left(I_{2}, u\right)$ for some non-trivial unipotent $u \in \mathrm{SL}_{2}(\mathbb{R})$. We claim that this implies that

$$
\nu=\mu \times \mu
$$

Clearly the $\sigma$-algebra

$$
\mathscr{A}=\mathscr{B}_{X} \times\{\varnothing, X\}
$$

consists of $\left(I_{2}, u\right)$-invariant sets, so that for almost every $\left(x_{1}, x_{2}\right)$ the conditional measures $\mu_{\left(x_{1}, x_{2}\right)}^{\mathscr{A}}$ are supported on $\left[\left(x_{1}, x_{2}\right)\right]_{\mathscr{A}}=\left\{x_{1}\right\} \times X$, and are invariant under $\left(I_{2}, u\right)$ (cf. Corollary 5.24). Writing $\nu_{\left(x_{1}, x_{2}\right)}=\left(\pi_{2}\right)_{*} \mu_{\left(x_{1}, x_{2}\right)}^{\mathscr{A}}$, we see that

$$
\mu=\left(\pi_{2}\right)_{*} \nu=\int \nu_{\left(x_{1}, x_{2}\right)} \mathrm{d} \mu\left(x_{1}, x_{2}\right)
$$

represents $\mu$ as an integral over $u$-invariant measures on $X$. Since $\mu$ is ergodic with respect to $u$ by Corollary 11.21 we conclude that

$$
\mu_{\left(x_{1}, x_{2}\right)}^{\mathscr{A}}=\delta_{x_{1}} \times \nu_{\left(x_{1}, x_{2}\right)}=\delta_{x_{1}} \times \mu
$$

for $\nu$-almost every $\left(x_{1}, x_{2}\right)$. Together with the fact that $\left(\pi_{1}\right)_{*} \nu=\mu$, this implies that $\nu=\mu \times \mu$ (since $\left.\mathscr{A}=\mathscr{B}_{X} \times\{\varnothing, X\}\right)$.

The proof of the general case of Theorem 11.26 proceeds along similar lines, using induction on the parameter $r$.
Proof of Theorem 11.26. First notice that it is enough* to consider continuous functions of compact support in $C_{c}(X)$. To see this, let $F_{j} \in L^{\infty}(X)$ and choose functions $f_{j} \in C_{c}(X)$ with $\left\|f_{j}-F_{j}\right\|_{2}<\varepsilon$ and $\left\|f_{j}\right\|_{\infty} \leqslant\left\|F_{j}\right\|_{\infty}$ for $j=0,1, \ldots, r-1$. Then

$$
\begin{aligned}
& \mid \int F_{0}(x) F_{1}\left(g^{(1)} \cdot x\right) \cdots F_{r-1}\left(g^{(r-1)} \cdot x\right) \mathrm{d} \mu(x) \\
& \quad-\int f_{0}(x) F_{1}\left(g^{(1)} \cdot x\right) \cdots F_{r-1}\left(g^{(r-1)} \cdot x\right) \mathrm{d} \mu(x) \mid \leqslant \varepsilon\left\|F_{1}\right\|_{\infty} \cdots\left\|F_{r-1}\right\|_{\infty},
\end{aligned}
$$

[^41]so replacing $F_{0}$ by $f_{0}$ comes at the cost of a fixed multiple of $\varepsilon$ only. Repeating as necessary shows that it is enough to prove Theorem 11.26 for functions in $C_{c}(X)$.

As a result of formulating the result using continuous functions, we can again phrase the required conclusion in terms of weak*-convergence of a sequence of measures. Define the diagonal measure $\Delta=\Delta_{r}$ on $X^{r}$ by

$$
\int_{X^{r}} F\left(x_{0}, \ldots, x_{r-1}\right) \mathrm{d} \Delta\left(x_{0}, \ldots, x_{r-1}\right)=\int_{X} F(x, \ldots, x) \mathrm{d} \mu(x)
$$

for all $F \in C_{c}\left(X^{r}\right)$. Then

$$
\begin{gathered}
\int_{X^{r}} f_{0}\left(x_{0}\right) f_{1}\left(x_{1}\right) \cdots f_{r-1}\left(x_{r-1}\right) \mathrm{d}\left(I, g^{(1)}, \ldots, g^{(r-1)}\right)_{*} \Delta \\
=\int_{X} f_{0}(x) f_{1}\left(g^{(1)} \cdot x\right) \cdots f_{r-1}\left(g^{(r-1)} \cdot x\right) \mathrm{d} \mu(x)
\end{gathered}
$$

for $f_{j} \in C_{c}(X)$ and $\left(I, g^{(1)}, \ldots, g^{(r-1)}\right) \in\left(\mathrm{SL}_{2}(\mathbb{R})\right)^{r}$ acting on $X^{r}$.
Choose a sequence $\left(g_{n}^{(1)}, \ldots, g_{n}^{(r-1)}\right)$ of $(r-1)$-tuples of elements of $\mathrm{SL}_{2}(\mathbb{R})$ with $g_{n}^{(i)} \rightarrow \infty$ and $g_{n}^{(i)}\left(g_{n}^{(j)}\right)^{-1} \rightarrow \infty$ as $n \rightarrow \infty$ for $i \neq j$. We wish to show that

$$
\mu_{n}=\left(I, g_{n}^{(1)}, \ldots, g_{n}^{(r-1)}\right)_{*} \Delta
$$

converges to $\mu \times \mu \times \cdots \times \mu$ in the weak*-topology as $n \rightarrow \infty$. Choosing a subsequence if necessary we can assume that $\mu_{n}$ converges in the weak*topology to some limit $\nu$.

Just as in the proof for $r=2$ above, we have that $\nu$ is a probability measure with $\left(\pi_{j}\right)_{*} \nu=\mu$ for any of the coordinate projections

$$
\pi_{j}\left(x_{0}, x_{1}, \ldots, x_{r-1}\right)=x_{j}
$$

By induction on $r$ we may assume that the theorem holds for $r-1$ functions. This in fact translates to the refined statement that $\left(\pi_{J}\right)_{*} \nu=\mu^{|J|}$ on $X^{|J|}$ for any proper subset $J \subseteq\{0,1, \ldots, r-1\}$. Here $\pi_{J}=\prod_{j \in J} \pi_{j}$ is the projection onto the coordinates corresponding to the subset $J$. To see this, fix some proper subset $J \subseteq\{0,1, \ldots, r-1\}$ and functions $f_{j} \in C_{c}(X)$ for $j \in J$. Then (by definition, and in the case that $X$ is not compact by the approximation argument used in the case $r=2$ )

$$
\begin{aligned}
\int_{X} \prod_{j \in J} f_{j}\left(x_{j}\right) \mathrm{d} \nu & =\lim _{n \rightarrow \infty} \int \prod_{j \in J} f_{j}\left(g_{n}^{(j)} \cdot x_{j}\right) \mathrm{d} \mu \\
& =\prod_{j \in J} \int f_{j} \mathrm{~d} \mu
\end{aligned}
$$

by the assumption on the sequences $\left(g_{n}^{(j)}\right)$ and the inductive assumption.

It is also clear that $\mu_{n}$ is invariant under the group

$$
\left\{\left(h, g_{n}^{(1)} h\left(g_{n}^{(1)}\right)^{-1}, \ldots, g_{n}^{(r-1)} h\left(g_{n}^{(r-1)}\right)^{-1}\right) \mid h \in \mathrm{SL}_{2}(\mathbb{R})\right\}
$$

from which we again want to derive a non-trivial invariance property of $\nu$. This requires the following generalization of Lemma 11.24. There exists a subsequence of the $g_{n}^{(j)}$ (passing to this subsequence is suppressed in the notation for simplicity), a sequence $\left(h_{n}\right)$ in $\mathrm{SL}_{2}(\mathbb{R})$, and a subset $J \subseteq\{1, \ldots, r-1\}$ such that $h_{n} \rightarrow I$ and $g_{n}^{(j)} h_{n}\left(g_{n}^{(j)}\right)^{-1} \rightarrow I$ for $j \notin J$, while $g_{n}^{(j)} h_{n}\left(g_{n}^{(j)}\right)^{-1} \rightarrow u_{j}$ for $j \in J$, where $u_{j} \in \mathrm{SL}_{2}(\mathbb{R})$ is non-trivial and unipotent for each $j \in J$ (see Exercise 11.4.1).

For notational simplicity we assume that $J=\{s, \ldots, r-1\}$, and we write $u=\left(u_{j} \mid j \in J\right)$ for the $|J|$-tuple of unipotent elements constructed as limits. By the same argument as that used in the case $r=2$, this implies that $\nu$ is invariant under the action of $u$ on the last $(r-s)$ coordinates of $X^{r}=Z$, namely

$$
u \cdot\left(x_{0}, x_{1}, \ldots, x_{r-1}\right)=\left(x_{0}, \ldots, x_{s-1}, u_{s} \cdot x_{s}, \ldots, u_{r-1} \cdot x_{r-1}\right)
$$

for $\left(x_{0}, \ldots, x_{r-1}\right) \in X^{r}$. We define the $\sigma$-algebra

$$
\mathscr{A}=\mathscr{B}_{X} \otimes \cdots \otimes \mathscr{B}_{X} \times\{\varnothing, X\}^{r-s}
$$

which consists of $u$-invariant sets. Then the conditional measures $\nu_{z}^{\mathscr{A}}$ are, for $\nu$-almost every $z \in X^{r}$, invariant under $u$ by Corollary 5.24. This implies that

$$
\begin{equation*}
\mu^{r-s}=\left(\pi_{J}\right)_{*} \nu=\int_{Z}\left(\pi_{J}\right)_{*} \nu_{z}^{\mathscr{A}} \mathrm{d} \nu(z) \tag{11.13}
\end{equation*}
$$

expresses $\mu^{r-s}$ as an integral of $u$-invariant probability measures $\left(\pi_{J}\right)_{*} \nu_{z}^{\mathscr{A}}$. However, as the action of $u_{j}$ for $j=s, \ldots, r-1$ is mixing (and so, in particular weak-mixing) with respect to $\mu$ by Theorem 11.22, it follows from Theorem 2.36 that the action of $u$ on $X^{r-s}$ is ergodic with respect to $\mu^{r-s}$. Therefore, (11.13) implies that

$$
\nu_{z}^{\mathscr{A}}=\delta_{\left(z_{0}, \ldots, z_{s-1}\right)} \times \mu^{r-s}
$$

for $\nu$-almost every $z \in X^{r}$ by Theorem 4.4. Furthermore, $\pi_{\{0, \ldots, s-1\}} \nu=\mu^{s}$ on $X^{s}$, so that we get $\nu=\mu^{r}$ on $X^{r}$ as desired. This concludes the proof of the inductive step, and hence the theorem.

## Exercises for Sect. 11.4

Exercise 11.4.1. Prove the generalization of Lemma 11.24 used in the proof of Theorem 11.26 by analyzing the sequence of linear maps $\operatorname{Ad}_{g_{n}^{(j)}}$ on $\mathfrak{s l}_{2}(\mathbb{R})$.

### 11.5 Rigidity of Invariant Measures for the Horocycle Flow

In this section we will discuss the set of probability measures on the homogeneous space $X=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$ that are invariant under the horocycle flow. Recall that

$$
U^{-}=\left\{\left.u^{-}(s)=\left(\begin{array}{rr}
1 & s \\
& 1
\end{array}\right) \right\rvert\, s \in \mathbb{R}\right\}
$$

and that the horocycle flow is defined by

$$
h(s) \cdot x=R_{u^{-}(s)}(x)=x\binom{1-s}{1}
$$

for any $x \in \Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$. If $\Gamma$ is a lattice, which we will assume here, then $m_{X}$ is an invariant and ergodic probability measure for the horocycle flow by Theorem 11.15. If $\Gamma$ is cocompact (that is, if $X$ is compact) then the horocycle flow is uniquely ergodic ${ }^{(99)}$ by a theorem of Furstenberg [101]. For the general case we do not have unique ergodicity. For example, if $\Gamma=\mathrm{SL}_{2}(\mathbb{Z})$ then our reference vector $x_{0}=(\mathrm{i}, \mathrm{i})$ (the vector pointing upwards based at $\mathrm{i} \in \mathbb{H}$ ) has a periodic orbit under the horocycle flow-and a periodic orbit supports an invariant measure, showing that the flow is not uniquely ergodic. In algebraic terms $x_{0}$ corresponds to $I \in \mathrm{SL}_{2}(\mathbb{R})$, and the identity

$$
h(1) \cdot \mathrm{SL}_{2}(\mathbb{Z})=\mathrm{SL}_{2}(\mathbb{Z})\left(\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right)=\mathrm{SL}_{2}(\mathbb{Z})
$$

shows that the orbit consists of a periodic cycle. Figure 11.12 shows the periodic cycle for the reference vector $x_{0}$, which consists of all vectors pointing upwards based at all points in the fundamental domain of the form $\mathrm{i}+t$ with $-\frac{1}{2} \leqslant t \leqslant \frac{1}{2}$ since the horocycle flow moves vectors that point upwards horizontally without changing their direction.

Even though in general the horocycle is not uniquely ergodic, it is possible to describe all probability measures that are invariant and ergodic under the horocycle flow, as shown by Dani [61]. The proof we present is different from the original proofs of Furstenberg and Dani, and is due to Margulis.

Theorem 11.27. Let $\Gamma \subseteq \mathrm{SL}_{2}(\mathbb{R})$ be a lattice and let $X=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$. Let $\mu$ be a probability measure that is invariant and ergodic under the horocycle flow $h(s)$ for $s \in \mathbb{R}$. Then either $\mu=m_{X}$ or $\mu$ is the unique invariant measure supported on a periodic orbit* for $U^{-}$. If $X$ is compact the only
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Fig. 11.12 The periodic cycle for the reference vector $x_{0}$
possibility is $\mu=m_{X}$ (that is, there is unique ergodicity) since there are no periodic orbits for $U^{-}$.

Our method of proof requires the assumption that $\Gamma$ is a lattice, but this is not necessary for the results.

### 11.5.1 Existence of Periodic Orbits; Geometric Characterization

We begin by explaining the relationship between compactness of $X$ and the existence of periodic orbits for $U^{-}$.

Lemma 11.28. Let $\Gamma \subseteq \mathrm{SL}_{2}(\mathbb{R})$ be a discrete subgroup. Assume that the point $x_{0} \in X=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$ is periodic for $U^{-}$. Then $R_{a_{t}}\left(x_{0}\right)$ diverges to infinity in $X$ (that is, leaves any compact subset of $X$ ). In particular, if $X$ is compact then there are no periodic orbits for $U^{-}$.

Proof. As discussed in Sect. 9.3.3, the space $X$ is locally isomorphic to $\mathrm{SL}_{2}(\mathbb{R})$. That is, for any $x \in X$ there is an injectivity radius $r_{x}>0$ such that the map

$$
\begin{aligned}
B_{r_{x}}^{\mathrm{SL}_{2}(\mathbb{R})} & \longrightarrow X \\
g & \longmapsto x g
\end{aligned}
$$

is an isometry. Moreover, if $K \subseteq X$ is compact then there exists some uniform $r>0$ that serves as an injectivity radius across all points of $K$. This puts an immediate constraint on the length $\ell_{0}$ of a possible periodic orbit of $x_{0} \in K$ for the horocycle flow as follows. There exists some $s>0$ (depending only on $r$ ) such that for $x \in K$ and $\ell \in \mathbb{R} \backslash\{0\}$ with $|\ell|<s$ we have $h(\ell) \cdot x \neq x$, so that $\left|\ell_{0}\right| \geqslant s$.

Suppose that $x_{0} \in X$ is a periodic cycle of length $\ell_{0}$, so

$$
h\left(\ell_{0}\right) \cdot x_{0}=x_{0} u^{-}\left(-\ell_{0}\right)=x_{0}
$$

Then $R_{a_{t}}\left(x_{0}\right)$ satisfies

$$
h\left(e^{-t} \ell_{0}\right) \cdot R_{a_{t}}\left(x_{0}\right)=x_{0} a_{t}^{-1} u^{-}\left(-e^{-t} \ell_{0}\right)=x_{0} u^{-}\left(-\ell_{0}\right) a_{t}^{-1}=R_{a_{t}}\left(x_{0}\right)
$$

so $R_{a_{t}}\left(x_{0}\right)$ is periodic with period length $e^{-t} \ell_{0}$ and so $R_{a_{t}}\left(x_{0}\right) \notin K$ for large enough $t$. This shows that $R_{a_{t}}\left(x_{0}\right) \rightarrow \infty$ for $t \rightarrow \infty$, and hence that there cannot be any periodic points if $X$ is compact.

The converse for lattices relies on the geometry of the Dirichlet region discussed in Sect. 11.1.

Lemma 11.29. If $X=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$ is not compact but is of finite volume, then there are periodic orbits for the horocycle flow in $X$. In fact, to every cusp of $X$ there corresponds precisely a one-parameter family of periodic $U^{-}$orbits in $X$ parameterized by the action of the diagonal subgroup A. More precisely, for one point $x$ with periodic $U^{-}$-orbit we get precisely one element, namely $R_{a_{t}}(x)$, of all other periodic $U^{-}$-orbits that are associated to the same cusp, by letting $t \in \mathbb{R}$ vary. Moreover, $x \in X$ is periodic for $U^{-}$if and only if $R_{a_{t}}(x) \rightarrow \infty$ for $t \rightarrow \infty$.

As the proof of this lemma will show, the result is easily verified for the case $\Gamma=\mathrm{SL}_{2}(\mathbb{Z})$.
Proof of Lemma 11.29. Recall from Sect. 11.1 that the Dirichlet region $D$ defined by $p \in \mathbb{H}$ consists of all points $y \in \mathbb{H}$ with

$$
\mathrm{d}(p, y)=\min _{\gamma \in \Gamma} \mathrm{d}(p, \gamma(y)),
$$

that it is a hyperbolic convex $n$-gon for some $n$, that it represents a fundamental domain for the action of $\Gamma$, and that the $n$-gon $D$ has at least one point on the boundary $\overline{\mathbb{R}}=\partial \mathbb{H}$ since $X$ is not compact by Lemma 11.9. We will refer to the points of $\bar{D} \overline{\overline{\bar{H}}} \cap \partial \mathbb{H}$ as boundary vertices, while cusps are as before equivalence classes of boundary vertices.

We claim that for every boundary vertex $r$ there is a non-trivial unipotent $\gamma \in \Gamma$ fixing $r$. To do this, we first show that it is sufficient that there be a non-central element $\gamma \in \Gamma$ fixing $r$. By conjugating $\Gamma$ with some element of $\mathrm{SL}_{2}(\mathbb{R})$ we may assume that $r=\infty$. Now any matrix $\gamma \in \Gamma \subseteq \mathrm{SL}_{2}(\mathbb{R})$ with $\gamma(\infty)=\infty$ has the form $\gamma=\left(\begin{array}{ll}a & b \\ 0 & d\end{array}\right)$ with $a d=1$ and $b \in \mathbb{R}$. For such an element, $\gamma(p)=\frac{a}{d} p+\frac{b}{d}$ has imaginary part $\Im(\gamma(p))=\frac{a}{d} \Im(p)$ with $\frac{a}{d}>0$. Replacing $\gamma$ by $\gamma^{-1}$ if necessary, we may assume that $\frac{a}{d} \geqslant 1$. If $\frac{a}{d}>1$, then $\Im(\gamma(p))>\Im(p)$. In this case, the geodesic line

$$
L_{\gamma}=\{z \in \mathbb{H} \mid \mathrm{d}(z, p)=\mathrm{d}(z, \gamma(p))\}
$$

as in Lemma 11.5 is a half-circle in $\mathbb{C}$ rather than a vertical line. In particular, in this case any $z \in \mathbb{H}$ with big enough imaginary part is closer to $\gamma(p)$ than it is to $p$, which contradicts the assumption that $\infty$ is a boundary vertex of the Dirichlet region defined by $p$. We must therefore have $\frac{a}{d}=1$, so $a=d= \pm 1$. Thus if a non-central element $\gamma \in \Gamma$ fixes the boundary vertex $r$, then $\gamma^{2}$ is a non-trivial unipotent element fixing $r$.

To prove the claim that for any boundary vertex $r$ there is a non-trivial element $\gamma \in \Gamma$ fixing $r$, we start by considering an edge $E$ which makes up one of the pieces of the boundary of $D$ near $r$. Then $E \subseteq L_{\gamma_{1}}$ for some $\gamma_{1} \in \Gamma$, with $L_{\gamma_{1}}$ as in Lemma 11.5. We claim that $E=\bar{D} \cap L_{\gamma_{1}}$ may also be written

$$
E=\overline{\gamma_{1}(D)} \cap L_{\gamma_{1}}
$$

that is, the two hyperbolic convex $n$-gons $D$ and $\gamma_{1}(D)$ meet full edge to full edge in $E$. To see this, consider a point $y \in \overline{\gamma_{1}(D)} \cap L_{\gamma_{1}}$. Then

$$
\mathrm{d}(y, p)=\mathrm{d}\left(y, \gamma_{1}(p)\right)=\min _{\gamma \in \Gamma} \mathrm{d}(y, \gamma(p)) .
$$

We claim that every point on the geodesic from $y$ to $p$ belongs to $D$. If not, then there is some $z$ in that geodesic segment with $\mathrm{d}(y, p)=\mathrm{d}(y, z)+\mathrm{d}(z, p)$ (since $z$ lies on the geodesic joining $y$ to $p$ ) and with $\mathrm{d}(z, \gamma(p)) \leqslant \mathrm{d}(z, p)$. This would imply that

$$
\mathrm{d}(y, \gamma(p)) \leqslant \mathrm{d}(y, z)+\mathrm{d}(z, \gamma(p)) \leqslant \mathrm{d}(y, z)+\mathrm{d}(z, p)=\mathrm{d}(y, p) \leqslant \mathrm{d}(y, \gamma(p))
$$

and, moreover, that the path from $y$ to $z$ and on to $\gamma(p)$ (via the pieces of geodesics) is in fact a length minimizing path. By Proposition 9.4 this can only happen if $y, z$ and $\gamma(p)$ all belong to the same geodesic, which implies that $\gamma(p)=p$ and therefore $\gamma= \pm I$. This implies that $y$ lies in $\bar{D} \cap L_{\gamma_{1}}$, and so $\bar{D} \cap L_{\gamma_{1}} \subseteq \overline{\gamma_{1}(D)} \cap L_{\gamma_{1}}$. The same argument implies the reversed inclusion.

If there are no other boundary vertices (as, for example, in the case $r=\infty$ and $\Gamma=\mathrm{SL}_{2}(\mathbb{Z})$ ) or if none of the other boundary vertices are equivalent to $r$ (as, for example, in the case $r=\infty$ in the example of Sect. 11.2.2), then we claim that $\gamma_{1}$ fixes $r$. From the previous paragraph, we know that $D$ meets $\gamma_{1}(D)$ full edge to full edge in $E$, so there is an edge $E^{\prime}$ of $D$ that is mapped under $\gamma_{1}$ to $E$. As $E^{\prime}$ has the boundary vertex $r_{1}=\gamma_{1}^{-1}(r)$, we must have $r_{1}=r$, and so $\gamma_{1}(r)=r$ as claimed.

In general, the boundary vertex $r_{1}$ satisfying $\gamma_{1}\left(r_{1}\right)=r$ might not coincide with $r$ (as, for example, in the case $r=1$ and $r_{1}=-1$ arising in Sect. 11.2.2). In the following argument we will make use of pairs $\left(E^{\prime}, r^{\prime}\right)$, where $E^{\prime}$ is an edge of $D$ and $r^{\prime}$ is both a boundary vertex of $D$ and an endpoint of $E^{\prime}$. We may think of these pairs as directed edges. Starting with the directed edge $(E, r)$, there is an edge $E_{1}^{\prime}$ of $D$ that is mapped under $\gamma_{1}$ to $E$ (that is, the directed edge $\left(E_{1}^{\prime}, r_{1}\right)$ is mapped to $(E, r)$ ).

Let $\left(E_{1}, r_{1}\right)$ be that directed edge with the property that $E_{1}$ is the other edge of $D$ meeting $E_{1}^{\prime}$ at the vertex $r_{1}$. If $r_{1} \neq r$, then there is some $\gamma_{2} \in \Gamma$ with $E_{1} \subseteq L_{\gamma_{2}}$. In particular, $D$ meets $\gamma_{2}(D)$ in the edge $E_{1}$. Hence there is a directed edge $\left(E_{2}^{\prime}, r_{2}\right)$ that is mapped under $\gamma_{2}$ to $\left(E_{1}, r_{2}\right)$. Let $\left(E_{2}, r_{2}\right)$ be the other directed edge meeting $E_{2}^{\prime}$ in $r_{2}$, and so on. Geometrically speaking we move from $D$ to the next copy $\gamma_{1}(D)$ of $D$ near $r$ and then move through $\gamma_{1}(D)$ to the next copy $\gamma_{1} \gamma_{2}(D)$ and so on. Formally, we obtain a sequence of directed edges $(E, r),\left(E_{1}^{\prime}, r_{1}\right),\left(E_{1}, r_{1}\right),\left(E_{2}^{\prime}, r_{2}\right),\left(E_{2}, r_{2}\right), \ldots$, and elements $\gamma_{1}, \gamma_{2}, \cdots \in \Gamma$ with the properties that

- The directed edge $\left(E_{j+1}^{\prime}, r_{j+1}\right)$ is mapped under $\gamma_{j+1}$ to $\left(E_{j}, r_{j}\right)$; that is, $\gamma_{j+1}\left(r_{j+1}\right)=r_{j}$ and $\gamma_{j+1}\left(E_{j+1}^{\prime}\right)=E_{j}$ for $j \geqslant 1$. Similarly, $\gamma_{1}$ maps $\left(E_{1}^{\prime}, r_{1}\right)$ to ( $E, r$ ).
- The directed edges $\left(E_{j}^{\prime}, r_{j}\right)$ and $\left(E_{j}, r_{j}\right)$ are precisely the two directed edges meeting in the boundary vertex $r_{j}$ for $j \geqslant 1$.

Note that $E_{j+1}^{\prime} \subseteq L_{\gamma_{j+1}^{-1}}^{-1}$ and that $E_{j}$ is the edge of $D$ that is mapped under $\gamma_{j+1}^{-1}$ to $E_{j+1}$. In particular, the directed edge $\left(E_{j+1}, r_{j+1}\right)$ determines $\left(E_{j}, r_{j}\right)$ in the same way that $\left(E_{j}, r_{j}\right)$ determines $\left(E_{j+1}, r_{j+1}\right)$. Therefore, there exists some $n \geqslant 1$ for which $E_{n}=E$ and $r_{n}=r$. In symbols, we have

$$
r=\gamma_{1} \gamma_{2} \cdots \gamma_{n}\left(r_{n}\right)=\gamma\left(r_{n}\right)=\gamma(r)
$$

where $\gamma=\gamma_{1} \gamma_{2} \cdots \gamma_{n}$. It remains to show that $\gamma$ is non-trivial. Again assume that $r=\infty$, so that $E$ is a vertical line, and that $\gamma_{1}(D)$ is to the right of $E$. Then $E_{1}$ is the right edge of $D$ rising vertically to $\infty$. By induction, we deduce that $\gamma_{1} \gamma_{2} \cdots \gamma_{n}(D)$ is to the right of $D$, so $\gamma$ is non-central. This completes the proof of the claim that every boundary vertex of $D$ is fixed by a non-trivial unipotent $\gamma$.

Given a non-trivial unipotent $\gamma \in \Gamma$ there is an element $g \in \mathrm{SL}_{2}(\mathbb{R})$ with $g^{-1} \gamma g=u^{-}(s) \in U^{-}$. Therefore $h(s) \cdot \Gamma g=\Gamma g u^{-}(-s)=\Gamma g$ is periodic for the horocycle flow.

It remains to demonstrate the correspondence between one-parameter families of periodic orbits for the horocycle flow and cusps. For this, notice that if we remove from $D$ its intersection with a big compact ball we are left with as many connected components as there are boundary vertices (indeed, what is left will be a union of disjoint open neighborhoods of the boundary vertices). However, as discussed, boundary vertices are identified under the action of $\Gamma$ and correspondingly some of the edges meeting those vertices are identified under the natural map $D \rightarrow \Gamma \backslash \mathbb{H}$. In other words, the cusps correspond to connected components of $\Gamma \backslash \mathbb{H}$ after removing from the latter a big compact subset $\Omega$. By Lemma 11.28 , any point $x$ which is periodic for $U^{-}$diverges under $R_{a_{t}}$ as $t \rightarrow \infty$, so $R_{a_{t}}(x)$ must approach one and only one of the cusps as $t \rightarrow \infty$.

Now consider the point $z \in D$ and the vector $v \in \mathrm{~T}_{z} \mathbb{H}$ corresponding to $R_{a_{t_{0}}}(x)$ for some large enough $t_{0}$ for which $R_{a_{t}}(x)$ stays in the given neighborhood of the appropriate cusp for all $t \geqslant t_{0}$. Without loss of generality $z=x+\mathrm{i} y$ belongs to the neighborhood of the boundary vertex $r=\infty$ and we may assume that $y>1$. We claim that $v$ points straight up, which then shows that the corresponding element of $\mathrm{SL}_{2}(\mathbb{R})$ has the form $\left(\begin{array}{ll}a & b \\ 0 & d\end{array}\right)$. Since we are interested in parameterizing the periodic orbits, it then follows that any two such periodic orbits are on the same orbit of the subgroup

$$
A=\left\{\left(\begin{array}{rr}
a & b \\
& d
\end{array}\right) \in \mathrm{SL}_{2}(\mathbb{R})\right\}
$$

To prove the claim, suppose that $v$ does not point straight up. Then the associated geodesic line is a semi-circle, and some future point $R_{a_{t}}(x)$ will have imaginary part equal to 1 . Define $K$ to be the compact segment of the line $y=1$ in $\mathbb{C}$ starting at i and ending at $\gamma(\mathrm{i}) \in \mathbb{R}+\mathrm{i}$, where $\gamma \in \Gamma$ is a unipotent element fixing $\infty$. Since $K$ is compact, we may assume that $\Omega$ contains the image of $K$ in $\Gamma \backslash \mathbb{H}$. This is a contradiction since $R_{a_{t}}(x)$ by hypothesis does not return to $\Omega$ for $t>t_{0}$.

The argument above also shows that if $R_{a_{t}}(x) \rightarrow \infty$ for any $x \in X$ then this orbit must eventually get close to a single cusp, and this happens (assuming that $\infty \in \partial \mathbb{H}$ represents this cusp) again only if $v$ points upwards. In this case, however, the horocycle flow moves horizontally and the unipotent element $\gamma$ fixing $\infty$ shows that $x$ is a periodic point for $U^{-}$.

### 11.5.2 Proof of Measure Rigidity for the Horocycle Flow

Just as in the proof of Lemma 11.28 we will use the geodesic flow to study stretches of $U^{-}$-orbits in the proof of Theorem 11.27. For this our main tool will be the mixing property of the geodesic flow $R_{a_{t}}$ on $X$.

Proof of Theorem 11.27. Let $\mu$ be an invariant and ergodic probability measure for the horocycle flow $x \mapsto h(s) \cdot x=R_{u^{-}(s)}(x)$ for $s \in \mathbb{R}$ and $x \in X$. Recall that $x_{0} \in X$ is generic for $\mu$ if for all $f \in C_{c}(X)$ the time averages converge in the sense that

$$
\begin{equation*}
\frac{1}{S} \int_{0}^{S} f\left(h(s) \cdot x_{0}\right) \mathrm{d} s \longrightarrow \int f \mathrm{~d} \mu \tag{11.14}
\end{equation*}
$$

as $S \rightarrow \infty$, and that $\mu$-almost every $x_{0} \in X$ is generic for $\mu$. Let $x_{0}$ be such a generic point. If $x_{0}$ is periodic for the horocycle flow, then $\mu$ must be the image of the one-dimensional Lebesgue measure on this periodic orbit.

So assume now that $x_{0}$ is not periodic. We will study the time averages as in (11.14) and show for some subsequence of times $S$ that the averages converge to $\int f \mathrm{~d} m_{X}$. Since for a point $x_{0}$ that is generic for $\mu$ the time averages converge to $\int f \mathrm{~d} \mu$ we deduce that $\int f \mathrm{~d} \mu=\int f \mathrm{~d} m_{X}$ for all $f$ in $C_{c}(X)$, and so $\mu=m_{X}$.

Since we may assume that $x_{0} \in X$ is not periodic for $U^{-}$, we know from Lemma 11.29 that there exists a sequence of times $t_{n} \rightarrow \infty$ for the geodesic flow and a fixed compact subset $K \subseteq X$ such that $R_{a_{t_{n}}}\left(x_{0}\right) \in K$ for $n \geqslant 1$. Proposition 11.30 therefore finishes the proof.

Proposition 11.30. Let $K \subseteq X$ be a compact set. Then there exists some constant $\eta>0$ with the following property for all $x_{0} \in X$. Suppose that $\left(t_{n}\right)$ is a sequence in $\mathbb{R}$ with $t_{n} \rightarrow \infty$, and with $R_{a_{t_{n}}}\left(x_{0}\right) \in K$ for all $n$. Then

$$
\begin{equation*}
\frac{1}{\eta \mathrm{e}^{t_{n}}} \int_{0}^{\eta \mathrm{e}^{t_{n}}} f\left(h(s) \cdot x_{0}\right) \mathrm{d} s \longrightarrow \int f \mathrm{~d} m_{X} \tag{11.15}
\end{equation*}
$$

as $n \rightarrow \infty$ for all $f \in C_{c}(X)$.
The basic idea of the proof-ignoring for the moment the slightly mysterious constant $\eta$-is as follows. Since $f$ is uniformly continuous, we may replace the left-hand side of (11.15) by an integral over a slightly thickened tubular neighborhood $B_{n}$ of the piece

$$
\begin{equation*}
\left\{x_{0} u^{-}(-s) \mid s \in\left[0, \mathrm{e}^{t_{n}}\right]\right\}=x_{0} u^{-}\left(-\left[0, \mathrm{e}^{t_{n}}\right]\right) \tag{11.16}
\end{equation*}
$$

of the $U^{-}$-orbit of $x_{0}$. We wish to do this in such a way that the image of $B_{n}$ under $R_{a_{t_{n}}}$ is easy to describe. Note that the piece of the $U^{-}$-orbit in (11.16) is mapped under $R_{a_{t_{n}}}$ to the set

$$
R_{a_{t_{n}}}\left(x_{0}\right) u^{-}(-[0,1])
$$

Below we will define a set $Q_{\delta} \subseteq \operatorname{PSL}_{2}(\mathbb{R})$ which contains $u^{-}(-[0,1])$ and which may be described as a cube with one of the sides being $u^{-}(-[0,1])$. Define

$$
B_{n}=R_{a_{t_{n}}}^{-1}\left(R_{a_{t_{n}}}\left(x_{0}\right) Q_{\delta}\right)=x_{0}\left(a_{t_{n}}^{-1} Q_{\delta} a_{t_{n}}\right)
$$

We will show that $B_{n}$ is a slight thickening of the set defined in (11.16). Using this we will be able to show

$$
\frac{1}{e^{t_{n}}} \int f\left(h(s) \cdot x_{0}\right) \mathrm{d} s \approx \frac{1}{m_{X}\left(B_{n}\right)} \int_{B_{n}} f(x) \mathrm{d} x=\frac{1}{m_{X}\left(B_{n}\right)}\left\langle f, \chi_{B_{n}}\right\rangle
$$

Moreover, $B_{n}$ was defined as a pre-image under $R_{a_{t_{n}}}$, and together with the mixing property we expect

$$
\begin{equation*}
\left\langle f, \chi_{B_{n}}\right\rangle \longrightarrow \int f \mathrm{~d} m_{X} \cdot m_{X}\left(R_{a_{t_{n}}}\left(x_{0}\right) Q_{\delta}\right)=\int f \mathrm{~d} m_{X} \cdot m_{X}\left(B_{n}\right) \tag{11.17}
\end{equation*}
$$

However, $B_{n}$ is not defined as the pre-image of a fixed set in $X$, so the mixing statement does not apply directly. Roughly speaking, the set $B_{n}$ is defined as the pre-image of a set whose "shape" $Q_{\delta}$ is fixed but whose position $R_{a_{t_{n}}}\left(x_{0}\right)$ is allowed to vary. Here the assumption that $R_{a_{t_{n}}}\left(x_{0}\right) \in K$ is crucial-it will allow us to use mixing to prove (11.17).

To make the above outline formal, we need a basic decomposition lemma for the Haar measure ${ }^{(100)}$.

Lemma 11.31. Let $G$ be a $\sigma$-compact unimodular group and let $S, T \subseteq G$ be closed subgroups with the property that $S \cap T=\{e\}$ and the product set $S T$ contains a neighborhood of $e \in G$. Let $\phi: S \times T \rightarrow G$ be the product $\operatorname{map} \phi(s, t)=s t \in S T \subseteq G$. Then the Haar measure $m_{G}$ restricted to $S T$ is proportional to the push-forward $\phi_{*}\left(m_{S}^{\ell} \times m_{T}^{r}\right)$ where $m_{S}^{\ell}$ is the left Haar measure on $S$ and $m_{T}^{r}$ is the right Haar measure on $T$.

Clearly if $G \backslash S T$ has Haar measure zero, then the above lemma gives a complete description of $m_{G}$ in the coordinate system defined by the subgroups $S$ and $T$.

We will apply the lemma in the case where $G=\operatorname{PSL}_{2}(\mathbb{R}), S=U^{-}$, and

$$
T=U^{+} A=\left\{\left.\binom{a}{t a^{-1}} \right\rvert\, t \in \mathbb{R}, a \in \mathbb{R}^{\times}\right\} .
$$

Notice that $S=K$ and $T=U^{+} A$ is another choice, that was already discussed implicitly in Lemma 9.16.
Proof of Lemma 11.31. Since $S \cap T=\{e\}$, an element $g \in G$ has at most one decomposition as $g=s t$ with $s \in S$ and $t \in T$. Therefore for compact subsets $K_{S} \subseteq S$ and $K_{T} \subseteq T$ the map $\phi$ restricted to $K_{S} \times K_{T}$ is a homeomorphism, so $\phi^{-1}: S T \rightarrow S \times T$ is measurable. The same applies to the map $\psi: S \times T \rightarrow S T$ defined by $\psi(s, t)=\phi\left(s, t^{-1}\right)=s t^{-1}$.

Let $\nu=\left(\psi^{-1}\right)_{*} m_{G}$. We consider $S \times T$ as a $\sigma$-compact group by using coordinatewise multiplication. Then, for $B \subseteq S \times T$ and a point $(s, t) \in S \times T$, we have

$$
\nu((s, t) B)=m_{G}(\psi((s, t) B))=m_{G}\left(s \psi(B) t^{-1}\right)=m_{G}(\psi(B))=\nu(B),
$$

since $G$ is unimodular. It follows that $\nu$ is a left Haar measure on $S \times T$ and so must be proportional to $m_{S}^{\ell} \times m_{T}^{\ell}$. Now $\phi$ and $\psi$ differ only by the inverse in the second component, and the inverse map sends $m_{T}^{\ell}$ to a measure proportional to $m_{T}^{r}$, so the lemma follows.

As mentioned above, we are interested in the case $G=\mathrm{PSL}_{2}(\mathbb{R}), S=U^{-}$, and $T=U^{+} A$. Clearly, in this case $S \cap T=\{e\}$ and $S, T$ are closed subgroups of $G$. All that needs to be checked is that $S T$ contains a neighborhood of $e$.

This may be seen* from the inverse function theorem, since both $S \times T$ and $G$ are three-dimensional, and the derivative of the multiplication map has full rank at the identity $(e, e)$. We choose the Haar measure $m_{U^{-}}^{\ell}$ to be the usual Lebesgue measure on $\mathbb{R}$ under the identification of $s \in \mathbb{R}$ with $u^{-}(s) \in U^{-}$, and we choose the right Haar measure $m_{T}^{r}$ on $T$ so that $m_{G}$ restricted to $U^{-} T$ coincides with the product measure of $m_{U^{-}}^{\ell}$ and $m_{T}^{r}$.
Proof of Proposition 11.30. Let $\eta=\eta(K)>0$ be chosen so that

$$
u^{-}(-[0, \eta]) B_{\eta}^{T} \ni g \longmapsto y g
$$

is injective for all $y \in K$.
Let $f$ be a function in $C_{c}(X)$. It is sufficient to prove (11.15) for nonnegative functions, so assume that $f(x) \geqslant 0$ for all $x \in X$. Fix $\varepsilon>0$ and choose by uniform continuity of $f$ some $\delta \in(0, \delta)$ such that

$$
\mathrm{d}(x, y)<\delta \Longrightarrow|f(x)-f(y)|<\varepsilon
$$

Recall that $T=U^{+} A$ and define

$$
Q_{\delta}=u^{-}(-[0, \eta]) B_{\delta}^{T}
$$

Then by choice of $\eta$, for any $y \in K$ the map $g \mapsto y g$ is injective on $Q_{\delta}$. Let

$$
B_{n}=R_{a_{t_{n}}}^{-1}\left(R_{a_{t_{n}}}\left(x_{0}\right) Q_{\delta}\right)=x_{0}\left(a_{t_{n}}^{-1} Q_{\delta} a_{t_{n}}\right) \subseteq x_{0}\left(u^{-}\left(-\left[0, \eta \mathrm{e}^{t_{n}}\right]\right) B_{\delta}^{T}\right)
$$

where the last inclusion may be seen by noting that conjugation by $a_{t_{n}}^{-1}$ contracts $U^{+}$and expands $U^{-}$. Now for any $s \in\left[0, \eta \mathrm{e}^{t_{n}}\right]$ and $h \in B_{\delta}^{T}$ we have

$$
\mathrm{d}_{X}\left(x_{0} u^{-}(-s), x_{0} u^{-}(-s) h\right) \leqslant \mathrm{d}_{G}(e, h)<\delta
$$

and so

$$
\left|f\left(x_{0} u^{-}(-s)\right)-f\left(x_{0} u^{-}(-s) h\right)\right|<\varepsilon .
$$

By Lemma 11.31 and the discussion after it, we deduce that

$$
\begin{aligned}
& \frac{1}{m\left(B_{n}\right)} \int_{B_{n}} f(x) \mathrm{d} m_{X}=\frac{1}{m\left(B_{n}\right)} \int_{a_{t_{n}}^{-1} Q_{\delta} a_{t_{n}}} f\left(x_{0} g\right) \mathrm{d} m_{G}(g) \\
= & \frac{1}{\eta \mathrm{e}^{t_{n}}} \int_{0}^{\eta \mathrm{e}^{t_{n}}} \frac{1}{m_{T}^{r}\left(a_{t_{n}}^{-1} B_{\delta}^{T} a_{t_{n}}\right)} \int_{a_{t_{n}}^{-1} B_{\delta}^{T} a_{t_{n}}} f\left(x_{0} u^{-}(-s) h\right) \mathrm{d} m_{T}^{r}(h) \mathrm{d} s
\end{aligned}
$$

[^43]is within $\varepsilon$ of
$$
\frac{1}{\eta \mathrm{e}^{t_{n}}} \int_{0}^{\eta \mathrm{e}^{t_{n}}} f\left(x_{0} u^{-}(-s)\right) \mathrm{d} s
$$

Next we are going to construct finitely many subsets of $X$ to which the mixing property can be applied. Note that

$$
\bar{Q}_{\delta}=u^{-}(-[0, \eta]) \overline{B_{\delta}^{T}}
$$

is compact, and the set $Q_{\delta}^{o}=u^{-}(-(0, \eta)) B_{\delta}^{T}$ has

$$
m_{G}\left(Q_{\delta}\right)=m_{G}\left(\bar{Q}_{\delta}\right)=m_{G}\left(Q_{\delta}^{o}\right) .
$$

It follows by regularity that there is a compact subset $P_{\delta} \subseteq Q_{\delta}^{o}$ and an open set $R_{\delta} \supseteq \bar{Q}_{\delta}$ with

$$
\begin{equation*}
m_{G}\left(R_{\delta} \backslash P_{\delta}\right)<\frac{\varepsilon}{m_{G}\left(Q_{\delta}\right)} . \tag{11.18}
\end{equation*}
$$

This implies that $B_{\kappa}^{G} P_{\delta} \subseteq Q_{\delta}$ and $B_{\kappa}^{G} Q_{\delta} \subseteq R_{\delta}$ for a sufficiently small $\kappa>0$. By compactness we may choose finitely many points $y_{1}, \ldots, y_{\ell} \in K$ with

$$
K \subseteq y_{1} B_{\kappa}^{G} \cup \cdots \cup y_{\ell} B_{\kappa}^{G}
$$

Since the geodesic flow is mixing, we have

$$
\begin{equation*}
\frac{m_{G}\left(P_{\delta}\right)}{m_{G}\left(Q_{\delta}\right)} \int f \mathrm{~d} m_{G}-\varepsilon \leqslant\left\langle f, \frac{1}{m_{G}\left(Q_{\delta}\right)} \chi_{y_{i} P_{\delta}} \circ R_{a_{t_{n}}}\right\rangle \tag{11.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle f, \frac{1}{m_{G}\left(Q_{\delta}\right)} \chi_{y_{i} R_{\delta}} \circ R_{a_{t_{n}}}\right\rangle \leqslant \frac{m_{G}\left(R_{\delta}\right)}{m_{G}\left(Q_{\delta}\right)} \int f \mathrm{~d} m_{G}+\varepsilon \tag{11.20}
\end{equation*}
$$

for $i=1, \ldots, \ell$ and all large enough $n$.
Therefore, if $x=R_{a_{t_{n}}}\left(x_{0}\right) \in y_{i} B_{\eta}^{G}$ then $y_{i} P_{\delta} \subseteq x Q_{\delta} \subseteq y_{i} R_{\delta}$, and since $f$ is non-negative this shows that

$$
\left\langle f, \frac{1}{m_{G}\left(Q_{\delta}\right)} \chi_{y_{i} P_{\delta}} \circ R_{a_{t_{n}}}\right\rangle \leqslant\left\langle f, \frac{1}{m_{G}\left(Q_{\delta}\right)} \chi_{B_{n}}\right\rangle \leqslant\left\langle f, \frac{1}{m_{G}\left(Q_{\delta}\right)} \chi_{y_{i} R_{\delta}} \circ R_{a_{t_{n}}}\right\rangle
$$

and so, by the inequalities (11.19)-(11.20) and (11.18),

$$
(1-\varepsilon) \int f \mathrm{~d} m_{X}-\varepsilon \leqslant\left\langle f, \frac{1}{m_{G}\left(Q_{\delta}\right)} \chi_{B_{n}}\right\rangle \leqslant(1+\varepsilon) \int f \mathrm{~d} m_{X}+\varepsilon
$$

By combining this with the earlier statement that

$$
\left\langle f, \frac{1}{m_{G}\left(Q_{\delta}\right)} \chi_{B_{n}}\right\rangle
$$

and

$$
\frac{1}{\eta \mathrm{e}^{t_{n}}} \int_{0}^{\eta \mathrm{e}^{t_{n}}} f\left(x_{0} u^{-}(-s)\right) \mathrm{d} s
$$

are $\varepsilon$-close, the proposition and Theorem 11.27 follow.
While the proof of Proposition 11.30 shows that either $x$ is periodic for the horocycle flow or that certain long ergodic averages of a function $f \in C_{c}(X)$ are close to the integral for the Haar measure, it does not establish that in the latter case $x$ is in fact generic for $m_{X}$ (unless $X$ is compact). This will be proved in Sect. 11.7.

## Exercises for Sect. 11.5

Exercise 11.5.1. Suppose that $X=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$ is compact. Let $u \in \mathrm{SL}_{2}(\mathbb{R})$ be a nontrivial unipotent matrix. Prove that the map $R_{u}: X \rightarrow X$ is uniquely ergodic. Generalize the statement and proof to non-compact quotients by lattices. (Note that Theorem 11.27 deals with the case of the $\mathbb{R}$-flow only.)

Exercise 11.5.2. Suppose that $X=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$ is not compact. Show that

$$
\frac{1}{t\left(y_{n}\right)} \int_{0}^{t\left(y_{n}\right)} f\left(h(t) \cdot y_{n}\right) \mathrm{d} t \longrightarrow \int f \mathrm{~d} m_{X}
$$

as $n \rightarrow \infty$ for any $f \in C_{c}(X)$, if each $y_{n} \in X$ is periodic with least period $t\left(y_{n}\right)$ for the horocycle flow, and $t\left(y_{n}\right) \rightarrow \infty$ as $n \rightarrow \infty$.

Exercise 11.5.3. Let $X=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$ be the quotient by a lattice $\Gamma$. Prove (without invoking ergodic decomposition Theorem 6.2) that a probability measure $\mu$ on $X$, invariant under the horocycle flow $h(s)$ for all $s \in \mathbb{R}$, that gives zero measure to the set of all periodic orbits of the horocycle flow must be the Haar measure of $X$.

### 11.6 Non-escape of Mass for Horocycle Orbits

We have seen that the geodesic flow $R_{a_{t}}$ and the horocycle flow $h(s)=R_{u^{-}(s)}$ have fundamentally different types of behavior. For example, we briefly discussed in Sect. 9.7.2 the fact that orbits for the geodesic flow can be quite erratic; on the other hand we will show in the next section that an orbit for the horocycle flow will either be periodic (and hence compact) or will be equidistributed in the ambient space. Recall that the latter property means

$$
\frac{1}{T} \int_{0}^{T} f(h(t) \cdot x) \mathrm{d} t \longrightarrow \int_{X} f \mathrm{~d} m_{X}
$$

as $T \rightarrow \infty$. In order to prove this, we first wish to show that any limit of a sequence of measures of the form

$$
\begin{equation*}
\frac{1}{T_{n}} \int_{0}^{T_{n}} \delta_{x u^{-}(-t)} \mathrm{d} t \tag{11.21}
\end{equation*}
$$

with $T_{n} \rightarrow \infty$ as $n \rightarrow \infty$, is indeed a probability measure. This propertythat limit points of sequences of uniform measures on long orbits are probability measures-is often called quantitative non-divergence or non-escape of mass ${ }^{(101)}$. Clearly this does not hold for the geodesic flow: for example, the orbit of the point $(\mathrm{i}, \mathrm{i})$ in $\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathrm{SL}_{2}(\mathbb{R})$ is strictly divergent (see Fig. 9.1 and the discussion in Sect. 9.7.2) and so any limit measure along this orbit of the geodesic flow must be zero.

On a positive note, this kind of strict divergence seen in the geodesic orbit of ( $\mathrm{i}, \mathrm{i}$ ) is clearly impossible for the horocycle flow. More precisely, for any $x \in \mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathrm{SL}_{2}(\mathbb{R})$ there exists a compact set $L \subseteq \mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathrm{SL}_{2}(\mathbb{R})$ and a sequence $t_{n} \nearrow \infty$ such that $h\left(t_{n}\right) \cdot x \in L$ for all $n \geqslant 1$. This property is often called non-divergence (and is due to Margulis in much more general situations). To see why this property holds for the horocycle flow, recall that horocycle orbits can be drawn in the upper half-plane $\mathbb{H}$ as circles touching the real axis, or as horizontal lines. This is easy to see since the latter is the orbit of ( $\mathrm{i}, \mathrm{i}$ ), and Möbius transformations map horizontal lines either to horizontal lines or to circles tangent to the real axis (see Fig. 9.3 and Sect. 9.2). We conclude that given any $x \in \mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathrm{SL}_{2}(\mathbb{R})$, either $x$ is periodic for the horocycle flow, in which case the orbit is compact and the non-divergence statement is trivial, or $x$ is represented in the fundamental domain $F$ from Fig. 9.5 by a vector not pointing straight upwards. In the latter case we choose $L$ to be the closure of the set of all vectors with base point $z \in F$ satisfying $\Im(z)=1$. As the circle comes back (in both directions) to $\Im(z)=1$, we can find some $t_{1}>0$ with $h\left(t_{1}\right) \cdot x \in L$. Applying the same argument with $h\left(t_{1}+1\right) \cdot x$ in place of $x$ leads to some $t_{2}>t_{1}$ for which $h\left(t_{2}\right) \cdot x \in L$, and so on.

We next state the quantitative non-divergence theorem, which (in a more general setting) is Dani's refinement of Margulis' non-divergence theorem.
Theorem 11.32. For every lattice $\Gamma \subseteq \mathrm{SL}_{2}(\mathbb{R})$, every compact subset $K$ in $X=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$, and every $\varepsilon>0$, there is a compact subset $L=L(K, \varepsilon)$ of $X$ such that

$$
\begin{equation*}
m_{\mathbb{R}}(\{t \mid 0 \leqslant t \leqslant T, h(t) \cdot x \notin L\}) \leqslant \varepsilon T \tag{11.22}
\end{equation*}
$$

for all $T>0$ and all $x \in K$. Moreover, there is a compact set $L=L(\varepsilon) \subseteq X$ (independent of $K$ and of $x$ ) such that for any $x \in X$ either $x$ is periodic or there exists some $T_{x}>0$ such that (11.22) holds for all $T \geqslant T_{x}$.

Notice that the first claim gives (in a more uniform way than needed here) the earlier claim, that for any $x \in X$ and any convergent sequence of measures
of the form (11.21), the limit $\mu$ is a probability measure. Indeed, to show that $\mu(X)>1-\varepsilon$ one only needs to choose a continuous function $f \in C_{c}(X)$ with $\chi_{L} \leqslant f \leqslant 1$ and apply the definition of weak*-convergence, where $L$ is chosen as in Theorem 11.32 for $K=\{x\}$.

Before starting the proof we record the following fundamental difference between the behavior of polynomials (which model some aspects of the horocycle flow) and the exponential function (which models some aspects of the geodesic flow).

Let $p \in \mathbb{R}[t]$ be a polynomial with small coefficients and with $p(T)=1$. Then a fixed positive proportion of $t \in[0, T]$ has $p(t)>\frac{1}{2}$. Moreover, the Lebesgue measure of the set

$$
\{t \in[0, T]||p(t)|<\varepsilon\}
$$

is (for small $\varepsilon$ ) small compared to $T$. Here it is important to note that the quality of these statements is independent of the size of $T$, which may be seen by rescaling the polynomial $p(t)$ on the interval $[0, T]$ to give the polynomial $q(t)=p(t T)$ on $[0,1]$. Neither of these properties hold for an exponential function $g(t)=a e^{ \pm t}$.

### 11.6.1 The Space of Lattices and the Proof of Theorem 11.32 for $X_{2}=\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathrm{SL}_{2}(\mathbb{R})$

In proving this theorem it will be helpful to think of $X_{2}=\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathrm{SL}_{2}(\mathbb{R})$ and, more generally, $X_{d}=\mathrm{SL}_{d}(\mathbb{Z}) \backslash \mathrm{SL}_{d}(\mathbb{R})$, in a slightly different way. A lattice $\Lambda \subseteq \mathbb{R}^{d}$ is called unimodular if the quotient $\mathbb{R}^{d} / \Lambda$ has a fundamental domain of Lebesgue volume 1; equivalently if it has covolume 1. Any unimodular lattice has the form $\Lambda_{g}=g^{-1} \mathbb{Z}^{d} \subseteq \mathbb{R}^{d}$ for some $g \in \mathrm{SL}_{d}(\mathbb{R})$. When we wish to emphasize the meaning of a point $x \in X_{d}$ in the sense of a lattice in $\mathbb{R}^{d}$, then we will simply use the symbol $\Lambda \in X_{d}$.

Moreover, matrices $g_{1}, g_{2} \in \mathrm{SL}_{d}(\mathbb{R})$ define the same lattice if and only if $g_{2} g_{2}^{-1} \in \mathrm{SL}_{d}(\mathbb{Z})$. Thus $X_{d}$ can be identified with the space of unimodular lattices. This gives a geometrical interpretation of the space $X_{d}$; in particular Mahler's compactness criterion [241], which says that a sequence of elements of $X_{d}$ diverge to infinity if and only if the distance from the origin in $\mathbb{R}^{d}$ to the set of non-trivial lattice elements converges to zero.

Theorem 11.33. [Mahler compactness criterion] $A$ set $K \subseteq X_{d}$ has compact closure if and only if there is an $s>0$ with the property that

$$
\Lambda \cap B_{s}(0)=\{0\}
$$

for all $\Lambda \in K$.

One way of formulating this result is as follows. Lattices $\Lambda \subseteq \mathbb{R}^{d}$ are clearly discrete, and so compact subsets of lattices in $\mathbb{R}^{d}$ should be uniformly discrete.

Proof of Theorem 11.33. We start by showing that a compact subset $K$ of $X_{d}$ must have the uniform discreteness property. Suppose therefore that $K$ has compact closure but for every $n \geqslant 1$ there is some $\Lambda_{n} \in K$ with

$$
\Lambda_{n} \cap B_{1 / n}(0) \neq\{0\} .
$$

By compactness there exists some $\Lambda \in X_{d}$ with $\Lambda_{n} \rightarrow \Lambda$. By definition, this means that $\Lambda_{n}=g_{n}^{-1} \mathbb{Z}^{d}, \Lambda=g^{-1} \mathbb{Z}^{d}$, and we can choose $g_{n}$ (which is only unique up to left multiplication by $\left.\mathrm{SL}_{d}(\mathbb{Z})\right)$ such that $\mathrm{d}\left(g_{n}, g\right) \rightarrow 0$ as $n \rightarrow \infty$. Equivalently, $g_{n}^{-1} \rightarrow g^{-1}$ as $n \rightarrow \infty$, which in terms of the lattices means that one can choose a basis $\left\{\mathbf{b}_{j}^{(n)}=g_{n}^{-1} \mathbf{e}_{j} \mid 1 \leqslant j \leqslant d\right\}$ of $\Lambda_{n}$ which converges to a basis $\left\{\mathbf{b}_{j}=g^{-1} \mathbf{e}_{j} \mid 1 \leqslant j \leqslant d\right\}$ of $\Lambda$. However, as $\left(g_{n}\right)$ and $\left(g_{n}^{-1}\right)$ both converge, it follows that the lattices $\Lambda_{n}=g_{n}^{-1} \mathbb{Z}^{d}$ cannot contain arbitrarily small elements of $\mathbb{R}^{d}$, which contradicts our choice and proves the easier half of the theorem.

We now claim that for every lattice $\Lambda$ with $\Lambda \cap B_{s}(0)=\{0\}$ one can find a basis of vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n} \in \Lambda$ that belong to a given ball of radius depending on $s$. Choose $\mathbf{b}_{1} \in \Lambda$ with the property that

$$
\begin{equation*}
\left\|\mathbf{b}_{1}\right\|=\min \{\|\mathbf{b}\| \mid \mathbf{b} \in \Lambda \backslash\{0\}\} \tag{11.23}
\end{equation*}
$$

so $\left\|\mathbf{b}_{1}\right\| \geqslant s$, and $\mathbf{b}_{1}$ generates $\Lambda \cap \mathbb{R} \mathbf{b}_{1}$. Moreover, there is a constant $C_{d}$ depending only on the dimension $d$ with $\left\|\mathbf{b}_{1}\right\| \leqslant C_{d}$, since if all the vectors in $\Lambda \backslash\{0\}$ are very long, then it cannot be unimodular by Minkowski's convex body theorem (which simply relies on the argument that if $B_{2 r}(0)$ does not contain a lattice element of $\Lambda$, then $B_{r}(0)$ is mapped injectively onto $\mathbb{R}^{d} / \Lambda$, which makes the volume of the fundamental domain of $\Lambda$ at least as large as the volume of $\left.B_{r}(0)\right)$. Define

$$
W=\left(\mathbb{R} \mathbf{b}_{1}\right)^{\perp}
$$

and

$$
\Lambda_{W}=\pi_{W}(\Lambda)
$$

where $\pi_{W}: \mathbb{R}^{d} \rightarrow W$ is the projection along the line $\mathbb{R} \mathbf{b}_{1}$. The $(d-1)$ dimensional lattice $\Lambda_{W}$ need not be unimodular, but the covolume is $\frac{1}{\left\|\mathbf{b}_{1}\right\|}$, which is uniformly bounded away from 0 and infinity. So after rescaling by a bounded scalar, we may assume that the lattice $\Lambda_{W}$ is unimodular. We claim that all the non-zero vectors in $\Lambda_{W}$ have length bounded away from 0 by a uniform amount. For, if not, a very short vector $\pi_{W}(\mathbf{x}) \in \Lambda_{W}$ with $\mathbf{x} \in \Lambda$
would have the property that $\mathbf{x}+n \mathbf{b}_{1}$ is closer to 0 than $\mathbf{b}_{1}$ for some $n \in \mathbb{Z}$, contradicting (11.23) (see Fig. 11.13).


Fig. 11.13 Choosing the vector $\mathbf{x}+n \mathbf{b}_{1}$

By induction, this shows that $\Lambda_{W}$ has a basis consisting of vectors whose length is bounded uniformly away from 0 and infinity that can be lifted to complete the basis $\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{n}$. The length of $\mathbf{b}_{j}$ for $j \geqslant 2$ can be chosen to be less than $\sqrt{\left\|\pi_{W}\left(\mathbf{b}_{j}\right)\right\|^{2}+\left\|\mathbf{b}_{1}\right\|^{2}}$, which is bounded by a number depending on $d$. It follows that for any sequence $\Lambda_{n} \in K$ we can write $\Lambda_{n}=g_{n}^{-1} \mathbb{Z}^{d}$ where the columns of $g_{n}^{-1}$ are uniformly bounded (only depending on $s$ ). However, as $\operatorname{det}\left(g_{n}\right)=1$ we know that $g_{n}$ belongs to a fixed compact set of $\mathrm{SL}_{d}(\mathbb{R})$, so $K \subseteq X_{d}$ is contained in the compact image of that set, giving the result.

We now have the background needed to proceed with the proof of quantitative non-divergence in the case $X_{2}=\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathrm{SL}_{2}(\mathbb{R})$. As the proof will show, the theorem simply relies on the polynomial (in fact, linear) behavior of orbits of the horocycle flow, together with the simple observation that a unimodular lattice in $\mathbb{R}^{2}$ cannot contain two linearly independent vectors of norm less than one.
Proof of Theorem 11.32. By Theorem 11.33 we have

$$
K \subseteq \Omega_{\delta}=\left\{\Lambda \in X_{2} \mid \Lambda \cap B_{\delta}(0)=\{0\}\right\}
$$

for some $\delta \in(0,1)$. We need to choose some constant $\eta \in\left(0, \frac{\delta}{4}\right)$ such that the set $L=\Omega_{\eta}$ satisfies (11.22) for all $\Lambda \in K$ and $T>0$.

Note that an element $h(t) \cdot x=x u^{-}(-t)$ of the horocycle flow maps the lattice $\Lambda=g^{-1} \mathbb{Z}^{2}$ corresponding to $x=\Gamma g \in X_{2}$ to $u^{-}(t) \Lambda$. In other words, the horocycle flow corresponds to application of the matrix $\left(\begin{array}{c}1 \\ 1 \\ 1\end{array}\right)$, which fixes the $x$-axis and shears the $y$-axis towards the direction of the $x$-axis. Specifically, the image of a vector $\binom{\alpha_{1}}{\alpha_{2}}$ under $\left(\begin{array}{cc}1 & t \\ 1\end{array}\right)$ is $\binom{\alpha_{1}+t \alpha_{2}}{\alpha_{2}}$ for any $t \in \mathbb{R}$, so the horocycle flow moves this point at linear speed determined by $\alpha_{2}$ through the plane.

When applying the horocycle flow to $\Lambda$ there could be different lattice elements $v \in \Lambda$ that at some time $t$ give rise to a short vector $u^{-}(t) v$ in $u^{-}(t) \Lambda$, which prevents $u^{-}(t) \Lambda$ from belonging to $L=\Omega_{\eta}$. For this reason we let $\left\{v_{1}, v_{2}, \ldots\right\} \subseteq \Lambda$ be a maximal set of mutually non-proportional prim-
itive* elements of $\Lambda$. Notice that if a vector $u^{-}(t) v \in u^{-}(t) \Lambda \backslash\{0\}$ has norm less than $\eta$, then $v$ is a multiple of a primitive vector $v=n v_{j}$, and so $u^{-}(t) v_{j}$ will have norm less than $\eta$. Thus it is enough to consider only the orbits of the primitive vectors $v_{1}, v_{2}, \ldots$.

Recall that $\Lambda \in \Omega_{\delta}$ by assumption, and so $\left\|v_{i}\right\| \geqslant \delta$ for $i=1,2, \ldots$. Fix some $T>0$. Then for each $i \geqslant 1$, we define

$$
B_{i}=\left\{t \in[0, T] \mid u^{-}(t) v_{i} \in B_{\eta}^{\mathbb{R}^{2}}(0)\right\}
$$

(the set of bad times in $[0, T]$ ) and

$$
P_{i}=\left\{t \in[0, T] \mid u^{-}(t) v_{i} \in B_{\delta}^{\mathbb{R}^{2}}(0)\right\}
$$

(the set of protecting times in $[0, T]$ ). By assumption $\eta<\delta$, so $B_{i} \subseteq P_{i}$. If $i \neq j$ then $P_{i} \cap P_{j}=\varnothing$, since if $t \in P_{i} \cap P_{j}$ then $u^{-}(t) v_{i}$ and $u^{-}(t) v_{j}$ both lie in the unimodular lattice $u^{-}(t) \Lambda$ and have norm less than $\delta<1$, so they are linearly dependent ${ }^{\dagger}$, and hence $i=j$ by construction.

Finally, we claim that

$$
\begin{equation*}
m_{\mathbb{R}}\left(B_{i}\right) \leqslant \frac{8 \eta}{\delta} m_{\mathbb{R}}\left(P_{i}\right) \tag{11.24}
\end{equation*}
$$

This implies the first claim in the theorem. Indeed, summing over $i$ and using disjointness of the sets $P_{i}$ the inequality (11.24) gives

$$
m_{\mathbb{R}}\left(\bigsqcup_{i \geqslant 1} B_{i}\right) \leqslant \frac{8 \eta}{\delta} m_{\mathbb{R}}\left(\bigsqcup_{i \geqslant 1} P_{i}\right)=\frac{8 \eta}{\delta} \sum_{i \geqslant 1} m_{\mathbb{R}}\left(P_{i}\right) \leqslant \frac{8 \eta}{\delta} T .
$$

However, as discussed above,

$$
\begin{aligned}
m_{\mathbb{R}}\left(\left\{t \mid u^{-}(t) \Lambda \notin \Omega_{\eta}\right\}\right) & =m_{\mathbb{R}}\left(\left\{t \mid\left\|u^{-}(t) v_{i}\right\|<\eta \text { for some } i\right\}\right) \\
& =m_{\mathbb{R}}\left(\bigcup_{i \geqslant 1} B_{i}\right)
\end{aligned}
$$

Choosing $\eta \leqslant \frac{\varepsilon \delta}{8}$ gives the estimate needed.

[^44]To prove the inequality (11.24), let $v_{i}=\binom{\alpha_{1}}{\alpha_{2}}$ so that

$$
u^{-}(t) v_{i}=\binom{\alpha_{1}+t \alpha_{2}}{\alpha_{2}}
$$

Then $u^{-}(t) v_{i}$ moves at linear speed along a horizontal line, as in Fig. 11.14.


Fig. 11.14 The linear speed in the horocycle flow makes it easy to describe the lengths of the vectors in the orbit

Clearly $B_{i}$ and $P_{i}$ are both intervals. To prove the inequality (11.24), we have to relate the lengths of these intervals to the speed $\alpha_{2}$ of the vector $u^{-}(t) v_{i}$ and to the radii $\eta$ and $\delta$. If $B_{i} \subseteq[0, T]$ is empty, then there is nothing to prove. This holds, in particular, if $\alpha_{2}=0$ or if $\left|\alpha_{2}\right| \geqslant \frac{\delta}{4} \geqslant \eta$. Otherwise, $P_{i}=\left[T_{1}, T_{2}\right]$ must contain some $T^{\prime}$ with $\left|\alpha_{1}+T^{\prime} \alpha_{2}\right|<\eta \leqslant \frac{\delta}{4}$ while $\left\|u^{-}\left(T_{1}\right) v\right\|=\delta$ gives $\left|\alpha_{1}+T_{1} \alpha_{2}\right| \geqslant \frac{\delta}{2}$ since $\left|\alpha_{2}\right| \leqslant \frac{\delta}{2}$. Thus

$$
m_{\mathbb{R}}\left(P_{i}\right)=\left(T_{2}-T_{1}\right) \geqslant\left(T^{\prime}-T_{1}\right) \geqslant\left|\alpha_{2}\right|^{-1} \frac{\delta}{4} .
$$

On the other hand, $t \in B_{i}=\left[T_{3}, T_{4}\right]$ implies $\left|\alpha_{1}+t \alpha_{2}\right| \leqslant \eta$, so

$$
m_{\mathbb{R}}\left(B_{i}\right)=T_{4}-T_{3}<\frac{2 \eta}{\left|\alpha_{2}\right|} .
$$

Together, this gives the inequality (11.24).
For the final claim let $K=\Omega_{1 / 2}$ and apply the first statement of the theorem to $\varepsilon / 2$ to define the set $L$. Now let $x \in X_{2}$, and notice that $x$ is periodic for the horocycle flow if and only if the corresponding lattice $\Lambda \subseteq \mathbb{R}^{2}$ intersects the $x$-axis. Now assume that $x \in X_{2}$ is not periodic, so that $\Lambda$ may have a very short primitive vector $v \in \Lambda$ that is not fixed. Therefore we may choose $T_{1}>0$ such that $u^{-}\left(T_{1}\right) v$ has norm between $\frac{1}{2}$ and 1 . As in the
argument above, this shows that $\pm u^{-}\left(T_{1}\right) v$ are the only non-trivial vectors of norm less than 1 for $u^{-}\left(T_{1}\right) \Lambda$, so that $x u^{-}\left(-T_{1}\right) \in K$. We choose $T_{x}$ so that $T_{1}=\frac{\varepsilon}{2} T_{x}$, and it is easy to check that (11.22) holds for all $T \geqslant T_{x}$.

### 11.6.2 Extension to the General Case

Notice first that Theorem 11.32, in the case of quotients $\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$ by lattices $\Gamma$ in $\mathrm{PSL}_{2}(\mathbb{R})$, also implies the same statement for quotients $\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$ by lattices in $\mathrm{SL}_{2}(\mathbb{R})$. Indeed, if $\Gamma \subseteq \mathrm{SL}_{2}(\mathbb{R})$ is a lattice, then

$$
\bar{\Gamma}=\Gamma \cdot\{ \pm I\} \subseteq \mathrm{SL}_{2}(\mathbb{R}) /\{ \pm I\}=\mathrm{PSL}_{2}(\mathbb{R})
$$

is also a lattice. Moreover, the natural map

$$
\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R}) \longrightarrow \bar{\Gamma} \backslash \mathrm{PSL}_{2}(\mathbb{R})
$$

is proper (that is, every compact set $\bar{L} \subseteq \bar{\Gamma} \backslash \mathrm{PSL}_{2}(\mathbb{R})$ has a compact preimage $L$ in $\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$. From this the earlier claim follows quickly.

With this reduction, we may use the geometry of $\mathbb{H}$ and Dirichlet domains. Indeed, we now state a description of $\bar{\Gamma} \backslash \mathrm{PSL}_{2}(\mathbb{R})$ which we essentially proved together with Lemma 11.29.

Proposition 11.34. Let $\Gamma \subseteq \mathrm{PSL}_{2}(\mathbb{R})$ be a lattice. Then either $\Gamma$ is uniform and $\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$ is compact, or there exists a compact subset

$$
\Omega_{c p} \subseteq X=\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})
$$

such that $X \backslash \Omega_{c p}$ has finitely many connected components, each of which can be identified with a special finite volume subset of the infinite volume quotient

$$
\mathscr{T}=\left\{\left(\begin{array}{r}
1 \\
n \\
\\
1
\end{array}\right)\right\} \backslash \operatorname{PSL}_{2}(\mathbb{R})
$$

Indeed, for each component $C$ of $X \backslash \Omega_{c p}$ we find some $y_{C}>0$ such that the subset $\mathscr{T}_{C} \subseteq \mathscr{T}$ is the image of $\left\{(z, v) \in \mathrm{T}^{1} \mathbb{H} \mid \Im(z)>y_{C}\right\}$, and the identification $\imath_{C}: C \rightarrow \mathscr{T}_{C}$ has the property that for a sufficiently small element $g \in \mathrm{PSL}_{2}(\mathbb{R})$ and any $x \in C$ with $x \cdot g \in C$ we have $\imath_{C}(x \cdot g)=\imath_{C}(x) g$.

Roughly speaking, the components of $X \backslash \Omega_{c p}$ are the cusps of $X$.
Proof of Proposition 11.34. We will leave some of the details of the proof as an exercise, but indicate how the proof of Lemma 11.29 applies to Proposition 11.34. We defined a cusp of $X=\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$ to be an equivalence class of boundary vertices of a Dirichlet domain $D$ for $\Gamma$, and showed in the proof of Lemma 11.29 that for every boundary vertex $r$ there exists
a non-trivial unipotent element of $\Gamma$ fixing the boundary vertex $r$. Without loss of generality, we may assume that $r=\infty$. While proving this we used several other elements $\gamma_{i} \in \Gamma$, and the respective images $\gamma_{i}(D)$ of the Dirichlet domain. At the end of this argument we had obtained the copies $\gamma_{1}(D), \gamma_{1} \gamma_{2}(D), \ldots, \gamma_{1} \gamma_{2} \cdots \gamma_{n}(D)$ of $D$ which were all located to the right of $D$ meeting each other full-edge to full-edge on vertical geodesics. Let

$$
F=D \cup \gamma_{1}(D) \cup \gamma_{1} \gamma_{2}(D) \cup \cdots \cup \gamma_{1} \gamma_{2} \cdots \gamma_{n}(D)
$$

be the union of these domains. By construction, the quotient map

$$
\mathrm{T}^{1} \mathbb{H} \rightarrow \Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})
$$

restricted to $\left\{(z, v) \in \mathrm{T}^{1} \mathbb{H} \mid z \in F, \Im(z)>y_{\infty}\right\}$ is injective if $y_{\infty}>0$ is chosen sufficiently large. Denote this injective image by $C_{\infty} \subseteq X$. By applying the Möbius transformation ( ${ }^{a}{ }_{a^{-1}}$ ) for some $a>0$ we can ensure that the unipotent element $\gamma=\gamma_{1} \cdots \gamma_{n}$ has the form ( ${ }^{1} \frac{1}{1}$ ).

If necessary we may repeat this construction for the remaining cusps, and can ensure disjointness by choosing the associated parameters $y$ sufficiently big. After completion of this argument for every cusp $D$, the pre-images of the various sets give a set whose image in $X$ has compact closure.

Sketch Proof of Theorem 11.32 for General $\Gamma$. As mentioned before, it is enough to treat the case of a lattice $\Gamma \subseteq \mathrm{PSL}_{2}(\mathbb{R})$. Applying Proposition 11.34, we can find a compact subset $\Omega_{c p} \subseteq X=\Gamma \backslash \mathrm{PSL}_{2}(\mathbb{R})$ and finitely many tube-like sets $C_{1}, \ldots, C_{\ell}$ which together give a partition

$$
X=\Omega_{c p} \sqcup C_{1} \sqcup \cdots \sqcup C_{\ell} .
$$

Enlarging $\Omega_{c p}$ if necessary, we may assume that $K \subseteq \Omega_{c p}$ and that each $C_{i}$ is naturally identified with a tube

$$
\left\{\left.\left(\begin{array}{r}
1 \\
\\
\\
1
\end{array}\right) \right\rvert\, n \in \mathbb{Z}\right\} \backslash\left\{(z, v) \in \mathrm{T}^{1} \mathbb{H} \mid \Im(z)>y_{i}\right\}=\mathscr{T}\left(y_{i}\right)
$$

with $y_{i}>1$. We claim that for each $C_{i}$ there is a subset $L_{i} \subseteq C_{i}$ with compact closure such that

$$
L=\Omega_{c p} \sqcup L_{1} \sqcup \cdots \sqcup L_{\ell}
$$

satisfies the first statement of Theorem 11.32.
Let us now describe the form of non-divergence we will prove (more precisely, that we have already proved) for the tube-like sets $\mathscr{T}(y)$ with $y>1$. There exists a compact set $L \subseteq \overline{\mathscr{T}(y)}$ such that for any $x \in \partial \mathscr{T}(y)$ and any $T>0$, either $h(T) \cdot x \notin \overline{\mathscr{T}(y)}$ or

$$
\begin{equation*}
m_{\mathbb{R}}(\{t \in[0, T] \mid h(t) \cdot x \notin L\})<\varepsilon T . \tag{11.25}
\end{equation*}
$$

Notice that $x \in \overline{\mathscr{T}(y)}$ and $h(T) \cdot x \in \overline{\mathscr{T}(y)}$ implies that $h(t) \cdot x \in \overline{\mathscr{T}(y)}$ for $t$ in $[0, T]$, because of the geometry of horocycle orbits in $\mathrm{T}^{1} \mathbb{H}$.

Applying the above claim for each of the sets $C_{i}$, we obtain the partition

$$
L=\Omega_{c p} \sqcup L_{1} \sqcup \cdots \sqcup L_{\ell} .
$$

If $x \in K \subseteq \Omega_{c p}$ and $T>0$, then the interval $[0, T]$ is naturally decomposed into subintervals $I=\left[T_{0}, T_{1}\right]$ of times where

$$
\begin{aligned}
h(t) \cdot x & \in \Omega_{c p} \text { for all } t \in I^{o}, \text { or } \\
h(t) \cdot x & \in C_{1} \text { for all } t \in I^{o}, \text { or } \\
& \vdots \\
h(t) \cdot x & \in C_{\ell} \text { for all } t \in I^{o} .
\end{aligned}
$$

For a subinterval of the first type there is nothing to show, while for an interval of the other types we can apply the claim in (11.25) to the initial point in $\mathscr{T}_{i}$ corresponding to $x u^{-}\left(-T_{0}\right) \in \partial C_{i}$ and time $T_{1}-T_{0}$. Adding these estimates together gives the result.

To see that we already know (11.25), notice that $\mathscr{T}(y)$ maps injectively to $X_{2}=\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathrm{SL}_{2}(\mathbb{R})$ under the natural quotient map $\pi$. Apply Theorem 11.32 to the image $K$ of $\partial \mathscr{T}(y)$ in $X_{2}$, to obtain a compact subset in $X_{2}$. Let $L \subseteq \mathscr{T}(y)$ be its pre-image under the quotient map, which has compact closure in $\mathscr{T}$.

Choose $x \in \partial \mathscr{T}(y)$ and $T>0$ such that $h(T) \cdot x \in \overline{\mathscr{T}}(y)$, then $h(t) \cdot x \in L$ if and only if $h(t) \cdot \pi(x) \in \pi(L)$ for any $t \in[0, T]$, which gives the claim.

The last statement in the theorem also follows from the special case of $X_{2}=\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathrm{SL}_{2}(\mathbb{R})$ in the same way.

## Exercises for Sect. 11.6

Exercise 11.6.1. As discussed above, $\mathrm{SL}_{2}(\mathbb{Z}) \backslash \mathrm{SL}_{2}(\mathbb{R})$ can be identified both with the unit tangent bundle of the modular surface (and so with vectors attached to points in the fundamental domain $F$ shown in Fig. 9.5 on p. 308), and with the space of unimodular lattices in $\mathbb{R}^{2}$. Make this correspondence explicit, and in particular explain the meaning of the imaginary coordinate in terms of properties of the associated lattice. Use this to deduce an independent proof of Theorem 11.33 in the case $d=2$.

Exercise 11.6.2. In this exercise we show how special algebraic groups defined over $\mathbb{Q}$ give rise to closed orbits in $\mathrm{SL}_{n}(\mathbb{Z}) \backslash \mathrm{SL}_{n}(\mathbb{R})$. Let

$$
\rho: \mathrm{SL}_{n}(\mathbb{R}) \hookrightarrow \mathrm{SL}_{N}(\mathbb{R})
$$

be a linear representation such that for $1 \leqslant i, j \leqslant N$ the $(i, j)$ th matrix entry of $\rho(g)$ is a polynomial in the matrix entries of $g$ with rational coefficients (that is, $\rho$ is an algebraic representation defined over $\mathbb{Q}$ ). Let $v \in \mathbb{Q}^{N}$ be a vector, and define*

$$
\mathbb{G}=\left\{g \in \mathrm{SL}_{n} \mid \rho(g) v=v\right\}
$$

to be the stabilizer of $v$. Prove that the orbit $\mathrm{SL}_{n}(\mathbb{Z}) \mathbb{G}(\mathbb{R})$ in $\mathrm{SL}_{n}(\mathbb{Z}) \backslash \mathrm{SL}_{n}(\mathbb{R})$ under the group $\mathbb{G}(\mathbb{R})$ is closed.

Exercise 11.6.3. In this exercise we show how special quaternion division algebras over $\mathbb{Q}$ give rise to uniform (and, by definition, also) arithmetic lattices in $\mathrm{SL}_{2}(\mathbb{R})$. A quaternion division algebra over $\mathbb{Q}$ is an algebra $D$ over the field $\mathbb{Q}$ such that $D$ has dimension four over $\mathbb{Q}, D$ has a unit $1_{D}, \mathbb{Q}$ (identified with $\mathbb{Q} \cdot 1_{D}$ ) is the center of $D$, and every non-zero element of $D$ has a multiplicative inverse. The best-known example is the algebra of rational Hamiltonian quaternions defined by $\mathbb{Q}+\mathbb{Q} i+\mathbb{Q} j+\mathbb{Q} k$ with $\mathrm{i}^{2}=\mathrm{j}^{2}=\mathrm{k}^{2}=-1$, and $\mathrm{ij}=-\mathrm{ji}=\mathrm{k} \ldots$ : We will not be able to use this particular algebra to construct a lattice in $\mathrm{SL}_{2}(\mathbb{R})$, so we begin by constructing a different quaternion algebra, and then show how it gives rise to a lattice.
(a) Show that for $a, b, c, d \in \mathbb{Z}$ the sum $a^{2}+b^{2}+c^{2}+d^{2}$ is not divisible by 8 unless $a, b, c, d$ are all even.
(b) Use (a) to show that

$$
D=\left\{\left.\left(\begin{array}{cc}
a+\sqrt{7} b r & c+\sqrt{7} d \\
-(c-\sqrt{7} d) & a-\sqrt{7} b
\end{array}\right) \right\rvert\, a, b, c, d \in \mathbb{Q}\right\}
$$

is a quaternion division algebra over $\mathbb{Q}$.
(c) Show that $D \otimes_{\mathbb{R}} \mathbb{R}=\operatorname{Mat}_{22}(\mathbb{R})$ (that is, show that $D$ is $\mathbb{R}$-split).
(d) Embed $D$ into $\operatorname{Mat}_{44}(\mathbb{Q})$ by using the basis

$$
1_{D}=\left(\begin{array}{cc}
1 & \\
& 1
\end{array}\right), \mathrm{i}_{D}=\left(\begin{array}{cc}
\sqrt{7} & \\
& -\sqrt{7}
\end{array}\right), \mathrm{j}_{D}=\binom{1}{-1}, \mathrm{k}_{D}=\left(\begin{array}{cc} 
& -\sqrt{7} \\
\sqrt{7}^{2}
\end{array}\right)
$$

of $D$, and identifying $d \in D$ with the linear map $D \ni f \mapsto d f \in D$. The image of $D$ is a four-dimensional linear subspace $W$ of $\operatorname{Mat}_{44}(\mathbb{Q})$ defined by 12 linear equations. On $W$ the original coordinates of $a, b, c, d$ with respect to the chosen basis can be represented by rational linear combinations of the matrix entries of $g \in W$.
(e) Show that

$$
\mathbb{G}=\left\{g \in \mathrm{SL}_{4} \mid g \in W, a^{2}-7 b^{2}+c^{2}-7 d^{2}=1\right\}
$$

[^45]has $\mathbb{G}(\mathbb{R}) \cong \mathrm{SL}_{2}(\mathbb{R})$. Here $\mathbb{G}(\mathbb{R})$ is defined to consist of all $g \in W$ (that is, $g$ satisfying the 12 linear equations) for which the pre-image in $D$ satisfies
$$
a^{2}-7 b^{2}+c^{2}-7 d^{2}=1
$$
(f) Show that $\mathrm{SL}_{4}(\mathbb{Z}) \mathbb{G}(\mathbb{R})$ is closed by using Exercise 11.6.2.
(g) Show that $\mathrm{SL}_{4}(\mathbb{Z}) \mathbb{G}(\mathbb{R}) \cong \Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$ is compact by using the Mahler compactness criterion (Theorem 11.33) on $\mathrm{SL}_{4}(\mathbb{Z}) \backslash \mathrm{SL}_{4}(\mathbb{R})$.

### 11.7 Equidistribution of Horocycle Orbits

We are now ready to prove the theorem promised earlier, due to Dani and Smillie [63]. The argument used below is due to Ratner [305, Lem. 2.1].

Theorem 11.35. Let $\Gamma \subseteq \mathrm{SL}_{2}(\mathbb{R})$ be a lattice, and let $x \in X=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$. Then either $x$ is periodic for the horocycle flow (that is, $h(t) \cdot x=x$ for some $t>0$ ), or the horocycle orbit of $x$ is equidistributed with respect to the Haar measure $m_{X}$ of $X$ :

$$
\frac{1}{T} \int_{0}^{T} f(h(t) \cdot x) \mathrm{d} t \longrightarrow \int f \mathrm{~d} m_{X}
$$

as $T \rightarrow \infty$.
If $X$ is compact, then there are no periodic orbits by Lemma 11.28, and the statement of Theorem 11.35 is already known by Theorem 11.27.
Proof. Suppose that the point $x_{0} \in X$ is not periodic for the horocycle flow, let $T_{n} \nearrow \infty$ be any sequence, and define a sequence $\left(\mu_{n}\right)$ of probability measures by

$$
\int f \mathrm{~d} \mu_{n}=\frac{1}{T_{n}} \int_{0}^{T_{n}} f(h(t) \cdot x) \mathrm{d} t
$$

for $f \in C_{c}(X)$. By passing to a subsequence, we may assume that $\mu_{n} \rightarrow \mu$ in the weak*-topology, and by Theorem 11.32 the limit $\mu$ is a probability measure. To show the theorem we need to show that $\mu=m_{X}$.

By the version of Theorem 4.1 for flows (which is contained in the proof of Theorem 8.10), we know that $\mu$ is invariant under the horocycle flow. By the ergodic decomposition theorem* (Theorem 6.2) extended to flows (which is contained in the more general Theorem 8.20) we can write

$$
\mu=\int \mu_{y} \mathrm{~d} \nu(y)
$$

[^46]as a generalized convex combination of probability measures that are invariant and ergodic under the horocycle flow. By Theorem 11.27, each such measure is either the Haar measure $m_{X}$ or is the Lebesgue measure on a periodic orbit of a point $y=h\left(t_{y}\right) \cdot y$ with $t_{y}>0$. Therefore, to show that $\mu=m_{X}$ we only have to show
\[

$$
\begin{equation*}
\mu\left(\left\{y \in X \mid h\left(t_{y}\right) \cdot y=y \text { for some } t_{y}>0\right\}\right)=0 \tag{11.26}
\end{equation*}
$$

\]

Let us point out a few complications at this point. The set of periodic points as in (11.26) is dense (in fact long periodic orbits become equidistributed by Exercise 11.5.2). Moreover, to show that $\mu(B)=0$ for a given measurable set $B$ it is not sufficient to show that $\mu_{i}(B) \rightarrow 0$ as $i \rightarrow \infty^{*}$. However, if $B$ is compact then, in order to prove that $\mu(B)=0$, it is enough to find, for every $\varepsilon>0$, an open set $O \supseteq B$ with

$$
\limsup _{i \rightarrow \infty} \mu_{i}(O) \leqslant \varepsilon
$$

This criterion for vanishing of $\mu(B)$ follows easily from the definition of the weak*-topology and the existence of a continuous function $f \in C_{c}(X)$ with $\chi_{B} \leqslant f \leqslant \chi_{O}$. In order to apply this criterion, we need to write the set of periodic points as a countable union of compact sets, for which we have already developed all the necessary tools. By Lemma 11.29 there are finitely many one-parameter families of periodic orbits (one for each cusp). Fix a periodic point $x \in X$, and restrict the parameter $t \in \mathbb{R}$ from Lemma 11.29 to a compact set $I \subseteq \mathbb{R}$. Allowing $s \in\left[0, t_{x}\right]$ to vary, we obtain a compact set $B=\left\{x u^{-}(s) a(-t) \mid s \in\left[0, t_{x}\right], t \in I\right\}$ comprising periodic orbits. Varying $x$ through a finite list and increasing $I$, we can write the set of periodic points as in (11.26) as a countable union of such compact sets $B$. Thus it is sufficient to show that $\mu(B)=0$ for one such set $B$. Now fix $\varepsilon>0$ and let $L=L(\varepsilon) \subseteq X$ be a compact set constructed as in the final conclusion of Theorem 11.32. Recall that the period of $x a(-t)$ with respect to the horocycle flow is $\mathrm{e}^{-2 t} t_{x}$ if $t_{x}>0$ is the period of $x$, and so $x a(-t)$ diverges to one of the cusps as $t \rightarrow \infty$ by Lemma 11.29. Since $I$ is compact, there exists some $t_{\varepsilon} \in \mathbb{R}$ with $B a\left(-t_{\varepsilon}\right) \subseteq X \backslash L$. We define an open set $O=(X \backslash L) a\left(t_{\varepsilon}\right) \supseteq B$ and claim that $\mu_{i}(O) \leqslant \varepsilon$ for all large enough $i$. However,

$$
\begin{aligned}
\mu_{i}(O) & =\frac{1}{T_{i}} m_{\mathbb{R}}\left(\left\{s \in\left[0, T_{i}\right] \mid h(s) \cdot x \in O=(X \backslash L) a\left(t_{\varepsilon}\right)\right\}\right) \\
& =\frac{1}{T_{i}} m_{\mathbb{R}}\left(\left\{s \in\left[0, T_{i}\right] \mid x a\left(-t_{\varepsilon}\right) u^{-}\left(-\mathrm{e}^{-2 t} s\right) \notin L\right\}\right) \\
& =\frac{1}{\mathrm{e}^{-2 t_{\varepsilon}} T_{i}} m_{\mathbb{R}}\left(\left\{s \in\left[0, e^{-2 t_{\varepsilon}} T_{i}\right] \mid x a\left(-t_{\varepsilon}\right) u^{-}(s) \notin L\right\}\right)
\end{aligned}
$$

[^47]is the expression discussed in (11.22) for the initial point $x a\left(-t_{\varepsilon}\right)$. Since $\mathrm{e}^{-t_{\varepsilon}} T_{i} \rightarrow \infty$ as $i \rightarrow \infty$, and $x$ (equivalently, $\left.x a\left(-t_{\varepsilon}\right)\right)$ is not periodic by assumption, the final statement in Theorem 11.32 shows that $\mu_{i}(O) \leqslant \varepsilon$ for large enough $i$. This shows that $\mu(B)=0$ and hence (11.26), which gives the theorem.

As discussed in Chap. 1, Raghunathan and Dani formulated far-reaching conjectures. Firstly Raghunathan conjectured that orbit closures under unipotent actions are always orbits of closed subgroups, generalizing the classification of orbits for the horocycle flow (that is, the statement that a horocycle orbit is either dense or periodic, which follows trivially from the stronger equidistribution result in Theorem 11.35). Dani conjectured measure rigidity of unipotent flows other than the horocycle flow (which is handled in Theorem 11.27). Ratner proved these conjectures in full, and in addition proved the generalization of equidistribution for horocycle orbits (Theorem 11.35) to other unipotent flows, leading to numerous applications especially in number theory.

## Notes to Chap. 11

${ }^{(93)}$ (Page 347) Some of the striking ergodic and dynamical properties satisfied by the horocycle flow are the following. It is a highly non-trivial example of a flow that is mixing of all orders, as shown by Marcus [244]; Ratner has classified joinings between horocycle flows [300], measurable factors of horocycle flows [299], and many other measurable rigidity properties (see Ratner's survey article [301]); Marcus has also shown a form of rigidity for topological conjugacy of horocycle flows [245].
${ }^{(94)}$ (Page 348) The material in this section follows the book of Bekka and Mayer [21, Chap. 2] closely.
${ }^{(95)}$ (Page 361) This Klein model was used by both Klein [198] and Poincaré; the upper half-plane model is usually called the Poincaré model because of the influential paper [287] exploring its properties. Both models were used earlier by Beltrami [23] in order to show that hyperbolic geometry is as consistent as Euclidean geometry.
${ }^{(96)}$ (Page 362) The uniformization theorem generalizes the Riemann mapping theorem, which states that if $U$ is a simply connected open proper subset of $\mathbb{C}$, then there exists a bijective holomorphic map from $U$ onto the open unit disk. This was stated in Riemann's thesis [309], and the first complete proof was given by Carathéodory [48]. The uniformization theorem was finally proved by Koebe [207] and by Poincaré [289]; a convenient account may be found in the monograph of Farkas and Kra [89, Chap. IV] or Stillwell [353, Chap. 5].
${ }^{(97)}$ (Page 364) The work of Mautner clarified earlier results of Gel'fand and Fomin [112]. A useful overview of its use in ergodic theory may be found in Starkov's monograph [350].
${ }^{(98)}$ (Page 372) A different approach comes from work of Ryzhikov, using joinings. For the case of horocycle flows, Ryzhikov [327] showed mixing of all orders as a consequence of a new criterion for mixing of all orders, giving a new proof of the theorem of Marcus [244] (this is also described in the article of Thouvenot [359]).
${ }^{(99)}$ (Page 378) For a compact quotient, Hedlund showed that the horocycle flow is minimal [145] (every point has a dense orbit), and this was later generalized by Veech to nilpotent flows on semi-simple Lie groups [368].
${ }^{(100)}$ (Page 385) There are more general results concerning decompositions of Haar measure in locally compact groups-see Knapp [204, Sect. 8.3].
${ }^{(101)}$ (Page 389) The original work on non-divergence is due to Margulis [246]; subsequent refinements include work of Dani [62] and Kleinbock and Margulis [199] on quantitative statements; Kleinbock and Tomanov [200] on extensions to the $S$-arithmetic setting; Ghosh [114] on the positive characteristic case.

## Appendix A Measure Theory

Complete treatments of the results stated in this appendix may be found in any measure theory book; see for example Parthasarathy [280], Royden [320] or Kingman and Taylor [195]. A similar summary of measure theory without proofs may be found in Walters [374, Chap. 0]. Some of this appendix will use terminology from Appendix B.

## A. 1 Measure Spaces

Let $X$ be a set, which will usually be infinite, and denote by $\mathbb{P}(X)$ the collection of all subsets of $X$.

Definition A.1. A set $\mathscr{S} \subseteq \mathbb{P}(X)$ is called a semi-algebra if
(1) $\varnothing \in \mathscr{S}$,
(2) $A, B \in \mathscr{S}$ implies that $A \cap B \in \mathscr{S}$, and
(3) if $A \in \mathscr{S}$ then the complement $X \backslash A$ is a finite union of pairwise disjoint elements in $\mathscr{S}$;
if in addition
(4) $A \in \mathscr{S}$ implies that $X \backslash A \in \mathscr{S}$,
then it is called an algebra. If $\mathscr{S}$ satisfies the additional property
(5) $A_{1}, A_{2}, \cdots \in \mathscr{S}$ implies that $\bigcup_{n=1}^{\infty} A_{n} \in \mathscr{S}$,
then $\mathscr{S}$ is called a $\sigma$-algebra. For any collection of sets $\mathscr{A}$, write $\sigma(\mathscr{A})$ for the smallest $\sigma$-algebra containing $\mathscr{A}$ (this is possible since the intersection of $\sigma$-algebras is a $\sigma$-algebra).

Example A.2. The collection of intervals in $[0,1]$ forms a semi-algebra.

Definition A.3. A collection $\mathscr{M} \subseteq \mathbb{P}(X)$ is called a monotone class if

$$
A_{1} \subseteq A_{2} \subseteq \cdots \text { and } A_{n} \in \mathscr{M} \text { for all } n \geqslant 1 \Longrightarrow \bigcup_{n=1}^{\infty} A_{n} \in \mathscr{M}
$$

and

$$
B_{1} \supseteq B_{2} \supseteq \cdots \text { and } B_{n} \in \mathscr{M} \text { for all } n \geqslant 1 \Longrightarrow \bigcap_{n=1}^{\infty} B_{n} \in \mathscr{M}
$$

The intersection of two monotone classes is a monotone class, so there is a well-defined smallest monotone class $\mathscr{M}(\mathscr{A})$ containing any given collection of sets $\mathscr{A}$. This gives an alternative characterization of the $\sigma$-algebra generated by an algebra.

Theorem A.4. Let $\mathscr{A}$ be an algebra. Then the smallest monotone class containing $\mathscr{A}$ is $\sigma(\mathscr{A})$.

A function $\mu: \mathscr{S} \rightarrow \mathbb{R}_{\geqslant 0} \cup\{\infty\}$ is finitely additive if $\mu(\varnothing)=0$ and $^{*}$

$$
\begin{equation*}
\mu(A \cup B)=\mu(A)+\mu(B) \tag{A.1}
\end{equation*}
$$

for any disjoint elements $A$ and $B$ of $\mathscr{S}$ with $A \sqcup B \in \mathscr{S}$, and is countably additive if

$$
\mu\left(\bigcup_{n=1}^{\infty} A_{n}\right)=\sum_{n=1}^{\infty} \mu\left(A_{n}\right)
$$

if $\left\{A_{n}\right\}$ is a collection of disjoint elements of $\mathscr{S}$ with $\bigsqcup_{n=1}^{\infty} A_{n} \in \mathscr{S}$.
The main structure of interest in ergodic theory is that of a probability space or finite measure space.

Definition A.5. A triple $(X, \mathscr{B}, \mu)$ is called a finite measure space if $\mathscr{B}$ is a $\sigma$ algebra and $\mu$ is a countably additive measure defined on $\mathscr{B}$ with $\mu(X)<\infty$. A triple $(X, \mathscr{B}, \mu)$ is called a $\sigma$-finite measure space if $X$ is a countable union of elements of $\mathscr{B}$ of finite measure. If $\mu(X)=1$ then a finite measure space is called a probability space.

A probability measure $\mu$ is said to be concentrated on a measurable set $A$ if $\mu(A)=1$.

Theorem A.6. If $\mu: \mathscr{S} \rightarrow \mathbb{R}_{\geqslant 0}$ is a countably additive measure defined on a semi-algebra, then there is a unique countably additive measure defined on $\sigma(\mathscr{S})$ which extends $\mu$.

[^48]Theorem A.7. Let $\mathscr{A} \subseteq \mathscr{B}$ be an algebra in a probability space $(X, \mathscr{B}, \mu)$. Then the collection of sets $B$ with the property that for any $\varepsilon>0$ there is an $A \in \mathscr{A}$ with $\mu(A \triangle B)<\varepsilon$ is a $\sigma$-algebra.

As discussed in Sect. 2.1, the basic objects of ergodic theory are measurepreserving maps (see Definition 2.1). The next result gives a convenient way to check whether a transformation is measure-preserving.
Theorem A.8. Let $\left(X, \mathscr{B}_{X}, \mu\right)$ and $\left(Y, \mathscr{B}_{Y}, \nu\right)$ be probability spaces, and let $\mathscr{S}$ be a semi-algebra which generates $\mathscr{B}_{Y}$. A measurable map $\phi: X \rightarrow Y$ is measure-preserving if and only if

$$
\mu\left(\phi^{-1} B\right)=\nu(B)
$$

for all $B \in \mathscr{S}$.
Proof. Let

$$
\mathscr{S}^{\prime}=\left\{B \in \mathscr{B}_{Y} \mid \phi^{-1}(B) \in \mathscr{B}_{X}, \mu\left(\phi^{-1} B\right)=\nu(B)\right\} .
$$

Then $\mathscr{S} \subseteq \mathscr{S}^{\prime}$, and (since each member of the algebra generated by $\mathscr{S}$ is a finite disjoint union of elements of $\mathscr{S}$ ) the algebra generated by $\mathscr{S}$ lies in $\mathscr{S}^{\prime}$. It is clear that $\mathscr{S}^{\prime}$ is a monotone class, so Theorem A. 4 shows that $\mathscr{S}^{\prime}=\mathscr{B}_{Y}$ as required.

The next result is an important lemma from probability; what it means is that if the sum of the probabilities of a sequence of events is finite, then the probability that infinitely many of them occur is zero.
Theorem A. 9 (Borel-Cantelli ${ }^{(102)}$ ). Let $(X, \mathscr{B}, \mu)$ be a probability space, and let $\left(A_{n}\right)_{n \geqslant 1}$ be a sequence of measurable sets with $\sum_{n=1}^{\infty} \mu\left(A_{n}\right)<\infty$. Then

$$
\mu\left(\limsup _{n \rightarrow \infty} A_{n}\right)=\mu\left(\bigcap_{n=1}^{\infty}\left(\bigcup_{m=n}^{\infty} A_{m}\right)\right)=0 .
$$

If the sequence of sets are pairwise independent, that is if

$$
\mu\left(A_{i} \cap A_{j}\right)=\mu\left(A_{i}\right) \mu\left(A_{j}\right)
$$

for all $i \neq j$, then $\sum_{n=1}^{\infty} \mu\left(A_{n}\right)=\infty$ implies that

$$
\mu\left(\limsup _{n \rightarrow \infty} A_{n}\right)=\mu\left(\bigcap_{n=1}^{\infty}\left(\bigcup_{m=n}^{\infty} A_{m}\right)\right)=1 .
$$

The elements of a $\sigma$-algebra are typically very complex, and it is often enough to approximate sets by a convenient smaller collection of sets.
Theorem A.10. If $(X, \mathscr{B}, \mu)$ is a probability space and $\mathscr{A}$ is an algebra which generates $\mathscr{B}$ (that is, with $\sigma(\mathscr{A})=\mathscr{B}$ ), then for any $B \in \mathscr{B}$ and $\varepsilon>0$ there is an $A \in \mathscr{A}$ with $\mu(A \triangle B)<\varepsilon$.

A measure space is called complete if any subset of a null set is measurable.
If $X$ is a topological space, then there is a distinguished collection of sets to start with, namely the open sets. The $\sigma$-algebra generated by the open sets is called the Borel $\sigma$-algebra. If the space is second countable, then the support of a measure is the largest closed set with the property that every open neighborhood of every point in the set has positive measure; equivalently the support of a measure is the complement of the largest open set of zero measure.

If $X$ is a metric space, then any Borel probability measure $\mu$ on $X$ (that is, any probability measure defined on the Borel $\sigma$-algebra $\mathscr{B}$ of $X$ ) is regular ${ }^{(103)}$ : for any Borel set $B \subseteq X$ and $\varepsilon>0$ there is an open set $O$ and a closed set $C$ with $C \subseteq B \subseteq O$ and $\mu(O \backslash C)<\varepsilon$.

## A. 2 Product Spaces

Let $I \subseteq \mathbb{Z}$ and assume that for each $i \in I$ a probability space $\mathrm{X}_{i}=\left(X_{i}, \mathscr{B}_{i}, \mu_{i}\right)$ is given. Then the product space $X=\prod_{i \in I} X_{i}$ may be given the structure of a probability space $(X, \mathscr{B}, \mu)$ as follows. Any set of the form

$$
\prod_{i \in I, i<\min (F)} X_{i} \times \prod_{i \in F} A_{i} \times \prod_{i \in I, i>\max (F)} X_{i}
$$

or equivalently of the form

$$
\left\{x=\left(x_{i}\right)_{i \in I} \in X \mid x_{i} \in A_{i} \text { for } i \in F\right\}
$$

for some finite set $F \subseteq I$, is called a measurable rectangle. The collection of all measurable rectangles forms a semi-algebra $\mathscr{S}$, and the product $\sigma$-algebra is $\mathscr{B}=\sigma(\mathscr{S})$. The product measure $\mu$ is obtained by defining the measure of the measurable rectangle above to be $\prod_{i \in F} \mu_{i}\left(A_{i}\right)$ and then extending to $\mathscr{B}$.

The main extension result in this setting is the Kolmogorov consistency theorem, which allows measures on infinite product spaces to be built up from measures on finite product spaces.

Theorem A.11. Let $X=\prod_{i \in I} X_{i}$ with $I \subseteq \mathbb{Z}$ and each $X_{i}$ a probability space. Suppose that for every finite subset $F \subseteq I$ there is a probability measure $\mu_{F}$ defined on $X_{F}=\prod_{i \in F} X_{i}$, and that these measures are consistent in the sense that if $E \subseteq F$ then the projection map

$$
\left(\prod_{i \in F} X_{i}, \mu_{F}\right) \longrightarrow\left(\prod_{i \in E} X_{i}, \mu_{E}\right)
$$

is measure-preserving. Then there is a unique probability measure $\mu$ on the probability space $\prod_{i \in I} X_{i}$ with the property that for any $F \subseteq I$ the projection
map

$$
\left(\prod_{i \in I} X_{i}, \mu\right) \longrightarrow\left(\prod_{i \in F} X_{i}, \mu_{F}\right)
$$

is measure-preserving.
In the construction of an infinite product $\prod_{i \in I} \mu_{i}$ of probability measures above, the finite products $\mu_{F}=\prod_{i \in F} \mu_{i}$ satisfy the compatibility conditions needed in Theorem A.11.

In many situations each $X_{i}=\left(X_{i}, \mathrm{~d}_{i}\right)$ is a fixed compact metric space with $0<\operatorname{diam}\left(X_{i}\right)<\infty$. In this case the product space $X=\prod_{n \in \mathbb{Z}} X_{n}$ is also a compact metric space with respect to the metric

$$
\mathrm{d}(x, y)=\sum_{n \in \mathbb{Z}} \frac{d_{n}\left(x_{n}, y_{n}\right)}{2^{n} \operatorname{diam}\left(X_{n}\right)},
$$

and the Borel $\sigma$-algebra of $X$ coincides with the product $\sigma$-algebra defined above.

## A. 3 Measurable Functions

Let $(X, \mathscr{B}, \mu)$ be a probability space. Natural classes of measurable functions on $X$ are built up from simpler functions, just as the $\sigma$-algebra $\mathscr{B}$ may be built up from simpler collections of sets.

A function $f: X \rightarrow \mathbb{R}$ is called simple if

$$
f(x)=\sum_{j=1}^{m} c_{j} \chi_{A_{j}}(x)
$$

for constants $c_{j} \in \mathbb{R}$ and disjoint sets $A_{j} \in \mathscr{B}$. The integral of $f$ is then defined to be

$$
\int f \mathrm{~d} \mu=\sum_{j=1}^{m} c_{j} \mu\left(A_{j}\right)
$$

A function $g: X \rightarrow \mathbb{R}$ is called measurable if $g^{-1}(A) \in \mathscr{B}$ for any (Borel) measurable set $A \subseteq \mathbb{R}$. The basic approximation result states that for any measurable function $g: X \rightarrow \mathbb{R}_{\geqslant 0}$ there is a pointwise increasing sequence of simple functions $\left(f_{n}\right)_{n \geqslant 1}$ with $f_{n}(x) \nearrow g(x)$ for each $x \in X$. This allows us to define

$$
\int g \mathrm{~d} \mu=\lim _{n \rightarrow \infty} \int f_{n} \mathrm{~d} \mu
$$

which is guaranteed to exist since

$$
f_{n}(x) \leqslant f_{n+1}(x)
$$

for all $n \geqslant 1$ and $x \in X$ (in contrast to the usual terminology from calculus, we include the possibility that the integral and the limit are infinite). It may be shown that this is well-defined (independent of the choice of the sequence of simple functions).

A measurable function $g: X \rightarrow \mathbb{R}_{\geqslant 0}$ is integrable if $\int g \mathrm{~d} \mu<\infty$. In general, a measurable function $g: X \rightarrow \mathbb{R}$ has a unique decomposition into $g=$ $g^{+}-g^{-}$with $g^{+}(x)=\max \{g(x), 0\}$; both $g^{+}$and $g^{-}$are measurable. The function $g$ is said to be integrable if both $g^{+}$and $g^{-}$are integrable, and the integral is defined by $\int g \mathrm{~d} \mu=\int g^{+} \mathrm{d} \mu-\int g^{-} \mathrm{d} \mu$. If $f$ is integrable and $g$ is measurable with $|g| \leqslant f$, then $g$ is integrable. The integral of an integrable function $f$ over a measurable set $A$ is defined by

$$
\int_{A} f \mathrm{~d} \mu=\int f \chi_{A} \mathrm{~d} \mu
$$

For $1 \leqslant p<\infty$, the space $\mathscr{L}_{\mu}^{p}$ (or $\mathscr{L}^{p}(X), \mathscr{L}^{p}(X, \mu)$ and so on) comprises the measurable functions $f: X \rightarrow \mathbb{R}$ with $\int|f|^{p} \mathrm{~d} \mu<\infty$. Define an equivalence relation on $\mathscr{L}_{\mu}^{p}$ by $f \sim g$ if $\int|f-g|^{p} \mathrm{~d} \mu=0$ and write $L_{\mu}^{p}=\mathscr{L}_{\mu}^{p} / \sim$ for the space of equivalence classes. Elements of $L_{\mu}^{p}$ will be described as functions rather than equivalence classes, but it is important to remember that this is an abuse of notation (for example, in the construction of conditional measures on page 138). In particular the value of an element of $L_{\mu}^{p}$ at a specific point does not make sense, unless that point itself has positive $\mu$-measure. The function $\|\cdot\|_{p}$ defined by

$$
\|f\|_{p}=\left(\int|f|^{p} \mathrm{~d} \mu\right)^{1 / p}
$$

is a norm (see Appendix B), and under this norm $L^{p}$ is a Banach space.
The case $p=\infty$ is distinguished: the essential supremum is the generalization to measurable functions of the supremum of a continuous function, and is defined by

$$
\|f\|_{\infty}=\inf \{\alpha \mid \mu(\{x \in X \mid f(x)>\alpha\})=0\}
$$

The space $\mathscr{L}_{\mu}^{\infty}$ is then defined to be the space of measurable functions $f$ with $\|f\|_{\infty}<\infty$, and once again $L_{\mu}^{\infty}$ is defined to be $\mathscr{L}_{\mu}^{\infty} / \sim$. The norm $\|\cdot\|_{\infty}$ makes $L_{\mu}^{\infty}$ into a Banach space. For $1 \leqslant p<q \leqslant \infty$ we have $L^{p} \supseteq L^{q}$ for any finite measure space, with strict inclusion except in some degenerate cases.

In practice we will more often use $\mathscr{L}^{\infty}$, which denotes the bounded functions.

An important consequence of the Borel-Cantelli lemma is that norm convergence in $L^{p}$ forces pointwise convergence along a subsequence.

Corollary A.12. If $\left(f_{n}\right)$ is a sequence convergent in $L_{\mu}^{p}(1 \leqslant p \leqslant \infty)$ to $f$, then there is a subsequence $\left(f_{n_{k}}\right)$ converging pointwise almost everywhere to $f$.

Proof. Choose the sequence $\left(n_{k}\right)$ so that

$$
\left\|f_{n_{k}}-f\right\|_{p}^{p}<\frac{1}{k^{2+p}}
$$

for all $k \geqslant 1$. Then

$$
\mu\left(\left\{x \in X\left|\left|f_{n_{k}}(x)-f(x)\right|>\frac{1}{k}\right\}\right)<\frac{1}{k^{2}}\right.
$$

It follows by Theorem A. 9 that for almost every $x,\left|f_{n_{k}}(x)-f(x)\right|>\frac{1}{k}$ for only finitely many $k$, so $f_{n_{k}}(x) \rightarrow f(x)$ for almost every $x$.

Finally we turn to integration of functions of several variables; a measure space $(X, \mathscr{B}, \mu)$ is called $\sigma$-finite if there is a sequence $A_{1}, A_{2}, \ldots$ of measurable sets with $\mu\left(A_{n}\right)<\infty$ for all $n \geqslant 1$ and with $X=\bigcup_{n \geqslant 1} A_{n}$.

Theorem A. 13 (Fubini-Tonelli ${ }^{(104)}$ ). Let $f$ be a non-negative integrable function on the product of two $\sigma$-finite measure spaces $(X, \mathscr{B}, \mu)$ and $(Y, \mathscr{C}, \nu)$. Then, for almost every $x \in X$ and $y \in Y$, the functions

$$
h(x)=\int_{Y} f(x, y) \mathrm{d} \nu, \quad g(y)=\int_{X} f(x, y) \mathrm{d} \mu
$$

are integrable, and

$$
\begin{equation*}
\int_{X \times Y} f \mathrm{~d}(\mu \times \nu)=\int_{X} h \mathrm{~d} \mu=\int_{Y} g \mathrm{~d} \nu \tag{A.2}
\end{equation*}
$$

This may also be written in a more familiar form as

$$
\begin{aligned}
\int_{X \times Y} f(x, y) \mathrm{d}(\mu \times \nu)(x, y) & =\int_{X}\left(\int_{Y} f(x, y) \mathrm{d} \nu(y)\right) \mathrm{d} \mu(x) \\
& =\int_{Y}\left(\int_{X} f(x, y) \mathrm{d} \mu(x)\right) \mathrm{d} \nu(y) .
\end{aligned}
$$

We note that integration makes sense for functions taking values in some other spaces as well, and this will be discussed further in Sect. B.7.

## A. 4 Radon-Nikodym Derivatives

One of the fundamental ideas in measure theory concerns the properties of a probability measure viewed from the perspective of a given measure. Fix a $\sigma$-finite measure space $(X, \mathscr{B}, \mu)$ and some measure $\nu$ defined on $\mathscr{B}$.

- The measure $\nu$ is absolutely continuous with respect to $\mu$, written $\nu \ll \mu$, if $\mu(A)=0 \Longrightarrow \nu(A)=0$ for any $A \in \mathscr{B}$.
- If $\nu \ll \mu$ and $\mu \ll \nu$ then $\mu$ and $\nu$ are said to be equivalent.
- The measures $\mu$ and $\nu$ are mutually singular, written $\mu \perp \nu$, if there exist disjoint sets $A$ and $B$ in $\mathscr{B}$ with $A \cup B=X$ and with $\mu(A)=\nu(B)=0$.

These notions are related by two important theorems.
Theorem A. 14 (Lebesgue decomposition). Given $\sigma$-finite measures $\mu$ and $\nu$ on $(X, \mathscr{B})$, there are measures $\nu_{0}$ and $\nu_{1}$ with the properties that
(1) $\nu=\nu_{0}+\nu_{1}$;
(2) $\nu_{0} \ll \mu$; and
(3) $\nu_{1} \perp \mu$.

The measures $\nu_{0}$ and $\nu_{1}$ are uniquely determined by these properties.
Theorem A. 15 (Radon-Nikodym derivative ${ }^{(105)}$ ). If $\nu \ll \mu$ then there is a measurable function $f \geqslant 0$ on $X$ with the property that

$$
\nu(A)=\int_{A} f \mathrm{~d} \mu
$$

for any set $A \in \mathscr{B}$.
By analogy with the fundamental theorem of calculus (Theorem A.25), the function $f$ is written $\frac{\mathrm{d} \nu}{\mathrm{d} \mu}$ and is called the Radon-Nikodym derivative of $\nu$ with respect to $\mu$. Notice that for any two measures $\mu_{1}, \mu_{2}$ we can form a new measure $\mu_{1}+\mu_{2}$ simply by defining $\left(\mu_{1}+\mu_{2}\right)(A)=\mu_{1}(A)+\mu_{2}(A)$ for any measurable set $A$. Then $\mu_{i} \ll \mu_{1}+\mu_{2}$, so there is a Radon-Nikodym derivative of $\mu_{i}$ with respect to $\mu_{1}+\mu_{2}$ for $i=1,2$.

## A. 5 Convergence Theorems

The most important distinction between integration on $L^{p}$ spaces as defined above and Riemann integration on bounded Riemann-integrable functions is that the $L^{p}$ functions are closed under several natural limiting operations, allowing for the following important convergence theorems.

Theorem A. 16 (Monotone Convergence Theorem). If $f_{1} \leqslant f_{2} \leqslant \cdots$ is a pointwise increasing sequence of integrable functions on the probability space $(X, \mathscr{B}, \mu)$, then $f=\lim _{n \rightarrow \infty} f_{n}$ satisfies

$$
\int f \mathrm{~d} \mu=\lim _{n \rightarrow \infty} \int f_{n} \mathrm{~d} \mu
$$

In particular, if $\lim _{n \rightarrow \infty} \int f_{n} \mathrm{~d} \mu<\infty$, then $f$ is finite almost everywhere.

Theorem A. 17 (Fatou's Lemma). Let $\left(f_{n}\right)_{n \geqslant 1}$ be a sequence of measurable real-valued functions on a probability space, all bounded below by some integrable function. If $\liminf _{n \rightarrow \infty} \int f_{n} \mathrm{~d} \mu<\infty$ then $\liminf _{n \rightarrow \infty} f_{n}$ is integrable, and

$$
\int \liminf _{n \rightarrow \infty} f_{n} \mathrm{~d} \mu \leqslant \liminf _{n \rightarrow \infty} \int f_{n} \mathrm{~d} \mu
$$

Theorem A. 18 (Dominated Convergence Theorem). If $h: X \rightarrow \mathbb{R}$ is an integrable function and $\left(f_{n}\right)_{n \geqslant 1}$ is a sequence of measurable real-valued functions which are dominated by $h$ in the sense that $\left|f_{n}\right| \leqslant h$ for all $n \geqslant 1$, and $\lim _{n \rightarrow \infty} f_{n}=f$ exists almost everywhere, then $f$ is integrable and

$$
\int f \mathrm{~d} \mu=\lim _{n \rightarrow \infty} \int f_{n} \mathrm{~d} \mu .
$$

## A. 6 Well-Behaved Measure Spaces

It is convenient to slightly extend the notion of a Borel probability space as follows (cf. Definition 5.13).

Definition A.19. Let $X$ be a dense Borel subset of a compact metric space $\bar{X}$, with a probability measure $\mu$ defined on the restriction of the Borel $\sigma$-algebra $\mathscr{B}$ to $X$. The resulting probability space $(X, \mathscr{B}, \mu)$ is a Borel probability space*.

For our purposes, this is the most convenient notion of a measure space that is on the one hand sufficiently general for the applications needed, while on the other has enough structure to permit explicit and convenient proofs.

A circle of results called Lusin's theorem [237] (or Luzin's theorem) show that measurable functions are continuous off a small set. These results are true in almost any context where continuity makes sense, but we state a form of the result here in the setting needed.

Theorem A. 20 (Lusin). Let $(X, \mathscr{B}, \mu)$ be a Borel probability space and let $f: X \rightarrow \mathbb{R}$ be a measurable function. Then, for any $\varepsilon>0$, there is a continuous function $g: X \rightarrow \mathbb{R}$ with the property that

$$
\mu(\{x \in X \mid f(x) \neq g(x)\})<\varepsilon
$$

As mentioned in the endnote to Definition 5.13, there is a slightly different formulation of the standard setting for ergodic theory, in terms of Lebesgue spaces.

[^49]Definition A.21. A probability space is a Lebesgue space if it is isomorphic as a measure space to

$$
\left([0, s] \sqcup A, \mathscr{B}, m_{[0, s]}+\sum_{a \in A} p_{a} \delta_{a}\right)
$$

for some countable set $A$ of atoms and numbers $s, p_{a}>0$ with

$$
s+\sum_{a \in A} p_{a}=1
$$

where $\mathscr{B}$ comprises unions of Lebesgue measurable sets in $[0, s]$ and arbitrary subsets of $A, m_{[0, s]}$ is the Lebesgue measure on $[0, s]$, and $\delta_{a}$ is the Dirac measure defined by $\delta_{a}(B)=\chi_{B}(a)$.

The next result shows, inter alia, that this notion agrees with that used in Definition A. 19 (a proof of this may be found in the book of Parthasarathy [280, Chap. V]) up to completion of the measure space (a measure space is complete if all subsets of a null set are measurable and null). We will not use this result here.

Theorem A.22. A probability space is a Lebesgue space in the sense of Definition A. 21 if and only if it is isomorphic to $\left(X, \mathscr{B}_{\mu}, \mu\right)$ for some probability measure $\mu$ on the completion $\mathscr{B}_{\mu}$ of the Borel $\sigma$-algebra $\mathscr{B}$ of a complete separable metric space $X$.

The function spaces from Sect. A. 3 are particularly well-behaved for Lebesgue spaces.

Theorem A. 23 (Riesz-Fischer ${ }^{(106)}$ ). Let $(X, \mathscr{B}, \mu)$ be a Lebesgue space. For any $p, 1 \leqslant p<\infty$, the space $L_{\mu}^{p}$ is a separable Banach space with respect to the $\|\cdot\|_{p}$-norm. In particular, $L_{\mu}^{2}$ is a separable Hilbert space.

## A. 7 Lebesgue Density Theorem

The space $\mathbb{R}$ together with the usual metric and Lebesgue measure $m_{\mathbb{R}}$ is a particularly important and well-behaved special case, and here it is possible to say that a set of positive measure is thick in a precise sense.

Theorem A. 24 (Lebesgue ${ }^{(107)}$ ). If $A \subseteq \mathbb{R}$ is a measurable set, then

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} m_{\mathbb{R}}(A \cap(a-\varepsilon, a+\varepsilon))=1
$$

for $m_{\mathbb{R}^{-}}$-almost every $a \in A$.

A point $a$ with this property is said to be a Lebesgue density point or a point with Lebesgue density 1. An equivalent and more familiar formulation of the result is a form of the fundamental theorem of calculus.

Theorem A.25. If $f: \mathbb{R} \rightarrow \mathbb{R}$ is an integrable function then

$$
\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \int_{s}^{s+\varepsilon} f(t) \mathrm{d} t=f(s)
$$

for $m_{\mathbb{R}}$-almost every $s \in[0, \infty)$.
The equivalence of Theorem A. 24 and A. 25 may be seen by approximating an integrable function with simple functions.

## A. 8 Substitution Rule

Let $O \subseteq \mathbb{R}^{n}$ be an open set, and let $\phi: O \rightarrow \mathbb{R}^{n}$ be a $C^{1}$-map with Jacobian $J_{\phi}=|\operatorname{det} \mathrm{D} \phi|$. Then for any measurable function $f \geqslant 0$ (or for any integrable function $f$ ) defined on $\phi(O) \subseteq \mathbb{R}^{n}$ we have ${ }^{(108)}$.

$$
\begin{equation*}
\int_{O} f(\phi(\mathbf{x})) J_{\phi}(\mathbf{x}) \mathrm{d} m_{\mathbb{R}^{n}}(\mathbf{x})=\int_{\phi(O)} f(\mathbf{y}) \mathrm{d} m_{\mathbb{R}^{n}}(\mathbf{y}) \tag{A.3}
\end{equation*}
$$

We recall the definition of the push-forward of a measure. Let ( $X, \mathscr{B}_{X}$ ) and $\left(Y, \mathscr{B}_{Y}\right)$ be two spaces equipped with $\sigma$-algebras. Let $\mu$ be a measure on $X$ defined on $\mathscr{B}_{X}$, and let $\phi: X \rightarrow Y$ be measurable. Then the pushforward $\phi_{*} \mu$ is the measure on $\left(Y, \mathscr{B}_{Y}\right)$ defined by $\left(\phi_{*} \mu\right)(B)=\mu\left(\phi^{-1}(B)\right)$ for all $B \in \mathscr{B}_{Y}$.

The substitution rule allows us to calculate the push-forward of the Lebesgue measure under smooth maps as follows.

Lemma A.26. Let $O \subseteq \mathbb{R}^{n}$ be open, let $\phi: O \rightarrow \mathbb{R}^{n}$ be a smooth injective map with non-vanishing Jacobian $J_{\phi}=|\operatorname{det} \mathrm{D} \phi|$. Then the pushforward $\phi_{*} m_{O}$ of the Lebesgue measure $m_{O}=\left.m_{\mathbb{R}^{n}}\right|_{O}$ restricted to $O$ is absolutely continuous with respect to $m_{\mathbb{R}^{n}}$ and is given by

$$
\mathrm{d} \phi_{*} m_{O}=J_{\phi}^{-1} \circ \phi^{-1} \mathrm{~d} m_{\phi(O)} .
$$

Moreover, if we consider a measure $\mathrm{d} \mu=F \mathrm{~d} m_{O}$ absolutely continuous with respect to $m_{O}$, then similarly

$$
\mathrm{d} \phi_{*} \mu=F \circ \phi^{-1} J_{\phi}^{-1} \circ \phi^{-1} \mathrm{~d} m_{\phi(O)} .
$$

Proof. Recall that under the assumptions of the lemma, $\phi^{-1}$ is smooth and $J_{\phi^{-1}}=J_{\phi}^{-1} \circ \phi^{-1}$. Therefore, by (A.3) and the definition of the pushforward,

$$
\begin{aligned}
\int_{\phi(O)} f(x) J_{\phi}^{-1}\left(\phi^{-1}(x)\right) \mathrm{d} m_{\mathbb{R}^{n}}(x) & =\int_{\phi(O)} f\left(\phi\left(\phi^{-1}(x)\right)\right) J_{\phi^{-1}}(x) \mathrm{d} m_{\mathbb{R}^{n}}(x) \\
& =\int_{O} f(\phi(y)) \mathrm{d} m_{\mathbb{R}^{n}}(y) \\
& =\int_{\phi(O)} f(x) \mathrm{d} \phi_{*} m_{O}(x)
\end{aligned}
$$

for any characteristic function $f=\chi_{B}$ of a measurable set $B \subseteq \phi(O)$. This implies the first claim. Moreover, for any measurable functions $f \geqslant 0, F \geqslant 0$ defined on $\phi(O), O$ respectively,

$$
\int_{\phi(O)} f(x) F\left(\phi^{-1}(x)\right) J_{\phi}^{-1}\left(\phi^{-1}(x)\right) \mathrm{d} m_{\mathbb{R}^{n}}(x)=\int_{O} f(\phi(y)) F(y) \mathrm{d} m_{\mathbb{R}^{n}}
$$

which implies the second claim.

## Notes to Appendix A

${ }^{(102)}$ (Page 405) This result was stated by Borel [40, p. 252] for independent events as part of his study of normal numbers, but as pointed out by Barone and Novikoff [18] there are some problems with the proofs. Cantelli [46] noticed that half of the theorem holds without independence; this had also been noted by Hausdorff [142] in a special case. Erdős and Rényi [84] showed that the result holds under the much weaker assumption of pairwise independence.
${ }^{(103)}$ (Page 406) This is shown, for example, in Parthasarathy [280, Th. 1.2]: defining a Borel set $A$ to be regular if, for any $\varepsilon>0$, there is an open set $O_{\varepsilon}$ and a closed set $C_{\varepsilon}$ with $C_{\varepsilon} \subseteq A \subseteq O_{\varepsilon}$ and $\mu\left(O_{\varepsilon} \backslash C_{\varepsilon}\right)<\varepsilon$, it may be shown that the collection of all regular sets forms a $\sigma$-algebra and contains the closed sets.
${ }^{(104)}$ (Page 409) A form of this theorem goes back to Cauchy for continuous functions on the reals, and this was extended by Lebesgue [220] to bounded measurable functions. Fubini [97] extended this to integrable functions, showing that if $f:[a, b] \times[c, d] \rightarrow \mathbb{R}$ is integrable then $y \mapsto f(x, y)$ is integrable for almost every $x$, and proving (A.2). Tonelli [362] gave the formulation here, for non-negative functions on products of $\sigma$-finite spaces. Complete proofs may be found in Royden [320] or Lieb and Loss [229, Th. 1.12]. While the result is robust and of central importance, some hypotheses are needed: if the function is not integrable or the spaces are not $\sigma$-finite, the integrals may have different values. A detailed treatment of the minimal hypotheses needed for a theorem of Fubini type, along with counterexamples and applications, is given by Fremlin [96, Sect. 252].
${ }^{(105)}$ (Page 410) This result is due to Radon [297] when $\mu$ is Lebesgue measure on $\mathbb{R}^{n}$, and to Nikodym [272] in the general case.
${ }^{(106)}$ (Page 412) This result emerged in several notes of Riesz and two notes of Fischer [91, 92], with a full treatment of the result that $L^{2}(\mathbb{R})$ is complete appearing in a paper of Riesz [311].
${ }^{(107)}$ (Page 412) This is due to Lebesgue [220], and a convenient source for the proof is the monograph of Oxtoby [276]. Notice that Theorem A. 24 expresses how constrained measurable sets are: it is impossible, for example, to find a measurable subset $A$ of $[0,1]$ with the property that $m_{\mathbb{R}}(A \cap[a, b])=\frac{1}{2}(b-a)$ for all $b>a$. While a measurable subset
of measure $\frac{1}{2}$ may have an intricate structure, it cannot occupy only half of the space on all possible scales.
${ }^{(108)}$ (Page 413) The usual hypotheses are that the map $\phi$ is injective and the Jacobian non-vanishing; these may be relaxed considerably, and the theorem holds in very general settings both measurable (see Hewitt and Stromberg [152]) and smooth (see Spivak [349]).

## Appendix B <br> Functional Analysis

Functional analysis abstracts the basic ideas of real and complex analysis in order to study spaces of functions and operators between them ${ }^{(109)}$. A normed space is a vector space $E$ over a field $\mathbb{F}$ (either $\mathbb{R}$ or $\mathbb{C}$ ) equipped with a map $\|\cdot\|$ from $E \rightarrow \mathbb{R}$ satisfying the properties

- $\|x\| \geqslant 0$ for all $x \in E$ and $\|x\|=0$ if and only if $x=0$;
- $\|\lambda x\|=|\lambda|\|x\|$ for all $x \in E$ and $\lambda \in \mathbb{F}$; and
- $\|x+y\| \leqslant\|x\|+\|y\|$.

If $(E,\|\cdot\|)$ is a normed space, then $\mathrm{d}(x, y)=\|x-y\|$ defines a metric on $E$.
A semi-norm is a map with the first property weakened to

- $\|x\| \geqslant 0$ for all $x \in E$.

A normed space is a Banach space if it is complete as a metric space: that is, the condition that the sequence $\left(x_{n}\right)$ is Cauchy (for all $\varepsilon>0$ there is some $N$ for which $m>n>N$ implies $\left\|x_{m}-x_{n}\right\|<\varepsilon$ ) is equivalent to the condition that the sequence $\left(x_{n}\right)$ converges (there is some $y \in E$ with the property that for all $\varepsilon>0$ there is some $N$ for which $n>N$ implies $\left.\left\|x_{n}-y\right\|<\varepsilon\right)$.

As discussed in Sect. A.3, for any probability space $(X, \mathscr{B}, \mu)$, the norm $\|$. $\|_{p}$ makes the space $L_{\mu}^{p}$ into a Banach space.

## B. 1 Sequence Spaces

For $1 \leqslant p<\infty$ and a countable set $\Gamma$ (in practice this will be $\mathbb{N}$ or $\mathbb{Z}$ ) we denote by $\ell^{p}(\Gamma)$ the space

$$
\left\{x=\left.\left(x_{\gamma}\right) \in \mathbb{R}^{\Gamma}\left|\sum_{\gamma \in \Gamma}\right| x_{\gamma}\right|^{p}<\infty\right\}
$$

and for $p=\infty$ write

$$
\ell^{\infty}(\Gamma)=\left\{x=\left(x_{\gamma}\right) \in \mathbb{R}^{\Gamma}\left|\sup _{\gamma \in \Gamma}\right| x_{\gamma} \mid<\infty\right\}
$$

The norms $\|x\|_{p}=\left(\sum_{\gamma \in \Gamma}\left|x_{\gamma}\right|^{p}\right)^{1 / p}$ and $\|x\|_{\infty}=\sup _{\gamma \in \Gamma}\left|x_{\gamma}\right|$ make $\ell_{p}(\Gamma)$ into a complete space for $1 \leqslant p \leqslant \infty$.

## B. 2 Linear Functionals

A vector space $V$ over a normed field $\mathbb{F}$, equipped with a topology $\tau$, and with the property that each point of $V$ is closed and the vector space operations (addition of vectors and multiplication by scalars) are continuous is called a topological vector space. Any topological vector space is Hausdorff. If $0 \in V$ has an open neighborhood with compact closure, then $V$ is said to be locally compact.

Let $\lambda: V \rightarrow W$ be a linear map between topological vector spaces. Then the following properties are equivalent:
(1) $\lambda$ is continuous;
(2) $\lambda$ is continuous at $0 \in V$;
(3) $\lambda$ is uniformly continuous in the sense that for any neighborhood $O_{W}$ of $0 \in W$ there is a neighborhood $O_{V}$ of $0 \in V$ for which $v-v^{\prime} \in O_{V}$ implies $\lambda(v)-\lambda\left(v^{\prime}\right) \in O_{W}$ for all $v, v^{\prime} \in V$.

Of particular importance are linear maps into the ground field. For a linear $\operatorname{map} \lambda: V \rightarrow \mathbb{F}$, the following properties are equivalent:
(1) $\lambda$ is continuous;
(2) the kernel $\operatorname{ker}(\lambda)=\{v \in V \mid \lambda(v)=0\}$ is a closed subset of $V$;
(3) $\operatorname{ker}(\lambda)$ is not dense in $V$;
(4) $\lambda$ is bounded on some neighborhood of $0 \in V$.

Continuous linear maps $\lambda: V \rightarrow \mathbb{F}$ are particularly important: they are called linear functionals and the collection of all linear functionals is denoted $V^{*}$. If $V$ has a norm $\|\cdot\|$ defining the topology $\tau$, then $V^{*}$ is a normed space under the norm

$$
\|\lambda\|_{\text {operator }}=\sup _{\|v\|=1}\left\{|\lambda(v)|_{\mathbb{F}}\right\}
$$

where $|\cdot|_{\mathbb{F}}$ is the norm on the ground field $\mathbb{F}$. The normed space $V^{*}$ is complete if $\mathbb{F}$ is complete. The next result asserts that there are many linear functionals, and allows them to be constructed in a flexible and controlled way.

Theorem B. 1 (Hahn-Banach ${ }^{(110)}$ ). Let $\lambda: U \rightarrow \mathbb{F}$ be a linear functional defined on a subspace $U \subseteq V$ of a normed linear space and let

$$
p: V \rightarrow \mathbb{R}_{\geqslant 0}
$$

be a semi-norm. If $|f(u)| \leqslant p(u)$ for $u \in U$, then there is a linear functional $\lambda^{\prime}: V \rightarrow \mathbb{F}$ that extends $\lambda$ in the sense that $\lambda^{\prime}(u)=\lambda(u)$ for all $u \in U$, and $\left|\lambda^{\prime}(v)\right| \leqslant p(v)$ for all $v \in V$.

## B. 3 Linear Operators

It is conventional to call maps between normed spaces operators, because in many of the applications the elements of the normed spaces are themselves functions. A map $f: E \rightarrow F$ between normed vector $\operatorname{spaces}\left(E,\|\cdot\|_{E}\right)$ and $\left(F,\|\cdot\|_{F}\right)$ is continuous at $a$ if for any $\varepsilon>0$ there is some $\delta>0$ for which

$$
\|x-a\|_{E}<\delta \Longrightarrow\|f(x)-f(a)\|_{F}<\varepsilon
$$

is continuous if it is continuous at every point, and is bounded if there is some $R$ with $\|f(x)\|_{F} \leqslant R\|x\|_{E}$ for all $x \in E$. If $f: E \rightarrow F$ is linear, then the following are equivalent:

- $f$ is continuous;
- $f$ is bounded;
- $f$ is continuous at $0 \in E$.

A linear map $f: E \rightarrow F$ is an isometry if $\|f(x)\|_{F}=\|x\|_{E}$ for all $x \in E$, and is an isomorphism of normed spaces if $f$ is a bijection and both $f$ and $f^{-1}$ are continuous.

Norms $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ on $E$ are equivalent if the identity map

$$
\left(E,\|\cdot\|_{1}\right) \rightarrow\left(E,\|\cdot\|_{2}\right)
$$

is an isomorphism of normed spaces; equivalently, if there are positive constants $r, R$ for which

$$
r\|x\|_{1} \leqslant\|x\|_{2} \leqslant R\|x\|_{1}
$$

for all $x \in E$. If $E, F$ are finite-dimensional, then all norms on $E$ are equivalent and all linear maps $E \rightarrow F$ are continuous.

Theorem B. 2 (Open Mapping Theorem). If $f: E \rightarrow F$ is a continuous bijection of Banach spaces, then $f$ is an isomorphism.

The space of all bounded linear maps from $E$ to $F$ is denoted $B(E, F)$; this is clearly a vector space. Defining

$$
\|f\|_{\text {operator }}=\sup _{\|x\|_{E} \leqslant 1}\left\{\|f(x)\|_{F}\right\}
$$

makes $B(E, F)$ into a normed space, and if $F$ is a Banach space then $B(E, F)$ is a Banach space. An important special case is the space of linear functionals, $E^{*}=B(E, \mathbb{F})$.

Assume now that $E$ and $F$ are Banach spaces. An operator $f: E \rightarrow F$ is compact if the image $f(U)$ of the open unit ball $U=\left\{x \in E \mid\|x\|_{E}<1\right\}$ has compact closure in $F$. Equivalently, an operator is compact if and only if every bounded sequence $\left(x_{n}\right)$ in $E$ contains a subsequence $\left(x_{n_{j}}\right)$ with the property that $\left(f\left(x_{n_{j}}\right)\right)$ converges in $F$. Many operators that arise naturally in the study of integral equations, for example the Hilbert-Schmidt integral operators $T$ defined on $L_{\mu}^{2}(X)$ by

$$
(T f)(s)=\int_{X} K(s, t) \mathrm{d} \mu(t)
$$

for some kernel $K \in L_{\mu \times \mu}^{2}(X \times X)$, are compact operators.
Now assume that $E$ is a Banach space. Then $B(E)=B(E, E)$ is not only a Banach space but also an algebra: if $S, T \in B(E)$ then $S T \in B(E)$ where $(S T)(x)=S(T(x))$, and $\|S T\| \leqslant\|S\|\|T\|$. Write $I$ for the identity operator, and define the spectrum of an operator $T \in B(E)$ to be

$$
\sigma_{\text {operator }}(T)=\{\lambda \in \mathbb{F} \mid(T-\lambda I) \text { does not have a continuous inverse }\}
$$

Theorem B.3. Let $E$ and $F$ be Banach spaces.
(1) If $T \in B(E, E)$ is compact and $\lambda \neq 0$, then the kernel of $T-\lambda I$ is finite-dimensional.
(2) If $E$ is not finite-dimensional and $T \in B(E)$ is compact, then $\sigma_{\text {operator }}(T)$ contains 0 .
(3) If $S, T \in B(E)$ and $T$ is compact, then $S T$ and $T S$ are compact.

Functional analysis on Hilbert space is particularly useful in ergodic theory, because each measure-preserving system $(X, \mathscr{B}, \mu, T)$ has an associated Koopman operator $U_{T}: L_{\mu}^{2} \rightarrow L_{\mu}^{2}$ defined by $U_{T}(f)=f \circ T$.

An invertible measure-preserving transformation $T$ is said to have continuous spectrum if 1 is the only eigenvalue of $U_{T}$ and any eigenfunction of $U_{T}$ is a constant.

Theorem B. 4 (Spectral Theorem). Let $U$ be a unitary operator on a complex Hilbert space $\mathscr{H}$.
(1) For each element $f \in \mathscr{H}$ there is a unique finite Borel measure $\mu_{f}$ on $\mathbb{S}^{1}$ with the property that

$$
\begin{equation*}
\left\langle U^{n} f, f\right\rangle=\int_{\mathbb{S}^{1}} z^{n} \mathrm{~d} \mu_{f}(z) \tag{B.1}
\end{equation*}
$$

for all $n \in \mathbb{Z}$.
(2) The map

$$
\sum_{n=-N}^{N} c_{n} z^{n} \mapsto \sum_{n=-N}^{N} c_{n} U^{n} f
$$

extends by continuity to a unitary isomorphism between $L^{2}\left(\mathbb{S}^{1}, \mu_{f}\right)$ and the smallest $U$-invariant subspace in $\mathscr{H}$ containing $f$.
(3) If $T$ has continuous spectrum and $f \in L_{\mu}^{2}$ has $\int_{X} f \mathrm{~d} \mu=0$, then the spectral measure $\mu_{f}$ associated to the unitary operator $U_{T}$ is non-atomic.

We will also need two fundamental compactness results due to Alaoglu, Banach and Tychonoff ${ }^{(111)}$.

Theorem B. 5 (Tychonoff). If $\left\{X_{\gamma}\right\}_{\gamma \in \Gamma}$ is a collection of compact topological spaces, then the product space $\prod_{\gamma \in \Gamma} X_{\gamma}$ endowed with the product topology is itself a compact space.

Theorem B. 6 (Alaoglu). Let $X$ be a topological vector space with $U$ a neighborhood of 0 in $X$. Then the set of linear operators $x^{*}: X \rightarrow \mathbb{R}$ with $\sup _{x \in U}\left|x^{*}(x)\right| \leqslant 1$ is weak*-compact.

## B. 4 Continuous Functions

Let $(X, \mathrm{~d})$ be a compact metric space. The space $C_{\mathbb{C}}(X)$ of continuous functions $f: X \rightarrow \mathbb{C}$ is a metric space with respect to the uniform metric

$$
\mathrm{d}(f, g)=\sup _{x \in X}|f(x)-g(x)| ;
$$

defining $\|f\|_{\infty}=\sup _{x \in X}|f(x)|$ makes $C_{\mathbb{C}}(X)$ into a normed space.
It is often important to know when a subspace of a normed space of functions is dense.

Theorem B. 7 (Stone-Weierstrass Theorem ${ }^{(112)}$ ). Let ( $X, \mathrm{~d}$ ) be a compact metric space, and let $\mathscr{A} \subseteq C_{\mathbb{C}}(X)$ be a linear subspace with the following properties:

- $\mathscr{A}$ is closed under multiplication (that is, $\mathscr{A}$ is a subalgebra);
- $\mathscr{A}$ contains the constant functions;
- $\mathscr{A}$ separates points (for $x \neq y$ there is a function $f \in \mathscr{A}$ with $f(x) \neq f(y)$ ); and
- for any $f \in \mathscr{A}$, the complex conjugate $\bar{f} \in \mathscr{A}$.

Then $\mathscr{A}$ is dense in $C_{\mathbb{C}}(X)$.
Lemma B.8. The spaces $C_{\mathbb{C}}(X)$ and $C(X)$ are separable metric spaces with respect to the metric induced by the uniform norm.

Proof. Let $\left\{x_{1}, x_{2}, \ldots\right\}$ be a dense set in $X$, and define a set

$$
F=\left\{f_{1}, f_{2}, \ldots\right\}
$$

of continuous functions by $f_{n}(x)=\mathrm{d}\left(x, x_{n}\right)$ where d is the given metric on $X$. The set $F$ separates points since the set $\left\{x_{1}, x_{2}, \ldots\right\}$ is dense. It follows that the algebra generated by $F$ is dense in $C(X)$ by the Stone-Weierstrass Theorem (Theorem B.7). The same holds for the $\mathbb{Q}$-algebra generated by $F$ (that is, for the set of finite linear combinations $\sum_{i=1}^{m} c_{i} h_{i}$ with $c_{i} \in \mathbb{Q}$ and $h_{i}=\prod_{k=1}^{K_{i}} g_{k, i}$ with $g_{k, i} \in F$ and $\left.K_{i} \in \mathbb{N}\right)$. However, this set is countable, which shows the lemma for real-valued functions. The same argument using the $\mathbb{Q}(i)$-algebra gives the complex case.

The next lemma is a simple instance of a more general result of Urysohn that characterizes normal spaces ${ }^{(113)}$.

Theorem B. 9 (Tietze-Urysohn extension). Any continuous real-valued function on a closed subspace of a normal topological space may be extended to a continuous real-valued function on the entire space.

We will only need this in the metric setting, and any metric space is normal as a topological space.

Corollary B.10. If ( $X, \mathrm{~d}$ ) is a metric space, then for any non-empty closed sets $A, B \subseteq X$ with $A \cap B=\varnothing$, there is a continuous function $f: X \rightarrow[0,1]$ with $f(A)=\{0\}$ and $f(B)=\{1\}$.

## B. 5 Measures on Compact Metric Spaces

The material in this section deals with measures and linear operators. It is standard; a convenient source is Parthasarathy [280].

Let $(X, \mathrm{~d})$ be a compact metric space, with Borel $\sigma$-algebra $\mathscr{B}$. Denote by $\mathscr{M}(X)$ the space of Borel probability measures on $X$. The dual space $C(X)^{*}$ of continuous real functionals on the space $C(X)$ of continuous functions $X \rightarrow \mathbb{R}$ can be naturally identified with the space of finite signed measures on $X$. A functional $F: C(X) \rightarrow \mathbb{C}$ is called positive if $f \geqslant 0$ implies that $F(f) \geqslant 0$, and the Riesz representation theorem states that any continuous positive functional $F$ is defined by a unique measure $\mu \in \mathscr{M}(X)$ via

$$
F(f)=\int_{X} f \mathrm{~d} \mu
$$

The main properties of $\mathscr{M}(X)$ needed are the following. Recall that a set $\mathscr{M}$ of measures is said to be convex if the convex combination

$$
s \mu_{1}+(1-s) \mu_{2}
$$

lies in $\mathscr{M}$ for any $\mu_{1}, \mu_{2} \in \mathscr{M}(X)$ and $s \in[0,1]$.
Theorem B.11. (1) $\mathscr{M}(X)$ is convex.
(2) For $\mu_{1}, \mu_{2} \in \mathscr{M}(X)$,

$$
\begin{equation*}
\int f \mathrm{~d} \mu_{1}=\int f \mathrm{~d} \mu_{2} \tag{B.2}
\end{equation*}
$$

for all $f \in C(X)$ if and only if $\mu_{1}=\mu_{2}$.
(3) The weak*-topology on $\mathscr{M}(X)$ is the weakest topology making each of the evaluation maps

$$
\mu \mapsto \int f \mathrm{~d} \mu
$$

continuous for any $f \in C(X)$; this topology is metrizable and in this topology $\mathscr{M}(X)$ is compact.
(4) In the weak*-topology, $\mu_{n} \rightarrow \mu$ if and only if any of the following conditions hold:

- $\int f \mathrm{~d} \mu_{n} \rightarrow \int f \mathrm{~d} \mu$ for every $f \in C(X)$;
- for every closed set $C \subseteq X$, limsup $\operatorname{sum}_{n \rightarrow \infty} \mu_{n}(C) \leqslant \mu(C)$;
- for every open set $O \subseteq X, \lim _{\inf }{ }_{n \rightarrow \infty} \mu_{n}(O) \geqslant \mu(O)$;
- for every Borel set $A$ with $\mu(\partial(A))=0, \mu_{n}(A) \rightarrow \mu(A)$.

Proof of part (3). Recall that by the Riesz representation theorem the dual space $C(X)^{*}$ of continuous linear real functionals $C(X) \rightarrow \mathbb{R}$ with the operator norm coincides with the space of finite signed measures, with the functional being given by integration with respect to the measure. Moreover, by the Banach-Alaoglu theorem the unit ball $B_{1}$ in $C(X)^{*}$ is compact in the weak*-topology. It follows that

$$
\mathscr{M}(X)=\left\{\mu \in C(X) \mid \int 1 \mathrm{~d} \mu=1, \int f \mathrm{~d} \mu \geqslant 0 \text { for } f \in C(X) \text { with } f \geqslant 0\right\}
$$

is a weak*-closed subset of $B_{1}$ and is therefore compact in the weak*-topology.
To show that the weak*-topology is metrizable on $\mathscr{M}(X)$ we use the fact that $C(X)$ is separable by Lemma B.8. Suppose that $\left\{f_{1}, f_{2}, \ldots\right\}$ is a dense set in $C(X)$. Then the weak*-topology on $\mathscr{M}(X)$ is generated by the intersections of the open neighborhoods of $\mu \in \mathscr{M}(X)$ defined by

$$
V_{\varepsilon, n}(\mu)=\left\{\nu \in \mathscr{M}(X)| | \int f_{n} \mathrm{~d} \nu-\int f_{n} \mathrm{~d} \mu \mid<\varepsilon\right\} .
$$

This holds since for any $f \in C(X)$ and neighborhood

$$
V_{\varepsilon, f}(\mu)=\left\{\nu \in \mathscr{M}(X)| | \int f \mathrm{~d} \nu-\int f \mathrm{~d} \mu \mid<\varepsilon\right\}
$$

we can find some $n$ with $\left\|f_{n}-f\right\|<\frac{\varepsilon}{3}$ and it is easily checked that

$$
V_{\varepsilon / 3, n}(\mu) \subseteq V_{\varepsilon, f}(\mu)
$$

Define

$$
\begin{equation*}
\mathrm{d}_{\mathscr{M}}(\mu, \nu)=\sum_{n=1}^{\infty} \frac{1}{2^{n}} \frac{\left|\int f_{n} \mathrm{~d} \mu-\int f_{n} \mathrm{~d} \nu\right|}{1+\left|\int f_{n} \mathrm{~d} \mu-\int f_{n} \mathrm{~d} \nu\right|} \tag{B.3}
\end{equation*}
$$

for $\mu, \nu \in \mathscr{M}(X)$. A calculation shows that $\mathrm{d}_{\mathscr{M}}$ is a metric on $\mathscr{M}(X)$.
We finish the proof by comparing the metric neighborhoods $B_{\delta}(\mu)$ defined by $\mathrm{d}_{\mathscr{M}}$ with the neighborhoods $V_{\varepsilon, n}(\mu)$. Fix $\delta>0$ and choose $K$ such that $\sum_{n=K+1}^{\infty} \frac{1}{2^{n}}<\frac{\delta}{2}$. Then, for sufficiently small $\varepsilon>0$, any measure

$$
\nu \in V_{\varepsilon, f_{1}}(\mu) \cap \cdots \cap V_{\varepsilon, f_{K}}(\mu)
$$

will satisfy

$$
\sum_{n=1}^{K} \frac{1}{2^{n}} \frac{\left|\int f_{n} \mathrm{~d} \mu-\int f_{n} \mathrm{~d} \nu\right|}{1+\left|\int f_{n} \mathrm{~d} \mu-\int f_{n} \mathrm{~d} \nu\right|}<\frac{\delta}{2}
$$

showing that $\nu \in B_{\delta}(\mu)$. Similarly, if $n \geqslant 1$ and $\varepsilon>0$ are given, we may choose $\delta$ small enough to ensure that $\frac{1}{2^{n}} \frac{s}{1+s}<\delta$ implies that $s<\varepsilon$. Then for any $\nu \in B_{\delta}(\mu)$ we will have $\nu \in V_{\varepsilon, n}$. It follows that the metric neighborhoods give the weak*-topology.

A continuous map $T: X \rightarrow X$ induces a map $T_{*}: \mathscr{M}(X) \rightarrow \mathscr{M}(X)$ defined by $T_{*}(\mu)(A)=\mu\left(T^{-1} A\right)$ for any Borel set $A \subseteq X$. Each $x \in X$ defines a measure $\delta_{x}$ by

$$
\delta_{x}(A)=\left\{\begin{array}{l}
1 \text { if } x \in A \\
0 \text { if } x \notin A .
\end{array}\right.
$$

and $T_{*}\left(\delta_{x}\right)=\delta_{T(x)}$ for any $x \in X$.
For $f \geqslant 0$ a measurable map and $\mu \in \mathscr{M}(X)$,

$$
\begin{equation*}
\int f \mathrm{~d} T_{*} \mu=\int f \circ T \mathrm{~d} \mu . \tag{B.4}
\end{equation*}
$$

This may be seen by the argument used in the first part of the proof of Lemma 2.6. In particular, (B.4) holds for all $f \in C(X)$, and from this it is easy to check that the map $T_{*}: \mathscr{M}(X) \rightarrow \mathscr{M}(X)$ is continuous with respect to the weak*-topology on $\mathscr{M}(X)$.

Lemma B.12. Let $\mu$ be a measure in $\mathscr{M}(X)$. Then $\mu \in \mathscr{M}^{T}(X)$ if and only if $\int f \circ T \mathrm{~d} \mu=\int f \mathrm{~d} \mu$ for all $f \in C(X)$.

The map $T_{*}$ is continuous and affine, so the set $\mathscr{M}^{T}(X)$ of $T$-invariant measures is a closed convex subset of $\mathscr{M}(X)$.

## B. 6 Measures on Other Spaces

Our emphasis is on compact metric spaces and finite measure spaces, but we are sometimes forced to consider larger spaces. As mentioned in Definition A.5, a measure space is called $\sigma$-finite if it is a countable union of measurable sets with finite measure. Similarly, a metric space is called $\sigma$ compact if it is a countable union of compact subsets. A measure defined on the Borel sets of a metric space is called locally finite if every point of the space has an open neighborhood of finite measure.

Theorem B.13. Let $\mu$ be a locally finite measure on the Borel sets of a $\sigma$ compact metric space. Then $\mu$ is regular, meaning that

$$
\mu(B)=\sup \{\mu(K) \mid K \subseteq B, K \text { compact }\}=\inf \{U \mid B \subseteq U, U \text { open }\}
$$

for any Borel set B.

## B. 7 Vector-valued Integration

It is often useful to integrate functions taking values in the space of measures (for example, in Theorem 6.2, in Sect. 6.5, and in Theorem 8.10). It is also useful to integrate functions $f: X \rightarrow V$ defined on a measure space $(X, \mathscr{B}, \mu)$ and taking values in a topological vector space $V$. The goal is to define $\int_{X} f \mathrm{~d} \mu$ as an element of $V$ that behaves like an integral: for example, if $\lambda: V \rightarrow \mathbb{R}$ is a continuous linear functional on $V$, then we would like

$$
\begin{equation*}
\lambda\left(\int_{X} f \mathrm{~d} \mu\right)=\int_{X}(\lambda f) \mathrm{d} \mu \tag{B.5}
\end{equation*}
$$

to hold whenever $\int_{X} f \mathrm{~d} \mu$ is defined. One (of many ${ }^{(114)}$ ) approaches to defining integration in this setting is to use the property in (B.5) to characterize the integral; in order for this to work we need to restrict attention to topological vector spaces in which there are enough functionals. We say that $V^{*}$ separates points in $V$ if for any $v \neq v^{\prime}$ in $V$ there is a $\lambda \in V^{*}$ with $\lambda(v) \neq \lambda\left(v^{\prime}\right)$.

Definition B.14. Let $V$ be a topological vector space on which $V^{*}$ separates points, and let $f: X \rightarrow V$ be a function defined on a measure space $(X, \mathscr{B}, \mu)$ with the property that the scalar functions $\lambda(f): X \rightarrow \mathbb{F}$ lie in $L_{\mu}^{1}(X)$ for every $\lambda \in V^{*}$. If there is an element $v \in V$ for which

$$
\lambda(v)=\int_{X}(\lambda f) \mathrm{d} \mu
$$

for every $\lambda \in V^{*}$, then we define

$$
\int_{X} f \mathrm{~d} \mu=v
$$

We start with the simplest example of integration for functions taking values in a Hilbert space.

Example B.15. If $V$ is a Hilbert space $\mathscr{H}$ then the characterization in Definition B. 14 takes the form

$$
\begin{equation*}
\left\langle\int_{X} f \mathrm{~d} \mu, h\right\rangle=\int_{X}\langle f(x), h\rangle \mathrm{d} \mu(x) \tag{B.6}
\end{equation*}
$$

for all $h \in V$. Note that in this setting the right-hand side of (B.6) defines a continuous linear functional on $\mathscr{H}$. It follows that the integral $\int_{X} f \mathrm{~d} \mu$ exists by the Riesz representation theorem (see p. 422).

We now describe two more situations in which the existence of the integral can be established quite easily.

Example B.16. Let $V=L_{\nu}^{p}(Y)$ for a probability space $(Y, \nu)$ with $1 \leqslant p<\infty$, and let $F: X \times Y \rightarrow \mathbb{C}$ be an element of $L_{\mu \times \nu}^{p}(X \times Y)$. In this case we define

$$
f:(X, \mu) \rightarrow V
$$

by defining $f(x)$ to be the equivalence class of the function

$$
F(x, \cdot): y \longmapsto F(x, y) .
$$

We claim that $v=\int_{X} f \mathrm{~d} \mu$ exists and is given by the equivalence class of

$$
\nu(y)=\int F(x, y) \mathrm{d} \mu(x)
$$

which is well-defined by the Fubini-Tonelli Theorem (Theorem A.13), since

$$
L_{\mu \times \nu}^{p}(X \times Y) \subseteq L_{\mu \times \nu}^{1}(X \times Y)
$$

To see this claim, recall that $V^{*}=L_{\nu}^{q}(Y)$ where $\frac{1}{p}+\frac{1}{q}=1$, and let $w \in L_{\nu}^{q}(Y)$. Then $F w \in L_{\mu \times \nu}^{1}(X \times Y)$ and so

$$
\begin{aligned}
\left.\int_{X}\langle f(x), w)\right\rangle \mathrm{d} \mu & =\int_{X} \int_{Y} F(x, y) w(y) \mathrm{d} \nu \mathrm{~d} \mu \\
& =\int_{Y} \int_{X} F(x, y) \mathrm{d} \mu \cdot w(y) \mathrm{d} \nu=\langle v, w\rangle
\end{aligned}
$$

by Fubini, as required (notice that the last equation also implies that $v$ lies in $L_{\nu}^{p}(Y)$ ).

Example B.17. Suppose now that $V$ is a Banach space, and that $f: X \rightarrow V^{*}$ takes values in the dual space $V^{*}$ of $V$. Assume moreover that $\|f(x)\|$ is integrable and for any $v \in V$ the map $x \mapsto\langle v, f(x)\rangle$ is measurable (and hence automatically integrable, since $|\langle v, f(x)\rangle| \leqslant\|v\| \cdot\|f(x)\|)$. Then

$$
\int_{X} f(x) \mathrm{d} \mu(x) \in V^{*}
$$

exists if we equip $V^{*}$ with the weak*-topology: In fact, we may let $\int_{X} f \mathrm{~d} \mu$ be the map

$$
V \ni v \longmapsto \int_{X}\langle v, f(x)\rangle \mathrm{d} \mu
$$

which depends linearly and continuously on $v$. Moreover, with respect to the weak*-topology on $V^{*}$ all continuous functionals on $V^{*}$ are evaluation maps on $V$.

The last example includes (and generalizes) the first two examples above, but also includes another important case. A similar construction is used in Sect. 5.3, in the construction of conditional measures.

Example B.18. Let $V=C(Y)$ for a compact metric space $Y$, so that $V^{*}$ is the space of signed finite measures on $Y$. Hence, for any probability-valued function

$$
\Theta: X \rightarrow \mathscr{M}(Y)
$$

with the property that $\int f(y) \mathrm{d} \Theta_{x}(y)$ depends measurably on $x \in X$, there exists a measure $\int_{X} \Theta_{x} \mathrm{~d} \mu(x)$ on $Y$.

The next result gives a general criterion that guarantees existence of integrals in this sense (see Folland [94, App. A]).

Theorem B.19. If $(X, \mathscr{B}, \mu)$ is a Borel probability space, $V^{*}$ separates points of $V, f: X \rightarrow V$ is measurable, and the smallest closed convex subset $I$ of $V$ containing $f(X)$ is compact, then the integral $\int_{X} f \mathrm{~d} \mu$ in the sense of Definition B. 14 exists, and lies in I.

A second approach is to generalize Riemann integration to allow continuous functions defined on a compact metric space equipped with a Borel probability measure and taking values in a Banach space. If $V$ is a Banach space with norm $\|\cdot\|,(X, \mathrm{~d})$ is a compact metric space with a finite Borel measure $\mu$, and $f: X \rightarrow V$ is continuous, then $f$ is uniformly continuous since $X$ is compact. Given a finite partition $\xi$ of $X$ into Borel sets and a choice $x_{P} \in X$ of a point $x_{P} \in P \in \xi$ for each atom $P$ of $\xi$, define the associated Riemann sum

$$
R_{\xi}(f)=\sum_{P \in \xi} f\left(g_{P}\right) \mu(P)
$$

It is readily checked that $R_{\xi}(f)$ converges as

$$
\operatorname{diam}(\xi)=\max _{P \in \xi} \operatorname{diam}(P) \rightarrow 0
$$

and we define

$$
\int_{X} f \mathrm{~d} \mu=\lim _{\operatorname{diam}(\xi) \rightarrow 0} R_{\xi}(f)
$$

to be the (Riemann) integral of $f$ with respect to $\mu$. It is clear from the definition that

$$
\left\|\int_{X} f \mathrm{~d} \mu\right\| \leqslant \int_{X}\|f\| \mathrm{d} \mu
$$

where the integral on the right-hand side has the same definition for the continuous function $x \mapsto\|f(x)\|$ taking values in $\mathbb{R}$ (and therefore coincides with the Lebesgue integral).

## Notes to Appendix B

${ }^{(109)}$ (Page 417) Convenient sources for most of the material described here include Rudin [321] and Folland [94]; many of the ideas go back to Banach's monograph [17], originally published in 1932.
${ }^{(110)}$ (Page 418) The Hahn-Banach theorem is usually proved using the Axiom of Choice (though it is not equivalent to it), and is often the most convenient form of the Axiom of Choice for functional analysis arguments. Significant special cases were found by Riesz [312, 313] in connection with extending linear functionals on $L^{q}$, and by Helly [147] who gave a more abstract formulation in terms of operators on normed sequence spaces. Hahn [132] and Banach [16] formulated the theorem as it is used today, using transfinite induction in a way that became a central tool in analysis.
${ }^{(111)}$ (Page 421) Tychonoff's original proof appeared in 1929 [364]; the result requires and implies the Axiom of Choice. Alaoglu's theorem appeared in 1940 [4], clarifying the treatment of weak topologies by Banach [17].
${ }^{(112)}$ (Page 421) Weierstrass proved that the polynomials are dense in $C[a, b]$ (corresponding to the algebra of real functions generated by the constants and the function $f(t)=t$ ). Stone [355] proved the result in great generality.
${ }^{(113)}$ (Page 422) Urysohn [366] shows that a topological space is normal (that is, Hausdorff and with the property that disjoint closed sets have disjoint open neighborhoods) if and only if it has the extension property in Theorem B.9. A simple example of a non-normal topological space is the space of all functions $\mathbb{R} \rightarrow \mathbb{R}$ with the topology of pointwise convergence. Earlier, Tietze [361] had shown the same extension theorem for metric spaces, and in particular Corollary B.10, which for normal spaces is usually called Urysohn's lemma.
${ }^{(114)}$ (Page 425) Integration can also be defined by emulating the real-valued case using partitions of the domain to produce a theory of vector-valued Riemann integration, or by using the Borel $\sigma$-algebra in $V$ to produce a theory of vector-valued Lebesgue integration: the article of Hildebrandt [153] gives an overview.

## Appendix C <br> Topological Groups

Many groups arising naturally in mathematics have a topology with respect to which the group operations are continuous. Abstracting this observation has given rise to the important theory described here. We give a brief overview, but note that most of the discussions and examples in this volume concern concrete groups, so knowledge of the general theory summarized in this appendix is useful but often not strictly necessary.

## C. 1 General Definitions

Definition C.1. A topological group is a group $G$ that carries a topology with respect to which the maps $(g, h) \mapsto g h$ and $g \mapsto g^{-1}$ are continuous as maps $G \times G \rightarrow G$ and $G \rightarrow G$ respectively.

Any topological group can be viewed as a uniform space in two ways: the left uniformity renders each left multiplication $g \mapsto h g$ into a uniformly continuous map while the right uniformity renders each right multiplication $g \mapsto g h$ into a uniformly continuous map. As a uniform space, any topological group is completely regular, and hence ${ }^{(115)}$ is Hausdorff if it is $T_{0}$.

Since the topological groups we need usually have a natural metric giving the topology, we will not need to develop this further.

The topological and algebraic structure on a topological group interact in many ways. For example, in any topological group $G$ :

- the connected component of the identity is a closed normal subgroup;
- the inverse map $g \mapsto g^{-1}$ is a homeomorphism;
- for any $h \in G$ the left multiplication map $g \mapsto h g$ and the right multiplication map $g \mapsto g h$ are homeomorphisms;
- if $H$ is a subgroup of $G$ then the closure of $H$ is also a subgroup;
- if $H$ is a normal subgroup of $G$, then the closure of $H$ is also a normal subgroup.

A topological group is called monothetic if it is Hausdorff and has a dense cyclic subgroup; a monothetic group is automatically abelian. Any generator of a dense subgroup is called a topological generator. Monothetic groups arise in many parts of dynamics.

A subgroup of a topological group is itself a topological group in the subspace topology. If $H$ is a subgroup of a topological group $G$ then the set of left (or right) cosets $G / H$ (or $H \backslash G$ ) is a topological space in the quotient topology (the smallest topology which makes the natural projection $g \mapsto g H$ or $H g$ continuous). The quotient map is always open. If $H$ is a normal subgroup of $G$, then the quotient group becomes a topological group. However, if $H$ is not closed in $G$, then the quotient group will not be $T_{0}$ even if $G$ is. It is therefore natural to restrict attention to the category of Hausdorff topological groups, continuous homomorphisms and closed subgroups, which is closed under many natural group-theoretic operations.

If the topology on a topological group is metrizable ${ }^{(116)}$, then there is a compatible metric defining the topology that is invariant under each of the maps $g \mapsto h g$ (a left-invariant metric) and there is similarly a right-invariant metric.

Lemma C.2. If $G$ is compact and metrizable, then $G$ has a compatible metric invariant under all translations (that is, a bi-invariant metric).

Proof. Choose a basis $\left\{U_{n}\right\}_{n \geqslant 1}$ of open neighborhoods of the identity $e \in G$, with $\cap_{n \geqslant 1} U_{n}=\{e\}$, and for each $n \geqslant 1$ choose (by Theorem B.9) a continuous function $f_{n}: G \rightarrow[0,1]$ with $\left\|f_{n}\right\|=1, f_{n}(e)=1$ and $f_{n}\left(G \backslash U_{n}\right)=\{0\}$. Let

$$
f(g)=\sum_{n=1}^{\infty} f_{n}(g) / 2^{n}
$$

so that $f$ is continuous, $f^{-1}(\{1\})=e$, and define

$$
\mathrm{d}(x, y)=\sup _{a, b \in G}\{|f(a x b)-f(a y b)|\}
$$

Then d is bi-invariant and compatible with the topology on $G$.

Example C.3. ${ }^{(117)}$ The group $\mathrm{GL}_{n}(\mathbb{C})$ carries a natural norm

$$
\|x\|=\max \left\{\left.\left(\sum_{i=1}^{n}\left|\sum_{j=1}^{n} x_{i j} v_{j}\right|^{2}\right)^{1 / 2}\left|\sum_{i=1}^{n}\right| v_{i}\right|^{2}=1\right\}
$$

from viewing a matrix $x=\left(x_{i j}\right)_{1 \leqslant i, j \leqslant n} \in \mathrm{GL}_{n}(\mathbb{C})$ as a linear operator on $\mathbb{C}^{n}$. Then the function

$$
\mathrm{d}(x, y)=\log \left(1+\left\|x^{-1} y-I_{n}\right\|+\left\|y^{-1} x-I_{n}\right\|\right)
$$

is a left-invariant metric compatible with the topology. For $n \geqslant 2$, there is no bi-invariant metric on $\mathrm{GL}_{n}(\mathbb{C})$. To see this, notice that for such a metric conjugation would be an isometry, while

$$
\left(\begin{array}{ll}
m & 1 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\frac{1}{m} & \frac{1}{m^{2}} \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
1 & 1+\frac{1}{m} \\
0 & 1
\end{array}\right) \longrightarrow\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)
$$

as $m \rightarrow \infty$, and

$$
\left(\begin{array}{cc}
\frac{1}{m} & \frac{1}{m^{2}} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
m & 1 \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
1 & \frac{1}{m}+\frac{1}{m^{2}} \\
0 & 1
\end{array}\right) \longrightarrow\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

as $m \rightarrow \infty$.

## C. 2 Haar Measure on Locally Compact Groups

Further specializing to locally compact topological groups (that is, topological groups in which every point has a neighborhood containing a compact neighborhood) produces a class of particular importance in ergodic theory for the following reason.

Theorem C. 4 ( $\mathbf{H a a r}^{(118)}$ ). Let $G$ be a locally compact group.
(1) There is a measure $m_{G}$ defined on the Borel subsets of $G$ that is invariant under left translation, is positive on non-empty open sets, and is finite on compact sets.
(2) The measure $m_{G}$ is unique in the following sense: if $\mu$ is any measure with the properties of $(1)$ then there is a constant $C$ with $\mu(A)=C m_{G}(A)$ for all Borel sets $A$.
(3) $m_{G}(G)<\infty$ if and only if $G$ is compact.

The measure $m_{G}$ is called (a) left Haar measure on $G$; if $G$ is compact it is usually normalized to have $m_{G}(G)=1$. There is a similar right Haar measure. If $m_{G}$ is a left Haar measure on $G$, then for any $g \in G$ the measure defined by $A \mapsto m_{G}(A g)$ is also a left Haar measure. By Theorem C.4, there must therefore be a unique function mod, called the modular function or modular character with the property that

$$
m_{G}(A g)=\bmod (g) m_{G}(A)
$$

for all Borel sets $A$. The modular function is the continuous homomorphism mod : $G \rightarrow \mathbb{R}_{>0}$. A group in which the left and right Haar measures coincide (equivalently, whose modular function is identically 1 ) is called unimodular: examples include all abelian groups, all compact groups (since there are no non-trivial compact subgroups of $\mathbb{R}_{>0}$ ), and semi-simple Lie groups.

There are several different proofs of Theorem C.4. For compact groups, it may be shown using fixed-point theorems from functional analysis. A particularly intuitive construction, due to von Neumann, starts by assigning measure one to some fixed compact set $K$ with non-empty interior, then uses translates of some small open set to efficiently cover $K$ and any other compact set $L$. The Haar measure of $L$ is then approximately the number of translates needed to cover $L$ divided by the number needed to cover $K$ (see Sect. 8.3 for more details). Remarkably, Theorem C. 4 has a converse: under some technical hypotheses, a group with a Haar measure must be locally compact ${ }^{(119)}$.

Haar measure produces an important class of examples for ergodic theory: if $\phi: G \rightarrow G$ is a surjective homomorphism and $G$ is compact, then $\phi$ preserves ${ }^{(120)}$ the Haar measure on $G$. Haar measure also connects ${ }^{(121)}$ the topology and the algebraic structure of locally compact groups.

Example C.5. In many situations, the Haar measure is readily described.
(1) The Lebesgue measure $\lambda$ on $\mathbb{R}^{n}$, characterized by the property that

$$
\lambda\left(\left[a_{1}, b_{1}\right] \times \cdots \times\left[a_{n}, b_{n}\right]\right)=\prod_{i=1}^{n}\left(b_{i}-a_{i}\right)
$$

for $a_{i}<b_{i}$, is translation invariant and so is a Haar measure for $\mathbb{R}^{n}$ (unique up to multiplication by a scalar).
(2) The Lebesgue measure $\lambda$ on $\mathbb{T}^{n}$, characterized in the same way by the measure it gives to rectangles, is a Haar measure (unique if we choose to normalize so that the measure of the whole group $\mathbb{T}^{n}$ is 1 ).

As we have seen, a measure can be described in terms of how it integrates integrable functions. For the remaining examples, we will describe a Haar measure $m_{G}$ by giving a 'formula' for $\int f \mathrm{~d} m_{G}$. Thus the statement about the Haar measure $m_{\mathbb{R}^{n}}$ in (1) above could be written somewhat cryptically as

$$
\int_{\mathbb{R}^{n}} f(\mathbf{x}) \mathrm{d} m_{\mathbb{R}^{n}}(\mathbf{x})=\int_{\mathbb{R}^{n}} f(\mathbf{x}) \mathrm{d} x_{1} \ldots \mathrm{~d} x_{n}
$$

for all functions $f$ for which the right-hand side is finite. Evaluating a Haar measure on a group with explicit coordinates often amounts to computing a Jacobian.
(3) Let $G=\mathbb{R} \backslash\{0\}=\mathrm{GL}_{1}(\mathbb{R})$, the real multiplicative group. The transformation $x \mapsto a x$ has Jacobian $a$ : it can be readily checked that

$$
\int f(a x) \frac{\mathrm{d} x}{|x|}=\int f(x) \frac{\mathrm{d} x}{|x|}
$$

for any integrable $f$ and $a \neq 0$. Hence a Haar measure $m_{G}$ is defined by

$$
\int_{G} f(x) \mathrm{d} m_{G}(x)=\int_{G} \frac{f(x)}{|x|} \mathrm{d} x
$$

for any integrable $f$. Similarly, if $G=\mathbb{C} \backslash\{0\}=\mathrm{GL}_{1}(\mathbb{C})$, then

$$
\int_{\mathbb{C} \backslash\{0\}} f(z) \mathrm{d} m_{G}(z)=\iint_{\mathbb{R}^{2} \backslash\{(0,0)\}} \frac{f(x+\mathrm{i} y)}{x^{2}+y^{2}} \mathrm{~d} x \mathrm{~d} y .
$$

(4) Let $G=\left\{\left.\left(\begin{array}{ll}a & b \\ 0 & 1\end{array}\right) \right\rvert\, a \in \mathbb{R} \backslash\{0\}, b \in \mathbb{R}\right\}$, and identify elements of $G$ with pairs $(a, b)$. Then

$$
\int_{G} f(a, b) \mathrm{d} m_{G}^{(\ell)}=\int_{\mathbb{R}} \int_{\mathbb{R} \backslash\{0\}} \frac{f(a, b)}{a^{2}} \mathrm{~d} a \mathrm{~d} b
$$

defines a left Haar measure, while

$$
\int_{G} f(a, b) \mathrm{d} m_{G}^{(r)}=\int_{\mathbb{R}} \int_{\mathbb{R} \backslash\{0\}} \frac{f(a, b)}{|a|} \mathrm{d} a \mathrm{~d} b
$$

defines a right Haar measure. As $G$ is isomorphic to the group of affine transformations $x \mapsto a x+b$ under composition, it is called the ' $a x+b$ ' group. It is an example of a non-unimodular group, with $\bmod (a, b)=\frac{1}{|a|}$.
(5) Let $G=\mathrm{GL}_{2}(\mathbb{R})$, and identify the element $\left(x_{i j}\right)_{1 \leqslant i, j \leqslant 2}$ with

$$
\left(x_{11}, x_{12}, x_{21}, x_{22}\right) \in A=\left\{\mathbf{x} \in \mathbb{R}^{4} \mid x_{11} x_{22}-x_{12} x_{21} \neq 0\right\} .
$$

Then

$$
\int_{G} f \mathrm{~d} m_{G}=\iiint \int_{A} \frac{f\left(x_{11}, x_{12}, x_{21}, x_{22}\right)}{\left(x_{11} x_{22}-x_{12} x_{21}\right)^{2}} \mathrm{~d} x_{11} \mathrm{~d} x_{12} \mathrm{~d} x_{21} \mathrm{~d} x_{22}
$$

defines a left and a right Haar measure on $G$, which is therefore unimodular.

## C. 3 Pontryagin Duality

Specializing yet further brings us to the class of locally compact abelian groups (LCA groups) which have a very powerful theory ${ }^{(122)}$ generalizing Fourier analysis on the circle. Throughout this section, $L^{p}(G)$ denotes $L_{m_{G}}^{p}(G)$ for some Haar measure $m_{G}$ on $G$.

A character on a LCA group $G$ is a continuous homomorphism

$$
\chi: G \rightarrow \mathbb{S}^{1}=\{z \in \mathbb{C}| | z \mid=1\} .
$$

The set of all continuous characters on $G$ forms a group under pointwise multiplication, denoted $\widehat{G}$ (this means the operation on $\widehat{G}$ is defined by

$$
\left(\chi_{1}+\chi_{2}\right)(g)=\chi_{1}(g) \chi_{2}(g)
$$

for all $g \in G$, and the trivial character $\chi(g)=1$ is the identity). The image of $g \in G$ under $\chi \in \widehat{G}$ will also be written $\langle g, \chi\rangle$ to emphasize that this is a pairing between $G$ and $\widehat{G}$. For compact $K \subseteq G$ and $\varepsilon>0$ the sets

$$
N(K, \varepsilon)=\{\chi| | \chi(g)-1 \mid<\varepsilon \text { for } g \in K\}
$$

and their translates form a basis for a topology on $\widehat{G}$, the topology of uniform convergence on compact sets.

Theorem C.6. In the topology described above, the character group of a LCA group is itself a LCA group. A subgroup of the character group that separates points is dense.

A subset $E \subseteq \widehat{G}$ is said to separate points if for $g \neq h$ in $G$ there is some $\chi \in E$ with $\chi(g) \neq \chi(h)$.

Using the Haar measure on $G$ the usual $L^{p}$ function spaces may be defined. For $f \in L^{1}(G)$ the Fourier transform of $f$, denoted $\widehat{f}$ is the function on $\widehat{G}$ given by

$$
\widehat{f}(\chi)=\int_{G} f(g) \overline{\langle g, \chi\rangle} \mathrm{d} m_{G}
$$

Some of the basic properties of the Fourier transform are as follows.

- The image of the map $f \mapsto \widehat{f}$ is a separating self-adjoint algebra in $C_{0}(\widehat{G})$ (the continuous complex functions vanishing at infinity) and hence is dense in $C_{0}(\widehat{G})$ in the uniform metric.
- The Fourier transform of the convolution $f * g$ is the product $\widehat{f} \cdot \widehat{g}$.
- The Fourier transform satisfies $\|\widehat{f}\|_{\infty} \leqslant\|f\|_{1}$ and so is a continuous operator from $L^{1}(G)$ to $L^{\infty}(\widehat{G})$.

Lemma C.7. If $G$ is discrete, then $\widehat{G}$ is compact, and if $G$ is compact then $\widehat{G}$ is discrete.

We prove the second part of this lemma to illustrate how Fourier analysis may be used to study these groups. Assume that $G$ is compact, so that the constant function $\chi_{0} \equiv 1$ is in $L^{1}(G)$.

Also under the assumption of compactness of $G$, we have the following orthogonality relations. Let $\chi \neq \eta$ be characters on $G$. Then we may find an element $h \in G$ with $\left(\chi \eta^{-1}\right)(h) \neq 1$. On the other hand,

$$
\int_{G}\left(\chi \eta^{-1}\right)(g) \mathrm{d} m_{G}=\int_{G}\left(\chi \eta^{-1}\right)(g+h) \mathrm{d} m_{G}=\left(\chi \eta^{-1}\right)(h) \int\left(\chi \eta^{-1}\right)(g) \mathrm{d} m_{G}
$$

so $\int_{G}\left(\chi \eta^{-1}\right)(g) \mathrm{d} m_{G}=0$ and the characters $\chi$ and $\eta$ are orthogonal with respect to the inner-product

$$
\left\langle f_{1}, f_{2}\right\rangle=\int_{G} f_{1} \overline{f_{2}} \mathrm{~d} m_{G}
$$

on $\widehat{G}$. Thus distinct characters are orthogonal as elements of $L^{2}(G)$.
Finally, note that the Fourier transform of any $L^{1}$ function is continuous on the dual group, and the orthogonality relations mean that $\widehat{\chi_{0}}(\chi)=1$ if $\chi$ is the trivial character $\chi_{0}$, and $\widehat{\chi_{0}}(\chi)=0$ if not. It follows that $\left\{\chi_{0}\right\}$ is an open subset of $\widehat{G}$, so $\widehat{G}$ is discrete.

The Fourier transform is defined on $L^{1}(G) \cap L^{2}(G)$, and maps into a dense linear subspace of $L^{2}(\widehat{G})$ as an $L^{2}$ isometry. It therefore extends uniquely to an isometry $L^{2}(G) \rightarrow L^{2}(\widehat{G})$, known as the Fourier or Plancherel transform and also denoted by $f \mapsto \widehat{f}$. We note that this map is surjective.

Recall that there is a natural inner-product structure on $L^{2}(G)$.
Theorem C. 8 (Parseval Formula). Let $f$ and $g$ be functions in $L^{2}(G)$. Then

$$
\langle f, g\rangle_{G}=\int_{G} f(x) \overline{g(x)} \mathrm{d} m_{G}=\int_{\widehat{G}} \widehat{f}(\chi) \overline{\widehat{g}(\chi)} \mathrm{d} m_{\widehat{G}}=\langle\widehat{f}, \widehat{g}\rangle_{\widehat{G}}
$$

Given a finite Borel measure $\mu$ on the dual group $\widehat{G}$ of a locally compact abelian group $G$, the inverse Fourier transform of $\mu$ is the function $\check{\mu}: G \rightarrow \mathbb{C}$ defined by

$$
\check{\mu}(x)=\int_{\widehat{G}} \chi(x) \mathrm{d} \mu(\chi) .
$$

A function $f: G \rightarrow \mathbb{C}$ is called positive-definite if for any $a_{1}, \ldots, a_{r} \in \mathbb{C}$ and $x_{1}, \ldots, x_{r} \in G$,

$$
\begin{equation*}
\sum_{i=1}^{r} \sum_{j=1}^{r} a_{i} \overline{a_{j}} f\left(x_{i} x_{j}^{-1}\right) \geqslant 0 . \tag{C.1}
\end{equation*}
$$

Theorem C. 9 (Herglotz-Bochner ${ }^{(123)}$ ). Let $G$ be an abelian locally compact group. A function $f: G \rightarrow \mathbb{C}$ is positive-definite if and only if it is the Fourier transform of a finite positive Borel measure.

Denote by $B(G)$ the set of all functions $f$ on $G$ which have a representation in the form

$$
f(x)=\int_{\widehat{G}}\langle x, \chi\rangle \mathrm{d} \mu(\chi)
$$

for $x \in G$ and a finite positive Borel measure $\mu$ on $\widehat{G}$. A consequence of the Herglotz-Bochner theorem (Theorem C.9) is that $B(G)$ coincides with the set of finite linear combinations of continuous positive-definite functions on $G$ (see (C.1)).

Theorem C. 10 (Inversion Theorem). Let $G$ be a locally compact group. If $f \in L^{1}(G) \cap B(G)$, then $\widehat{f} \in L^{1}(\widehat{G})$. Having chosen a Haar measure on $G$, the Haar measure $m_{\widehat{G}}$ on $\widehat{G}$ may be normalized to make

$$
\begin{equation*}
f(g)=\int_{\widehat{G}} \widehat{f}(\chi)\langle g, \chi\rangle \mathrm{d} m_{\widehat{G}} \tag{C.2}
\end{equation*}
$$

for $g \in G$ and any $f \in L^{1}(G) \cap B(G)$.
We will usually use Theorem C. 10 for a compact metric abelian group $G$. In this case the Haar measure is normalized to make $m(G)=1$, and the measure on the discrete countable group $\widehat{G}$ is simply counting measure, so that the right-hand side of (C.2) is a series.

In particular, for the case $G=\mathbb{T}=\mathbb{R} / \mathbb{Z}$ we find $\widehat{G}=\left\{\chi_{k} \mid k \in \mathbb{Z}\right\}$ where $\chi_{k}(t)=\mathrm{e}^{2 \pi \mathrm{i} k t}$. Theorem C. 10 then says that for any $f \in L^{2}(\mathbb{T})$ we have the Fourier expansion

$$
f(t)=\sum_{k \in \mathbb{Z}} \widehat{f}\left(\chi_{k}\right) \mathrm{e}^{2 \pi \mathrm{i} k t}
$$

for almost every $t$.
Similarly, for any compact $G$, the set of characters of $G$ forms an orthonormal basis of $L^{2}(G)$. We already showed the orthonormality property in the discussion after Lemma C.7; here we indicate briefly how the completeness of the set of characters can be established, both for concrete groups and in general.

Let $\mathscr{A}$ denote the set of finite linear combinations of the form

$$
p(g)=\sum_{i=1}^{n} c_{i} \chi_{i}
$$

with $c_{i} \in \mathbb{C}$. Then $\mathscr{A}$ is a subalgebra of $C_{\mathbb{C}}(X)$ which is closed under conjugation. If we know in addition that $\mathscr{A}$ separates points in $G$, then by the Stone-Weierstrass Theorem (Theorem B.7) we have that $\mathscr{A}$ is dense in $C_{\mathbb{C}}(X)$. Moreover, in that case $\mathscr{A}$ is also dense in $L^{2}(G)$, and so the set of characters forms an orthonormal basis for $L^{2}(G)$. That $\mathscr{A}$ separates points can be checked explicitly for many compact abelian groups; in particular for $G=\mathbb{R}^{d} / \mathbb{Z}^{d}$ the characters are of the form

$$
\begin{equation*}
\chi_{\mathbf{n}}(\mathbf{x})=\mathrm{e}^{2 \pi \mathrm{i}\left(n_{1} x_{1}+\cdots+n_{d} x_{d}\right)} \tag{C.3}
\end{equation*}
$$

with $\mathbf{n} \in \mathbb{Z}^{d}$, and this explicit presentation may be used to show that the set of characters separates points on the $d$-torus. In general, one can prove that $\widehat{G}$ separates points by showing that the functions in $B(G)$ separate points, and then applying the Herglotz-Bochner theorem (Theorem C.9).

Theorem C.11. For any compact abelian group $G$, the set of characters separates points and therefore forms a complete orthonormal basis for $L^{2}(G)$.

The highlight of this theory is Pontryagin duality, which directly links the algebraic structure of LCA groups to their (Fourier-)analytic structure. If $G$ is an LCA group, then $\Gamma=\widehat{G}$ is also an LCA group, which therefore has a character group $\widehat{\Gamma}$, which is again LCA. Any element $g \in G$ defines a character $\chi \mapsto \chi(g)$ on $\Gamma$.

Theorem C. 12 (Pontryagin Duality). The map $\alpha: G \rightarrow \widehat{\Gamma}$ defined by

$$
\langle g, \chi\rangle=\langle\chi, \alpha(g)\rangle
$$

is a continuous isomorphism of LCA groups.
The Pontryagin duality theorem relates to the subgroup structure of an LCA group as follows.

Theorem C.13. If $H \subseteq G$ is a closed subgroup, then $G / H$ is also an $L C A$ group. The set

$$
H^{\perp}=\{\chi \in \widehat{G} \mid \chi(h)=1 \text { for all } h \in H\}
$$

the annihilator of $H$, is a closed subgroup of $\widehat{G}$. Moreover,

- $\widehat{G / H} \cong H^{\perp}$;
- $\widehat{G} / H^{\perp} \cong \widehat{H}$;
- if $H_{1}, H_{2}$ are closed subgroups of $G$ then

$$
H_{1}^{\perp}+H_{2}^{\perp} \cong \widehat{X}
$$

where $X=G /\left(H_{1} \cap H_{2}\right)$;

- $H^{\perp \perp} \cong H$.

The dual of a continuous homomorphism $\theta: G \rightarrow H$ is a homomorphism

$$
\widehat{\theta}: \widehat{H} \rightarrow \widehat{G}
$$

defined by $\widehat{\theta}(\chi)(g)=\chi(\theta(g))$. There are simple dualities for homomorphisms, for example $\theta$ has dense image if and only if $\widehat{\theta}$ is injective.

Pontryagin duality expresses topological properties in algebraic terms. For example, if $G$ is compact then $\widehat{G}$ is torsion if and only if $G$ is zero-dimensional (that is, has a basis for the topology comprising sets that are both closed and open), and $\widehat{G}$ is torsion-free if and only if $G$ is connected. Duality also gives a description of monothetic groups: if $G$ is a compact abelian group with a countable basis for its topology then $G$ is monothetic if and only if the dual group $\widehat{G}$ is isomorphic as an abstract group to a countable subgroup of $\mathbb{S}^{1}$. If $G$ is monothetic, then any such isomorphism is given by choosing a topological generator $g \in G$ and then sending $\chi \in \widehat{G}$ to $\chi(g) \in \mathbb{S}^{1}$.

Example C.14. As in the case of Haar measure in Example C.5, the character group of many groups can be written down in a simple way.
(1) If $G=\mathbb{Z}$ with the discrete topology, then any character $\chi \in \widehat{\mathbb{Z}}$ is determined by the value $\chi(1) \in \mathbb{S}^{1}$, and any choice of $\chi(1)$ defines a character. It follows that the map $z \mapsto \chi_{z}$, where $\chi$ is the unique character on $\mathbb{Z}$ with $\chi_{z}(1)=z$, is an isomorphism $\mathbb{S}^{1} \rightarrow \widehat{\mathbb{Z}}$.
(2) Consider the group $\mathbb{R}$ with the usual topology. Then for any $s \in \mathbb{R}$ the $\operatorname{map} \chi_{s}: t \mapsto \mathrm{e}^{\mathrm{i} s t}$ is a character on $\mathbb{R}$, and any character has this form. In other words, the map $s \mapsto \chi_{s}$ is an isomorphism $\mathbb{R} \rightarrow \widehat{\mathbb{R}}$.
(3) More generally, let $\mathbb{K}$ be any locally compact non-discrete field, and assume that $\chi_{0}: \mathbb{K} \rightarrow \mathbb{S}^{1}$ is a non-trivial character on the additive group structure of $\mathbb{K}$. Then the map $a \mapsto \chi_{a}$, where $\chi_{a}(x)=\chi_{0}(a x)$, defines an isomorphism $\mathbb{K} \rightarrow \widehat{\mathbb{K}}$.
(4) An important example of (3) concerns the field of $p$-adic numbers $\mathbb{Q}_{p}$. For each prime number $p$, the field $\mathbb{Q}_{p}$ is the set of formal power series $\sum_{n \geqslant k} a_{n} p^{n}$ where $a_{n} \in\{0,1, \ldots, p-1\}$ and $k \in \mathbb{Z}$ and we always choose $a_{k} \neq 0$, with the usual addition and multiplication. The metric $\mathrm{d}(x, y)=|x-y|_{p}$, where $\left|\sum_{n \geqslant k} a_{n} p^{n}\right|_{p}=p^{-k}$ and $|0|_{p}=0$, makes $\mathbb{Q}_{p}$ into a non-discrete locally compact field. By (3) an isomorphism $\widehat{\mathbb{Q}_{p}} \rightarrow \mathbb{Q}_{p}$ is determined by any non-trivial character on $\mathbb{Q}_{p}$, for example the map

$$
\sum_{n \geqslant k} a_{n} p^{n} \mapsto \exp \left(2 \pi \mathrm{i} \sum_{n=k}^{-1} a_{n} p^{-n}\right)
$$

(5) Consider the additive group $\mathbb{Q}$ with the discrete topology. Then the group of characters is compact. Any element of $\widehat{\mathbb{R}}$ restricts to a character of $\mathbb{Q}$, so there is an embedding $\mathbb{R} \hookrightarrow \widehat{\mathbb{Q}}$ (injective because a continuous character on $\mathbb{R}$ is defined by its values on the dense set $\mathbb{Q}$ ). The group $\widehat{\mathbb{Q}}$ is an example of a solenoid, and there is a detailed account of its structure in terms of adeles in the monograph of Weil [378].

Lemma C. 15 (Riemmann-Lebesgue ${ }^{(124)}$ ). Let $G$ be a locally compact abelian group, and let $\mu$ be a measure on $G$ absolutely continuous with respect to Haar measure $m_{G}$. Then

$$
\widehat{\mu}(\chi)=\int_{G} \chi(g) \mathrm{d} \mu(t) \rightarrow 0
$$

as $\chi \rightarrow \infty^{*}$.

[^50]The Riemann-Lebesgue lemma generalizes to absolutely continuous measures with respect to any sufficiently smooth measure.
Lemma C.16. Let $\nu$ be a finite measure on $\mathbb{S}^{1}$, and assume that

$$
\int \mathrm{e}^{2 \pi \mathrm{i} n t} \mathrm{~d} \nu(t) \rightarrow 0
$$

as $|n| \rightarrow \infty$. Then for any finite measure $\mu$ that is absolutely continuous with respect to $\nu$,

$$
\int \mathrm{e}^{2 \pi \mathrm{i} n t} \frac{\mathrm{~d} \mu}{\mathrm{~d} \nu} \mathrm{~d} \nu(t) \rightarrow 0
$$

as $|n| \rightarrow \infty$.

## Notes to Appendix C

${ }^{(115)}$ (Page 429) Given a topological space $(X, \mathscr{T})$, points $x$ and $y$ are said to be topologically indistinguishable if for any open set $U \in \mathscr{T}$ we have $x \in U$ if and only if $y \in U$ (they have the same neighborhoods). The space is said to be $T_{0}$ or Kolmogorov if distinct points are always topologically distinguishable. This is the weakest of a hierarchy of topological separation axioms; for topological groups many of these collapse to the following natural property: the space is $T_{2}$ or Hausdorff if distinct points always have some distinct neighborhoods.
${ }^{(116)}$ (Page 430) A topological group is metrizable if and only if every point has a countable basis of neighborhoods (this was shown by Kakutani [170] and Birkhoff [34]) and has a metric invariant under all translations if there is a countable basis $\left\{V_{n}\right\}$ at the identity with $x V_{n} x^{-1}=V_{n}$ for all $n$ (see Hewitt and Ross [151, p. 79]).
${ }^{(117)}$ (Page 430) This explicit construction of a left-invariant metric on $\mathrm{GL}_{n}(\mathbb{C})$ is due to Kakutani [170] and von Dantzig [64].
${ }^{(118)}$ (Page 431) Haar's original proof appears in his paper [130]; more accessible treatments may be found in the books of Folland [94], Weil [377] or Hewitt and Ross [151]. The important lecture notes of von Neumann from 1940-41, when he developed much of the theory from a new perspective, have now been edited and made available by the American Mathematical Society [269].
${ }^{(119)}$ (Page 432) This result was announced in part in a note by Weil [376] and then complete proofs were given by Kodaira [206]; these results were later sharpened by Mackey [239].
${ }^{(120)}$ (Page 432) This observation is due to Halmos [134], who determined when Haar measure is ergodic, and accounts for the special role of compact group automorphisms as distinguished examples of measure-preserving transformations in ergodic theory. The proof is straightforward: the measure defined by $\mu(A)=m_{G}\left(\phi^{-1} A\right)$ is also a translation-invariant probability measure defined on the Borel sets, so $\mu=m_{G}$.
${ }^{(121)}$ (Page 432) For example, if $G$ and $H$ are locally compact groups and $G$ has a countable basis for its topology then any measurable homomorphism $\phi: H \rightarrow G$ is continuous (Mackey [240]); in any locally compact group, for any compact set $A$ with positive Haar measure, the set $A A^{-1}$ contains a neighborhood of the identity; if $H \subseteq G$ is closed under multiplication and conull then $H=G$.
${ }^{(122)}$ (Page 433) The theory described in this section is normally called Pontryagin duality or Pontryagin-von Kampen duality; the original sources are the book of Pontryagin [293] and the papers of van Kampen [181]. More accessible treatments may be found in Folland [94], Weil [377], Rudin [322] or Hewitt and Ross [151].
${ }^{(123)}$ (Page 435) This result is due to Herglotz [148] for functions on $\mathbb{Z}$, to Bochner [37] for $\mathbb{R}$, and to Weil [377] for locally compact abelian groups; accessible sources include the later translation [38] and Folland [94].
${ }^{(124)}$ (Page 438) Riemann [310] proved that the Fourier coefficients of a Riemann integrable periodic function converge to zero, and this was extended by Lebesgue [219]. The finite Borel measures on $\mathbb{T}$ with $\widehat{\mu}(n) \rightarrow 0$ as $|n| \rightarrow \infty$ are the Rajchman measures; all absolutely continuous measures are Rajchman measures but not conversely. Menshov, in his construction of a Lebesgue null set of multiplicity, constructed a singular Rajchman measure in 1916 by modifying the natural measure on the Cantor middle-third set (though notice that the Cantor-Lebesgue measure $\nu$ on the middle-third Cantor set has $\widehat{\nu}(n)=\widehat{\nu}(3 n)$, so is a continuous measure that is not Rajchman). Riesz raised the question of whether a Rajchman measure must be continuous, and this was proved by Neder in 1920. Wiener gave a complete characterization of continuous measures by showing that $\nu$ is continuous if and only if $\frac{1}{2 n+1} \sum_{k=-n}^{n}|\widehat{\mu}(k)| \rightarrow 0$ as $n \rightarrow \infty$. A convenient account is the survey by Lyons [238].

## Hints for Selected Exercises

Exercise 2.1.5 (p. 20): For (a) use a one-sided full shift.
Exercise 2.4.2 (p. 32): Recall from Exercise 2.1.1 that the spaces themselves are isomorphic. Try to do this directly, but if all else fails look at it again using the material from Sect. 2.7.

Exercise 2.4.4 (p. 32): Use the fact that the kernel of $A^{n}-I$ on the torus only contains points with rational coordinates.

Exercise 2.5.5 (p. 36): Apply the uniform mean ergodic theorem to the inner product $\left\langle U_{T}^{n} \chi_{B}, \chi_{B}\right\rangle$ and notice that $\int P_{T}\left(\chi_{B}\right) \mathrm{d} \mu>0$ since the projection onto the constants already has this property.

Exercise 2.6.3 (p. 48): This is an easy consequence of a later formulation of the ergodic theorem, described in Theorem 6.1. Try to prove it directly.

Exercise 2.7.1 (p. 52): Fix some $B$ with $0<\mu(B)<1$, and use the Baire category theorem to find $A$.

Exercise 2.7.8 (p. 53): Prove, and then use, the polarization identity

$$
\begin{aligned}
4\left\langle U_{T}^{n} f, g\right\rangle=\left\langle U_{T}^{n}(f+g), f+g\right\rangle & +\mathrm{i}\left\langle U_{T}^{n}(f+\mathrm{i} g), f+\mathrm{i} g\right\rangle \\
& -\left\langle U_{T}^{n}(f-g), f-g\right\rangle-\mathrm{i}\left\langle U_{T}^{n}(f-\mathrm{i} g), f-\mathrm{i} g\right\rangle .
\end{aligned}
$$

Exercise 2.7.10 (p. 53): Fix $A \in \mathscr{B}$ and consider the closed linear subspace $M$ of $L_{\mu}^{2}$ containing the constant functions and $\left\{U_{T}^{n} \chi_{A} \mid n \in \mathbb{Z}\right\}$. Prove that

$$
\left\langle U_{T}^{n} \chi_{A}, U_{T}^{k} \chi_{A}\right\rangle \rightarrow \mu(A)^{2}
$$

as $n \rightarrow \infty$, and then decompose each function $f \in L_{\mu}^{2}$ into $f_{1}+f_{2}$ with $f_{1} \in M$ and $f_{2} \in M^{\perp}$.

Exercise 2.7.13 (p. 54): For (a) and (b) recall that smoothness corresponds to polynomially rapid decay of Fourier coefficients. For (b) diagonalize the
matrix $A=\left(\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right)$ defining the automorphism, and show that for any integer point in $\mathbb{Z}^{2}$ the product of the coordinates when expressed in the diagonalizing coordinates is bounded from below. Then argue as in part (a).

Exercise 3.2.1 (p. 86): You will need to formulate the ergodic theorem for the system $\left(B,\left.\mathscr{B}\right|_{B}, \frac{1}{\mu(B)} \mu,\left.T\right|_{B}\right)$ for a $T$-invariant measurable set $B$ of positive measure.

Exercise 3.3.3 (p. 91): If $\left|u-\frac{p}{q}\right|>1$ the statement is clear. Assume therefore that $\left|u-\frac{p}{q}\right| \leqslant 1$ and try to find upper and lower bounds for the size of

$$
\left|f(u)-f\left(\frac{p}{q}\right)\right|
$$

where $f \in \mathbb{Z}[t]$ is the minimal polynomial of $u$.
Exercise 4.2.1 (p. 104): Use Zorn's lemma for (c).
Exercise 4.4.1 (p. 117): For part (c), notice that it is enough to find a point $x \in \mathbb{T}$ with the property that $\left(\frac{1}{N} \sum_{n=0}^{N-1} f\left(T_{2}^{n} x\right)\right)_{N \geqslant 1}$ does not converge for some $f \in C(\mathbb{T})$.

Exercise 5.3.2 (p. 144): Assume there is no such set, consider what that implies about the collection of $\varepsilon$-balls around a dense set of points in $X$, and deduce a contradiction of aperiodicity.

Exercise 6.5.2 (p. 168): Let $\left(X, \mathscr{B}_{X}, \mu, T\right)$ be ergodic, let $\left(Y, \mathscr{B}_{Y}, \nu, S\right)$ have $S=I_{Y}$, and let $\lambda \in J(\mathrm{X}, \mathrm{Y})$. Write $P_{\lambda}: L_{\mu}^{2} \rightarrow L_{\nu}^{2}$ for the operator defined by

$$
f \mapsto P_{L_{\nu}^{2}}(f \otimes 1)
$$

where $(f \otimes g)(x, y)=f(x) g(y)$, and show that for $f \in L_{\mu}^{2}, P_{\lambda}(f)$ is constant almost everywhere. Then show that for $g \in L_{\nu}^{2}$,

$$
\int f \otimes g \mathrm{~d} \lambda=\int f \mathrm{~d} \mu \int g \mathrm{~d} \nu
$$

and deduce that $\lambda$ is product measure.
Exercise 6.5.4 (p. 168): Let $\rho$ be a joining, and notice that

$$
L_{\nu}^{2}(Y) \subseteq L_{\rho}^{2}(X \times Y)
$$

If $f$ is an eigenfunction for $S$, then $E_{\rho}\left(f \mid \mathscr{B}_{X}\right)$ is an eigenfunction for $T$.
Exercise 7.1.1 (p. 174): This is a simple instance of a wide-ranging compactness principle in Ramsey theory. One direction is immediate; for the reverse assume that there are $r$-colorings of $[0, N]$ with no monochrome arithmetic progression of length $\ell$. Extend each of these colorings to all of $\mathbb{N}$ arbitrarily, and then show that a limit point of those $r$-colorings of $\mathbb{N}$ (viewed as
maps $\mathbb{N} \rightarrow\{1, \ldots, r\})$ defines an $r$-coloring of $\mathbb{N}$ with no monochrome arithmetic progression of length $\ell$.
Exercise 7.1.2 (p. 174): This is discussed in detail in [125, Chap. 2], where it is shown that we may take $N(3,2)=325$.

Exercise 7.2.2 (p. 178): This is a difficult result, and you should expect to need to consult the references (see, for example the book of Petersen [282, Sec. 4.3]). Prove it first for $k=1$, and start by using Zorn's Lemma to show that $(X, T)$ must contain a non-empty minimal set (see Exercise 4.2.1 on p .104 ). Then use induction on the length $k$, and express the property in terms of the action of the map $T \times T^{2} \times \cdots \times T^{k}$ on the diagonal in $X \times \cdots \times X$.

Exercise 8.6.2 (p. 266): If the group is not unimodular, show that there is an element $a$ of $G$ for which the Haar measure of $B_{1}(e) a^{n}$ grows exponentially in $n$. On the other hand, use property (D) and the inclusion

$$
B_{1}(e) a^{n} \subseteq B_{1+n \mathrm{~d}(a, e)}(e)
$$

to derive a contradiction.
Exercise 8.8.2 (p. 274): Define $\bar{X}=X \times \bar{G}^{\mathbb{N}}$, where $\bar{G}=G \cup\{\infty\}$ is the one-point compactification of $G$, use $\mu_{0} \times \nu^{\mathbb{N}}$ and the transformation

$$
T\left(x,\left(g_{n}\right)_{n \geqslant 1}\right)=\left(g_{1} \cdot x,\left(g_{n+1}\right)_{n \geqslant 1}\right) .
$$

Exercise 9.1.1 (p. 282): Given $y_{1}>y_{0}>0$ show that there are constants $c_{0}, c_{1}$ with

$$
c_{0}\|\cdot\|_{2} \leqslant\|\cdot\|_{z} \leqslant c_{1}\|\cdot\|_{2}
$$

for $z=x+\mathrm{i} y$ with $y_{0}<y<y_{1}$.
Exercise 9.3.4 (p. 305): For part (c) use Furstenberg's theorem (Theorem 4.21).
Exercise 9.4.2 (p. 313): Use Proposition 9.20.
Exercise 9.4.3 (p. 313): Use the one-parameter subgroups that were mentioned on p. 311.
Exercise 9.4.4 (p. 314): This is equivalent to a careful interpretation of Fig. H. 1 (and the argument is similar to the proof of Lemma 11.11).

Exercise 11.2.1 (p. 362): Let $\tau_{1}, \ldots, \tau_{4}$ be the four rotations by an angle of $\pi$ around the centers of the four edges of the regular four-gon $D$, and let $\gamma_{1}, \ldots, \gamma_{4}$ be the four counter-clockwise rotations by an angle of $\frac{\pi}{3}$ at the four vertices of $D$. The existence of the tiling (and the corresponding lattice) reduces to the claim that the interior of $D$ does not intersect the image $\eta(D)$, where $\eta$ is a word in $\tau_{1}, \ldots, \tau_{4}, \gamma_{1}, \ldots, \gamma_{4}$, unless $\eta(D)=D$.

To prove this claim, associate to the word $\eta$ the closed path that starts at the center of the $D$ and moves from there to the center of an image


Fig. H. 1 Using the action to show that $\operatorname{PSL}_{2}(\mathbb{Z})$ is a free product


Fig. H. 2 The tiling constructed in Lemma 11.12
of $D$ under $\tau_{i}$ or $\gamma_{j}$ and so on, until it reaches the center of $\eta(D)$. If, for example, the word $\eta$ starts with $\gamma_{1}^{2}$ we let the path go from the center of $D$ to the center of $\gamma_{1}^{2}(D)$ in such a way that the path stays in the union of the interior of $D$, the interior of $\gamma_{1}^{2}(D)$, and the vertex where these two four-gons touch (see Fig. H.2). Depending on how the word $\eta$ continues, we then let the path continue in a similar fashion. We can also reverse this procedure, for a piecewise analytic path connecting the center of $D$ to itself we can attach a word $\eta^{\prime}$ and a corresponding image $\eta^{\prime}(D)$ of $D$. Now show that the image $\eta^{\prime}(D)$ remains unchanged under homotopies, and conclude that $\eta(D)=D$ as $\mathbb{H}$ is simply connected.

Exercise 11.2.3 (p. 363): Identify the geometric consequences of the fact that $V_{x}$ acts via the map $z \mapsto \frac{z}{t_{x} z+1}$ conjugated by the translation $z \mapsto z+x$.
Exercise 11.4.1 (p. 377): Choose $j_{0} \in\{1, \ldots, r-1\}$ with

$$
\left\|\operatorname{Ad}_{g_{j_{0}, n}}\right\| \geqslant\left\|\operatorname{Ad}_{g_{j, n}}\right\|
$$

for $j=1, \ldots, r-1$, and choose $v_{n}$ of size about

$$
\left\|\operatorname{Ad}_{g_{j_{0}, n}}\right\|^{-1}
$$

such that $\operatorname{Ad}_{g_{j_{0}, n}} v_{n}$ converges to a non-zero element.
Exercise 11.5.1 (p. 388): Suppose that $u=u^{-}(1) \in U^{-}$. Observe that
 under $U^{-}$.

Exercise 11.5.2 (p. 388): Use Lemma 11.29 and the argument in the proof of Proposition 11.30.

Exercise 11.5.3 (p. 388): Analyze the proof of Theorem 11.27.
Exercise 11.6.2 (p. 397): Suppose that $g_{n} \in \mathbb{G}(\mathbb{R})$ and $g \in \mathrm{SL}_{n}(\mathbb{R})$ have the property that $\mathrm{SL}_{n}(\mathbb{Z}) g_{n} \rightarrow \mathrm{SL}_{n}(\mathbb{Z}) g$ as $n \rightarrow \infty$. Then there exists $\gamma_{n} \in \mathrm{SL}_{n}(\mathbb{Z})$ such that $\gamma_{n} g_{n} \rightarrow g$. Now study the rational vectors $\rho\left(\gamma_{n}\right) v=\rho\left(\gamma_{n} g_{n}\right) v \subseteq \mathbb{Q}^{N}$, their denominators, and their convergence properties.

Exercise 11.6.3 (p. 398): For (g), use the fact that $\mathbb{G}(\mathbb{R})$ does not change the quadratic form $a^{2}-7 b^{2}+c^{2}-7 d^{2}$ for $(a, b, c, d) \in \mathbb{R}^{4}$ and that for an integer vector $(a, b, c, d)$ the form vanishes only if $a=b=c=d=0$.
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$\mathscr{L}_{\mu}^{p}, p$-integrable measurable functions, 408
$L_{\mu}^{p}$, equivalence classes of elements of $\mathscr{L}_{\mu}^{p}$, 408
$\mathscr{B}_{\mu}$, completion of $\mathscr{B}$ with respect to $\mu$, 411
$\ell^{p}$, space of sequences with finite $p$ norm, 417
$B(E, F)$, normed space of bounded linear maps $E \rightarrow F, 419$
$\sigma_{\text {operator }}(T)$, spectrum of an operator, 420
$\mu_{f}$, spectral measure associated to $f, 420$
$C(X)^{*}$, dual of $C(X), 422$
$T_{*}$, map on measures induced by $T, 424$
$\langle g, \chi\rangle$, pairing between $g \in G$ and character $\chi \in \widehat{G}, 434$
$\widehat{f}$, Fourier transform of $f, 434$
$B(G)$, functions on a locally compact group with a representation as an integral over characters, 435 $H^{\perp}$, annihilator of closed subgroup, 437

## General Index

abelianization, 344
absolutely continuous measure, 123, 409
action
continuous, 231
of a group, 231
properly discontinuous, 348
adjoint
operator, 29
representation, 297
Alaoglu's theorem (Theorem B.6), 268, 421
algebra, 403
almost
-periodic, 67, 200
disjoint, 307
invariant, 24
amenable, 251
' $a x+b$ '-group, 254
group, 251
abelian, 252
compact, 253
invariant measure, 252
mean ergodic theorem, 257
pointwise ergodic theorem, 257
$\mathrm{SL}_{2}(\mathbb{R})$ is not, 232
Heisenberg group, 254
annihilator, 437
AP, 200
aperiodic, 65, 144
approximable
badly, 87
golden mean, 88
quadratic irrational, 90
very well, 91
arithmetic lattice, 358
associated unitary operator, 29
atom, 136
conditional measure, 144
ergodic decomposition, 137
measurability, 142
null sets, 136
' $a x+b$ '-group
amenable, 254, 433
not unimodular, 254, 433
badly approximable, 6,87
quadratic irrational (Corollary 3.14), 90
ball model of hyperbolic plane, 361
Banach
algebra, 420
space, 408, 417
mean ergodic theorem, 66
open mapping theorem, 419
separable, 412
upper density, 171
Erdős-Turán conjecture, 171
Bernoulli
automorphism, 18
measure, 103, 329
shift, 17,18
ergodic, 25
mixing of all orders
(Exercise 2.7.9), 53
multiple recurrence, 176
non-invertible theory, 68
bi-invariant metric, 430
Birkhoff
ergodic theorem (Theorem 2.30), 44
recurrence theorem (Exercise 4.2.2), 104
Borel
$\sigma$-algebra, $15,126,128,134,406,411$
-Cantelli lemma, 132, 405
and pointwise convergence along a subsequence, 408
normal number theorem, 2, 82
probability measure, 15,97
probability space, ix, 134, 411
constraint on complexity of $\sigma$-algebras, 141
space, 134
bundle, 333
ceiling function, 322
character, 312, 434
modular function, 312, 431
characteristic factor, 228
degree, 229
nilmanifold, 228
Choquet
ergodic decomposition, 154
representation theorem, 103, 154, 272
simplex, 103
all arise, 119
circle, viii
doubling map, 14
ergodic, 27
invertible extension, 20
rotation, 14
disjoint (Exercise 6.5.1), 168
equidistributed, 112
not weak-mixing, 51
uniquely ergodic, 2,107
closed linear group, 288
adjoint representation, 297
discrete subgroup, 301, 365
exponential map, 290
left-invariant metric, 297
left-invariant metric on a subgroup, 300
logarithm map, 290
subgroup, 300
topology, 298
cocompact lattice, 378
uniform, 307
coloring, 172, 210, 442
compactness, 442
commutator, 313, 331
subgroup, 313, 332, 343
compact
extension, 200
dichotomy, 202
group
action, 254
amenable, 253
dual, 161
endomorphism, 15
rotation, 161
operator, 197, 204, 420
kernel, 420
complete
Banach space, 417
function space (Theorem A.23), 412
function spaces
ergodic theorem, 66
measure space, 406
normed space, 418
orthonormal basis, 437
sequence space, 418
completely independent, 132
conditional
expectation, 121
continuity, 125
existence, 123
functoriality, 148
measure, 133, 164
existence for Borel probability spaces, 135
geometric characterization
(Proposition 5.19), 142
congruence lattice, 358
conjugacy, 65
topological, 102
conjugate, 365
continued fraction, 7, 69
badly approximable, 87
convergents, 72, 79
convergents are optimal, 73
in terms of $2 \times 2$ matrices, 70
map, 76
as a homeomorphism, 86
as an extension, 94
ergodic, 79, 323
invertible extension, 91
normal number, 94
partial quotient, 70
recursion for convergents, 71
typical behavior of digits, 82
uniqueness, 75
very well approximable, 91
continuous
group action, 231
map
ergodic decomposition, 118
invariant measure, 97, 99
invertible extension, 102
minimal, 104, 119
unique ergodicity, 105
spectrum, 421
weak mixing, 51
conull set, 135
convex
Choquet theorem, 103
combination of measures, 98
function, 185
set of measures, 422
set of joinings, 159
subset of $\mathscr{M}(X), 98$
van der Corput lemma, 184, 187, 229
countably-generated $\sigma$-algebra, 135
covolume, 390
cusps, 357
as equivalence classes, 357
cylinder set, $17,18,25,179,236,242$
decreasing martingale theorem, 129
density, 22
Banach upper, 171
integer sequence, 50
Lebesgue, 126, 412
point, 413
subsets of $\mathbb{Z}^{d}, 227$
uniform, 113
upper, $4,23,180$
diagonal measure, 373
Dirichlet
principle, 75
region, 349, 357, 380
and uniform lattices, 356
theorem, 94
discrete spectrum, 161
group rotation (Exercise 6.4.1), 163
theorem (Theorem 6.13), 162
disintegration of a measure, 136
disjoint, 163
circle rotations, 168
displacement, 337
division algebra (quaternion), 398
dominated convergence theorem
(Theorem A.18), 411
Doob's inequality (Lemma 5.6), 127
doubling property, 260
dual group, 161
Pontryagin theorem, 161
eigenvalue, 50
elliptic element of $\mathrm{SL}_{2}(\mathbb{R}), 365$
$\varepsilon$-dense, 26, 200, 204
equidistribution, 2,110
circle rotation, 112
rate, 118
generic point, 113
horocycle orbit, 347, 388
unique ergodicity, 114

Weyl's criterion, 111
Weyl's theorem, 4, 114, 183
equivalent measures, 410
ergodic, 23
average, 34
Bernoulli shift, 25
circle rotation, 26, 30
continued fraction map, 79, 323
decomposition, 103, 154
atom, 137
example, 107
group actions, 266
disjoint from identity, 168
group
action, 232
endomorphism, 31
rotation, 108, 161
in terms of invariant $L^{p}$ functions, 28
in terms of invariant measurable functions, 23
maximal theorem, 37
measures, 99
are mutually singular, 101
are not closed, 102
as extreme points, 99,234
dense in the space of all measures, 103
for group actions, 266
possible etymology, 11
preserved by isomorphism, 27
simple eigenvalues, 160
theorem
along squares, 118
Banach space, 66
Birkhoff (Theorem 2.30), 44
conditional expectation
(Theorem 6.1), 153
flow, 257
for infinite integral, 86
for permutations (Exercise 2.6.1), 47
local, 259
mean (Theorem 2.21), 11, 32
von Neumann (Theorem 2.21), 32
pointwise (Theorem 2.30), 11, 44
pointwise for group action, 264
uniform mean, 36
topologically, 104
toral endomorphism, 31
totally, 181
spectral characterization, 187
unique, 105
unitary property, 29
expectation
conditional, 121
continuity, 125
existence, 123
exponential map, 289
locally invertible, 291
one-parameter subgroup, 290
extension, 17, 199
compact, 200
dichotomy, 202
SZ property, 208
relatively weak-mixing
dichotomy, 202
non-ergodic, 201
products, 223
trivial, 17
factor, 156
Kronecker, 160
map, 16, 157
non-trivial, 17
from a system to itself, 20
topological, 102
trivial, 17
Fatou's lemma (Theorem A.17), 177, 411
fiber, 333
finitely additive, 404
flow, 257, 320
built under a function ergodicity, 322
built under a function, 321
ceiling function, 322
fiber, 322
ergodic theorem, 257
Følner sequence, 251
forward measurable, 68
Fourier
coefficients, 161
transform, 434, 435
inverse, 435
free product, 310
Fubini's theorem, 409
Fuchsian group, 307
Dirichlet region, 348, 349
properly discontinuous, 348
fundamental domain, 14, 307
Dirichlet region, 349
open, 348
strict, 307
well-defined volume, 312
Furstenberg
correspondence principle, 178,180
joinings, 169

Gauss
-Bonnet formula, 352, 360
map, 76
ergodic, 79, 323
invertible extension, 91
measure, 77
general linear group, 288
generator (existence), 11, 119
generic
measure-preserving transformation, 67
point, 113, 336
geodesic
flow, 277, 286
escape of mass, 389
shadowing lemma, 329
stable manifold, 287
unstable manifold, 288
return time function, 320
group
action, 231
continuous, 231, 232
ergodic, 232
ergodicity does not descend to subgroups, 233
induced unitary representation, 255
invariant measure, 232
invariant set, 233
maximal ergodic theorem, 262
maximal inequality, 260
mixing, 233
mixing of all orders, 233
pointwise ergodic theorem, 264
rigid, 233
weak-mixing, 232
endomorphism
ergodic, 31
locally compact, 431
Haar measure, 243
modular function, 431
metrizable, 430
monothetic, 430
rotation
discrete spectrum (Exercise 6.4.1), 163
uniquely ergodic, 108
topological, 429
triangle inequality, 262

Haar measure, 161, 311
decomposition, 385
existence, 243
left, right, unimodular, 431
modular function, 431
Hahn-Banach theorem (Theorem B.1), 418

Halmos-von-Neumann theorem
(Theorem 6.13), 162
harmonic analysis, 30
less amenable to generalization, 31
Hausdorff dimension, 7
Hecke triangle group, 362
Heisenberg group, 300, 331
$(2 n+1)$-dimensional, 342
amenable, 254
center, 332
commutator subgroup, 332
discrete subgroup, 303
nilrotation, 331
quotient, 331
unimodular, 254
Herglotz-Bochner theorem (Theorem C.9), 435
Hilbert-Schmidt operator, 67, 420
homogeneous space, 228
horocycle
flow, 287
equidistributed orbit, 388
invariant measure, 378
long periodic orbits
(Exercise 11.5.2), 388
minimal, 401
mixing of all orders, 401
non-divergence, 389
non-escape of mass, 388,389
periodic orbits and compactness, 378
quantitative non-divergence, 389
uniquely ergodic, 378
stable and unstable flows, 311
horospherical subgroup
stable, unstable, 367
hyperbolic
area form, 306
element of $\mathrm{SL}_{2}(\mathbb{R}), 365$
metric, 278
plane, 277
action of $\mathrm{PSL}_{2}(\mathbb{R})$ is transitive, 280
ball model, 361
boundary, 278
geodesic curve, path, 283
geodesic flow, 286
minimizing path, 282
polygon, 352
regular, 361
Riemannian metric, 278
space
Hecke triangle group, 362
tiling, 362
volume form, 306
increasing martingale theorem
(Theorem 5.5), 126, 182
independent, 49
completely, 132
induced transformation, 61
ergodic, 61
infinite measure, 22
injectivity radius, 302
integrable function, 408
invariant
$\sigma$-algebra
Kronecker factor, 160
eigenspace, 29
function, 25
measurable set, 25
measure, 13, 32
characterized, 15
continuous maps, 97
convex combination, 100
ergodic decomposition, 103
ergodicity, 99
maps without any, 102
North-South map, 99
unique, 105
set for group action, 233
sets
$\sigma$-algebra, 153
sub- $\sigma$-algebra, 20, 156
subspace, 32
vectors, 372
inverse Fourier transform, 435
invertible extension, 20, 177, 178
continuous map, 102
mixing properties, 178, 235
universal property, 20
isometry, 29
between normed spaces, 419
isomorphism
measurable, 16
normed spaces, 419
theorem, 11

Jacobi identity, 293
Jacobian, 325
Jewett-Krieger theorem, 119
joining, 153
disjoint, 163
and factors (Exercise 6.3.3), 159
induced by an isomorphism, 164
relatively independent, 164, 201, 221
basic properties, 165
trivial, 158
Kac's theorem (Theorem 2.44), 63

Kakutani
induced transformation, 61
-Rokhlin lemma (Lemma 2.45), 63
fails for other sequences, 65
skyscraper, 62
Khinchin
-Lévy constant, 94
Three pearls of number theory, 229
constant, 94
Klein model, 401
Koopman operator, 29, 66, 420
Krieger's theorem on existence of generators, 11, 119
Kronecker
factor, 160, 228
system, 161, 199, 226
relatively compact orbits, 199
SZ property is syndetic, 190
SZ property, 189, 226
Kryloff-Bogoliouboff theorem
(Corollary 4.2), 98, 251, 252
analog for amenable groups, 252
Lagrange's theorem (Theorem 3.13), 88
lattice, 12, 307
arithmetic, 358
congruence, 358
covolume, 390
forces unimodularity, 312
modular group, 307
principal congruence, 358
uniform, 307
unimodular, 390
law of the iterated logarithm, 66
Lebesgue
decomposition (Theorem A.14), 410
density point, 413
density theorem, 126, 412
space, 411,412
Ledrappier's example
mixing, 236, 242
not mixing on 3 sets, 238
Lie
algebra, 293
corresponding to subgroup, 300
determines $G^{0}, 294$
bracket, 293
group, 228, 289
linear
functional, 418
group, see closed linear group
operator
bounded, continuous, 419
compact, 420
isometry, 419
spectrum, 420
Liouville
number
equidistribution rate, 118
number (Exercise 4.4.5), 118
theorem (Exercise 3.3.3), 91
Littlewood's conjecture, 7
local ergodic theorem, 259
locally
compact abelian group, 433
annihilator, 437
character, 434
Fourier transform, 434
inversion theorem, 436
Parseval formula (Theorem C.8), 435
Plancherel transform, 435
Pontryagin duality, 437
solenoid, 438
compact group, 431
Haar measure, 431
modular function, 431
unimodular, 431
finite measure, 425
isomorphic, 379
logarithm map, 289, 290
lower central series, 343
Lusin's theorem (Theorem A.20), 314, 411

Möbius transformation, 279, 284, 285, 308
Mahler's compactness criterion, 390
martingale, 126
decreasing, 129
increasing, 126
relation to ergodic theorems, 151
matrix
coefficient, 367
coefficients, vanishing, 372
nilpotent, 370
unipotent, 370
Mautner phenomenon, 364, 369
unitary, 369
maximal
ergodic theorem, 37, 38
for group action, 262
inequality
analog for martingales, 127
for group action, 260
operator, 39
transformations, 38
mean ergodic theorem (Theorem 2.21), 32 uniform, 36
measurable
forward, 68
function, 407
isomorphism, 16
rectangle, 406
measure
absolutely continuous, 409
concentrated, 404
conditional, 135
diagonal, 373
disintegration, 136
equivalent, 410
ergodic not closed, 102
Haar, 431
joining, 153
Lebesgue decomposition, 410
locally finite, 425
regular, 425
$\sigma$-finite, 404
singular, 410
space
complete, 406
stationary, 272
and random walks, 273
support, 28, 406
measure-preserving
flow, 257
system
disjoint, 163
ergodic disjoint from identity
(Exercise 6.5.2), 168
group action, 231
transformation, 13
transformation, 13
aperiodic, 65,144
associated unitary, 28
Bernoulli shift, 17
circle rotation, 14
continued fraction, 76
continuous map, 98, 252
continuous spectrum, 51, 421
discrete spectrum, 161
ergodic, 23
extension, 17
factor, 156
forward, 68
group endomorphism, 15
invertible extension, 20, 177, 178
isomorphism, 16
mixing, 49
mixing on $(k+1)$ sets, $k$-fold, or order $k, 49$
suspension, 64
universal property of invertible extension, 20
weak-mixing, 50,53
mild-mixing, 49, 274
minimal, 104
homeomorphism, 104
set, 104
mixing, 49
exponential rate for toral endomorphisms
(Exercise 2.7.13), 54
group action, 233
descends to subgroups, 233
of all orders, 233
Ledrappier's example, 236
mild, 49, 274
of all orders, 50, 274
in positive cones, 242
$\mathrm{SL}_{2}(\mathbb{R})$-actions, 373
on $k+1$ sets, $k$-fold, or order $k, 49$
Rokhlin problem, 67
semigroup actions, 235
strong, 49
$\times 2, \times 3$ system, 242
weak, 49,50
of all orders, 218
weak but not strong, 50
Möbius transformation, 284
modular
function, 312, 431
group, 307
lattice, 307
monothetic group, 160, 430
classification, 437
topological generator, 430
monotone
class, 404
class theorem (Theorem A.4), 404
convergence theorem
(Theorem A.16), 410
multiple recurrence, 175
SZ system, 176
Bernoulli shift, 176
circle rotation, 175
topological, 178
mutually singular, 101
von Neumann ergodic theorem
(Theorem 2.21), 32
nilmanifold, 228
nilpotent
group
2-step, 332
$k$-step, 343
lower central series, 343
matrix, 370
nilrotation, 331, 333
linear drift, 337
non-ergodic, 341
uniquely ergodic, 334
nilsystem, 344
non-amenable group, 232
non-divergence, 389
non-escape of mass, 389
normed space, 417
Banach, 417
equivalent, isomorphic, 419
North-South map, 99, 232
in a non-amenable group, 232
one-parameter subgroup, 10
open mapping theorem, 419
Oppenheim's conjecture, 5
orbit, 1
closure, 179
dense, 401
geodesic, 277, 389
horocycle, 388
periodic, 378,379
orthogonality relations
compact group, 237, 434, 435
pairwise independent, 405
parabolic element of $\mathrm{SL}_{2}(\mathbb{R}), 365$
Parseval formula, 435
partial quotient, 70
partition, 122
paths, 278
periodic, 3
permutation
cyclic, 47
ergodic theorem, 47
pigeon-hole principle, 21
ping-pong lemma, 359
Plancherel transform, 435
Poincaré
model, 401
recurrence (Theorem 2.11), 4, 21
finite, finitely additive, 22
pointwise ergodic theorem, 44
group action (Theorem 8.19), 264
polarization identity, 441
polynomial
equidistributed, 116
homogeneous, 5
horocycle orbit, 390
irrational, 114
recurrence, 180, 181
trigonometric, 109
Pontryagin duality, 437
positive
operator, 39
upper density, 4
positive-definite
function, 435
pre-periodic, 3
primitive vector, 392
principal congruence lattice, 358
pro-nilmanifold, 228
probability space, 134,404
projective
space, 279
special linear group, 279
special orthogonal group, 280
proper
action, 288, 357
map, 289
metric, 260
properly discontinuous, 348
push-forward, 93, 357, 373
quadratic
form, 5
congruence obstruction, 8
indefinite, 6
integral, 8
non-degenerate, 6
rational, 6
irrational, 88
quantitative non-divergence, 389
quaternion division algebra, 398
$\mathbb{R}$-split, 398

Radon-Nikodym
derivative, 100, 410
theorem (Theorem A.15), 410
Raghunathan conjecture, 9, 10, 401
rational spectrum, 181
recurrence
multiple, 175
SZ system, 176
Bernoulli shift, 176
circle rotation, 175
topological, 178
Poincaré, 21
recurrent point, 104
regular
measure, 406, 425
polygon, 361
relatively
compact orbits, 199
independent joining, 164, 201, 221, 223
basic properties, 165
weak-mixing extension, 201
dichotomy, 202
non-ergodic, 201
product, 223
return time, 61
expected (Theorem 2.44), 63
function, 320
Riemann surface
genus two, 362
uniformization theorem, 362
Riemannian metric, 295, 297
Riesz representation theorem, 138, 422
rigid group action, 233
Rokhlin
problem, 67
tower, 64
base, height, residual set, 64
rotation
circle, 14
not weak-mixing, 51
uniquely ergodic, 2,107
compact group
rigid, 235
quotient of nilpotent group, 331
torus
uniquely ergodic, 109
Roth theorem (Theorem 7.14)
Kronecker system, 194
orderly and chaotic parts, 193

Sárközy's theorem (Theorem 7.9)
orderly and chaotic parts, 181
rational spectrum component, 181
totally ergodic component, 181
semi-algebra, 52, 403
shadowing lemma for geodesic flow, 329
shift
action, 236
Bernoulli, 17
map, 17
$\sigma$-algebra, 403
Borel, 406
completion, 412
countably-generated, 135
not countably-generated, 136, 156
product, 406
$\sigma$-finite measure, 404
simple
eigenvalue, 29, 160
function, 16, 407
simplex
all Choquet simplexes arise, 119
Choquet representation theorem, 103
simply transitive, 279
singular, 410
skew-product, 230
uniquely ergodic, 114
solenoid, 21, 438
special
flow, 321
linear group, 279
projective, 279
spectral
theorem (Theorem B.4), 59, 183, 420
spectrum
linear operator, 420
speed of a path, 278
stable
horospherical subgroup, 367
manifold, 287
stationary
measure, 272
and random walks, 273
stiff action, 275
substitution rule, 413
$S$-unit theorem, 239
and mixing, 240
fails in positive characteristic, 240
vanishing subsums, 239
support of a measure, 28,406
suspension, 64
syndetic, 36, 175, 190, 192, 212
SZ property, 176
Kronecker systems, 189, 226
maximal factor, 216
property
compact extension, 207
relatively weak-mixing extension, 218, 224
system, 176
invertible extension, 177
limit of factors, 216
reduction to Borel probability space, 177
reduction to ergodic case, 178
transfinite induction, 226
weak-mixing systems, 191
Szemerédi's theorem, 4
consequence of multiple recurrence, 178
effective (Gowers' theorem), 4
finite version, 178
finitistic, 5
polynomial, 227
tangent bundle, 295
concrete realization, 297
modular surface, 397
unit, 281
tangent bundle
closed linear group, 468
Tietze-Urysohn extension lemma
(Theorem B.9), 422
tiling, 362
$\times 2, \times 3$ system is mixing of all orders, 239
topological
conjugacy, 102
dynamical system, 102
conjugate, 102
minimal, 104
ergodicity, 104
factor, 102
group, 429
bi-invariant metric, 430
Hausdorff, 429, 430
locally compact, 431
metrizable, 430
monothetic, 430
multiple recurrence, 178
space
Hausdorff, 428, 439
Kolmogorov, 439
normal, 428
$T_{0}, 439$
$T_{2}, 439$
vector space, 418
dual separates points, 425
linear functional, 418
linear map, 418
toral
endomorphism
ergodicity, 31
rate of mixing (Exercise 2.7.13), 54
rotation
unique ergodicity, 109
totally
bounded, 199
ergodic, 36, 181
component, 181
spectral characterization, 187
transitive, 279, 280
trivial
extension, factor, 17
joining (product), 158
$\sigma$-algebra, 202
ergodicity, 153
Tychonoff's theorem (Theorem B.5), 421
uniformization theorem, 362
co-compact lattice, 401
uniformly
continuous, 418
discrete, 301
distributed, see equidistributed
unimodular, 248, 312, 313
' $a x+b$ '-group is not, 254, 433
forced by presence of a lattice, 312
$\mathrm{GL}_{2}(\mathbb{R}), 433$
Heisenberg group, 254
lattice, 390
Mahler compactness criterion, 390
locally compact group, 431
$\mathrm{SL}_{d}(\mathbb{R}), 313$
unipotent
matrix, 370
one-parameter subgroup, 10
unique ergodicity, 4,105
circle rotation, 2, 107
equidistribution, 114
Furstenberg's theorem, 114
group rotation, 108
horocycle flow, 378, 379
nilrotation, 334
toral rotation, 109
unitary
operator, 28,29
eigenvalue, 50
spectral theorem (Theorem B.4), 420
property, 29
ergodicity, 29
representation, 366, 369
for group action, 255
Mautner phenomenon, 369
unstable
horospherical subgroup, 367
manifold, 288
Urysohn lemma, 428
vanishing of matrix coefficients
(Theorem 11.25), 372
vertex, 350
very well approximable, 91
Vitali covering lemma, 40, 261
integers (Corollary 2.28), 41
van der Waerden theorem (Theorem 7.1), 171, 172
weak
convergence, 187
mixing, 49, 50, 53
continuous spectrum, 51
equivalent formulations, 51
group action, 232
of all orders, 218, 219
SZ property, 191
mixing without strong mixing, 50
weak*
-compact, 98
-limit
of ergodic measures not ergodic, 102
of orbit measures, 328
-limit point, 98
-topology, 146
characterized in terms of functions, sets, 423
definition, 423
metric, 134, 147, 423
Weyl equidistribution
criterion, 111
theorem (Theorem 1.4), 4, 114, 183, 201
zero-dimensional group, 437 groups, and mixing, 274, 275
Zorn's Lemma, 442, 443


[^0]:    * Numbered theorems like Theorem 1.4 in the main text are proved in this volume, but not necessarily in the chapter in which they first appear.

[^1]:    * Theorems and other results that are not numbered will not be proved in this volume, but will also not be used in the main body of the text.

[^2]:    * Note that the rationality of $Q$ cannot be detected using the coefficients $c_{1}, \ldots, c_{n}$ after the real coordinate change.

[^3]:    * In this measurable setting, a map is allowed to be undefined on a set of zero measure. Definition 2.7 will give one way to view this: a measurable map undefined on a set of zero measure can be viewed as an everywhere-defined map on an isomorphic measure space.

[^4]:    * We say that a subset of $\mathbb{T}$ is an interval in $\mathbb{T}$ if it is the image of an interval in $\mathbb{R}$. An interval might therefore be represented in our chosen space of coset representatives $[0,1)$ by the union of two intervals.

[^5]:    * The topology on $X$ is simply the product topology, which is also the metric topology given by the metric defined by $\mathrm{d}(x, y)=2^{-k}$ where

    $$
    k=\max \left\{j \mid x_{i}=y_{i} \text { for }|j| \leqslant k\right\}
    $$

    if $x \neq y$ and $\mathrm{d}(x, x)=0$. In this metric, points are close together if they agree on a large block of indices around $0 \in \mathbb{Z}$.

[^6]:    * A set $B \in \mathscr{B}$ with $T^{-1} B=B$ is called strictly invariant under $T$.

[^7]:    * Additionally, this approach starts to reveal more about what properties of the acting group might be useful for obtaining more general ergodic theorems, and gives a method capable of generalization to ergodic averaging along other sets of integers.

[^8]:    * This can also be seen more directly as a consequence of the Dirichlet principle (see Exercise 3.1.3).

[^9]:    * This construction of $\mu$ from $m$ is called the push-forward of $m$ by $\pi$.

[^10]:    * We note that the two implications $(3) \Longrightarrow(1)$ and $(2) \Longrightarrow$ (1) rely on the same argument, which will be explained in detail in the proof of Corollary 4.20.

[^11]:    * The reader may replace $G$ by a torus $\mathbb{T}^{k}$ with group operation written additively, together with Lebesgue measure $m_{\mathbb{T}^{k}}$. Notice that in any case the Haar measure is invariant under multiplication on the right or the left since $G$ is compact (see Sect. C.2).

[^12]:    * Notice that we are forced to work with genuine functions in $\mathscr{L}^{1}$ in order that the righthand side of (5.3) is defined. As we said before, $\mu_{x}^{\mathscr{A}}$ may be singular to $\mu$.

[^13]:    * Since $X$ is separable we may find a set $\left\{h_{0} \equiv 1, h_{1}, h_{2}, \ldots\right\}$ that is dense in $C(X)$. The vector space over $\mathbb{Q}$ spanned by this set is dense and countable, and may be written in the form $\left\{f_{0} \equiv 1, f_{1}, f_{2}, \ldots\right\}$.
    $\dagger$ Notice that this is a genuine function rather than an equivalence class of functions, so there is a choice involved despite Theorem 5.1(1).

[^14]:    * By Lemma B. 8 the space $C_{\mathbb{C}}(X)$ is separable, and hence $L_{\mu}^{2}$ is separable since the inclusion $C_{\mathbb{C}}(X) \rightarrow L_{\mu}^{2}$ is continuous with dense image. It follows that the set of eigenvalues for $U_{T}$ must be countable, since it is an orthonormal set.

[^15]:    * Theorem 7.4 gives more information about the set of possible differences $n$ in arithmetic progressions inside a set of positive density than Theorem 7.5 does; see Exercise 7.3.2.

[^16]:    * This set is usually called the orbit closure of $x_{S}$; carrying out this construction for carefully chosen initial points allows for the construction of many important examples in ergodic theory. Notice that an element $x \in X_{0}$ lies in $X$ if and only if there is a sequence $\left(n_{j}\right)$ of integers with $\sigma_{0}^{n_{j}}\left(x_{S}\right) \rightarrow x$; equivalently, $x \in X_{0}$ lies in $X$ if and only if for every $j \geqslant 0$ the block $x_{[-j, j]}$ is seen somewhere in $x_{S}$.

[^17]:    * This section (with the exception of Theorem 7.11) as well as the following Sects. 7.5 and 7.6 are logically not needed for the proof of Theorem 7.4, but we believe the arguments presented here help to understand the proof of Theorem 7.4 better.

[^18]:    * We could also start with the trivial factor and let the inductive step handle the case of a Kronecker system, but the extra case handled here will show more.

[^19]:    * A subset $S$ in a semigroup $G$ is called syndetic if there is a finite set $T \subseteq G$ with the property that $\bigcup_{t \in T} S-t=G$, where $S-t=\{g \in G \mid g+t \in S\}$.

[^20]:    * The reader interested solely in the application to Roth's theorem may therefore skip Sect. 7.6.1; there will not be an analogous part in the proof of Theorem 7.4.

[^21]:    * This exercise requires the definition of relatively weak-mixing to be extended to allow the factor system to be non-ergodic; if $\mathrm{Y}=(Y, S)$ is not ergodic, then the extension $\mathrm{X} \rightarrow$ Y is said to be relatively weak-mixing if all invariant sets in the relatively independent joining $X \times_{Y} X$ are sets in $Y$ modulo null sets.

[^22]:    * Even though the result in this section is the next logical step, the reader may wish to look at the argument for sequences of factors in the next section, which is both independent and easier, and may help the reader to prepare for the current argument.

[^23]:    * Just as in Sects. 7.2 .1 and 7.2 .2 , we do not have to assume that the space is a Borel space and the transformation is invertible here.

[^24]:    * Recall that this means $\mathbf{n}$ takes on a sequence of values $\mathbf{n}_{1}, \mathbf{n}_{2}, \ldots$ with the property that for any finite set $A \subseteq \mathbb{Z}^{2}$ there is an $R$ such that $r \geqslant R \Longrightarrow \mathbf{n}_{r} \notin A$.

[^25]:    * Notice that we may make this assumption after subtracting the first term from all the others, which means that the resulting sequence comprises $r$-tuples of elements of $\mathbb{Z}^{2}$ rather than $\mathbb{N}^{2}$.

[^26]:    * This is clearly the case if, for example, $F$ is a countable union of compact sets, which one may always assume by regularity of the measure $m_{G}$.

[^27]:    * For now we will just use the action of $U_{g}$ for $g \in G$ on $L_{\mu}^{2}(X)$ defined here; a more formal definition of the notion of unitary representation will be given in Sect. 11.3.

[^28]:    * Strictly speaking this would be more naturally called a tripling condition, but it is equivalent to a condition on the measure of balls of doubled radius, and the term "doubling condition" is a standard one. The simplest example of a group without this property is given by the free group $F_{2}$ on two generators: in the natural word metric, $\left|B_{3 r}^{F_{2}}\right| \approx\left|B_{r}^{F_{2}}\right|^{3}$.

[^29]:    * The tangent bundle can be defined abstractly on any manifold, but for our purposes we may think of it as the space in which derivatives live and use an ad hoc definition.

[^30]:    * The scaling by $y^{-2}$ may seem arbitrary, but it is this exact scaling that gives a metric with respect to which the action of $\mathrm{SL}_{2}(\mathbb{R})$ on $\mathbb{H}$ by Möbius transformations is isometric (see Lemma 9.1).

[^31]:    * The inverse in the multiplication on the right is the only way to define an action of the full group $\mathrm{PSL}_{2}(\mathbb{R})$, which we will consider later.

[^32]:    * More correctly, in the definition of the hyperbolic metric we used $\frac{1}{y^{2}}$ as a correcting factor for the inner product, and later showed that with this factor the Riemannian metric is invariant under the action of $\mathrm{SL}_{2}(\mathbb{R})$. In (9.8) we do not have a normalizing factor which might be surprising. The explanation lies in the way we have chosen to realize the tangent bundles as concrete objects: In the case of $\mathbb{H}$ we defined $T \mathbb{H}$ as $\mathbb{H} \times \mathbb{C}$ with the understanding that when we take the derivative of a curve in $\mathbb{H}$ we consider it as a curve in $\mathbb{C}$. In the case of $G$ we defined $\mathrm{T} G$ in Definition 9.9 as the product of $G$ with the tangent plane $\mathfrak{g}$ of $G$ at the identity, and then used left translation to define the derivatives of curves passing through other points in $G$. This has the effect of making the derivative $\mathrm{D} L_{g}$ of the left translation map $L_{g}$ look very simple: it is the map that moves $(h, v) \in \mathrm{T} G$ to $(g h, v)$. Recall that the derivative of the action of $\mathrm{SL}_{2}(\mathbb{R})$ was not that simple. We respond to this by making a simpler definition in (9.8), which gives us the left-invariant metric that we are after.

[^33]:    * The formula (8.17) was derived for a right-invariant metric, but the same argument applies to a left-invariant metric.

[^34]:    * The group $G$ is simply connected (topologically it is $\mathbb{R}^{3}$ ) and the map $\pi: G \rightarrow X$ is a covering map, so the fundamental group of $X$ is isomorphic to $\Gamma$, whereas the fundamental group of $\mathbb{T}^{3}$ is $\mathbb{Z}^{3}$.

[^35]:    * Notice that $\delta$ does not play a role in the theorem.

[^36]:    * We will be using essentially the same calculation in $G$, but will argue quite differently, in particular without applying Theorem 4.21. It may be argued that the two proofs are the same at a deeper level, but both arguments are worth presenting as they generalize in inequivalent ways.

[^37]:    * Of course once we have established unique ergodicity we know that the set of generic points is closed.

[^38]:    * This follows from the argument used in the proof on p. 108 that $(3) \Longrightarrow(1)$ in Theorem 4.14.

[^39]:    * Just as in the discussion after Proposition 9.18, we will be interested in cases where $F$ does not differ from a fundamental domain $F^{\prime}$ too much. In the case we will consider we will only need to take the union of $F$ with some subset of the lower-dimensional boundary $\partial F$ to obtain $F^{\prime}$.

[^40]:    * There are nonetheless interesting dynamical properties of compact orbits (for example, one can ask about the behavior of compact orbits under translation by other group elements), but they are not relevant to the discussion in this chapter.

[^41]:    * These reductions are used frequently in Chap. 7, where higher-order expressions play an important role.

[^42]:    * As a measure-preserving dynamical system, in this case the system $\left(X, \mu, R_{u^{-}}\right)$for $u^{-} \in$ $U^{-}$is conjugate to the rotation flow $\left(\mathbb{T}=\mathbb{R} / \mathbb{Z}, m_{\mathbb{T}}, R_{t}\right)$ for $t \in \mathbb{R}$.

[^43]:    * More formally, we can consider the Lie algebras $\mathfrak{u}^{-}$of $U^{-}$and $\mathfrak{t}$ of $T=U^{+} A$ and the map $\mathfrak{u}^{-} \times \mathfrak{t} \rightarrow \mathfrak{g}$ defined on a neighborhood of 0 by

    $$
    (v, w) \mapsto \log (\exp (v) \exp (w))
    $$

    It may be checked that the derivative of this map at 0 is the embedding $\mathfrak{u}^{-} \times \mathfrak{t} \rightarrow \mathfrak{g}$ defined by $(v, w) \mapsto v+w$.

[^44]:    * A vector $v \in \Lambda$ is called primitive if the equation $v=n w$ with $n \in \mathbb{Z}$ and $w \in \Lambda$ implies that $n= \pm 1$.
    $\dagger$ The determinant of a $2 \times 2$ matrix $\left(w_{1}, w_{2}\right)$ formed by the column vectors $w_{1}, w_{2}$ is bounded by the product of their Euclidean norms, since it is equal to $\left\|w_{1}\right\|\left\|w_{2}\right\| \cos \phi$, where $\phi$ is the angle between the vectors. Moreover, if $w_{1}, w_{2}$ lie in the lattice

    $$
    \Lambda=\mathbf{b}_{1} \mathbb{Z}+\mathbf{b}_{2} \mathbb{Z},
    $$

    then $\operatorname{covolume}(\Lambda)=\left|\operatorname{det}\left(\mathbf{b}_{1}, \mathbf{b}_{2}\right)\right| \leqslant\left|\operatorname{det}\left(w_{1}, w_{2}\right)\right|$.

[^45]:    * Here we intentionally omit the field or ring after $\mathbb{G}$ and $\mathrm{SL}_{n}$, but for any of the choices $\mathbb{Z}, \mathbb{Q}, \mathbb{R}$ we obtain definitions of $\mathbb{G}(\mathbb{Z}), \mathbb{G}(\mathbb{Q}), \mathbb{G}(\mathbb{R})$ by requiring that the elements belong to $\mathrm{SL}_{n}(\mathbb{Z}), \mathrm{SL}_{n}(\mathbb{Q}), \mathrm{SL}_{n}(\mathbb{R})$ respectively.

[^46]:    * By using Exercise 11.5.3, this dependence on material from Chap. 6 can be avoided.

[^47]:    * For example, if $B=X \backslash x_{0} U^{-}$then $\mu_{i}(B)=0$ for all $i \geqslant 1$, but we cannot have $\mu(B)=0$ as $x_{0} U^{-} \cong U^{-}$cannot have a $U^{-}$-invariant probability measure.

[^48]:    * The conventions concerning the symbol $\infty$ in this setting are that $\infty+c=\infty$ for any $c$ in $\mathbb{R}_{\geqslant 0} \cup\{\infty\}, c \cdot \infty=\infty$ for any $c>0$, and $0 \cdot \infty=0$.

[^49]:    * Commonly the $\sigma$-algebra $\mathscr{B}$ is enlarged to its completion $\mathscr{B} \mu$, which is the smallest $\sigma$ algebra containing both $\mathscr{B}$ and all subsets of null sets with respect to $\mu$. It is also standard to allow any probability space that is isomorphic to $(X, \mathscr{B} \mu, \mu)$ in Definition A. 19 as a measure space to be called a Lebesgue space.

[^50]:    * A sequence $\chi_{n} \rightarrow \infty$ if for any compact set $K \subseteq \widehat{G}$ there exists $N=N(K)$ for which

    $$
    n \geqslant N \Longrightarrow \chi_{n} \notin K .
    $$

