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## Foreword

In the first semester of 1989 , I was invited to give a graduate course in the Mathematics Department of Harvard University. Notes were written by D. Abramovich, J.-F. Burnol and J. Kramer, and typed in TEX by L. Schlesinger in that department. They were revised and expanded during the next two years. My coauthors corrected and completed the contents of the book, especially by providing some of the proofs in Chapter VI. I also benefited from the advice of E. Getzler, who let me use a preliminary draft of his book with N. Berline and M. Vergne [BGV]. M. Hindry and T. Scholl read the manuscript carefully, and offered useful comments.

Without the efficient and generous help of all these people, these notes would not exist. I thank them very warmly, as well as the Harvard Mathematics Department for its hospitality.
C. Soulé.

The material presented in this book is joint work with H. GILLET. Chapters VI and VII describe joint work with H. GILLET and J.-M. BISMUT.

## O

## Introduction

## 1. The method of infinite descent

1.1 One way of proving the irrationality of the square root of 2 is the following one, known as the infinite descent method [I]. Assume that $x$ and $y$ are non-zero positive integers such that

$$
\begin{equation*}
x^{2}=2 y^{2} . \tag{1}
\end{equation*}
$$

Then $x^{2}$ is even, hence $x$ is even,

$$
\begin{equation*}
x=2 z \tag{2}
\end{equation*}
$$

say. Substituting in (1) and dividing by two we get

$$
\begin{equation*}
y^{2}=2 z^{2} \tag{3}
\end{equation*}
$$

In other words, we have a new solution of (1). But this solution $(y, z)$ is smaller than the previous one. For instance, the squared norm $y^{2}+z^{2}$ of the vector $(y, z)$ is smaller than $x^{2}+y^{2}$.

We can repeat the argument starting from the solution $(y, z)$ to get a new solution ( $z, t$ ), and so on. Since a bounded set of integers is finite, this "descent" must end. We get a solution of (1) with either $x$ or $y$ equal to zero. But then, by (2), the original solution must also be the trivial one; a contradiction.
1.2 One may wonder whether this method of infinite descent, due to Fermat, can solve all diophantine equations, i.e., systems of polynomial
equations with integral coefficients and integral unknowns. It is very appropriate for showing that a diophantine equation has no nontrivial solution; for instance, $x^{4}+y^{4}=z^{2}$ or $x^{3}+y^{3}=z^{3}$ [W1].

It is also a good method for obtaining infinitely many solutions. One starts with a few small solutions; then, by running the descent argument backwards, these generate infinitely many others. This applies to Pell's equation and to the proof of the Mordell-Weil theorem.

But the argument we just made suggests that, when descent applies, there are either zero or infinitely many nontrivial solutions. Indeed, if there are finitely many solutions, when trying to show there are no more, we would have to be sure that the descent process avoids the nontrivial ones!
1.3 To overcome this difficulty, we describe the method of infinite descent in other terms. Forgetting the (fortuitous?) fact that equation (3) repeats equation (1), we may say that infinite descent is a combination of congruence and height ( $=$ size) arguments. In that sense, one may hope for a geometry which, instead of using these two kinds of arguments one after the other, would involve them simultaneously. Such a static version of infinite descent might prove finiteness theorems.
1.4 The Grothendieck theory of schemes gives an adequate geometric generalization of the congruence arguments in diophantine equations. Indeed, a scheme $X$ over $\mathbb{Z}$ is viewed as a family of varieties over $\operatorname{Spec} \mathbb{Z}$, the fiber at a prime $p$ being the reduction of $X$ modulo $p$.

Given such a variety $X$, if we want to control the height of its points we have to consider the complex variety $X(\mathbb{C})$ (we assume it is smooth) from the point of view of hermitian complex geometry. This means that we endow holomorphic vector bundles on $X(\mathbb{C})$ with smooth hermitian metrics.

Arakelov geometry [A1][A2] is a combination of schemes and hermitian complex geometry. Its main achievement today is the proof of the Mordell conjecture [F1][V2][Bo]: a smooth projective curve of genus greater than one has only finitely many rational points.
1.5 As we said earlier, Arakelov geometry is a static generalization of infinite descent. For instance, when doing intersection theory on $X$ (see Chapter I below) one is not allowed to move the cycles; no analog of Chow's Moving Lemma is known over $\mathbb{Z}$. A more dynamic approach would be an adelic variant of Arakelov geometry. The main object of
study in this theory would be a smooth variety $V$ over $\mathbb{Q}$, and vector bundles on $V$ equipped with metrics at archimedean places, and $p$-adic analogs of these at finite places. Such an adelic geometry is still to be built.

## 2. The analogy between function fields and number fields

2.1 Several authors, including A. Weil [W2], have emphasized the analogy between a number field, i.e., a finite extension of $\mathbb{Q}$, and the field $\mathbb{C}(S)$ of meromorphic functions on a smooth complete curve $S$.

For instance, for any function $f \in \mathbb{C}(S), f \neq 0$, and any point $x \in S$, denote by $v_{x}(f) \in \mathbb{Z}$ the valuation of $f$ at $x$, i.e., the order of vanishing of $f$ at $x$ or minus the order of the pole of $f$ at $x$. From the Cauchy residue formula we get

$$
\begin{equation*}
\sum_{x \in S} v_{x}(f)=\sum_{x \in S} \operatorname{Res}_{x}\left(\frac{d f}{f}\right)=0 \tag{4}
\end{equation*}
$$

where $\operatorname{Res}_{x}$ denotes the residue at $x$ of differential forms.
When $f \in \mathbb{Q}^{*}$ is a rational number we have the product formula

$$
\begin{equation*}
|f|=\prod_{p} p^{v_{\mathbf{p}}(f)} \tag{5}
\end{equation*}
$$

where $p$ runs over all integral primes and $v_{p}(f) \in \mathbb{Z}$ is the $p$-adic valuation of $f$. If we define

$$
\begin{equation*}
v_{\infty}(f)=-\log |f| \in \mathbb{R} \tag{6}
\end{equation*}
$$

we may rewrite (5) as

$$
\begin{equation*}
\sum_{p} v_{p}(f) \log (p)+v_{\infty}(f)=0 \tag{7}
\end{equation*}
$$

an analog for $\mathbb{Q}$ of equation (4) for $\mathbb{C}(S)$.
From this example we see that, in this analogy, the complete curve $S$ is analogous to the affine scheme $\operatorname{Spec} \mathbb{Z}$ to which is added a point at infinity (at this point the archimedean norm is used instead of discrete valuations). This fits with the view expressed above that algebraic geometry has to be completed by hermitian complex geometry.
2.2 In general, let $X$ be an arithmetic variety. By this we mean a regular scheme, projective and flat over $\mathbb{Z}$.

In other words, we consider a system of polynomial equations

$$
\begin{equation*}
f_{1}\left(x_{0}, \cdots, x_{N}\right)=f_{2}\left(x_{0}, \cdots, x_{N}\right)=\cdots=f_{k}\left(x_{0}, \cdots, x_{N}\right)=0 \tag{8}
\end{equation*}
$$

where $f_{1}, \cdots, f_{k} \in \mathbb{Z}\left[X_{0}, \cdots, X_{N}\right]$ are homogeneous polynomials with
integral coefficients. These define the projective scheme $X=\operatorname{Proj}(S)$, where $S$ is the quotient of $\mathbb{Z}\left[X_{0}, \cdots, X_{N}\right]$ by the ideal generated by $f_{1}, \cdots, f_{k}$. The points of $X$ are those homogeneous prime ideals $\mathcal{P}$ in $S$ which do not contain the augmentation ideal ([H], II.2). The map $f: X \rightarrow \operatorname{Spec} \mathbb{Z}$ maps $\mathcal{P}$ to $\mathcal{P} \cap \mathbb{Z}$. The fiber of $f$ over a prime integer (special fiber) is the variety $f^{-1}(p \mathbf{Z})=X / p=\operatorname{Proj}(S / p S)$ over the field with $p$ elements. The generic fiber is $f^{-1}((0))=X_{\mathbb{Q}}=\operatorname{Proj}\left(S \otimes_{\mathbf{z}} \mathbb{Q}\right)$. We assume that $X$ is regular and that $f$ is flat, i.e. $S$ is torsion free. It follows that $X / p$ is smooth, except for finitely many values of $p$, like $q$ in Figure 1, where it may not even be reduced.


Figure 1: An arithmetic variety
In the same way that we completed $\operatorname{Spec} \mathbb{Z}$ by adding a point $\infty$ to it, we "complete" the family $X$ of varieties over Spec $\mathbb{Z}$ by adding to it the complex variety $X_{\infty}=X(\mathbb{C})$, i.e. the set of complex solutions of (8), viewed as the fiber at infinity. We think of the whole family as analogous to a complete smooth complex manifold $Y$ fibered over a smooth complete curve $S$ via a flat proper map $f: Y \rightarrow S$, and we
visualize the situation as in Figure 1. If the fibers of $f$ have dimension one, $X$ has Krull dimension two (we call it an arithmetic surface) and $X_{\infty}$ is a complex curve (a Riemann surface). Notice that an integral solution of (8) is a (rational) point $P$ in $X(\mathbb{Z})=X(\mathbb{Q}) \subset X(\mathbb{C})$, i.e. a section $\sigma$ of $f$.

The need to control the size of these points $P$ leads us to take as our main object of study an algebraic vector bundle $E$ on $X$, endowed with a smooth hermitian metric $h$ on the corresponding holomorphic vector bundle $E_{\infty}$ on $X_{\infty}$ (we further assume that $h$ is invariant under the complex conjugation $F_{\infty}$ on $\left.X_{\infty}\right)$. The pair $\bar{E}=(E, h)$ will be called an hermitian vector bundle on $X$.

## 3. The contents of this book

3.1 Let $X$ be an arithmetic variety and $\bar{E}$ an hermitian vector bundle on $X$. We shall attach to $\bar{E}$ characteristic classes with values in arithmetic Chow groups.

More specifically, an arithmetic cycle is a pair ( $Z, g$ ) consisting of an algebraic cycle on $X$, i.e. a finite sum $\sum_{\alpha} n_{\alpha} Z_{\alpha}, n_{\alpha} \in \mathbb{Z}$, where $Z_{\alpha}$ is a closed irreducible subscheme of $X$, of fixed codimension $p$, say, and a Green current $g$ for $Z$. By this we mean that $g$ is a real current on $X_{\infty}$ which satisfies $F_{\infty}^{*}(g)=(-1)^{p-1} g$ and

$$
\begin{equation*}
d d^{c} g+\delta_{Z}=\omega \tag{9}
\end{equation*}
$$

where $\omega$ is (the current attached to) a smooth form on $X_{\infty}$, and $\delta_{Z}$ is the current given by integration on $Z_{\infty}$ :

$$
\begin{equation*}
\delta_{Z}(\eta)=\sum_{\alpha} n_{\alpha} \int_{Z_{\alpha}(\mathbb{C})} \eta \tag{10}
\end{equation*}
$$

for any smooth form $\eta$ of appropriate degree.
The arithmetic Chow group $\widehat{C H}^{p}(X)$ is the abelian group of arithmetic cycles, modulo the subgroup generated by pairs $(0, \partial u+\bar{\partial} v)$ and ( $\operatorname{div} f,-\log |f|^{2}$ ), where $u$ and $v$ are arbitrary currents of the appropriate degree and $\operatorname{div} f$ is the divisor of a non-zero rational function $f$ on some irreducible closed subscheme of codimension $p-1$ in $X$.
3.2 In Chapter III we study the groups $\widehat{C H}^{p}(X)$, showing that they have functoriality properties and a graded product structure, at least after tensoring them by $\mathbb{Q}$. To prove these facts is rather difficult, for two reasons.

First, the intersection theory on a general regular scheme such as $X$ cannot be defined in the usual way, since no Moving Lemma is available. We remedy this in Chapter I by using algebraic $K$-theory and Adams operations as in [GS1]. In particular, we give a proof of the vanishing of Serre's intersection multiplicities of two modules on a regular local ring, when the sum of the codimensions of their supports exceeds the dimension of the ring.

A second difficulty is that, given two arithmetic cycles $(Z, g)$ and $\left(Z^{\prime}, g^{\prime}\right)$, we need a Green current for their intersection. The formula

$$
g^{\prime \prime}=\omega g^{\prime}+g \delta_{Z^{\prime}}
$$

where $\omega$ is defined as in (9), is formally satisfactory, but involves a product of currents $g \delta_{Z^{\prime}}$. To make sense of it in general we need to show that we can take for $g$ a smooth form on $X_{\infty}-Z_{\infty}$, of logarithmic type along $Z_{\infty}$. This is done in Chapter II.
3.3 After having set up arithmetic intersection theory, we define in Chapter IV characteristic classes for hermitian vector bundles $\bar{E}$ on $X$. For instance, we get a Chern character class

$$
\begin{equation*}
\widehat{\operatorname{ch}}(\bar{E}) \in \bigoplus_{p \geq 0} \widehat{C H}^{p}(X) \otimes_{\mathbf{Z}} \mathbb{Q} \tag{11}
\end{equation*}
$$

This class satisfies the usual axiomatic properties of a Chern character. But it does depend on the choice of a metric on $E$. Furthermore it is not additive for arbitrary exact sequences; it is additive, however, on orthogonal direct sums. Its failure to be additive on exact sequences is given by a secondary characteristic class first introduced by Bott and Chern [BC]. Similar results hold for the Chern classes $\widehat{c}_{n}(\bar{E})$ and the Todd class $\widehat{T d}(\bar{E})$.
3.4 Our next construction is some direct image map for hermitian vector bundles. Let $f: X \rightarrow Y$ be a proper flat map between arithmetic varieties, smooth on the generic fiber $X_{\mathbb{Q}}$. According to $[\mathrm{KM}]$, there is a canonical line bundle $\lambda(E)$ on $Y$ whose fiber at every point $y \in Y$ is the determinant of the cohomology of $X_{y}=f^{-1}(y)$ with coefficients in $E$ :

$$
\begin{equation*}
\lambda(E)_{y}=\bigotimes_{q \geq 0} \Lambda^{\max }\left(H^{q}\left(X_{y}, E\right)\right)^{(-1)^{q}} \tag{12}
\end{equation*}
$$

where $\Lambda^{\text {max }}$ denotes the maximal exterior power, and $L^{-1}$ the dual of a line bundle $L$.

To get a metric on $\lambda(E)$ let us fix a Kähler metric on $X_{\infty}$, hence on each fiber $X_{y}, y \in Y_{\infty}$. According to Quillen [Q2] we may then
get a smooth metric $h_{Q}$ on $\lambda(E)_{\infty}$ by multiplying its $L^{2}$-metric (given by integration along the fibers) by the exponential of the Ray-Singer analytic torsion:

$$
\begin{equation*}
h_{Q}=h_{L^{2}} \cdot \exp (T(E)) \tag{13}
\end{equation*}
$$

with

$$
\begin{equation*}
T(E)=\sum_{q \geq 0}(-1)^{q+1} q \zeta_{q}^{\prime}(0) \tag{14}
\end{equation*}
$$

Here $\zeta_{q}^{\prime}(0)$ is the derivative at the origin of the zeta function $\zeta_{q}(s), s \in \mathbb{C}$, of the Laplace operator $\Delta^{q}=\overline{\partial \bar{\partial}}^{*}+\bar{\partial}^{*} \bar{\partial}$ acting upon forms of type $(0, q)$ on $X_{y}, y \in Y_{\infty}$, with coefficients in $E_{\infty}$.

In Chapter V we study $\zeta_{q}(s)$ and the Quillen metric. Following [BGS1] we show that $h_{Q}$ is smooth and compute the curvature on $Y_{\infty}$ of the hermitian line bundle $\lambda(E)_{Q}=\left(\lambda(E), h_{Q}\right)$. It is given by a Riemann-Roch-Grothendieck formula at the level of forms.

### 3.5 When combining the above results with the Riemann-Roch-Gro-

 thendieck theorem for algebraic Chow groups, we get in Chapter VI a Riemann-Roch-Grothendieck theorem for arithmetic Chow groups. Given a proper map $f: X \rightarrow Y$ between arithmetic varieties, smooth on $X_{\mathbb{Q}}$, and an hermitian vector bundle $\bar{E}$ on $X$, this theorem states that$$
\begin{equation*}
\delta(E)=\widehat{\mathrm{c}}_{1}\left(\lambda(E)_{Q}\right)-f_{*}(\widehat{\operatorname{ch}}(\bar{E}) \widehat{T d}(f))^{(1)} \tag{15}
\end{equation*}
$$

depends only on the class of $E$ in the Grothendieck group $K_{0}\left(X_{\mathbb{Q}}\right)$ of the generic fiber of $X$; here $\alpha^{(1)}$ is the degree one component of $\alpha \in$ $\bigoplus_{p>0} \stackrel{\rightharpoonup}{C H}^{p}(X) \otimes \mathbf{z} \mathbb{Q}$.
$p \geq 0$
3.6 An application of this is the following existence theorem of small sections for powers of ample line bundles [GS4]. Let $\bar{L}$ be a hermitian line bundle on some arithmetic variety $X$, of relative dimension $d$ over Spec $\mathbb{Z}$. Assume that $L$ is ample, the metric on $L_{\infty}$ is positive, and the arithmetic self-intersection $\bar{L}^{d+1} \in \mathbb{R}$ of $\bar{L}$ is positive. Let $\bar{E}$ be any holomorphic vector bundle on $X$, and $r$ the rank of $E$. Call $h^{0}(X, \bar{E} \otimes$ $\left.\bar{L}^{n}\right) \in \mathbb{R}$ the logarithm of the number of sections $s \in H^{0}\left(X, E \otimes L^{n}\right)$ of $E \otimes L^{n}$ such that

$$
\begin{equation*}
\|s(x)\| \leq 1 \quad \text { for every } x \in X_{\infty} \tag{16}
\end{equation*}
$$

compare with (6).
Then, as $n$ goes to infinity, we have

$$
\begin{equation*}
h^{0}\left(X, \bar{E} \otimes \bar{L}^{n}\right) \geq \frac{r}{(d+1)!} \bar{L}^{d+1} n^{d+1}+O\left(n^{d} \log n\right) \tag{17}
\end{equation*}
$$

The proof of this result combines the arithmetic (relative) Riemann-Roch-Grothendieck theorem for the map $X \rightarrow \operatorname{Spec} \mathbb{Z}$ with the Minkowski theorem for the lattice $H^{0}\left(X, E \otimes L^{n}\right)$, endowed with the appropriate metrics. This fits well with the view of Weil [W2] that Minkowski's theorem is an arithmetic analog of the (absolute) Riemann-Roch theorem for complex curves; see also [GS6]. Notice that the base point over which such a curve is defined has no obvious arithmetic counterpart!
The proof of (17) was used by Vojta in one of the steps of his proof of Mordell's conjecture. We refer the reader to his paper [V2], and to Faltings' paper [F3] for the use of arithmetic intersection theory in the study of rational points on abelian varieties.
3.7 Finally, a word of warning. Several proofs in this book are only sketched. Furthermore, we shall quote without proofs results from algebraic $K$-theory ([Q1], [S1], [GS1]) and the family index theorem ([B1], [BV], [BGV]). Generally speaking, we assume more knowledge of algebra, especially in Chapter I, than of differential geometry, but it might help to consult other books for the basic material, for instance [BGV] when reading Chapters V, VI and VII.
The book contains several remarks and open problems. These range from precise assertions and references to vague conjectures. We have not censored them too much, rather hoping that they will stimulate the reader's own research.

## I

## Intersection Theory on Regular Schemes

In this chapter, we shall follow [GS1] and define an intersection theory on an arbitrary regular noetherian finite-dimensional scheme $X$, i.e. a graded pairing between the Chow groups $C H^{p}(X)$ of cycles of codimension $p$ on $X$, modulo linear equivalence. However, in general, this pairing is defined only up to torsion.

When $X$ is of finite type over a field, the usual method to get an intersection theory for cycles on $X$ is to use the Moving Lemma [RJ], which asserts that, given two cycles, one can change one of them by linear equivalence and make their intersection proper. Unfortunately this Lemma is not known on a general base. When $X$ is smooth over a Dedekind ring, Fulton's method of the normal cone can be applied instead of the Moving Lemma [Fu]. But in general no geometric method is available (see however $[\mathrm{RP}]$ and $[\mathrm{KT}]$ for an extension of Fulton's method, up to torsion).
The tool we shall be using here is an isomorphism between $C H^{p}(X)$ Q and $K_{0}(X)^{(p)}$, the weight $p$-part, for the Adams operations, of the Grothendieck $K$-group of locally free coherent $\mathcal{O}_{X}$-modules. The pairing between $K_{0}(X)^{(p)}$ and $K_{0}(X)^{(q)}$ is then just given by the tensor product of $\mathcal{O}_{X}$-modules.

The plan of this chapter is as follows. In $\S 1$ and $\S 2$ we state the main results (see Theorem 2). In $\S 3$ we introduce Grothendieck groups. In Theorem 3(i) we state that their filtration by codimension is multiplicative up to torsion, and in Theorem 3(ii) we compare it with the Chow groups. In Corollary 1 we deduce from Theorem 3 a conjecture of Serre
on the vanishing of some intersection multiplicities; another proof was given by Roberts [RP], using Fulton's theory. In $\S 4$ we define $\lambda$-rings and we state the existence of such a structure on the Grothendieck groups (with supports). This result is proved in $\S 5$. In $\S 6$ we prove Theorem 3 (i), thus completing the proof of Serre's conjecture. Finally, we describe how the $\lambda$-ring structure on Quillen higher $K$-theory [ Kr ] [S1] leads to the comparison of Chow groups and Grothendieck groups stated in Theorem 3(ii). However, at this point, we do not give any details.

We shall use the following convention (valid for the whole book): given an abelian group $A$, we denote by $A_{\mathbb{Q}}$ the vector space $A \otimes_{\mathbf{Z}} \mathbb{Q}$.

## 1. Length and order

1.1 Let $R$ be a noetherian ring and $M$ a finitely generated $R$-module. There exists a chain of submodules

$$
\begin{equation*}
M=M_{0} \supset M_{1} \supset \cdots \supset M_{\ell}=0 \tag{1}
\end{equation*}
$$

with $M_{i-1} / M_{i} \cong R / \wp_{i}$, where $\wp_{i}$ is a prime ideal of $R[\mathrm{Se} 2]$.

Definition $1 M$ is said to have finite length, if all $\wp_{i}$ occurring in (1) are maximal ideals.

A module $M$ has finite length if and only if its support Supp $M=$ $\left\{\wp \in \operatorname{Spec} R: M_{\wp}=M \otimes_{R} R_{\wp} \neq 0\right\}$ consists of maximal ideals. If $M$ has finite length, it can be shown that any two chains (1) have the same length; we denote it by $\ell_{R}(M)$ and call it the length of $M$. The function $\ell_{R}(\cdot)$ is additive on exact sequences.
1.2 Let now $R$ be a one-dimensional integral domain and $K$ its fraction field.
Definition 2 For $f \in K^{*}, f=a \cdot b^{-1}$ with $a, b \in R$ we put

$$
\operatorname{ord}_{R}(f):=\ell_{R}(R / a R)-\ell_{R}(R / b R)
$$

and call it the order of $f$.

Then $\operatorname{ord}_{R}: K^{*} \rightarrow \mathbb{Z}$ is a homomorphism from the multiplicative group $K^{*}$ to the additive group $\mathbb{Z}$. If $R$ is a one-dimensional regular local ring, then the order of any $f \in R$ coincides with the valuation of $f$; note that $R$ is then a discrete valuation ring.

## 2. Chow Groups

Let $X$ be a noetherian and separated scheme of dimension $d$, an assumption which will be made during the whole of Chapter I. For any integer $p \geq 0$, denote by $X^{(p)}$ the set of points of codimension $p$ in $X$. For $x \in X^{(p)}, \overline{\{x\}}$ is a closed irreducible subscheme of $X$ of codimension $p$. Let $Z^{p}(X)$ be the free abelian group generated by $X^{(p)}$; hence an element of $Z^{p}(X)$ can be viewed as a finite integral linear combination of closed irreducible integral subschemes of $X$ of codimension $p$. We call elements of $Z^{p}(X) p$-cycles. Two $p$-cycles $Z_{1}, Z_{2}$ are called rationally equivalent if there exist finitely many functions $f_{i} \in k\left(y_{i}\right)^{*}, y_{i} \in X^{(p-1)}$, $Y_{i}:=\overline{\left\{y_{i}\right\}}$ such that

$$
Z_{2}=Z_{1}+\sum_{i} \operatorname{div} f_{i}
$$

where

$$
\operatorname{div} f_{i}=\sum_{x \in X^{(p)} \cap Y_{i}} \operatorname{ord}_{\mathcal{O}_{Y_{i}, x}}\left(f_{i}\right) \cdot \overline{\{x\}} .
$$

Definition 3 The p-th Chow group $C H^{p}(X)$ of $X$ is the quotient group $C H^{p}(X):=Z^{p}(X) /$ rational equivalence .

Definition 4 Two cycles $Y \in Z^{p}(X), Z \in Z^{q}(X)$ intersect properly, if $Y \cap Z$ is empty or

$$
\operatorname{codim}_{X}(Y \cap Z)=\operatorname{codim}_{X} Y+\operatorname{codim}_{X} Z \quad(=p+q)
$$

Assume $Y \in Z^{p}(X), Z \in Z^{q}(X)$ intersect properly. Then, following Serre [Se2], the intersection multiplicity $\chi^{x}(Y, Z)$ for $x \in Y \cap Z \cap X^{(p+q)}$ is the integer:

$$
\chi^{x}(Y, Z)=\sum_{i \geq 0}(-1)^{i} \ell_{\mathcal{O}_{X, x}}\left(\operatorname{Tor}_{i}^{\mathcal{O}_{X, x}}\left(\mathcal{O}_{Y, x}, \mathcal{O}_{Z, x}\right)\right)
$$

Recall that, if $R$ is a ring and $M, N$ are $R$-modules, $\operatorname{Tor}_{i}^{R}(M, N)$ is defined as follows. Take projective resolutions $P \rightarrow M$ and $Q . \rightarrow N$ of $M$ and $N$ respectively. Then $\operatorname{Tor}_{i}^{R}(M, N)=H_{i}(P . \otimes Q$.).

Theorem 1 Assume $X$ is a regular scheme. Then there exists a unique pairing

$$
C H^{p}(X)_{\mathbb{Q}} \otimes C H^{q}(X)_{\mathbb{Q}} \longrightarrow C H^{p+q}(X)_{\mathbb{Q}}
$$

such that for $Y, Z$ intersecting properly $\left(Y \in Z^{p}(X), Z \in Z^{q}(X)\right)$, we have

$$
[Y] \cdot[Z]=\left[\sum_{x \in Y \cap Z \cap X^{(p+q)}} \chi^{x}(Y, Z) \cdot \overline{\{x\}}\right] .
$$

This theorem is a special case of Theorem 2 below.
For a closed subscheme $Y \subseteq X$ we define $Z_{Y}^{p}(X)$ as the group of cycles of codimension $p$ on $X$ supported in the closed subset attached to $Y$. We then define $C H_{Y}^{p}(X)$ as the quotient of $Z_{Y}^{p}(X)$ by the subgroup generated by the elements $\operatorname{div} f$, where $f \in k(y)^{*}$ and $y \in X^{p-1} \cap Y$.

This group $C H_{Y}^{p}(X)$ is the Chow group of codimension $p$ of $X$ with supports in $Y$. Given an inclusion $Y^{\prime} \subset Y$ of closed subschemes of $X$ there is an obvious map of change of supports

$$
C H_{Y^{\prime}}^{p}(X) \longrightarrow C H_{Y}^{p}(X)
$$

Theorem 2 Assume $X$ is a regular scheme and let $Y, Z$ be closed subschemes. Then there exists a pairing

$$
C H_{Y}^{p}(X)_{\mathbb{Q}} \otimes C H_{Z}^{q}(X)_{\mathbb{Q}} \longrightarrow C H_{Y \cap Z}^{p+q}(X)_{\mathbb{Q}}
$$

satisfying the following properties:
(i) $\oplus_{Y, p} C H_{Y}^{p}(X)_{\mathbb{Q}}$ is a commutative ring with unit element $[X] \in$ $C H^{0}(X)$.
(ii) It is compatible with change of supports associated to inclusions $Y^{\prime} \subset Y, Z^{\prime} \subset Z$.
(iii) For $\left[Y_{1}\right] \in C H_{Y}^{p}(X),\left[Z_{1}\right] \in C H_{Z}^{q}(X)$ with $Y_{1}, Z_{1}$ intersecting properly, we have

$$
\left[Y_{1}\right] \cdot\left[Z_{1}\right]=\left[\sum_{x \in Y_{1} \cap Z_{1} \cap X^{(p+q)}} \chi^{x}\left(Y_{1}, Z_{1}\right) \cdot \overline{\{x\}}\right]
$$

The proof of Theorem 2 will follow from Theorem 3 below; see the discussion after Corollary 2.

## 3. K-Theory

3.1 By $K_{0}(X)$, resp. $K_{0}^{\prime}(X)$, we denote the Grothendieck group of coherent locally free, resp. coherent, $\mathcal{O}_{X}$-modules. For any closed subscheme $Y \subseteq X$, we denote by $K_{0}^{Y}(X)$ the Grothendieck group generated by finite complexes

$$
\mathcal{F}: 0 \rightarrow \mathcal{F}_{n} \rightarrow \ldots \rightarrow \mathcal{F}_{1} \rightarrow \mathcal{F}_{0} \rightarrow 0
$$

of locally free sheaves on $X$, acyclic outside $Y$, modulo the following two relations:
(i) $[\mathcal{F}]=\left[\mathcal{F}^{\prime}\right]$, if there exists a quasi-isomorphism from $\mathcal{F}$. to $\mathcal{F}^{\prime}$.
(ii) $[\mathcal{F}]=.\left[\mathcal{F}^{\prime}\right]+\left[\mathcal{F}^{\prime \prime}\right]$, if there is an exact sequence

$$
0 \rightarrow \mathcal{F}^{\prime} \rightarrow \mathcal{F} . \rightarrow \mathcal{F}^{\prime \prime} \rightarrow 0
$$

From SGA VI and [H], III.6, Exercise 6.9, we have:

Lemma 1 If $X$ is regular, then $K_{0}(X) \cong K_{0}^{\prime}(X)$.
Sketch of proof. One constructs as follows a map $K_{0}^{\prime}(X) \rightarrow K_{0}(X)$, which is an inverse of the obvious map $K_{0}(X) \rightarrow K_{0}^{\prime}(X)$. Since $X$ is regular, any coherent $\mathcal{O}_{X}$-module $\mathcal{F}$ has a finite and locally free resolution

$$
0 \rightarrow \mathcal{F}_{n} \rightarrow \ldots \rightarrow \mathcal{F}_{1} \rightarrow \mathcal{F}_{0} \rightarrow \mathcal{F} \rightarrow 0 ;
$$

see [GBI] or [H], Exercise III.6.9(a). We send $[\mathcal{F}]$ to $\sum_{i=0}^{n}(-1)^{i}\left[\mathcal{F}_{i}\right] \in$ $K_{0}(X)$.

We refer to [GBI] and [H], II.6, Exercise 6.10 for Lemma 2 below. The proof of Lemma 3 is easy.

Lemma 2 If $Y \subseteq X$ is a closed subscheme, there is an exact sequence

$$
K_{0}^{\prime}(Y) \rightarrow K_{0}^{\prime}(X) \rightarrow K_{0}^{\prime}(X-Y) \rightarrow 0
$$

Lemma 3 If $Y, Z \subseteq X$ are closed subschemes, one can define a biadditive pairing

$$
K_{0}^{Y}(X) \otimes K_{0}^{Z}(X) \rightarrow K_{0}^{Y \cap Z}(X)
$$

by the formula $[\mathcal{F}.] \cdot[\mathcal{G}]:.=[\mathcal{F} . \otimes \mathcal{G}$.$] .$
Lemma 4 If $X$ is regular and $Y \stackrel{i}{\hookrightarrow} X$ a closed subscheme, then $K_{0}^{Y}(X) \cong K_{0}^{\prime}(Y)$.

Proof. We first define a map

$$
\varphi: \begin{array}{cc}
K_{0}^{Y}(X) & \longrightarrow \\
{[\mathcal{F}]} & \longmapsto \sum_{i}(-1)^{i}\left[\sum_{k} \mathcal{J}_{Y}^{k} \cdot \mathcal{H}_{i}^{\prime}(\mathcal{F}) / \mathcal{J}_{Y}^{k+1} \cdot \mathcal{H}_{i}(\mathcal{F})\right]
\end{array}
$$

where $\mathcal{J}_{Y}$ denotes the ideal sheaf of $Y$; note that the inner sum is actually finite, because there exists $N \in \mathbb{N}$ such that $\mathcal{J}_{Y}^{N}$ annihilates $\mathcal{H}_{i}(\mathcal{F}$.$) .$

We can also define a map in the other direction

$$
\begin{aligned}
\psi: K_{0}^{\prime}(Y) & \longrightarrow K_{0}^{Y}(X) \\
{[\mathcal{E}] } & \longmapsto[\mathcal{F}(\mathcal{E})],
\end{aligned}
$$

where $\mathcal{F}$. $\mathcal{E}) \rightarrow i_{*} \mathcal{E}$ denotes a finite, locally free resolution of $i_{*} \mathcal{E}$, which exists by the regularity assumption on $X$. One can show that the class of $\mathcal{F} .(\mathcal{E})$ does not depend on the specific resolution and is additive on exact sequences, hence $\psi$ is well-defined.

One immediately checks $\varphi \circ \psi=\mathrm{id}$. So we are left with showing that $\psi$ is surjective. Given $[\mathcal{F}]$, a generator of $K_{0}^{Y}(X)$, we have to show that $[\mathcal{F}$.] is in the image of $\psi$. We do it by induction on the number of nonzero homology groups of $\mathcal{F}$. If $\mathcal{F}$. is acyclic, then $[\mathcal{F}$.] $=\mathbf{0}$. In general, if $n=\sup \left\{i \mid \mathcal{H}_{i}(\mathcal{F}) \neq 0.\right\}$, consider a surjective morphism

$$
\sigma: \mathcal{G}_{n+1} \rightarrow \operatorname{ker}\left(\partial: \mathcal{F}_{n} \rightarrow \mathcal{F}_{n-1}\right)
$$

with $\mathcal{G}_{n+1}$ locally free. Let

$$
\mathcal{F}_{n+1}^{\prime}=\mathcal{F}_{n+1} \oplus \mathcal{G}_{n+1}
$$

be mapped to $\mathcal{F}_{n}$ by $\partial^{\prime}=\partial \oplus \sigma$, and let

$$
\sigma: \mathcal{G}_{n+2} \rightarrow \operatorname{ker}\left(\partial^{\prime}: \mathcal{F}_{n+1}^{\prime} \rightarrow \mathcal{F}_{n}\right)
$$

be a surjective morphism with $\mathcal{G}_{n+2}$ locally free. By iterating this construction (which will end when $\partial^{\prime}$ becomes injective) we get a new complex $\mathcal{F}^{\prime}$ (equal to $\mathcal{F}$. in degree less than $n+1$ ) and an exact sequence

$$
0 \rightarrow \mathcal{F} . \rightarrow \mathcal{F}^{\prime} \rightarrow \mathcal{G} . \rightarrow 0
$$

Here $\mathcal{F}^{\prime}$. has one less homology group than $\mathcal{F}$., so that, by induction hypothesis, its class is in the image of $\psi$. On the other hand, one checks easily that $\mathcal{G}$ is a resolution of $\mathcal{H}_{n}(\mathcal{F})$, so it is also in the image of $\psi$. We conclude that $[\mathcal{F}]=\left[\mathcal{F}^{\prime}\right]-[\mathcal{G}$.$] lies in the image of \psi$.
3.2 Let $X, X^{\prime}$ be noetherian and separated schemes and $f: X \rightarrow X^{\prime}$ a morphism. We get a morphism $f^{*}: K_{0}\left(X^{\prime}\right) \rightarrow K_{0}(X)$ by pulling back locally free sheaves: $f^{*}\left(\left[\mathcal{F}^{\prime}\right]\right)=\left[f^{*} \mathcal{F}^{\prime}\right]$.

On the other hand, if $f$ is proper, there is a map $f_{*}: K_{0}^{\prime}(X) \rightarrow K_{0}^{\prime}\left(X^{\prime}\right)$ defined by means of the higher direct images:

$$
f_{*}([\mathcal{F}])=\sum_{i}(-1)^{i}\left[R^{i} f_{*} \mathcal{F}\right]
$$

note that for a coherent sheaf $\mathcal{F}, R^{i} f_{*} \mathcal{F}$ is also coherent, if $f$ is proper, cf. EGA III.3.2.1. Notice the projection formula:

$$
f_{*}\left(f^{*}[\mathcal{F}] \cdot[\mathcal{G}]\right)=[\mathcal{F}] \cdot f_{*}([\mathcal{G}])
$$

for $[\mathcal{F}] \in K_{0}\left(X^{\prime}\right),[\mathcal{G}] \in K_{0}^{\prime}(X)$ (note $K_{0}^{\prime}(X)$ is a $K_{0}(X)$-module by
means of the tensor product); this formula follows from the isomorphisms

$$
R^{i} f_{*}\left(f^{*} \mathcal{F} \otimes \mathcal{G}\right)=\mathcal{F} \otimes R^{i} f_{*} \mathcal{G}
$$

cf. $[\mathrm{H}]$, III.8, Exercise 8.3.

On $K_{0}^{Y}(X)$ we define a decreasing filtration

$$
\begin{aligned}
K_{0}^{Y}(X) & =F^{0} K_{0}^{Y}(X) \supset F^{1} K_{0}^{Y}(X) \supset \ldots \supset F^{d} K_{0}^{Y}(X) \\
& \supset F^{d+1} K_{0}^{Y}(X)=\{0\} \quad(d=\operatorname{dim} X),
\end{aligned}
$$

by

$$
F^{p} K_{0}^{Y}(X):=\bigcup_{\substack{Z \subseteq Y \\ \operatorname{codim} \\ X}} \operatorname{im}\left(K_{0}^{Z}(X) \rightarrow K_{0}^{Y}(X)\right)
$$

Let $G r^{p} K_{0}^{Y}(X)=F^{p} K_{0}^{Y}(X) / F^{p+1} K_{0}^{Y}(X)$.
If $Z \in Z_{Y}^{p}(X)$ is an irreducible $p$-cycle contained in $Y$, we can choose a finite, locally free resolution $\mathcal{F}$. of $i_{*} \mathcal{O}_{Z}$, where $i: Z \hookrightarrow X$ is the closed immersion. Denote by $\alpha(Z) \in F^{p} K_{0}^{Y}(X)$ the class of $\mathcal{F}$.

## 3.3

Theorem 3 [G-S1] Let $X$ be a finite-dimensional regular scheme.
(i) $\quad F^{p} K_{0}^{Y}(X)_{\mathbb{Q}} \cdot F^{q} K_{0}^{Z}(X)_{\mathbb{Q}} \subseteq F^{p+q} K_{0}^{Y \cap Z}(X)_{\mathbb{Q}}$, the product being defined as in Lemma 3.3.
(ii) The map $\alpha$ induces an isomorphism

$$
\alpha_{\mathbb{Q}}: C H_{Y}^{p}(X)_{\mathbb{Q}} \longrightarrow G r^{p} K_{0}^{Y}(X)_{\mathbb{Q}}
$$

(iii) For any morphism $f: X \rightarrow X^{\prime}$ we have, with $Y=f^{-1}\left(Y^{\prime}\right)$,

$$
f^{*} F^{p} K_{0}^{Y^{\prime}}\left(X^{\prime}\right)_{\mathbb{Q}} \subset F^{p} K_{0}^{Y}(X)_{\mathbb{Q}} .
$$

The proof of this theorem will be given in Section 6.
Before going on, we give two corollaries to Theorem 3.
Corollary 1 (Serre's vanishing conjecture) Let $R$ be a regular local ring with maximal ideal $\mathbf{m}$ and residue field $k=R / \mathbf{m}$. Let $M, N$ be finitely generated $R$-modules. Put $X=\operatorname{Spec} R, Y=\operatorname{Supp} M, Z=\operatorname{Supp} N$ and suppose $Y \cap Z=\mathbf{m}$. If $\operatorname{codim}_{X} Y+\operatorname{codim}_{X} Z>\operatorname{dim} X$, then

$$
\chi^{R}(M, N):=\sum_{i}(-1)^{i} \ell_{R}\left(\operatorname{Tor}_{i}^{R}(M, N)\right)=0
$$

Proof. By Lemma 4, we have isomorphisms

$$
\varphi: K_{0}^{\mathrm{Y} \cap Z}(X)=K_{0}^{\{\mathbf{m}\}}(\operatorname{Spec} R) \cong K_{0}^{\prime}(k) \cong \mathbb{Z}
$$

where the last isomorphism is given by the dimension.
Now let $P \rightarrow M, Q \rightarrow N$ be projective resolutions of $M, N$ and denote by $[P],.[Q$.$] their classes in K_{0}^{Y}(X), K_{0}^{Z}(X)$ respectively. For the product $[P.] \cdot[Q$.$] we get by the very definition$

$$
\begin{aligned}
\varphi([P] \cdot[Q .]) & =\sum_{i}(-1)^{i} \sum_{j} \operatorname{dim}_{k}\left(\mathbf{m}^{j} H_{i}(P . \otimes Q .) / \mathbf{m}^{j+1}\right) \\
& =\sum_{i}(-1)^{i} \ell_{R}\left(\operatorname{Tor}_{i}^{R}(M, N)\right)=\chi^{R}(M, N)
\end{aligned}
$$

On the other hand, by Theorem $3,[P.] \cdot[Q.] \in F^{p+q} K_{0}^{Y \cap Z}(X)$, which vanishes, because of the assumption $\operatorname{codim}_{X} Y+\operatorname{codim}_{X} Z>\operatorname{dim} X$. Hence

$$
\chi^{R}(M, N)=0
$$

It is still an open problem whether $\chi^{R}(M, N)$ is always greater or equal to zero as conjectured by Serre [Se 2$]$.

Corollary 2 Let $X$ be a regular scheme of dimension d, $E$ a vector bundle and $L$ a line bundle on $X$. Then $\left[E \otimes L^{n}\right] \in K_{0}(X)_{\mathbb{Q}}$ is a polynomial of degree $d$ with respect to $n$, the coefficients being certain classes of vector bundles.

Proof. Let $U$ be an open set in $X$ such that $\left.L\right|_{U} \cong \mathcal{O}_{U}$; put $Z:=$ $X \backslash U$. Now the class $\alpha:=[L]-\left[\mathcal{O}_{X}\right]$ lies in $\operatorname{Ker}\left(K_{0}(X) \rightarrow K_{0}(U)\right)=$ $\operatorname{im}\left(K_{0}^{\prime}(Z) \rightarrow K_{0}(X)\right)$, by Lemma 2. Hence

$$
\alpha \in F^{1} K_{0}^{X}(X)=\bigcup_{Z \subset X} \operatorname{im}\left(K_{0}^{Z}(X) \rightarrow K_{0}^{X}(X)\right)
$$

using Lemma 1 and Lemma 4. By Theorem 3 we get

$$
\alpha^{d+1} \in F^{d+1} K_{0}^{X}(X)_{\mathbb{Q}}=0
$$

If we now expand, we get the desired result:

$$
\begin{aligned}
{\left[E \otimes L^{n}\right] } & =[E]\left(\alpha+\left[\mathcal{O}_{X}\right]\right)^{n}=[E](\alpha+1)^{n} \\
& =\sum_{i=0}^{n}[E] \alpha^{i}\binom{n}{i}=\sum_{i=0}^{d}[E] \alpha^{i}\binom{n}{i}
\end{aligned}
$$

Note finally that Theorem 3 implies Theorem 2, namely we take the commutativity of the following diagram as the definition of our intersection pairing:


## 4. $\lambda$-rings

## 4.1

Definition 5 A $\lambda$-ring is a unitary ring $R$ with operations $\lambda^{k} \quad \forall k \geq$ 0 , satisfying
(i) $\quad \lambda^{0}=1, \lambda^{1}(x)=x \quad \forall x \in R, \quad \lambda^{k}(1)=0 \quad \forall k>1$.
(ii) $\lambda^{k}(x+y)=\sum_{i=0}^{k} \lambda^{i}(x) \cdot \lambda^{k-i}(y)$.
(iii) $\lambda^{k}(x y)=P_{k}\left(\lambda^{1}(x), \ldots, \lambda^{k}(x) ; \lambda^{1}(y), \ldots, \lambda^{k}(y)\right)$ for some universal polynomials $P_{k}$ with integer coefficients (defined below).
(iv) $\lambda^{k}\left(\lambda^{\ell}(x)\right)=P_{k, \ell}\left(\lambda^{1}(x), \ldots, \lambda^{k \ell}(x)\right)$ for some universal polynomials $P_{k, \ell}$ with integer coefficients (defined below).

What we call a $\lambda$-ring is sometimes called a "special $\lambda$-ring".
Putting $\lambda_{t}(x):=\sum_{k} \lambda^{k}(x) t^{k}$, we have by (ii)

$$
\begin{equation*}
\lambda_{t}(x+y)=\lambda_{t}(x) \cdot \lambda_{t}(y) \tag{2}
\end{equation*}
$$

4.2 Let us define $P_{k}$. We first guess a formula for $P_{k}$ in the case $x=x_{1}+\ldots+x_{m}$ where $\lambda^{k}\left(x_{i}\right)=0 \quad \forall k>1, i=1, \ldots, m$ and $y=y_{1}+\ldots+y_{n}$ where $\lambda^{k}\left(y_{j}\right)=0 \quad \forall k>1, j=1, \ldots, n$. By (2) we find

$$
\lambda_{t}(x)=\prod_{i=1}^{m}\left(1+t x_{i}\right)
$$

hence

$$
\lambda^{k}(x)= \begin{cases}\sigma_{k}\left(x_{1}, \ldots, x_{m}\right) & k=1, \ldots, m \\ 0 & k>m\end{cases}
$$

$\sigma_{k}$ being the elementary symmetric function of degree $k$. Let us impose the following condition on $\lambda^{k}$ : if $\lambda^{k}(x)=\lambda^{k}(y)=0$ for $k>1$ then $\lambda^{k}(x y)=0$ for $k>1$. Then we get

$$
\lambda_{t}(x y)=\prod_{i=1}^{m} \prod_{j=1}^{n}\left(1+t x_{i} y_{j}\right) .
$$

Hence $\lambda^{k}(x y)$ is a symmetric polynomial in $x_{1}, \ldots, x_{m}$ of degree $k$ and
$y_{1}, \ldots, y_{n}$ of degree $k$, and so it can be expressed as a polynomial in the elementary symmetric polynomials up to degree $k$ :

$$
\begin{aligned}
\lambda^{k}(x y) & =P_{k}\left(\sigma_{1}\left(x_{i}\right), \ldots, \sigma_{k}\left(x_{i}\right) ; \sigma_{1}\left(y_{j}\right), \ldots, \sigma_{k}\left(y_{j}\right)\right) \\
& =P_{k}\left(\lambda^{1}(x), \ldots, \lambda^{k}(x) ; \lambda^{1}(y), \ldots, \lambda^{k}(y)\right)
\end{aligned}
$$

This is our definition of $P_{k}$.
4.3 Similarly, we shall define $P_{k, \ell}$ by first guessing a formula for $P_{k, \ell}$ in the case $x=x_{1}+\ldots+x_{m}$ where $\lambda^{k}\left(x_{i}\right)=0$ for all $k>1$ and then taking this formula as a definition. By 4.2 we have

$$
\lambda^{\ell}(x)=\sum_{1 \leq i_{1}<\ldots<i_{\ell} \leq m} x_{i_{1}} \cdot \ldots \cdot x_{i_{\ell}}
$$

hence $\lambda^{k}\left(\lambda^{\ell}(x)\right)$ is the coefficient of $t^{k}$ in

$$
\prod_{<\ldots<i_{\ell} \leq m}\left(1+t \cdot x_{i_{1}} \cdot \ldots \cdot x_{i_{\ell}}\right)
$$

But this is a symmetric polynomial in $x_{1}, \ldots, x_{m}$ of degree $k \ell$, hence it can be expressed as a polynomial in the elementary symmetric polynomials up to degree $k \ell$ :

$$
\begin{aligned}
\lambda^{k}\left(\lambda^{\ell}(x)\right) & =P_{k, \ell}\left(\sigma_{1}\left(x_{i}\right), \ldots, \sigma_{k \ell}\left(x_{i}\right)\right) \\
& =P_{k, \ell}\left(\lambda^{1}(x), \ldots, \lambda^{k \ell}(x)\right)
\end{aligned}
$$

4.4 In order to check universal relations among operations on $\lambda$-rings (i.e. polynomials in the $\lambda^{k}$ ), it is sufficient to check these on elements of the form $x=x_{1}+\ldots+x_{N}$ with $\lambda^{k}\left(x_{i}\right)=0$ for all $k>1(i=1, \ldots, N)$ (this is the 'Verification Principle', cf. [AT], §I.3). Furthermore, there is the following 'Splitting Principle' (cf. [AT], §I.6): if $R$ is a $\lambda$-ring and $x \in R$ with $\lambda^{k}(x)=0 \quad \forall k>N$, then there exists a $\lambda$-ring $R^{\prime} \supset R$ such that $x=x_{1}+\ldots+x_{N}$ with $x_{i} \in R^{\prime}$ and $\lambda^{k}\left(x_{i}\right)=0$ (for all $k>1$ and $i=1, \ldots, N)$.
4.5 Put

$$
\psi_{-t}(x):=-t \cdot \frac{\mathrm{~d} \lambda_{t}(x) / \mathrm{dt}}{\lambda_{t}(x)}
$$

and

$$
\psi_{t}(x):=\sum_{k \geq 1} \psi^{k}(x) t^{k}
$$

Definition $6 \psi^{k}$ are called the Adams operations on the $\lambda$-ring $R$.

From the remark in 4.1 we see that the Adams operations are additive:

$$
\psi^{k}(x+y)=\psi^{k}(x)+\psi^{k}(y)
$$

Now let $x, y \in R$ with $\lambda^{k}(x)=\lambda^{k}(y)=0$ for all $k>1$ (hence $\lambda^{k}(x y)=0$ for all $k>1$ ). Then $\lambda_{t}(x y)=1+t x y$ and therefore

$$
\begin{aligned}
\psi_{-t}(x y) & =-t \frac{x y}{1+t x y} \\
\psi_{t}(x y) & =\frac{t x y}{1-t x y}=\sum_{k \geq 1}(x y)^{k} t^{k} \\
\psi^{k}(x y) & =(x y)^{k}=x^{k} y^{k}=\psi^{k}(x) \psi^{k}(y)
\end{aligned}
$$

By the verification principle and the additivity of $\psi^{k}$, this is true for all $x, y \in R$, i.e. the Adams operations constitute ring endomorphisms.

With the verification principle one can also check, for any $x \in R$,

$$
\psi^{k}\left(\psi^{\ell}(x)\right)=\psi^{k \ell}(x)
$$

The Adams operations can be expressed in terms of the $\lambda$-operations. To check this, by the verification principle, we may assume that $x=$ $x_{1}+\ldots+x_{m}$, where $\lambda^{k}\left(x_{i}\right)=0$ for all $k>1$ and $i=1, \ldots, m$. In that case

$$
\begin{aligned}
\psi^{k}(x) & =\psi^{k}\left(x_{1}+\ldots+x_{m}\right)=\sum_{i=1}^{m} \psi^{k}\left(x_{i}\right) \\
& =\sum_{i=1}^{m} x_{i}^{k}=N_{k}\left(\sigma_{1}\left(x_{i}\right), \ldots, \sigma_{k}\left(x_{i}\right)\right) \\
& =N_{k}\left(\lambda^{1}(x), \ldots, \lambda^{k}(x)\right)
\end{aligned}
$$

where $N_{k}$ denotes the $k$-th Newton polynomial, which expresses $\sum_{i=1}^{m} x_{i}^{k}$ in terms of the elementary symmetric functions of degree less or equal to $k$.

## 4.6

Theorem 4 Let $X$ be a regular scheme. Then there exists a $\lambda$-ring structure on $\bigoplus_{Y \subseteq X} K_{0}^{Y}(X)$ with the following properties:
(i) $\lambda^{k}$ maps $K_{0}^{Y}(X)$ to itself for every $k \geq 0$.
(ii) The $\lambda$-ring structure is functorial.
(iii) If $X=\operatorname{Spec} R, Y=\operatorname{Spec}(R / a R) \quad(a \in R)$, then for the class of the Koszul complex $\operatorname{Kos}(a)$ in $K_{0}^{Y}(X)$, we have

$$
\psi^{k}([\operatorname{Kos}(a)])=k \cdot[\operatorname{Kos}(a)]
$$

Here $\operatorname{Kos}(a)$ is the complex defined by $0 \rightarrow R \xrightarrow{a} R \rightarrow 0$, with $R$ in degrees 0 and 1.

The proof of this Theorem will be given in the next section.

## 5. Proof of Theorem 4

5.1 We first show that $K_{0}(X)$ is a $\lambda$-ring. In order to define a $\lambda$ ring structure on $K_{0}(X)$, one is led to take the $k$-th exterior powers for the operations $\lambda^{k}$. The problem now consists in verifying the properties (iii), (iv) of Definition 5, (i) and (ii) being obviously true. We solve this problem by constructing an action of the Grothendieck group of certain representations, known to be a $\lambda$-ring, on $K_{0}(X)$.

Let us be more precise. Let $M_{n}$ denote the set of $n \times n$ matrices and $H=\mathbb{Z}\left[M_{n}\right]=\mathbb{Z}\left[X_{11}, X_{12}, \ldots, X_{n n}\right]$ the associated Hopf algebra over $\mathbb{Z}$, the coproduct $\mu: H \rightarrow H \otimes_{\mathbf{z}} H$ being defined as

$$
\mu\left(X_{i j}\right):=\sum_{k=1}^{n} X_{i k} \otimes X_{k j}
$$

Denote by $R_{\mathbf{Z}}\left(M_{n}\right)$ the Grothendieck group of (isomorphism classes of) $H$-left comodules, free and finitely generated over $\mathbb{Z}$. The homomorphism

$$
\begin{array}{ccc}
\mathrm{id}_{n}: \mathbb{Z}^{n} & \longrightarrow & H \otimes_{\mathbf{Z}} \mathbb{Z}^{n}  \tag{3}\\
e_{i} & \mapsto & \sum_{j=1}^{n} X_{i j} \otimes e_{j}
\end{array}
$$

where $e_{1}, \ldots, e_{n}$ is the obvious basis of $\mathbb{Z}^{n}$, gives $\mathbb{Z}^{n}$ the structure of an $H$-left comodule. In other words, the diagram

commutes. We denote the corresponding element in $R_{\mathbf{Z}}\left(M_{n}\right)$ by $\lambda^{1}\left(\mathrm{id}_{n}\right)$. When $k>1$ we then denote by $\lambda^{k}\left(\mathrm{id}_{n}\right)$ the element of $R_{\mathbf{Z}}\left(M_{n}\right)$ obtained by taking the $k$-th exterior power of the representation $\mathrm{id}_{n}$, defined by (3).

Theorem 5 [Se1], $[\mathrm{Kr}]$. The ring $R_{\mathbf{Z}}\left(M_{n}\right)$ is isomorphic to the polynomial ring

$$
\mathbb{Z}\left[\lambda^{1}\left(\mathrm{id}_{n}\right), \ldots, \lambda^{n}\left(\mathrm{id}_{n}\right)\right]
$$

The exterior powers define a $\lambda$-ring structure on $R_{\mathbf{Z}}\left(M_{n}\right)$.
Proof. We will just give a brief description and refer the reader to [Se1] and $[\mathrm{Kr}]$ for details. By the theory of characters, one knows that the Grothendieck group of representations over $\mathbb{Q}$ of the linear group is

$$
R_{\mathbb{Q}}\left(G L_{n}\right)=\mathbb{Z}\left[\lambda^{1}\left(\mathrm{id}_{n}\right), \ldots, \lambda^{n}\left(\mathrm{id}_{n}\right), \lambda^{n}\left(\mathrm{id}_{n}\right)^{-1}\right]
$$

This implies that

$$
R_{\mathbb{Q}}\left(M_{n}\right)=\mathbb{Z}\left[\lambda^{1}\left(\mathrm{id}_{n}\right), \ldots, \lambda^{n}\left(\mathrm{id}_{n}\right)\right] .
$$

Similarly, for any finite field $\boldsymbol{F}_{p}$, one has

$$
R_{\mathbf{F}_{p}}\left(M_{n}\right)=\mathbb{Z}\left[\lambda^{1}\left(\mathrm{id}_{n}\right), \ldots, \lambda^{n}\left(\mathrm{id}_{n}\right)\right]
$$

As shown in [Se1] §2.4, one has an exact sequence

$$
\coprod_{p \text { prime }} R_{\mathbf{F}_{p}}\left(M_{n}\right) \xrightarrow{j} R_{\mathbf{Z}}\left(M_{n}\right) \xrightarrow{i} R_{\mathbb{Q}}\left(M_{n}\right) \longrightarrow 0,
$$

where $i$ is defined by extension of scalars and $j$ is given as follows. For $[M] \in R_{\mathbf{F}_{p}}\left(M_{n}\right)$, i.e. $M$ an $\mathbb{F}_{p}\left[M_{n}\right]$-left comodule, finitely generated over $\mathbf{F}_{p}$, there is an exact sequence $0 \rightarrow P_{1} \rightarrow P_{0} \rightarrow M \rightarrow 0$ with $P_{0}, P_{1}$ being $H$-left comodules, free and finitely generated over $\mathbb{Z}$. The element $\left[P_{0}\right]-\left[P_{1}\right]$ in $R_{\mathbf{Z}}\left(M_{n}\right)$ does not depend on the choice of this exact sequence, cf. [Se1], §2.3. We put $j_{p}([M]):=\left[P_{0}\right]-\left[P_{1}\right]$ and $j=\left(j_{p}\right)$. On the other hand, by reduction modulo $p$, one gets a homomorphism $d_{p}: R_{\mathbf{Z}}\left(M_{n}\right) \rightarrow R_{\mathbf{F}_{p}}\left(M_{n}\right)$, and, as in [Se1], §2.7, one finds $j_{p} d_{p}=0$, hence $j=0$, because $d_{p}$ is surjective (each $\lambda^{k}\left(\mathrm{id}_{n}\right)$ lifts). From this the first assertion follows.

To prove the second assertion, we note from the previous result that $R_{\mathbf{Z}}\left(G L_{n}\right) \cong R_{\mathbb{Q}}\left(G L_{n}\right)$ injects into $R_{\mathbb{Q}}\left(T_{n}\right)$, the Grothendieck group of representations over $\mathbb{Q}$ of the group of diagonal matrices of size $n$. But one can check easily that exterior powers induce a $\lambda$-ring on the latter group, since all representations of $T_{n}$ are direct sums of one-dimensional representations, cf. [Se1], §3.6.
5.2 Let $A$ be a unitary ring. Any $m=\left(m_{i j}\right) \in M_{n}(A)$ defines a homomorphism $m: H=\mathbb{Z}\left[M_{n}\right] \rightarrow A$ by evaluating polynomials at $m_{i j}$. Hence any representation $\rho: V \rightarrow H \otimes \mathbf{z} V(V$ a left $H$-comodule, free and finitely generated over $\mathbb{Z}$ ) induces an action $\rho(m)$ on $A \otimes_{\mathbf{Z}} V$, namely the composition

$$
A \otimes_{\mathbf{z}} V \xrightarrow{\text { id } \otimes \rho} A \otimes_{\mathbf{z}}\left(H \otimes_{\mathbf{z}} V\right) \xrightarrow{m \otimes_{\mathrm{id}}} A \otimes_{\mathbf{z}} V
$$

Let now $P$ be a projective $A$-module, i.e. a direct factor of $A^{n}$ for some $n \in \mathbb{N}$ : there exists an $A$-module $Q$ with $A^{n}=P \oplus Q$. Denote by $p \in M_{n}(A)$ the projector of $A^{n}$ onto $P$. For any representation $\rho_{n}$ of $M_{n}$ define

$$
\rho_{n}([P])=\left[\operatorname{im} \rho_{n}(p)\right] \quad \text { in } K_{0}(A) .
$$

This element is well-defined since replacing $Q$ by $Q^{\prime}$ leads to replace $p$ by $p^{\prime}=g^{-1} p g$ for some $g \in G L_{n}(A)$, hence does not affect the class $\left[\operatorname{im}\left(\rho_{n}(p)\right)\right] \in K_{0}(A)$ of the image of the projector $\rho_{n}(p)$. Furthermore, given an exact sequence of representations

$$
0 \rightarrow \rho_{n}^{1} \rightarrow \rho_{n}^{2} \rightarrow \rho_{n}^{3} \rightarrow 0
$$

we get an exact sequence of $A$-modules

$$
0 \rightarrow \operatorname{im} \rho_{n}^{1}(p) \rightarrow \operatorname{im} \rho_{n}^{2}(p) \rightarrow \operatorname{im} \rho_{n}^{3}(p) \rightarrow 0
$$

Finally, this construction is compatible with the standard inclusion $M_{n} \rightarrow M_{n+1}$. So to every $P$ we have attached a ring morphism from $R_{\mathbf{Z}}\left(M_{\infty}\right)=\underset{n}{\lim _{\underset{\sim}{m}}} R_{\mathbf{Z}}\left(M_{n}\right)$ to $K_{0}(A)$.
5.3 The construction above extends to an arbitrary scheme $X$ as follows. Let $\mathcal{F}$ be a coherent locally free sheaf on $X$. Cover $X$ by affine open subsets $U=\operatorname{Spec} A$. The restriction $\left.\mathcal{F}\right|_{U}$ of $\mathcal{F}$ to $U$ is the sheaf attached to a finitely generated projective $A$-module $P$. Using 5.2 , given a representation $\rho_{n}$ of $M_{n}$, we define $\rho_{n}(P)$ and these modules can be glued together to give a coherent locally free sheaf $\rho_{n}(\mathcal{F})$ on $X$. As in the affine case, $\mathcal{F}$ defines a ring morphism from $R_{\mathbf{Z}}\left(M_{\infty}\right)$ to $K_{0}(X)$.

We are now able to show that $K_{0}(X)$ is a $\lambda$-ring. Indeed, the image of $\left(\lambda^{k}\left(\mathrm{id}_{n}\right)\right) \in R_{\mathbf{Z}}\left(M_{\infty}\right)$ by the above map is $\lambda^{k}(\mathcal{F})$, the $k$-th exterior power of $\mathcal{F}$. Applying Theorem 5 we conclude that these satisfy the relations (i)-(iv) of Definition 5 (for more details, cf. [GS1]).

### 5.4 We now proceed to the general situation, i.e. we show that there exists a $\lambda$-ring structure on $\bigoplus_{Y \subseteq X} K_{0}^{Y}(X)$ satisfying the properties stated

 in Theorem 4. For that purpose, we construct operations $\lambda^{k}: K_{0}^{Y}(X) \rightarrow$ $K_{0}^{Y}(X)$ satisfying (i)-(iv) of Definition 5.If $\mathcal{F}$. is a finite complex of locally free sheaves on $X$, acyclic outside $Y$, one is of course tempted to define the $\lambda$-ring structure by $\lambda^{k}(\mathcal{F}):=$ ( $\lambda^{k} \mathcal{F}$.), i.e., taking the $k$-th exterior power of each member of the complex $\mathcal{F}$. But one easily verifies by counting dimensions that $\lambda^{k}(\mathcal{F}$.) will
no longer be, in general, acyclic outside $Y$. Therefore, we have to consider a different definition. For this, we shall use the notion of simplicial objects in an abelian category and its relation to the category of chain complexes, which we now describe in more detail, following the article of Dold and Puppe [DP].

Let $\Delta$ denote the category of totally ordered finite sets and monotonic maps. So the objects of $\Delta$ are the finite sets $[n]=\{0<1<2<\ldots<n\}$ and the morphisms of $\Delta$ are generated by the maps

$$
\begin{array}{r}
\partial_{i}:[n-1] \longrightarrow[n], \quad \text { defined by } \partial_{i}(j)=\left\{\begin{array}{rl}
j & j<i \\
j+1 & j \geq i
\end{array}\right. \\
\sigma_{i}:[n] \longrightarrow[n-1], \text { defined by } \sigma_{i}(j)=\left\{\begin{array}{rl}
j & j \leq i \\
j-1 & j>i
\end{array}\right.
\end{array}
$$

The maps $\partial_{i}$ (resp. $\sigma_{i}$ ) are called faces (resp. degeneracies) for $i=$ $0, \ldots, n$.

If $\mathcal{C}$ is any category, the category $S \mathcal{C}$ of simplicial objects in $\mathcal{C}$ is defined as follows. The objects of $S C$ are contravariant functors $S: \Delta \rightarrow \mathcal{C}$ and the morphisms are natural transformations between these. Hence, a simplicial object is given by a sequence $\left\{S_{n}=S([n])\right\}$ and, for each monotonic map $\alpha:[m] \rightarrow[n]$, a map $S_{\alpha}:=S(\alpha): S_{n} \rightarrow S_{m}$, such that

$$
S_{\mathrm{id}_{[n]}}=\mathrm{id}_{S_{n}}
$$

and

$$
S_{\alpha \circ \beta}=S_{\beta} \circ S_{\alpha}
$$

Define $d_{i}:=S_{\partial_{i}}: S_{n} \rightarrow S_{n-1}, s_{i}:=S_{\sigma_{i}}: S_{n-1} \rightarrow S_{n}$. A simplicial morphism $f$ between $S$ and $T$ is given by a sequence of maps

$$
\left\{f_{n}: S_{n} \rightarrow T_{n}\right\}
$$

such that the following diagram commutes:

5.5 Now, if $\mathcal{A}$ is an abelian category, i.e. there is a notion of kernel and cokernel, we denote by $C \mathcal{A}$ the category of chain complexes (of homological type) associated to $\mathcal{A}$. We define a functor $N: S \mathcal{A} \rightarrow C \mathcal{A}$ as follows. For any object $S$ of $S \mathcal{A}$, put

$$
(N S)_{n}:=\bigcap_{i=1}^{n} \operatorname{ker}\left(d_{i}: S_{n} \rightarrow S_{n-1}\right)
$$

for $n \geq 1$ and $(N S)_{0}=S_{0}$. Because $d_{i} \circ d_{j}=d_{j-1} \circ d_{i}$ for $i<j$, $d_{0}(N S)_{n} \subset(N S)_{n-1}$ and $d_{0}^{2}=0$, hence $d_{0}$ defines a map

$$
\partial:(N S)_{n} \rightarrow(N S)_{n-1}
$$

with $\partial^{2}=0$, and we define $N S$ to be the chain complex $(N S)_{n}$ with boundary map $\partial$. If $f: S \rightarrow T$ is a simplicial map, we obtain by restriction a chain map $N f: N S \rightarrow N T$.

Conversely, one can also define a functor $K: C \mathcal{A} \rightarrow S \mathcal{A}$. For any object $C$ in $C \mathcal{A}$, we put

$$
\begin{equation*}
(K C)_{n}:=\bigoplus_{q \leq n} \bigoplus_{\eta} C_{q} \tag{4}
\end{equation*}
$$

where $\eta$ runs over all surjective monotonic maps $\eta:[n] \rightarrow[q]$. Furthermore, for each monotonic map $\alpha:[m] \rightarrow[n]$, we define

$$
(K C)_{\alpha}:(K C)_{n} \rightarrow(K C)_{m}
$$

by giving the restrictions of $(K C)_{\alpha}$ to each summand in (4) as follows; note that for $\alpha:[m] \rightarrow[n], \eta:[n] \rightarrow[q]$, there exist unique monotonic maps $\eta^{\prime}:[m] \rightarrow[p], \epsilon:[p] \hookrightarrow[q]$ for some $p$, such that $\eta \circ \alpha=\epsilon \circ \eta^{\prime}:$
(a) If $p=q$, then $\left.(K C)_{\alpha}\right|_{C_{q}}: C_{q} \rightarrow C_{q}$ is given by the identity map on $C_{q}$;
(b) If $p=q-1$ and $\epsilon(0)=1$, then $\left.(K C)_{\alpha}\right|_{C_{q}}: C_{q} \rightarrow C_{p}$ is given by the boundary map $\partial$ on $C_{q}$;
(c) In all other cases, $\left.(K C)_{\alpha}\right|_{C_{q}}: C_{q} \rightarrow C_{p}$ is given by the zero map on $C_{q}$.
If $f: C \rightarrow D$ is a chain map, one checks that it induces a simplicial map $K f$ between $K C$ and $K D$.

The main result now states (cf. [DP], Satz 3.6) that the functor $N K: C \mathcal{A} \rightarrow C \mathcal{A}$ is the identity and that $K N: S \mathcal{A} \rightarrow S \mathcal{A}$ is naturally equivalent to the identity functor, i.e., there exist natural transformations $F: K N \rightarrow \operatorname{id}_{S, \mathcal{A}}$ and $G: \mathrm{id}_{S, \mathcal{A}} \rightarrow K N$ such that $F \circ G=G \circ F=\mathrm{id}$. As a consequence, $N$ and $K$ are exact functors.
5.6 If $G$ is a free abelian group with generators $g_{i}(i \in I)$, one defines for any $A \in \operatorname{ob}(\mathcal{A})$ the tensor product $G \otimes A \in \mathrm{ob}(\mathcal{A})$ by

$$
G \otimes A:=\bigoplus_{i \in I} A
$$

This definition can be made independent of the choice of the set of generators (cf. [DP], §3.32).

Using this remark, we can define chain (resp. simplicial) homotopy in $C \mathcal{A}$ (resp. $S \mathcal{A}$ ). Let $N(1) \in \mathrm{ob}(C \mathcal{A})$ denote the normalized chain
complex of the standard 1-simplex, namely $N(1)_{n}=0$ for $n>1$, $N(1)_{1}=\mathbb{Z}[e], N(1)_{0}=\mathbb{Z}\left[e_{0}\right] \oplus \mathbb{Z}\left[e_{1}\right]$ and $\partial(e)=e_{1}-e_{0}$. A chain homotopy between two chain maps $f_{0}, f_{1}: C \longrightarrow D$ in $C \mathcal{A}$ is a morphism

$$
h: N(1) \otimes C \longrightarrow D
$$

such that $h\left(e_{i} \otimes c\right)=f_{i}(\mathrm{c}) \quad(i=0,1)$. The restriction of $h$ to $N(1)_{1} \otimes C$ is a map $H: C[-1] \rightarrow D$, and $h$ is a chain map iff $\partial H+H \partial=f_{0}-f_{1}$, i.e. $H$ is a homotopy between the chain maps $f_{0}$ and $f_{1}$.

On the other hand, let $K(1):=K(N(1)) \in \operatorname{ob}(S \mathcal{A})$. A simplicial homotopy between two morphisms $f_{0}, f_{1}: S \rightarrow T$ in $S \mathcal{A}$ is a morphism

$$
h: K(1) \otimes S \longrightarrow T
$$

such that $h\left(s_{0}^{n}\left(e_{i}\right) \otimes s\right)=f_{i}(s) \quad(i=0,1)$. Here $e_{0}, e_{1}$ denote the two generators of $K(1)_{0}=N(1)_{0}$ and $s_{0}^{n}$ is the obvious inclusion

$$
K(1)_{0} \hookrightarrow K(1)_{n}=N(1)_{0} \oplus \bigoplus_{\eta} N(1)_{1},
$$

where $\eta$ runs over all surjective monotonic maps $[n] \rightarrow[1]$. So, in degree $n$, the $\operatorname{map} h_{n}: S_{n} \oplus S_{n} \oplus \bigoplus_{\eta} S_{n} \rightarrow T_{n}$ is equal to $f_{0, n}$ (resp. $f_{1, n}$ ) on the first (resp. second) summand.

By [DP], Satz 3.31, we know that $N$ and $K$ preserve homotopy. In the sequel, we call $C \in \mathrm{ob}(C \mathcal{A})$ (resp. $S \in \mathrm{ob}(S \mathcal{A})$ ) contractible when the identity map on $C$ (resp. $S$ ) is homotopic to the zero map.

Let now $F: \mathcal{A} \rightarrow \mathcal{B}$ be a functor between the abelian categories $\mathcal{A}, \mathcal{B}$ satisfying $F(0)=0$. We extend $F$ to a functor $F: C \mathcal{A} \rightarrow C \mathcal{B}$ by setting

$$
F(C):=N F K(C)
$$

According to [DP], Satz 3.31, this functor will preserve homotopy. Indeed, we just need to check it for simplicial objects and, given a homotopy $h: K(1) \otimes S \rightarrow T$, we get the homotopy

$$
F(h): K(1) \otimes F S \longrightarrow F T
$$

by composing $h$ with the natural map

$$
K(1) \otimes F S \longrightarrow F(K(1) \otimes S) .
$$

5.7 We are now able to define operations $\lambda^{k}: K_{0}^{Y}(X) \rightarrow K_{0}^{Y}(X)$. Let $\mathcal{P}(X)$ be the category of locally free coherent sheaves on $X$ and $F=\lambda^{k}: \mathcal{P}(X) \rightarrow \mathcal{P}(X)$ be the $k$-th exterior power. By the above procedure, we define

$$
\lambda^{k}(\mathcal{F}):=N \lambda^{k} K(\mathcal{F} .)
$$

here $\mathcal{P}(X)$ is embedded in the abelian category of all coherent $\mathcal{O}_{X^{-}}$ modules. One checks that $\lambda^{k}(\mathcal{F})$ is also in $C \mathcal{P}(X)$. Therefore $\lambda^{k}$ induces a homotopy preserving functor from $C \mathcal{P}(X)$ into itself (see $\S 5.5)$. If $\mathcal{F}$. is acyclic outside $Y$, the restriction to any open affine set in $X \backslash Y$ is also acyclic and therefore contractible; hence $\lambda^{k}(\mathcal{F})$ is also acyclic outside $Y$. Similarly, given any quasi-isomorphism from $\mathcal{F}$. to $\mathcal{G}$., the induced morphism from $\lambda^{k}\left(\mathcal{F}\right.$. to $\lambda^{k}(\mathcal{G}$.) is an homotopy equivalence on each open affine set, hence a quasi-isomorphism. Finally, we know, by [DP] $\S 4.23$, that the complex $\lambda^{k}(\mathcal{F}$.) is finite when the complex $\mathcal{F}$. is finite (the length of $\lambda^{k}(\mathcal{F}$.) is at most $k$ times the length of $\mathcal{F}$.). Therefore we get maps $\lambda^{k}: K_{0}^{Y}(X) \rightarrow K_{0}^{Y}(X)$, and we need to verify (i)-(iv) of Definition 5. Obviously (i) is true, because, by convention, $\lambda^{0}(\mathcal{F})=\mathcal{O}_{X}$ for any locally free sheaf $\mathcal{F}$. To prove (ii), we first note that, if

$$
0 \rightarrow \mathcal{F}^{\prime} \rightarrow \mathcal{F} \rightarrow \mathcal{F}^{\prime \prime} \rightarrow 0
$$

is an exact sequence in $\mathcal{P}(X)$, then $\lambda^{k}(\mathcal{F})$ admits a canonical filtration whose successive quotients are canonically isomorphic to $\lambda^{k^{\prime}}\left(\mathcal{F}^{\prime}\right) \otimes$ $\lambda^{k^{\prime \prime}}\left(\mathcal{F}^{\prime \prime}\right)$ with $k^{\prime}+k^{\prime \prime}=k$. Let now $[\mathcal{F}]=.\left[\mathcal{F}^{\prime}\right]+\left[\mathcal{F}^{\prime \prime}\right]$ in $K_{0}^{Y}(X)$, i.e. there is an exact sequence in $C \mathcal{P}(X)$

$$
0 \longrightarrow \mathcal{F}^{\prime} \longrightarrow \mathcal{F} \longrightarrow \mathcal{F}^{\prime \prime} \longrightarrow 0
$$

Since $K$ is exact, $\lambda^{k} K(\mathcal{F})$ admits a filtration whose successive quotients are isomorphic to $\lambda^{k^{\prime}} K\left(\mathcal{F}^{\prime}\right) \otimes \lambda^{k^{\prime \prime}} K\left(\mathcal{F}^{\prime \prime}\right)$ with $k^{\prime}+k^{\prime \prime}=k$. Since $N$ is also exact, $N \lambda^{k} K(\mathcal{F})=\lambda^{k}(\mathcal{F})$ has a filtration whose successive quotients are isomorphic to $N\left(\lambda^{k^{\prime}} K\left(\mathcal{F}^{\prime}\right) \otimes \lambda^{k^{\prime \prime}} K\left(\mathcal{F}^{\prime \prime}\right)\right)$, which is isomorphic to $N \lambda^{k^{\prime}} K\left(\mathcal{F}^{\prime}\right) \otimes N \lambda^{k^{\prime \prime}} K\left(\mathcal{F}_{.}^{\prime \prime}\right)$. Therefore, in the group $K_{0}^{Y}(X)$, we get the equality

$$
\left[\lambda^{k}(\mathcal{F} .)\right]=\bigoplus_{i=0}^{k}\left[\lambda^{i}\left(\mathcal{F}^{\prime}\right)\right] \otimes\left[\lambda^{k-i}\left(\mathcal{F}^{\prime \prime}\right)\right]
$$

which proves (ii).
To prove (iii) and (iv) we proceed as in the case $Y=X$ considered above. Let $\left[\rho_{\infty}\right] \in R_{\mathbf{Z}}\left(M_{\infty}\right)$ an element of degree $d$ as a polynomial in $\underset{n}{\lim }\left[\lambda^{1}\left(\mathrm{id}_{n}\right), \ldots, \lambda^{n}\left(\mathrm{id}_{n}\right)\right]$ and $[\mathcal{F}.] \in K_{0}^{Y}(X)$, with $\mathcal{F}$. of length $N$. We define $\left[\rho_{\infty}\right](\mathcal{F}.) \in K_{0}^{Y}(X)$ as follows. Let $n_{0}$ be such that all the bundles $K(\mathcal{F})_{n}, n \leq N d+1$, are locally direct factors of $\mathcal{O}_{X}^{n_{0}}$. We may then define, as in $5.3, p\left(K(\mathcal{F})_{n}\right)$ for any representation $\rho$ of $M_{n_{0}}$. Take

$$
\rho(\mathcal{F} .)_{n}=\bigcap_{i \geq 1} \operatorname{ker}\left(d_{i} \text { on } \rho\left(K(\mathcal{F} .)_{n}\right)\right)
$$

when $n \leq N d+1$. One can show that $\rho(\mathcal{F})_{N d+1}=0$, so it makes sense to take $\rho(\mathcal{F})_{n}=0$ when $n \geq N d+1$. This construction is compatible with
exact sequences and stabilization, so we get an element $\left[\rho_{\infty}\right](\mathcal{F})$ for any $\left[\rho_{\infty}\right] \in R_{\mathbf{Z}}\left(M_{\infty}\right)$. When $\rho_{\infty}=\lambda^{k}(\mathrm{id})$, we have $\left[\lambda^{k}(\mathrm{id})\right](\mathcal{F})=.\left[\lambda^{k}(\mathcal{F}).\right]$. Using the fact that $R_{\mathbf{Z}}\left(M_{\infty}\right)$ is a $\lambda$-ring, we conclude that the properties (i)-(iv) in Definition 5 are satisfied by $\lambda^{k}$ on $K_{0}^{Y}(X)$ (see [GS1] for more details).
5.8 This proves that $\bigoplus_{Y \subseteq X} K_{0}^{Y}(X)$ has a $\lambda$-ring structure. By construction this $\lambda$-ring structure is functorial. To complete the proof of Theorem 4, we have to verify that, when $X=\operatorname{Spec} R$ and $Y=$ $\operatorname{Spec}(R / a R)(a \in R), \psi^{k}([\operatorname{Kos}(a)])=k \cdot[\operatorname{Kos}(a)]$. Here $\operatorname{Kos}(a)$ is the Koszul complex

$$
C: 0 \rightarrow E \xrightarrow{u} F \rightarrow 0
$$

where $E=F=R$ and $u$ is the multiplication by $a$. By the definitions of the functor $K$, we have

$$
(K C)_{n}=F \oplus \bigoplus_{\eta_{i}} E
$$

where $\eta_{i}$ are the $n$ surjective monotonic maps from [ $n$ ] onto [1], given by

$$
\eta_{i}(j)=\left\{\begin{array}{ll}
0 & j<i \\
1 & j<i
\end{array} \quad(i=1, \ldots, n) .\right.
$$

We write $(K C)_{n}=F \oplus E_{1} \oplus \ldots \oplus E_{n}$, where $E_{i}$ is the copy of $E$ belonging to $\eta_{i}$. Because $\eta_{i} \circ \partial^{j}=\eta_{i}$ for $i \leq j$ and $\eta_{i} \circ \partial^{j}=\eta_{i-1}$ for $i>j$, unless $i=1, j=0$ or $i=j=n$ (where $\eta_{1} \circ \partial^{0}$ and $\eta_{n} \circ \partial^{n}$ are the zero maps), $d_{j}:(K C)_{n} \rightarrow(K C)_{n-1}$ is given by the formulae

$$
\begin{aligned}
& d_{0}\left(f, e_{1}, \ldots, e_{n}\right)=\left(f+u\left(e_{1}\right), e_{2}, \ldots, e_{n}\right) \\
& d_{j}\left(f, e_{1}, \ldots, e_{n}\right)=\left(f, e_{1}, \ldots, e_{j-1}, e_{j}+e_{j+1}, \ldots, e_{n}\right) \quad \text { if } 0<j<n \\
& d_{n}\left(f, e_{1}, \ldots, e_{n}\right)=\left(f, e_{1}, \ldots, e_{n-1}\right)
\end{aligned}
$$

Now $\lambda^{k} K C$ is given by the sequence

$$
\left(\lambda^{k} K C\right)_{n}=\bigoplus \lambda^{\alpha} F \otimes \lambda^{\beta_{1}} E_{1} \otimes \ldots \otimes \lambda^{\beta_{n}} E_{n}
$$

the sum being taken over all tuples $\left(\alpha, \beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{N}^{n+1}$ such that $\alpha+\beta_{1}+\ldots+\beta_{n}=k$. The faces $d_{j}$ on $\lambda^{k} K C$ are induced by the faces on $K C$ described above. One computes

$$
\begin{aligned}
\left(N \lambda^{k} K C\right)_{n} & =\bigcap_{j=1}^{n} \operatorname{ker}\left(d_{j}:\left(\lambda^{k} K C\right)_{n} \longrightarrow\left(\lambda^{k} K C\right)_{n-1}\right) \\
& =\bigoplus \lambda^{\alpha} F \otimes \lambda^{\beta_{1}} E_{1} \otimes \ldots \otimes \lambda^{\beta_{n}} E_{n}
\end{aligned}
$$

the sum being taken over all tuples $\left(\alpha, \beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{N}^{n+1}$ such that $\alpha+\beta_{1}+\ldots+\beta_{n}=k$ and $\beta_{i}>0$. Therefore $\alpha=0,1$ and $\beta_{i}=1$, since
$F=E_{i}=R \quad(i=1, \ldots, n)$. From this we deduce $N \lambda^{k} K C=C[1-k]$, which implies

$$
\begin{aligned}
\lambda^{k}[\operatorname{Kos}(a)] & =\lambda^{k}[C]=\left[N \lambda^{k} K C\right] \\
& \left.=[C[1-k]]=(-1)^{k-1}[C] \quad \text { (note that }[C]=-[C[-1]]\right),
\end{aligned}
$$

and this gives

$$
\psi^{k}([\operatorname{Kos}(a)])=k \cdot[\operatorname{Kos}(a)],
$$

by noting that $[\operatorname{Kos}(a)]^{2}=0$.

## 5.9

Remark If $X$ is defined over $\mathbb{F}_{p}$, it has a Frobenius endomorphism $F$, which is the identity map on the underlying topological space and raises the sections of the structure sheaf $\mathcal{O}_{X}$ to the $p$-th power. For any closed subset $Y \subseteq X$ this induces a map $F^{*}: K_{0}^{Y}(X) \rightarrow K_{0}^{Y}(X)$. One can show that $F^{*}=\psi^{p}$. So, in characteristic $p>0$, Frobenius provides a quick definition of the Adams operation $\psi^{p}$.

## 6. Proof of Theorem 3

6.1 We first prove part (i) of Theorem 3.

Lemma 5 Let $X$ be a regular scheme and $Y \subseteq X$ a closed subscheme with $\operatorname{codim}_{X} Y=m$. Then there exists an exact sequence

$$
0 \rightarrow F^{m+1} K_{0}^{Y}(X) \rightarrow K_{0}^{Y}(X) \rightarrow \bigoplus_{x \in Y \cap X^{(m)}} K_{0}^{(x)}\left(\mathcal{O}_{X, x}\right) .
$$

Proof. By Lemma 2 we have, for $Z \subseteq Y$ a closed subscheme, the following exact sequence

$$
K_{0}^{\prime}(Z) \rightarrow K_{0}^{\prime}(Y) \rightarrow K_{0}^{\prime}(Y-Z) \rightarrow 0 .
$$

By Lemma 4, it may be written

$$
0 \rightarrow \operatorname{im}\left(K_{0}^{Z}(X) \rightarrow K_{0}^{Y}(X)\right) \rightarrow K_{0}^{Y}(X) \rightarrow K_{0}^{Y-Z}(X-Z) \rightarrow 0 .
$$

By taking the inductive limit over all closed subschemes $Z \subseteq Y$ with $\operatorname{codim}_{X} Z \geq m+1$, we get

The isomorphism

$$
\underset{\substack{\operatorname{codim} X^{Z} Z m+1 \\ \cos }}{\lim } K_{0}^{Y-Z}(X-Z) \cong \bigoplus_{x \in Y \cap X^{(m)}} K_{0}^{\{x\}}\left(\mathcal{O}_{X, x}\right)
$$

completes the proof.

Definition 7 Fix $k>1$. For $i \geq 0$, we define the weight $i$-part of $K_{0}^{Y}(X)_{\mathbb{Q}}$ to be the subspace $K_{0}^{Y}(X)^{(i)}$ made of the elements $\alpha \in$ $K_{0}^{Y}(X)_{\mathbb{Q}}$ such that

$$
\psi^{k}(\alpha)=k^{i} \alpha
$$

From Theorem 4.1 it follows that $K_{0}^{Y}(X)^{(i)}$ does not depend on the choice of $k$ (see [S1]).

Lemma 6 With the above notation we have

$$
F^{p} K_{0}^{Y}(X)_{\mathbb{Q}}=\bigoplus_{i \geq p} K_{0}^{Y}(X)^{(i)}
$$

Proof. We use descending induction on $m=\operatorname{codim}_{X} Y$. So suppose first that $Y=\{x\}$. Then $K_{0}^{\{x\}}(X) \cong K_{0}^{\prime}(\{x\}) \cong K_{0}(k(x)) \cong \mathbb{Z}$ (the last isomorphism is given by the dimension), so the only thing to check is that the action of $\psi^{k}$ on a single non-zero element of $K_{0}^{\{x\}}(X)=F^{d} K_{0}^{Y}(X)$ ( $d=\operatorname{dim} X$ ) is multiplication by $k^{d}$. For that purpose, let $R$ be the regular local ring $\mathcal{O}_{X, x}$ with maximal ideal $\mathbf{m}=\left(a_{1}, \ldots, a_{d}\right), a_{1}, \ldots, a_{d}$ denoting a system of parameters. By [Ma], p. 135, we then know that

$$
\operatorname{Kos}\left(a_{1}, \ldots, a_{d}\right)=\bigotimes_{i=1}^{d} \operatorname{Kos}\left(a_{i}\right)
$$

is a resolution of $R / \mathbf{m}=k(x)$ (because $a_{1}, \cdots, a_{d}$ is an $R$-regular sequence), so it defines an element in $K_{0}^{\{x\}}(X)$. We now compute $\psi^{k}$ of this element using Theorem 4.1 (without loss of generality, we may replace $X$ by $\operatorname{Spec} \mathcal{O}_{X, x}$ ):

$$
\begin{aligned}
\psi^{k}\left(\left[\operatorname{Kos}\left(a_{1}, \ldots, a_{d}\right)\right]\right) & =\psi^{k}\left(\bigotimes_{i=1}^{d}\left[\operatorname{Kos}\left(a_{i}\right)\right]\right)=\prod_{i=1}^{d} k \cdot\left[\operatorname{Kos}\left(a_{i}\right)\right] \\
& =k^{d}\left[\operatorname{Kos}\left(a_{1}, \ldots, a_{d}\right)\right]
\end{aligned}
$$

as claimed.
We now proceed to the general case, i.e. we assume $\operatorname{codim}_{X} Y=m<$ $d$, assuming the claim for all closed subschemes of codimension bigger than $m$.

For $\alpha \in F^{p} K_{0}^{Y}(X)_{\mathbb{Q}}$, we first show the existence of a decomposition $\alpha=\sum_{i \geq p} \alpha_{i}$, where $\psi^{k}\left(\alpha_{i}\right)=k^{i} \alpha_{i}$.

If $p>m, \alpha \in F^{m+1} K_{0}^{Y}(X)$, i.e. $\alpha \in \operatorname{im}\left(K_{0}^{Z}(X) \rightarrow K_{0}^{Y}(X)\right)$ for some
$Z$ with $\operatorname{codim}_{X} Z \geq m+1$. Hence in this case the decomposition follows by the induction hypothesis.

If $p=m$, look at the exact sequence from Lemma 6.1:

$$
0 \rightarrow F^{m+1} K_{0}^{Y}(X) \rightarrow K_{0}^{Y}(X) \xrightarrow{\epsilon} \bigoplus_{x \in Y \cap X^{(m)}} K_{0}^{\{x\}}\left(\mathcal{O}_{X, x}\right) \rightarrow 0
$$

By the above argument $\psi^{k}(\epsilon(\alpha))=k^{m} \epsilon(\alpha)$, hence $\epsilon\left(\psi^{k}(\alpha)-k^{m} \alpha\right)=0$. So $\psi^{k}(\alpha)-k^{m} \alpha \in F^{m+1} K_{0}^{Y}(X)$ and, by the induction hypothesis,

$$
\psi^{k}(\alpha)-k^{m} \cdot \alpha=\sum_{i>m} \beta_{i}
$$

where $\psi^{k}\left(\beta_{i}\right)=k^{i} \beta_{i} \quad(i>m)$. Now put

$$
\begin{aligned}
\alpha_{i} & :=\left(k^{i}-k^{m}\right)^{-1} \beta_{i} \quad, i>m \\
\alpha_{m} & :=\alpha-\sum_{i>m} \alpha_{i}
\end{aligned}
$$

Then, if $i>m$, we get

$$
\left(\psi^{k}-k^{i}\right)\left(\alpha_{i}\right)=\left(k^{i}-k^{m}\right)^{-1}\left(k^{i}-k^{i}\right) \beta_{i}=0
$$

Furthermore,

$$
\begin{aligned}
\left(\psi^{k}-k^{m}\right)\left(\alpha_{m}\right) & =\sum_{i>m} \beta_{i}-\sum_{i>m}\left(\psi^{k}-k^{m}\right)\left(\alpha_{i}\right) \\
& =\sum_{i>m} \beta_{i}-\sum_{i>m} \frac{k^{i}-k^{m}}{k^{i}-k^{m}} \cdot \beta_{i}=0 .
\end{aligned}
$$

Hence $\alpha=\sum_{i \geq m} \alpha_{i}$, with $\psi^{k}\left(\alpha_{i}\right)=k^{i} \cdot \alpha_{i}$, as desired.
The uniqueness of such a decomposition follows also inductively. Assume we had two decompositions

$$
\sum_{i \geq m} \alpha_{i}=\alpha=\sum_{i \geq m} \alpha_{i}^{\prime}
$$

Applying $\psi^{k}$, we derive the two decompositions

$$
\sum_{i>m}\left(k^{i}-k^{m}\right) \alpha_{i}=\sum_{i>m}\left(k^{i}-k^{m}\right) \alpha_{i}^{\prime}
$$

By the induction hypothesis $\alpha_{i}=\alpha_{i}^{\prime}$ for $i>m$, hence also $\alpha_{m}=\alpha_{m}^{\prime}$, as desired.

So far, we have shown the inclusion

$$
F^{p} K_{0}^{Y}(X)_{\mathbb{Q}} \subset \bigoplus_{i \geq p} K_{0}^{Y}(X)^{(i)}
$$

The proof of Lemma 6 will be complete if we show the opposite inclusion. So assume $\alpha \in \bigoplus_{i \geq p} K_{0}^{Y}(X)^{(i)}$ and $\alpha \in F^{q} K_{0}^{Y}(X) \backslash F^{q+1} K_{0}^{Y}(X)$. We have

$$
\alpha=\sum_{i \geq p} \alpha_{i}=\sum_{j \geq q} \beta_{j} \quad \text { with } \beta_{q} \neq 0
$$

Hence $\alpha_{q} \neq 0$, from which $p \leq q$, i.e. $\alpha \in F^{p} K_{0}^{Y}(X)$, follows.
We can now easily prove Theorem $3(\mathrm{i})$. Let $\alpha \in F^{p} K_{0}^{Y}(X)_{\mathbb{Q}}$ and $\beta \in F^{q} K_{0}^{Z}(X)_{\mathbb{Q}}$. By Lemma 6 we then have $\alpha=\sum_{i \geq p} \alpha_{i}$ with $\alpha_{i} \in$ $K_{0}^{Y}(X)^{(i)}$ and $\beta=\sum_{j \geq q} \beta_{j}$ with $\beta_{j} \in K_{0}^{Z}(X)^{(j)}$. Therefore, $\alpha \beta=$ $\sum_{i, j} \alpha_{i} \beta_{j}$ with

$$
\psi^{k}\left(\alpha_{i} \beta_{j}\right)=k^{i+j} \alpha_{i} \beta_{j}, \quad i+j \geq p+q .
$$

So $\alpha \beta$ lies in $F^{p+q} K_{0}^{Y \cap Z}(X)_{\mathbb{Q}}$, as claimed.
6.2 We are left with proving Theorem 3(ii), namely the isomorphism

$$
C H_{Y}^{p}(X)_{\mathbb{Q}} \cong G r^{p} K_{0}^{Y}(X)_{\mathbb{Q}}
$$

To achieve this, we have first to review some knowledge of algebraic $K$-theory (cf. [Q1]). Unfortunately, giving more details on these constructions would take us beyond the scope of this book.

Definition 8 A category $\mathcal{E}$ is called exact if there exists an abelian category $\mathcal{A}$ such that $\mathcal{E}$ is a full subcategory of $\mathcal{A}$ closed under extension: for any exact sequence $0 \rightarrow E^{\prime} \rightarrow E \rightarrow E^{\prime \prime} \rightarrow 0$ in $\mathcal{A}$, if $E^{\prime}$ and $E^{\prime \prime}$ are in $\operatorname{ob}(\mathcal{E})$ then $E$ lies in $\mathrm{ob}(\mathcal{E})$.

For an exact category $\mathcal{E}$, Quillen [Q1] defined $K$-groups $K_{m}(\mathcal{E})$ ( $m \in$ $\mathbb{N}$ ) by introducing a simplicial set $B Q \mathcal{E}$, constructed out of the objects and exact sequences of $\mathcal{E}$, and putting

$$
K_{m}(\mathcal{E}):=\pi_{m+1}(B Q \mathcal{E})
$$

the ( $m+1$ )-th homotopy group of $B Q \mathcal{E}$; this definition does not depend on choice of the abelian category $\mathcal{A}$. Furthermore $K_{0}(\mathcal{E})$ is isomorphic to the Grothendieck group of $\mathcal{E}$.

In our situation, $X$ a noetherian, separated scheme and $Y \subseteq X$ a closed subset, we use the following exact categories: $\mathcal{M}(X)$, the category of coherent sheaves on $X ; \mathcal{M}_{Y}(X)$, the category of coherent sheaves on $X$ supported on $Y ; \mathcal{P}(X)$, the category of coherent locally free sheaves on $X$.

For $m \in \mathbb{N}$ we then put

$$
\begin{aligned}
K_{m}^{\prime}(X) & :=K_{m}(\mathcal{M}(X)) \\
K_{m}^{\prime Y}(X) & :=K_{m}\left(\mathcal{M}_{Y}(X)\right) \\
K_{m}(X) & :=K_{m}(\mathcal{P}(X))
\end{aligned}
$$

We note that these definitions are compatible with the previous ones in the case $m=0$, due to the above mentioned isomorphism between $K_{0}(\mathcal{E})$
and the Grothendieck group of $\mathcal{E}$. Furthermore $K_{m}^{\prime Y}(X)$ is isomorphic to $K_{m}^{\prime}(Y)$.

If $A$ is a unitary commutative ring, we write $K_{m}(A)$ instead of $K_{m}(\operatorname{Spec} A)$. For example, when $A=F$ is a field, we have (cf. [Mi], $\S \S 1,3,11)$ :

$$
\begin{aligned}
& K_{0}(F) \cong \mathbb{Z} \\
& K_{1}(F) \cong F^{*} \\
& K_{2}(F) \cong F^{*} \otimes_{\mathbf{Z}} F^{*} /\left\langle x \otimes(1-x): x \in F^{*} \backslash\{1\}\right\rangle
\end{aligned}
$$

In other words, $K_{2}(F)$ is defined by the generators $\{x, y\}, x, y \in$ $F^{*} \backslash\{1\}$, and the relations

$$
\begin{aligned}
\left\{x_{1} x_{2}, y\right\} & =\left\{x_{1}, y\right\}+\left\{x_{2}, y\right\} \\
\left\{x, y_{1} y_{2}\right\} & =\left\{x, y_{1}\right\}+\left\{x, y_{2}\right\}, \quad \text { and } \\
\{x, 1-x\} & =0
\end{aligned}
$$

The tensor product of modules induces a product

$$
K_{m}(X) \otimes K_{n}(X) \rightarrow K_{m+n}(X)
$$

making $\bigoplus_{m \geq 0} K_{m}(X)$ into a ring. It gives also a product

$$
K_{m}(X) \otimes K_{n}^{\prime}(X) \rightarrow K_{m+n}^{\prime}(X)
$$

making $\bigoplus_{m \geq 0} K_{m}^{\prime}(X)$ into a $\bigoplus_{m \geq 0} K_{m}(X)$-left module.
The product by the class of $\mathcal{O}_{X}$ defines a natural map $K_{m}(X) \rightarrow K_{m}^{\prime}(X)$. This is an isomorphism if $X$ is regular, cf. Lemma 4 in the case $m=0$.

## 6.3

Definition 9 A subcategory $\mathcal{S}$ of an exact category $\mathcal{E}$ is called a Serre subcategory if $\mathcal{S}$ is a full subcategory and for any exact sequence $0 \rightarrow$ $E^{\prime} \rightarrow E \rightarrow E^{\prime \prime} \rightarrow 0$ in $\mathcal{E}, E^{\prime}, E^{\prime \prime} \in \mathrm{ob}(\mathcal{S})$ is equivalent to $E \in \mathrm{ob}(\mathcal{S})$.

In the situation of Definition 9 , there exists a quotient category $\mathcal{E} / \mathcal{S}$, which is again an exact category. In this context Quillen established the following long exact sequence, called the localization exact sequence (cf. [Q1])
$\ldots \rightarrow K_{m+1}(\mathcal{E} / \mathcal{S}) \rightarrow K_{m}(\mathcal{S}) \rightarrow K_{m}(\mathcal{E}) \rightarrow K_{m}(\mathcal{E} / \mathcal{S}) \rightarrow K_{m-1}(\mathcal{S}) \rightarrow \ldots$.

For example, let $A$ be a Dedekind domain, $F$ its quotient field, $\mathcal{E}$ the exact category of finitely generated $A$-modules, and $\mathcal{S}$ the Serre subcategory of torsion $A$-modules. Observing $\mathcal{E} / \mathcal{S} \cong \mathcal{P}(\operatorname{Spec} F)$ and $\mathcal{S} \cong \coprod_{\wp \neq 0} \mathcal{P}(\operatorname{Speck}(\wp))$, where $\wp$ runs over all non-zero prime ideals of
$A$ and $k(\wp)$ denotes the residue field $A / \wp$, we obtain the exact sequence

$$
\begin{aligned}
\ldots \rightarrow K_{m+1}(F) & \rightarrow \bigoplus_{\wp \neq 0} K_{m}(k(\wp)) \rightarrow K_{m}(A) \rightarrow K_{m}(F) \\
& \rightarrow \bigoplus_{\wp \neq 0} K_{m-1}(k(\wp)) \rightarrow \ldots
\end{aligned}
$$

In particular, the map

$$
F^{*} \cong K_{1}(F) \longrightarrow \bigoplus_{\wp \neq 0} K_{0}(k(\wp)) \cong \bigoplus_{\wp \neq 0} \mathbb{Z}
$$

is nothing but the valuation map $f \mapsto\left(v_{\wp}(f)\right), f \in F^{*}$.
The localization exact sequence leads also to the following. Let $X, Y$ be as above and $\operatorname{dim} X<\infty$. Denote by $\mathcal{M}_{Y}^{p}(X)$ the category of coherent sheaves $\mathcal{F}$ on $X$ supported on $Y$ and such that $\operatorname{codim}_{X}(\operatorname{supp} \mathcal{F}) \geq p$. These give a filtration of the exact category $\mathcal{M}_{Y}(X)$ by Serre subcategories.

Theorem 6 There exists a spectral sequence $E_{r Y}^{p, q}(X)$ with differentials $d_{r}^{p, q}: E_{r Y}^{p, q}(X) \longrightarrow E_{r Y}^{p+r, q-r+1}(X)$ with

$$
E_{1 Y}^{p, q}(X)=\left\{\begin{array}{cl}
K_{-p-q}\left(\mathcal{M}_{Y}^{p}(X) / \mathcal{M}_{Y}^{p+1}(X)\right) & p \geq 0, p+q \leq 0 \\
0 & \text { otherwise }
\end{array}\right.
$$

and converging to $K_{-p-q}^{\prime Y}(X)$.

Proof. The long exact sequence for $\mathcal{E}=\mathcal{M}_{Y}^{p}(X)$ and $\mathcal{S}=\mathcal{M}_{Y}^{p+1}(X)$ leads to the exact couple

which gives us the desired spectral sequence $\left\{E_{r Y}^{p, q}(X)\right\}$ converging to $K_{-p-q}\left(\mathcal{M}_{Y}(X)\right)=K_{-p-q}^{\prime Y}(X)$.

From [Q1] we also know

$$
K_{m}\left(\mathcal{M}_{Y}^{p}(X) / \mathcal{M}_{Y}^{p+1}(X)\right) \cong \bigoplus_{x \in X^{(p)} \cap Y} K_{m}(k(x))
$$

where $k(x)$ denotes the residue field of $x$; hence we have

$$
E_{1 Y}^{p, q}(X) \cong\left\{\begin{array}{cl}
\bigoplus_{x \in X^{(p)} \cap Y} K_{-p-q}(k(x)) & p \geq 0, p+q \leq 0 \\
0 & \text { otherwise }
\end{array}\right.
$$

We can also compute $E_{2 Y}^{p,-p}(X)$. By Theorem 6 we get

$$
d_{1}=d_{1}^{p-1,-p}: E_{1 Y}^{p-1,-p}(X) \longrightarrow E_{1 Y}^{p,-p}(X) \longrightarrow 0 .
$$

We have

$$
E_{1 Y}^{p-1,-p}(X) \cong \bigoplus_{y \in X^{(p-1)} \cap Y} K_{1}(k(y)) \cong \bigoplus_{y \in X^{(p-1)} \cap Y} k(y)^{*}
$$

and

$$
E_{1 Y}^{p,-p}(X) \cong \bigoplus_{x \in X^{(p)} \cap Y} K_{0}(k(x)) \cong \bigoplus_{x \in X^{(p)} \cap Y} \mathbf{Z} \cong Z_{p}^{Y}(X) .
$$

Hence we obtain

$$
d_{1}: \bigoplus_{y \in X^{(p-1)} \cap Y} k(y)^{*} \longrightarrow Z_{Y}^{p}(X) \longrightarrow 0 .
$$

One can show that for $\left(f_{y}\right) \in \oplus k(y)^{*}$ the image $d_{1}\left(f_{y}\right)$ is given by $\sum_{y} \operatorname{div} f_{y} \in Z_{Y}^{p}(X)$. We conclude that coker $d_{1}=Z_{Y}^{p}(X) / \operatorname{im~} d_{1}=$ $C H_{Y}^{p}(X)$, i.e.

$$
E_{2 Y}^{p,-p}(X) \cong C H_{Y}^{p}(X) .
$$

Similarly we compute $E_{2 Y}^{p-1,-p}(X)$. Again by Theorem 6 we have

$$
d_{1}=d_{1}^{p-2,-p}: E_{1 Y}^{p-2,-p}(X) \longrightarrow E_{1 Y}^{p-1,-p}(X) .
$$

We know that $E_{1 Y}^{p-2,-p}(X) \cong \bigoplus_{z \in X^{(p-2)} \cap Y} K_{2}(k(z))$. Hence we obtain

$$
d_{1}: \bigoplus_{z \in X^{(p-2) \cap Y}} K_{2}(k(z)) \longrightarrow \bigoplus_{y \in X^{(p-1) \cap Y}} k(y)^{*} .
$$

The map $d_{1}: K_{2}(k(z)) \longrightarrow k(y)^{*}$ is zero, unless $y \in \overline{\{z\}}=: Z$. To describe it in the latter case we first assume that the local ring $\mathcal{O}_{z, y}$ is regular, hence a discrete valuation ring with valuation $v$, quotient field $k(z)$ and residue field $k(y)$. The map $d_{1}$ is then given by the tame symbol $\partial_{v}$ (see [G2]):

$$
\begin{aligned}
d_{1}(\{f, g\}) & =\partial_{v}(\{f, g\}) \\
& :=\operatorname{class} \text { of }\left((-1)^{v(f) v(g)} \cdot f^{v(g)} \cdot g^{-v(f)}\right), \text { if } f, g \in k(z)^{*} \backslash\{1\} .
\end{aligned}
$$

In the non-regular case, let $W:=\operatorname{Spec}\left(\widetilde{\mathcal{O}}_{Z, y}\right)$ with $\widetilde{\mathcal{O}}_{Z, y}$ the normalization of $\mathcal{O}_{z, y}$ (inside of $k(z)$ ) and denote by $y_{1}, \ldots, y_{\ell}$ the preimages of $y$ in $W$. Because $\mathcal{O}_{W, y_{i}}$ are now regular local rings, we can define $d_{1}$ by using the tame symbols $\partial_{\nu_{i}}$ (here $v_{i}$ denotes the discrete valuation of $\left.\mathcal{O}_{W, y_{i}}\right)$ and then the following formula holds :

$$
d_{1}(\{f, g\}):=\prod_{i=1}^{\ell} N_{k\left(y_{i}\right) / k(y)} \partial_{v_{i}}(\{f, g\}),
$$

where $k\left(y_{i}\right)$ denotes the residue field of $\mathcal{O}_{W, y_{i}}$ and $N_{k\left(y_{i}\right) / k(y)}$ is the norm from $k\left(y_{i}\right)$ to $k(y)$, a finite extension.

Let us define

$$
\begin{aligned}
& C H_{Y}^{p-1, p}(X):= E_{2 Y}^{p-1,-p}(X) \\
&\left\{\left(f_{y}\right) \in \bigoplus_{y \in X(p-1) \cap Y} k(y)^{*}: \sum_{y} \operatorname{div} f_{y}=0\right\} \\
&\cong \overbrace{1}\left(\left\{u_{z}\right\}\right):\left(\left\{u_{z}\right\}\right) \in \bigoplus_{z \in X^{(p-2) \cap Y}} K_{2}(k(z))\}
\end{aligned}
$$

6.4 In the previous section we observed that $E_{2 Y}^{p,-p}(X) \cong C H_{Y}^{p}(X)$. We shall now sketch the proof of an isomorphism

$$
E_{2 Y}^{p,-p}(X)_{\mathbb{Q}} \cong G r^{p} K_{0}^{Y}(X)_{\mathbb{Q}}
$$

when $X$ is regular. This will finish the proof of Theorem 3 (ii).
For this purpose, we first note that Quillen's $K$-groups $K_{m}^{\prime Y}(X)$ can be computed as follows [BG]. Denote by $\mathcal{K}$ the Zariski simplicial sheaf associated to the presheaf

$$
U \mapsto \mathbb{Z} \times \underset{\vec{n}}{\lim } B G L_{n}\left(\Gamma\left(U, \mathcal{O}_{X}\right)\right)^{+}=: \mathbb{Z} \times B G L\left(\Gamma\left(U, \mathcal{O}_{X}\right)\right)^{+}
$$

By means of flasque resolutions for Zariski simplicial sheaves, one can define a cohomology theory with coefficients in any such sheaf (loc. cit.). Applying this to $\mathcal{K}$ we define

$$
K_{m}^{Y}(X):=H_{Y}^{-m}(X, \mathcal{K})
$$

When $X$ is regular, a generalization of Lemma 4 gives an isomorphism

$$
K_{m}^{\prime Y}(X) \cong K_{m}^{Y}(X)
$$

This definition of $K_{m}^{Y}(X)$ can be used to define operations

$$
\lambda^{k}: K_{m}^{Y}(X) \rightarrow K_{m}^{Y}(X)
$$

making $\bigoplus_{\substack{m \geq 0 \\ r \subseteq x}} K_{m}^{Y}(X)$ into a $\lambda$-ring, where the product on this group is defined to be zero if both factors have positive degree.

More precisely, for all integers $k, 0 \leq k \leq n$, exterior powers give maps of sheaves

$$
\left.\lambda^{k}: G L_{n}\left(\mathcal{O}_{X}\right) \longrightarrow G L_{\substack{n \\ k}}\right)\left(\mathcal{O}_{X}\right)
$$

They can be used to construct maps of simplicial sheaves

$$
\lambda^{k}: \mathbb{Z} \times B G L_{n}\left(\mathcal{O}_{X}\right)^{+} \longrightarrow \mathcal{K}
$$

which are stable for the inclusion $G L_{n} \hookrightarrow G L_{n+1}$, hence induce operations

$$
\lambda^{k}: H_{Y}^{-m}(X, \mathcal{K}) \longrightarrow H_{Y}^{-m}(X, \mathcal{K})
$$

cf. [S1], Proposition 4. Furthermore, one can prove the following ([S1], Théorème 4):

Theorem 7 When $X$ is regular the above constructions induce operations

$$
\lambda^{k}: E_{r Y}^{p, q}(X) \longrightarrow E_{r Y}^{p, q}(X)
$$

on the spectral sequence of Theorem 6. These converge to the operations

$$
\lambda^{k}: K_{-p-q}^{Y}(X) \longrightarrow K_{-p-q}^{Y}(X) .
$$

For the isomorphism

$$
i_{*}: \bigoplus_{x \in X^{(p)} \cap Y} K_{-p-q}(k(x)) \xrightarrow{\cong} E_{1 Y}^{p, q}(X)
$$

the Adams operations $\psi^{k}$, associated to these $\lambda^{k}$, satisfy

$$
\psi^{k}\left(i_{*}(\alpha)\right)=k^{p} \cdot i_{*}\left(\psi^{k}(\alpha)\right)
$$

for any $\alpha \in \bigoplus_{x \in X(p) \cap Y} K_{-p-q}(k(x))$.
Because the operations $\psi^{k}$ act on $K_{0}$ (resp. $K_{1}$ ) of a field by the identity (resp. multiplication by $k$ ), the above Theorem implies that the operations $\psi^{k}$ act on $E_{r Y}^{p, q}(X)$ by multiplication by $k^{-q}$ when $q=-p$ and $-p-1$. Since the differentials

$$
d_{r}^{p-1,-p}: E_{r Y}^{p-1,-p}(X) \rightarrow E_{r Y}^{p-1+r,-p-r+1}(X)
$$

commute with the Adams operations $\psi^{k}$, we have the relation $\left(k^{r-1}-1\right)$. $d_{r}^{p-1,-p}=0$. Hence, if $r \geq 2$, after tensoring with $\mathbb{Q}, d_{r}^{p-1,-p}$ vanishes. This gives

$$
E_{2 Y}^{p,-p}(X)_{\mathbb{Q}}=E_{\infty Y}^{p,-p}(X)_{\mathbb{Q}} \cong G r^{p} K_{0}^{Y}(X)_{\mathbb{Q}} .
$$

So we finally get the desired isomorphism

$$
C H_{Y}^{p}(X)_{\mathbb{Q}} \cong E_{2 Y}^{p,-p}(X)_{\mathbb{Q}} \cong G r^{p} K_{0}^{Y}(X)_{\mathbb{Q}} .
$$

## 6.5

Remarks For a bound on the denominators in the isomorphism above see [S1].

Gersten conjectured that, for any regular noetherian finite- dimensional scheme $X$ and for all $p \geq 0$, the group $C H^{p}(X)$ is isomorphic to the Zariski cohomology group $H^{p}\left(X, \mathcal{K}_{p}\right)$, where $\mathcal{K}_{p}$ is the sheaf of abelian groups attached to the presheaf $U \mapsto K_{p}(U)$; see [Q1]. In that case an intersection pairing

$$
C H^{p}(X) \otimes C H^{q}(X) \longrightarrow C H^{p+q}(X)
$$

could be defined as the cup product (up to sign)

$$
H^{p}\left(X, \mathcal{K}_{p}\right) \otimes H^{q}\left(X, \mathcal{K}_{q}\right) \longrightarrow H^{p+q}\left(X, \mathcal{K}_{p+q}\right)
$$

induced by the products on higher K-groups; this definition is valid when $X$ is of finite type over some field, see for instance [G3].

## II

## Green Currents

In this chapter, following [GS2], we shall deal with some constructions in complex analytic geometry. If $X$ is a smooth projective complex variety, and $Z \subset X$ a closed irreducible subvariety, or more generally a cycle on $X$, we define a Green current for $Z$ to be a current $g$ on $X$ such that $d d^{c} g+\delta_{Z}$ is a smooth form $\omega_{Z}$, where $\delta_{Z}$ denotes the current given by integration on $Z$. This notion generalizes the Green functions on a Riemann surface which were used by Arakelov to get an intersection theory on arithmetic surfaces [A1].

In the first section we prove the existence of these Green currents by applying the $\partial \bar{\partial}$-Lemma of Hodge theory (Theorem 1). When $Z$ has codimension one, a formula due to Poincaré and Lelong proves that these currents can be obtained using hermitian line bundles (Theorem 2). In general, we prove in the second paragraph that there exists a Green current for $Z$ given by a smooth form on $X-Z$ which is integrable on $X$ and grows slowly along $Z$. More precisely, it is of logarithmic type along $Z$; see 2.1 for the precise definition. The construction relies upon Hironaka's resolution of singularities to get to the case of divisors.

Given two cycles $Y$ and $Z$ on $X$ meeting properly, and $g_{Y}$ (resp. $g_{Z}$ ) a Green current for $Y$ (resp. $Z$ ), we then look for a Green current for the intersection cycle of $Y$ and $Z$ in $X$. The heuristic formula

$$
\begin{equation*}
g_{Y} * g_{Z}:=g_{Y} \wedge \delta_{Z}+\omega_{Y} \wedge g_{Z} \tag{1}
\end{equation*}
$$

provides one since, formally, we have

$$
\begin{align*}
d d^{c}\left(g_{Y} * g_{Z}\right) & =d d^{c}\left(g_{Y}\right) \wedge \delta_{Z}+\omega_{Y} \wedge d d^{c}\left(g_{Z}\right) \\
& =\left(\omega_{Y}-\delta_{Y}\right) \wedge \delta_{Z}+\omega_{Y} \wedge\left(\omega_{Z}-\delta_{Z}\right) \\
& =-\delta_{Y} \wedge \delta_{Z}+\omega_{Y} \wedge \omega_{Z}  \tag{2}\\
& =-\delta_{Y \cap Z}+\omega_{Y} \wedge \omega_{Z}
\end{align*}
$$

But (1) requires a rigorous definition of the product of currents $g_{Y} \wedge \delta_{Z}$ and the use of the rules of differentiation in (2) has to be justified. We show in the third section that this can be done when $g_{Y}$ is of logarithmic type (Theorem 4). We also quote from [GS2] several properties of this *-product.

## 1. Currents

1.1 Let $X$ be a smooth projective complex equidimensional variety of complex dimension $d$. Denote by $A^{p, q}(X)$ the vector space of $\mathbb{C}$-valued differential forms of type $(p, q)$. If $z=\left(z_{1}, \ldots, z_{d}\right)$ are local coordinates, we have, for $\omega \in A^{p, q}(X)$,

$$
\begin{align*}
\omega & =\sum_{1 \leq j_{1}<\ldots<j_{q} \leq d}^{1 \leq i_{1}<\ldots<i_{p} \leq d} f_{i_{1} \ldots i_{p}, j_{1} \ldots j_{q}}(z, \bar{z}) d z_{i_{1}} \wedge \ldots \wedge d z_{i_{p}} \wedge d \bar{z}_{j_{1}} \wedge \ldots \wedge d \bar{z}_{j_{q}}  \tag{3}\\
& =\sum_{|J|=q}^{|I|=p} f_{I, J}(z, \bar{z}) d z_{I} \wedge d \bar{z}_{J}
\end{align*}
$$

where $f_{I, J}(z, \bar{z})$ are $C^{\infty}$-functions. The space $A^{n}(X)$ of differential forms of degree $n$ is then given by

$$
\begin{equation*}
A^{n}(X)=\bigoplus_{p+q=n} A^{p, q}(X) . \tag{4}
\end{equation*}
$$

We denote by $\partial: A^{p, q}(X) \rightarrow A^{p+1, q}(X), \bar{\partial}: A^{p, q}(X) \rightarrow A^{p, q+1}(X)$ and $d=\partial+\bar{\partial}: A^{n}(X) \rightarrow A^{n+1}(X)$ the usual differentials.

Following De Rham [DR1], we let $D_{n}(X):=A^{n}(X)^{*}$, i.e. $D_{n}(X)$ denote the space of linear functionals on $A^{n}(X)$, which are continuous in the sense of Schwartz: for a sequence $\left\{\omega_{r}\right\} \subset A^{n}(X)$ with Supp $\omega_{r}$ contained in some fixed compact set $K$ and $T \in D_{n}(X)$, we have $T\left(\omega_{r}\right) \rightarrow 0$, if $\omega_{r} \rightarrow 0$, meaning that all coefficients in (3) together with finitely many of their derivatives tend uniformly to zero on $K$ when $r \rightarrow \infty$. By (4) we obtain the decomposition

$$
D_{n}(X)=\bigoplus_{p+q=n} D_{p, q}(X)
$$

$D_{p, q}(X)$ being the duals of $A^{p, q}(X)$.
Definition $1 \quad D^{p, q}(X):=D_{d-p, d-q}(X)$.
1.2 The differentials $\partial, \bar{\partial}, d$ induce maps from $D^{p, q}(X)$ to $D^{p+1, q}(X)$, $D^{p, q+1}(X)$, and $D^{p+q+1}(X)$ respectively. We denote these maps by $\partial^{\prime}, \bar{\partial}^{\prime}, d^{\prime}$ respectively. For instance, if $T \in D^{p, q}(X), \alpha \in A^{d-(p+1), d-q}(X)$ we have $\left(\partial^{\prime} T\right)(\alpha)=T(\partial \alpha)$. Now we have the inclusion map

$$
\begin{aligned}
A^{p, q}(X) & \longrightarrow D^{p, q}(X) \\
\omega & \mapsto[\omega],
\end{aligned}
$$

defined by

$$
[\omega](\alpha):=\int_{X} \omega \wedge \alpha \quad \text { for any } \alpha \in A^{d-p, d-q}(X) .
$$

Here we chose an orientation on $X$ by deciding that $d z_{1} d \bar{z}_{1} \cdots d z_{n} d \bar{z}_{n}$ has positive orientation on $\mathbb{C}^{n}$. If $p+q=n$, Stokes' Theorem leads to

$$
\begin{aligned}
{[d \omega](\alpha) } & =\int_{X} d \omega \wedge \alpha \\
& =\int_{X} d(\omega \wedge \alpha)-\int_{X}(-1)^{n} \omega \wedge d \alpha \\
& =(-1)^{n+1} \int_{X} \omega \wedge d \alpha \\
& =(-1)^{n+1}[\omega](d \alpha) \\
& =(-1)^{n+1}\left(d^{\prime}[\omega]\right)(\alpha) .
\end{aligned}
$$

Let us denote $(-1)^{n+1} \partial^{\prime},(-1)^{n+1} \bar{\partial}^{\prime}$, and $(-1)^{n+1} d^{\prime}$ by $\partial, \bar{\partial}$ and $d$ respectively. We have commutative diagrams

(and idem with $\bar{\partial}$ and $d$ ). These diagrams induce isomorphisms on the level of cohomology with respect to $\partial, \bar{\partial}$, and $d$, cf. [GH], p. 382.

Now, for every irreducible analytic subvariety $Y \stackrel{i}{\hookrightarrow} X$ of codimension $p$, we define a current $\delta_{Y} \in D^{p, p}(X)$ by setting, for all $\alpha \in A^{d-p, d-q}(X)$,

$$
\delta_{Y}(\alpha):=\int_{Y n s} i^{*} \alpha
$$

where $Y^{n s}$ is the non-singular locus of $Y$. By linearity we extend this definition to arbitrary analytic subvarieties $Y$. The fact that $\delta_{Y}$ is welldefined and gives a current is due to Lelong [Le].

This also follows from Hironaka's theorem [Hi] on the resolution of singularities. This states that given any $Z \subset Y$, where $Z$ contains the singular locus of $Y$, there exists a proper map $\pi: \tilde{Y} \rightarrow Y$ such that
(i) $\tilde{Y}$ is smooth;
(ii) $E:=\pi^{-1}(Z)$ is a divisor with normal crossings;
(iii) $\pi: \widetilde{Y}-E \rightarrow Y-Z$ is an isomorphism.

We then have

$$
\delta_{Y}(\alpha)=\int_{Y^{n s}} i^{*} \alpha=\int_{\widetilde{Y}} \pi^{*} i^{*} \alpha
$$

1.3 Let $d^{c}:=(4 \pi i)^{-1}(\partial-\bar{\partial}) \quad$ (hence $\left.d d^{c}=-(2 \pi i)^{-1} \partial \bar{\partial}\right)$.

Definition 1.2 A Green current for a codimension $p$ analytic subvariety $Y$, is a current $g \in D^{p-1, p-1}(X)$ such that

$$
d d^{c} g+\delta_{Y}=[\omega]
$$

for some form $\omega \in A^{p, p}(X)$.
Theorem 1 If $X$ is Kähler, then every $Y \subset X$ has a Green current. If $g_{1}, g_{2}$ are two Green currents for $Y$, then

$$
g_{1}-g_{2}=[\eta]+\partial S_{1}+\bar{\partial} S_{2}
$$

with $\eta \in A^{p-1, p-1}(X), S_{1} \in D^{p-2, p-1}(X), S_{2} \in D^{p-1, p-2}(X)$.

Before proving Theorem 1, we recall the Hodge decomposition theorem for $A^{p, q}(X)$ and $D^{p, q}(X)$. From a Kähler structure on $X$ we get adjoints $\partial^{*}, \bar{\partial}^{*}, d^{*}$ of $\partial, \bar{\partial}, d$ for the $L^{2}$-scalar product $\langle, .$,$\rangle on forms.$ The Laplacian is then defined as $\Delta_{d}:=2\left(\partial^{*} \partial+\partial \partial^{*}\right)=2\left(\bar{\partial}^{*} \bar{\partial}+\bar{\partial}^{*}\right)=$ $d^{*} d+d d^{*}$. If $\mathcal{H}^{p, q}:=\operatorname{ker} \Delta_{d}$ denotes the harmonic forms, the Hodge decomposition for $A^{p, q}(X)$ are orthogonal decompositions

$$
\begin{aligned}
A^{p, q}(X) & =\mathcal{H}^{p, q} \oplus \operatorname{im} \partial \oplus \operatorname{im} \partial^{*} \\
& =\mathcal{H}^{p, q} \oplus \operatorname{im} \bar{\partial} \oplus \operatorname{im} \bar{\partial}^{*} \\
& =\mathcal{H}^{p, q} \oplus \operatorname{im} d \oplus \operatorname{im} d^{*}
\end{aligned}
$$

By duality, completely analogous results hold for $D^{p, q}(X)$. As a consequence of this, we can prove the $\partial \bar{\partial}$-Lemma:

Lemma 1 If $T \in D^{p, p}(\boldsymbol{X})$ with $T=d S$ for some current $S$, then $T=d d^{c} U$ with $U \in D^{p-1, p-1}(\boldsymbol{X})$.

Proof. We have $T=\partial S+\bar{\partial} S$; by Hodge decomposition we have

$$
\begin{aligned}
S & =h_{1}+\partial x_{1}+\partial^{*} y_{1}=h_{2}+\bar{\partial} x_{2}+\bar{\partial}^{*} y_{2}, \\
\partial S & =\partial \bar{\partial} x_{2}+\partial \bar{\partial}^{*} y_{2}, \\
\bar{\partial} S & =\bar{\partial} \partial x_{1}+\bar{\partial} \partial^{*} y_{1},
\end{aligned}
$$

hence

$$
T=\bar{\partial} \partial x_{1}+\partial \bar{\partial} x_{2}+\partial \bar{\partial}^{*} y_{2}+\bar{\partial} \partial^{*} y_{1}
$$

Now $\partial T=\bar{\partial} T=0$, implies $\partial \bar{\partial} \partial^{*} y_{1}=0, \bar{\partial} \partial \bar{\partial}^{*} y_{2}=0$. Therefore, since $\partial^{*}$ anticommutes with $\bar{\partial}$ (see [GH]),

$$
0=\left\langle\partial \bar{\partial} \partial^{*} y_{1}, \bar{\partial} y_{1}\right\rangle=-\left\langle\bar{\partial} \partial^{*} y_{1}, \bar{\partial} \partial^{*} y_{1}\right\rangle
$$

So $\bar{\partial} \partial^{*} y_{1}=0$, and similarly $\bar{\partial} \partial^{*} y_{2}=0$. So we have

$$
T=\partial \bar{\partial}\left(x_{2}-x_{1}\right)
$$

Proof of Theorem 1. By Stokes' Theorem we have $d \delta_{Y}=0$, hence by 1.2. we deduce $\delta_{Y}=[\omega]+d S$ for some $\omega \in A^{p, p}(X)$ and some current $S$. Now we deduce from Lemma 1 that

$$
[\omega]-\delta_{Y}=-d S=d d^{c} g
$$

for some $g \in D^{p-1, p-1}(X)$.
To prove the second part of the theorem, we first note $d d^{c}\left(g_{1}-g_{2}\right)=$ $\left[\omega_{1}\right]-\left[\omega_{2}\right]=d d^{c}\left[\eta^{\prime}\right]$ for some $\eta^{\prime} \in A^{p-1, p-1}(X)$ by the $\partial \bar{\partial}$-Lemma for smooth currents, which is proved in the same way as Lemma 1. If we show that $d d^{c} x_{0}=0$, with $x_{0}$ of type $(p-1, p-1)$ implies $x_{0}=$ $\left[\eta^{\prime \prime}\right]+\partial S_{1}+\bar{\partial} S_{2}$, the proof will be complete. But $\partial \bar{\partial} x_{0}=0$ implies $\bar{\partial} x_{0}=\left[\eta_{1}\right]+\partial x_{1}$, hence $\bar{\partial} x_{1}=\left[\eta_{2}\right]+\partial x_{2}$, because $\partial \bar{\partial} x_{1}=\bar{\partial}\left[\eta_{1}\right]$. If we iterate this argument, we get a sequence of currents $x_{n}$ and forms $\eta_{n}$ such that $\bar{\partial} x_{n}=\left[\eta_{n+1}\right]+\partial x_{n+1}$, with $x_{n}$ of type $(p-n-1, q+n-1)$. When $n$ is big enough, we conclude that $\bar{\partial} x_{n}=\left[\eta_{n+1}\right]$, from which $x_{n}=$ $\left[\xi_{n}\right]+\bar{\partial} v_{n}$ follows. Now $\bar{\partial} x_{n-1}=\left[\eta_{n}\right]+\partial x_{n}=\left[\eta_{n}\right]+\partial\left[\xi_{n}\right]+\partial \bar{\partial} v_{n}$ leads to $\bar{\partial}\left(x_{n-1}+\partial v_{n}\right)=\left[\eta_{n}\right]+\partial\left[\xi_{n}\right]$, hence $x_{n-1}=\left[\xi_{n-1}\right]+\partial u_{n-1}+\bar{\partial} v_{n-1}$, so, by repeating the argument, $x_{0}=\left[\xi_{0}\right]+\partial u_{0}+\bar{\partial} v_{0}$, as claimed.

## 1.4

Theorem 2 (The Poincaré-Leduag formula). Let L be a holomorphic line bundle on $X$ with hermitian metric $\|\cdot\|$, s a meromorphic section of
$L$ and $c_{1}(L,\|\cdot\|)$ the first Chern form of $L$. Then $-\log \|s\|^{2} \in L^{1}(X)$, hence induces a distribution $\left[-\log \|s\|^{2}\right] \in D^{0,0}(X)$. This is a Green current for divs:

$$
d d^{c}\left[-\log \|s\|^{2}\right]+\delta_{\text {divs }}=\left[c_{1}(L,\|\cdot\|)\right] .
$$

Proof. By definition, an hermitian metric on $L$ is an hermitian scalar product on each fiber $L_{x}$, which varies smoothly with $x$; see also §IV.2.3. Since $L$ has rank one, this is the same as a smooth norm $\|\cdot\|$ on $L$. On $X$ minus the support of divs, one has an equality of differential forms

$$
-d d^{c} \log \|s\|^{2}=(2 \pi i)^{-1} \partial \bar{\partial} \log \|s\|^{2}=c_{1}(L,\|\cdot\|)
$$

which can be taken as definition of the first Chern form $c_{1}(L,\|\cdot\|)$ on $X$, since replacing $s$ by $s^{\prime}=f \cdot s$ with some non-vanishing holomorphic function $f$, gives

$$
\partial \bar{\partial} \log \left\|s^{\prime}\right\|^{2}=\partial \bar{\partial} \log \|s\|^{2},
$$

because $\partial \bar{\partial} \log |f|^{2}=0$ (for another definition, see below Definition IV.2).

Using the theorem of resolution of singularities (see 1.2) we may assume that, in a local chart $U \simeq \mathbb{C}^{n}$, the divisor divs has equation $z_{1} \cdots z_{k}=0$. By linearity we are reduced to the case $s=z_{1}$ and what we have to show is then the following equality (for every form $\omega$ of type ( $n-1, n-1$ ) with compact support in $U$ ):

$$
\int_{U} \log \left|z_{1}\right|^{2} d d^{c} \omega=\int_{z_{1}=0} \omega
$$

First we note

$$
\int_{U} \log \left|z_{1}\right|^{2} d d^{c} \omega=\lim _{\epsilon \rightarrow 0} \int_{\left|z_{1}\right| \geq \epsilon} \log \left|z_{1}\right|^{2} d d^{c} \omega .
$$

Now, applying Stokes' Theorem twice, we get

$$
\begin{aligned}
& \lim _{\epsilon \rightarrow 0} \int_{\left|z_{1}\right| \geq \epsilon} \log \left|z_{1}\right|^{2} \cdot d d^{c} \omega \\
&=-\lim _{\epsilon \rightarrow 0} \int_{\left|z_{1}\right|=\epsilon} \log \left|z_{1}\right|^{2} \cdot d^{c} \omega-\lim _{\epsilon \rightarrow 0} \int_{\left|z_{1}\right| \geq \epsilon} d \log \left|z_{1}\right|^{2} \cdot d^{c} \omega \\
&=\lim _{\epsilon \rightarrow 0} \int_{\left|z_{1}\right| \geq \epsilon} d^{c} \log \left|z_{1}\right|^{2} \cdot d \omega \\
&=\lim _{\epsilon \rightarrow 0} \int_{\left|z_{1}\right|=\epsilon} d^{c} \log \left|z_{1}\right|^{2} \cdot \omega+\lim _{\epsilon \rightarrow 0} \int_{\left|z_{1}\right| \geq \epsilon} d d^{c} \log \left|z_{1}\right|^{2} \cdot \omega \\
&=\int_{z_{1}=0} \omega
\end{aligned}
$$

because $d^{c} \log \left|z_{1}\right|^{2}=(4 \pi i)^{-1}(\partial-\bar{\partial}) \log \left(z_{1} \bar{z}_{1}\right)=(2 \pi)^{-1} \operatorname{im}\left(d z_{1} / z_{1}\right)=$ $(2 \pi)^{-1} \cdot d\left(\theta_{1}\right)$ with $\theta_{1}=\arg z_{1}$, and $d d^{c} \log \left|z_{1}\right|^{2}=0$. This completes the proof of the Poincaré-Lelong formula.

## 2. Green forms of logarithmic type

2.1 As in the first section, let $X$ be a smooth projective complex variety and $Y$ an analytic subvariety of $X$ which does not contain any of its irreducible components.

Definition 3 A smooth form $\alpha$ on $X-Y$ is said to be of logarithmic type along $Y$, if there exists a projective map $\pi: \widetilde{X} \rightarrow X$ such that $E:=\pi^{-1}(Y)$ is a divisor with normal crossings, $\pi: \widetilde{X}-E \rightarrow X-Y$ is smooth and $\alpha$ is the direct image by $\pi$ of a form $\beta$ on $\tilde{X}-E$ with the following property.

Near each $x \in \widetilde{X}$, let $z_{1} z_{2} \ldots z_{k}=0$ be a local equation of $E$. Then there exists $\partial$ and $\bar{\partial}$ closed smooth forms $\alpha_{i}$ and a smooth form $\gamma$ such that

$$
\begin{equation*}
\beta=\sum_{i=1}^{k} \alpha_{i} \log \left|z_{i}\right|^{2}+\gamma \tag{5}
\end{equation*}
$$

If $\alpha$ is of logarithmic type along $Y$, it is locally integrable on $X$, hence it defines a current $[\alpha]$, which is the direct image by $\pi$ of the current $[\beta]$.

## Lemma 2

(i) Let $f: X^{\prime} \rightarrow X$ be a morphism of smooth projective varieties, and on $X-Y$, let $\alpha$ be a form of logarithmic type along the subvariety $Y$. If $f^{-1}(Y)$ does not contain any component of $X^{\prime}$, the form $f^{*}(\alpha)$ is of logarithmic type along $f^{-1}(Y)$.
(ii) Let $f: X \rightarrow X^{\prime}$ be a projective morphism of smooth projective varieties, and let $\alpha$ be a form on $X-Y$ of logarithmic type along the subvariety $Y$. Assume that $f$ is smooth outside $Y$ and that $f(Y)$ does not contain any component of $X^{\prime}$. Then $f_{*}(\alpha)$ is of logarithmic type along $f(Y)$ and $f_{*}([\alpha])=\left[f_{*}(\alpha)\right]$.

Proof. To prove (i) consider a diagram

where $\pi: \widetilde{X} \rightarrow X$ is as in Definition $3, \pi^{\prime}$ is projective, $\left(f \pi^{\prime}\right)^{-1}(Y)$ is a divisor with normal crossings in $\widetilde{X^{\prime}}$, and the same diagram over $X-Y$ is cartesian. One gets $\widetilde{X^{\prime}}$ by resolving the singularities of the Zariski closure of the fiber product of $X^{\prime}-f^{-1}(Y)$ with $\widetilde{X}-\pi^{-1}(Y)$ in the product of $X^{\prime}$ and $\tilde{X}$ over $X$. If $\alpha=\pi_{*}(\beta)$, with $\beta$ as in (5), we get

$$
f^{*}(\alpha)=f^{*}\left(\pi_{*}(\beta)\right)=\pi_{*}^{\prime}\left(f^{\prime *}(\beta)\right)
$$

Since $f^{\prime *}(\beta)$ satisfies the condition (5) on $\widetilde{X^{\prime}}$, the assertion follows.
The proof of (ii) is similar; see [GS2] for more details.

## 2.2

Theorem 3 For every irreducible subvariety $Y \subset X$ there exists a smooth form $g_{Y}$ on $X-Y$ of logarithmic type along $Y$ such that $\left[g_{Y}\right]$ is a Green current for $Y$ :

$$
d d^{c}\left[g_{Y}\right]+\delta_{Y}=[\omega]
$$

where $\omega$ is smooth on $X$.

Proof.
Step 1. Let us show the Theorem for a divisor $Y \in \operatorname{div} X$. In that case there exists a line bundle $L$ on $X$ with hermitian metric $\|\cdot\|$ and a section $s$ with $Y=\operatorname{div} s$. Putting $g_{Y}:=-\log \|s\|^{2}$, we get by the Poincaré Lelong formula

$$
d d^{c}\left[g_{Y}\right]+\delta_{Y}=\left[c_{1}(L,\|\cdot\|)\right]
$$

But $\log \|s\|^{2}$ is of logarithmic type along $Y$ as one can see by making $Y$ a divisor with normal crossings.

Step 2. Let $f: Y \rightarrow X$ be a holomorphic map between complex manifolds of dimensions $d^{\prime}$ and $d$ respectively. Then for the graph $\Gamma:=$ $\{(y, x): x=f(y)\} \subset Y \times X$ there exists a Green form $g_{\Gamma}$ of logarithmic type along $\Gamma$.

To prove this, denote by $W$ the blow-up of $Y \times X$ along $\Gamma$. We have the following diagram:

with $E$ the exceptional divisor. The cohomology class $\operatorname{cl}(\Gamma)$ of $\Gamma$ is an element of $H_{\Gamma}^{d, d}(Y \times X, \mathbb{R})$, hence $\pi^{*} \operatorname{cl}(\Gamma) \in H_{E}^{d, d}(W, \mathbb{R}) \cong H^{d-1, d-1}(E, \mathbb{R})$.

Lemma 3 There exists a closed form $\alpha \in A^{d-1, d-1}(W)$ such that $\pi_{*}\left(\delta_{E} \wedge[\alpha]\right)=\delta_{\Gamma}$.

Proof of Lemma 3. Here the currents $\delta_{E} \wedge[\alpha]$ and $\pi_{*}\left(\delta_{E} \wedge[\alpha]\right)$ are defined by

$$
\delta_{E} \wedge[\alpha](\omega)=\int_{E} j^{*} \alpha \wedge \omega
$$

and

$$
\pi_{*}\left(\delta_{E} \wedge[\alpha]\right)(\omega)=\int_{E} j^{*} \alpha \wedge \pi^{*} \omega
$$

for all $\omega$ of appropriate degree. By its very definition the exceptional divisor is the projective bundle

$$
\begin{aligned}
E & =\mathbf{P}\left(N_{Y \times X / \Gamma}\right) \cong \mathbf{P}\left(i^{*} T_{Y \times X} / T_{\Gamma}\right) \\
& \cong \mathbb{P}\left(i^{*}\left(p^{*} T_{Y} \oplus q^{*} T_{X}\right) / T_{\Gamma}\right) \\
& \cong \mathbb{P}\left(i^{*} q^{*} T_{X}\right),
\end{aligned}
$$

since $i^{*} p^{*} T_{Y}=p_{\Gamma}^{*} T_{Y}=T_{\Gamma}$; here $N_{Y \times X / \Gamma}$ denotes the normal bundle and $T_{X}, T_{Y} \ldots$ the tangent bundles of $X, Y \ldots$ Therefore $\bigoplus_{p \geq 0} H^{p, p}(E, \mathbf{R})$ is a free module over $\bigoplus_{p \geq 0} H^{p, p}(\Gamma, \mathbf{R})$ with basis $\xi^{0}, \xi^{1}, \ldots, \xi^{d-1}$ and with $\xi=j^{*} \operatorname{cl}(E)$ equal to the first Chern class of the tautological line bundle on $E\left(\operatorname{cl}(E)\right.$ being considered as an element of $\left.H^{1,1}(W, \mathbb{R})\right)$. Hence we have

$$
\pi^{*} \operatorname{cl}(\Gamma) \cap \operatorname{cl}(W)=\sum_{i=0}^{d-1} \pi_{\Gamma}^{*}\left(a_{i}\right) \xi^{i}
$$

with

$$
a_{i} \in H^{d-1-i, d-1-i}(\Gamma, \mathbf{R}) \quad(i=0, \ldots, d-1)
$$

Now $\pi_{\Gamma}^{*}=j^{*} \pi^{*} p^{*}\left(p_{\Gamma}^{*}\right)^{-1}$, because $p_{\Gamma} \pi_{\Gamma}=p \pi j$ and

$$
p_{\Gamma}^{*}: H^{*}(Y, \mathbf{R}) \rightarrow H^{*}(\Gamma, \mathbf{R})
$$

is an isomorphism. Hence, putting

$$
b_{i}:=\pi^{*} p^{*}\left(p_{\Gamma}^{*}\right)^{-1}\left(a_{i}\right) \in H^{d-1-i, d-1-i}(W, \mathbf{R})
$$

we find

$$
\pi^{*} \mathrm{cl}(\Gamma) \cap \operatorname{cl}(W)=\sum_{i=0}^{d-1} j^{*}\left(b_{i}\right) j^{*} \operatorname{cl}(E)^{i}=j^{*}\left(\sum_{i=0}^{d-1} b_{i} \cdot \operatorname{cl}(E)^{i}\right)
$$

and if $\alpha \in A^{d-1, d-1}(W)$ represents $\sum_{i=0}^{d-1} b_{i} \cdot \operatorname{cl}(E)^{i}$ we have

$$
\pi^{*} \mathrm{cl}(\Gamma) \cap \operatorname{cl}(W)=j^{*} \operatorname{cl}(\alpha)
$$

Because $E$ is smooth over $\Gamma$, we can apply $\pi_{\Gamma_{*}}$ to the last identity (integration along the fibres) and we obtain by the projection formula

$$
\begin{aligned}
\pi_{\Gamma *} j^{*} \operatorname{cl}(\alpha)=\pi_{\Gamma_{*}}\left(\pi^{*} \operatorname{cl}(\Gamma) \cap \operatorname{cl}(W)\right) & = \\
\operatorname{cl}(\Gamma) \cap \pi_{*} \operatorname{cl}(W)=\operatorname{cl}(\Gamma) \cap \operatorname{cl}(Y \times X) & =\operatorname{cl}(\Gamma) \in H^{0,0}(\Gamma, \mathbf{R})
\end{aligned}
$$

Now $\operatorname{cl}(\Gamma)$ induces the current $\delta_{\Gamma}$ and $\pi_{\Gamma} j^{*} \operatorname{cl}(\alpha)$ induces the current

$$
\left[\pi_{\Gamma_{*}} j^{*} \alpha\right](\omega)=\pi_{*}\left[j^{*} \alpha\right](\omega)=\int_{E} j^{*} \alpha \wedge \pi^{*} \omega=\pi_{*}\left(\delta_{E} \wedge[\alpha]\right)(\omega)
$$

Because we are in degree 0, we conclude that

$$
\pi_{*}\left(\delta_{E} \wedge[\alpha]\right)=\delta_{\Gamma}
$$

and the lemma is proved.

We will now construct the Green form $g_{\Gamma}$. Let $L$ be the line bundle on $W$ with hermitian metric $\|\cdot\|$ and a section $s$ with $E=\operatorname{div} s$. By Step 1, we know that $d d^{c}\left(\left[\log \|s\|^{2}\right]\right)=-[\beta]+\delta_{E}\left(\right.$ here $\left.\beta=c_{1}(L,\|\cdot\|)\right)$. Multiplying the last equation by the $\alpha$ constructed in Lemma 2, we get

$$
d d^{c}\left[\left(\log \|s\|^{2}\right) \alpha\right]=-[\beta \wedge \alpha]+\delta_{E} \wedge[\alpha] .
$$

By Lemma 2, the current $\delta_{E} \wedge[\alpha]$ represents the cohomology class $\pi^{*} \operatorname{cl}(\Gamma) \in H^{d, d}(W, \mathbb{R})$, hence, by the above equation, the same is true for $[\beta \wedge \alpha]$. Taking now $\omega \in A^{d, d}(Y \times X)$ such that $\pi^{*} \omega$ represents $\pi^{*} \mathrm{cl}(\Gamma)$, we know by the $\partial \bar{\partial}$-Lemma that there exists $\varphi \in A^{d-1, d-1}(W)$ satisfying

$$
d d^{c} \varphi=\beta \wedge \alpha-\pi^{*} \omega
$$

With these ingredients we put

$$
\widetilde{g}_{\Gamma}:=-\left(\left(\log \|s\|^{2}\right) \alpha+\varphi\right)
$$

and denote by $g_{\Gamma}$ the form corresponding to $\tilde{g}_{\Gamma}$ via the isomorphism $W-E \cong(Y \times X)-\Gamma$. Because

$$
d d^{c}\left[\left(\log \|s\|^{2}\right) \alpha+\varphi\right]=-[\beta \wedge \alpha]+\delta_{E} \wedge[\alpha]+[\beta \wedge \alpha]-\left[\pi^{*} \omega\right]
$$

we get by Lemma 2

$$
d d^{c}\left[g_{\Gamma}\right]=-\pi_{*}\left(\delta_{E} \wedge[\alpha]-\left[\pi^{*} \omega\right]\right)=[\omega]-\delta_{\Gamma}
$$

Using Lemma 2(ii) we see that $g_{\Gamma}$ is of logarithmic type along $\Gamma$, which concludes the proof of Step 2.

Step 3. Let $X$ be a projective complex manifold and $i: Y \hookrightarrow X$ a closed submanifold of codimension $n$. Then for any closed form $\alpha \in A^{p, p}(Y)$ there exists a smooth form $g$ on $X-Y$ of type ( $n+p-1, n+p-1$ ) which is of logarithmic type along $Y$ and such that

$$
d d^{c}[g]=[\beta]-i_{*}[\alpha]
$$

for some $\beta \in A^{n+p, n+p}(X)$.

Proof. Denote by $\Gamma \subset Y \times X$ the graph of $i: Y \hookrightarrow X$ and let $p: Y \times X \rightarrow Y, q: Y \times X \rightarrow X$ be the projections. Now consider a Green form $g_{\Gamma}$ constructed in Step 2. The form $g:=q_{*}\left(g_{\Gamma} \wedge p^{*} \alpha\right)$. is smooth on $X-Y$ of type $(n+p-1, n+p-1)$, and of logarithmic type along $Y$, by Lemma 2(ii). We compute

$$
\begin{aligned}
d d^{c}[g] & =d d^{c}\left[q_{*}\left(g_{\Gamma} \wedge p^{*} \alpha\right)\right] \\
& =\left[q_{*} d d^{c}\left(g_{\Gamma} \wedge p^{*} \alpha\right)\right] \\
& =\left[q_{*}\left(d d^{c} g_{\Gamma} \wedge p^{*} \alpha\right)\right] \\
& =q_{*}\left(d d^{c}\left[g_{\Gamma}\right] \wedge\left[p^{*} \alpha\right]\right) \\
& =q_{*}\left(\left([\omega]-\delta_{\Gamma}\right) \wedge\left[p^{*} \alpha\right]\right) \\
& =[\beta]-i_{*}[\alpha] .
\end{aligned}
$$

Here we took $\beta:=q_{*}\left(\omega \wedge p^{*} \alpha\right) \in A^{n+p, n+p}(X)$ and observed that, for all $\eta$ of appropriate degree,

$$
\begin{aligned}
q_{*}\left(\delta_{\Gamma} \wedge\left[p^{*} \alpha\right]\right)(\eta) & =\left(\delta_{\Gamma} \wedge\left[p^{*} \alpha\right]\right)\left(q^{*} \eta\right)=\int_{\Gamma} p^{*} \alpha \wedge q^{*} \eta \\
& =\int_{\Gamma} p_{\Gamma}^{*} \alpha \wedge q^{*} \eta=\int_{Y} \alpha \wedge p_{\Gamma}^{*-1} q^{*} \eta \\
& =\int_{Y} \alpha \wedge i^{*} \eta=[\alpha]\left(i^{*} \eta\right) \\
& =i_{*}[\alpha](\eta)
\end{aligned}
$$

with $p_{\Gamma}=p \mid \Gamma: \Gamma \xrightarrow{\cong} Y$, as in Step 2.
Step 4. We can now prove Theorem 3. Let $i: Y \hookrightarrow X$ be an irreducible subvariety of $X$. Then, see $\S 1.2$, there exists a smooth projective complex variety $\widetilde{X}$ and a proper map $\pi: \widetilde{X} \rightarrow X$ such that $\widetilde{X}-E \cong X-Y$, where $E=\pi^{-1}(Y)$ is a divisor with normal crossings, i.e. $E=\bigcup_{i=1}^{k} E_{i}$ with $E_{i}$ smooth divisors such that for every $x \in E_{i_{1}} \cap \ldots \cap E_{i_{\ell}}$ there exist local coordinates $z_{1}, \ldots, z_{m}$ at $x$ such that $E_{i_{j}}$ is given by the equation $z_{i_{j}}=0,1 \leq j \leq \ell$. Now consider the cycle class $[Y] \in C H_{Y}^{n}(X)$. We have $\pi^{*}[Y] \in C H_{E}^{n}(\widetilde{X}) \cong C H^{n-1}(E)=\bigoplus_{i} C H^{n-1}\left(E_{i}\right)$ (cf. [Fu]), hence $\pi^{*}[Y]=\sum_{i}\left[\eta_{i}\right]$ with $\left[\eta_{i}\right] \in C H^{n-1}\left(E_{i}\right)$. Therefore the cohomology class $\pi^{*} \operatorname{cl}(Y) \in H_{E}^{n, n}(\widetilde{X}, \mathbb{R})$ decomposes to $\sum_{i} j_{i *}\left(\operatorname{cl}\left(\alpha_{i}\right)\right)$, where $\alpha_{i}$ is a closed form of $A^{n-1, n-1}\left(E_{i}\right)$ and $j_{i}: E_{i} \hookrightarrow E$ is the inclusion $(i=1, \ldots, k)$. Now, by Step 3, there exist smooth forms $g_{i}$ on $\widetilde{X}-E_{i}$ of type ( $n-1, n-1$ ) with prescribed order of growth near $E_{i}$ satisfying

$$
d d^{c}\left[g_{i}\right]=\left[\beta_{i}\right]-j_{i *}\left[\alpha_{i}\right]
$$

for some $\beta_{i} \in A^{n, n}(\widetilde{X})$. Because $\pi^{*} \operatorname{cl}(Y)=\sum_{i} j_{i *}\left(\operatorname{cl}\left(\alpha_{i}\right)\right)=\sum_{i} \operatorname{cl}\left(\beta_{i}\right)$, there is a closed form $\omega \in A^{n, n}(X)$ such that $\pi^{*} \omega-\sum_{i} \beta_{i}$ is an exact form, hence, by the $\partial \bar{\partial}$-Lemma, there exists $\widetilde{g} \in A^{n-1, n-1}(\widetilde{X})$ with

$$
d d^{c} \widetilde{g}=\pi^{*} \omega-\sum_{i} \beta_{i}
$$

We finally put

$$
\widetilde{g}_{Y}:=\sum_{i} g_{i}+\widetilde{g}
$$

and denote by $g_{Y}$ the form corresponding to $\widetilde{g}_{Y}$ via the isomorphism $\pi: \widetilde{X}-E \cong X-Y$. The form $g_{Y}$ is a smooth form on $X-Y$ of logarithmic type along $Y$, by Step 3. Furthermore, it satisfies

$$
\begin{aligned}
d d^{c}\left[g_{Y}\right] & =d d^{c}\left(\sum_{i} \pi_{*}\left[g_{i}\right]+\pi_{*}[\widetilde{g}]\right) \\
& =\sum_{i} \pi_{*}\left(\left[\beta_{i}\right]-j_{i *}\left[\alpha_{i}\right]\right)+\pi_{*}\left[\pi^{*} \omega\right]-\sum_{i} \pi_{*}\left[\beta_{i}\right] \\
& =[\omega]-\sum_{i} \pi_{*} j_{i *}\left[\alpha_{i}\right] .
\end{aligned}
$$

To complete the proof of Theorem 3, we have to show

$$
\delta_{Y}=\sum_{i} \pi_{*} j_{i *}\left[\alpha_{i}\right]
$$

For this we look at the resolution of singularities $\widetilde{Z}_{i}$ of $Z_{i}:=\pi\left(E_{i}\right) \subset X$. Consider the following diagram:

where $q_{i}$ is birational and $\widetilde{E}_{i}$ is smooth. We have the equation

$$
\pi_{*} j_{i *}\left[\alpha_{i}\right]=j_{*} p_{i *} \tilde{\pi}_{i *}\left[q_{i}^{*} \alpha_{i}\right]
$$

If $\operatorname{codim}_{X} Z_{i}>\operatorname{codim}_{X} Y=n$, then $p_{i *} \tilde{\pi}_{i *}\left[q_{i}^{*} \alpha_{i}\right]=0$. If $\operatorname{codim}_{X} Z_{i}=$ $\operatorname{codim}_{X} Y$, then $Z_{i}=Y$ because $Y$ is irreducible. Therefore

$$
\sum_{i} \pi_{*} j_{i *}\left[\alpha_{i}\right]=p_{*}(S)
$$

for $p: \widetilde{Y} \rightarrow Y$ a resolution of singularities of $Y$ and $S$ a closed current in $D^{0,0}(\tilde{Y})$. So $S=\lambda \cdot \delta_{\widetilde{Y}}$, hence $\sum_{i} \pi_{*} j_{i *}\left[\alpha_{i}\right]=\lambda \cdot \delta_{Y}$ for some real number $\lambda$. But $\lambda=1$, because $\delta_{Y}$ has cohomology class $\operatorname{cl}(Y) \in H^{p, p}(X, \mathbb{R})$, so the class of $\lambda \delta_{Y}$ is $\pi_{*} \pi^{*} \operatorname{cl}(Y) \in H^{p, p}(X, \mathbb{R})$, but $\pi_{*} \pi^{*} \operatorname{cl}(Y)=\operatorname{cl}(Y)$.
2.3 Here are two examples of Green currents:
(1) Let $X=\mathbb{C}^{2}$ (with coordinates $z_{1}, z_{2}$ ), and $Y=\{0\}$. Then

$$
g_{0}:=\frac{1}{2 \pi} \log \left(\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}\right) \cdot \frac{\left(z_{1} d z_{1}-z_{2} d z_{2}\right)\left(\bar{z}_{1} d \bar{z}_{1}-\bar{z}_{2} d \bar{z}_{2}\right)}{\left(\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}\right)^{2}}
$$

satisfies $d d^{c}\left[g_{0}\right]=\delta_{0}$, hence $\left[g_{0}\right]$ defines a Green current on $X$ for $Y$. Its image by $\partial$ was introduced by Bochner and Martinelli [GH].
(2) $X=\mathbb{P}^{d}$ (with homogeneous coordinates $X_{0}, \ldots, X_{d}$ ), $Y$ defined by $X_{0}=\ldots=X_{p-1}=0$. Define

$$
\begin{aligned}
& \tau:=\log \left(\left|X_{0}\right|^{2}+\ldots+\left|X_{d}\right|^{2}\right), \quad \alpha:=d d^{c} \tau \quad \text { on } X ; \\
& \sigma:=\log \left(\left|X_{0}\right|^{2}+\ldots+\left|X_{p-1}\right|^{2}\right), \quad \beta:=d d^{c} \sigma \quad \text { on } X-Y ; \\
& \Lambda:=(\tau-\sigma)\left(\sum_{i=0}^{p-1} \alpha^{i} \wedge \beta^{p-1-i}\right) \quad \text { on } X-Y .
\end{aligned}
$$

By a theorem of H . Levine [Lv], the smooth form $\Lambda$ on $X-Y$ is integrable and the associated current on $X$ satisfies

$$
d d^{c}[\Lambda]=\left[\alpha^{p}\right]-\delta_{Y} .
$$

By blowing up $Y$ one can check that $\Lambda$ is of logarithmic type along $Y$ [GS3].
2.4 There are relatively few examples of explicit Green currents. For example, one would like to extend the formula of Levine given above to the case of arbitrary Schubert cells in the Grassmannian varieties. This problem was adressed by Stoll [ St ], but he did not get a canonical and explicit solution. We shall see below, in §IV.4, that a canonical Green current exists but we do not know any explicit formula for it.
2.5 The concept of Green currents plays a central role in Nevanlinna theory (see [Sh]). We finish this section with a very brief description of their use. Let $X$ be a smooth projective complex variety and $Y$ a closed analytic subset of codimension $p$. Let $f: \mathbb{C}^{p} \rightarrow X$ be a holomorphic map with $f(0) \notin Y$. The central question of Nevanlinna theory is the following: does $f\left(\mathbb{C}^{p}\right)$ meet $Y$ ?
Let $g_{Y}$ be a Green current for $Y$, i.e., $d d^{c} g=[\omega]-\delta_{Y}$. For $r \in \mathbb{R}^{+}$, define

$$
N_{f}(r):=\int_{0}^{r} \frac{d t}{t} \#\left\{z \in \mathbb{C}^{p}:|z|<t, f(z) \in Y\right\} .
$$

At least formally, we get

$$
N_{f}(r)=\int_{0}^{r} \frac{d t}{t} \int_{|z| \leq t} f^{*}\left(\delta_{Y}\right)=\int_{0}^{r} \frac{d t}{t} \int_{|z| \leq t} f^{*}\left(\omega-d d^{c} g_{Y}\right),
$$

hence by Stokes' Theorem

$$
N_{f}(r)=T_{f}(r)+R_{f}(r)-\frac{1}{2} \int_{|z|=r} f^{*}\left(g_{Y}\right) d^{c} \log |z|^{2}+O(1)
$$

where

$$
T_{f}(r)=\int_{0}^{r} \frac{d t}{t} \int_{|z| \leq t} f^{*}(\omega), \quad R_{f}(r)=\frac{1}{2} \int_{|z| \leq r} f^{*}\left(g_{Y}\right) d d^{c} \log |z|^{2}
$$

If $g_{Y}$ is positive, we obtain the estimate

$$
N_{f}(r) \leq T_{f}(r)+R_{f}(r)+O(1)
$$

hence the behavior of $T_{f}(r)$ and $R_{f}(r)$ for $r \rightarrow \infty$ gives an asymptotic description of $N_{f}(r)$, hence of the number of times the image by $f$ of the ball of radius $r$ meets $Y$.

On the other hand, as we shall see in the next chapter, Green currents can be used to develop some intersection theory on arithmetic varieties. This fact might well give a key to explaining Vojta's analogy between Nevanlinna theory and arithmetic geometry, which led him to formulate far-reaching conjectures on diophantine equations [V1].

## 3. The *-product of Green currents

3.1 Let $X$ be as in Section 2 and let $Y, Z \subset X$ be closed irreducible subsets such that $Z \not \subset Y$. Denote by $g_{Y}$ a Green form of logarithmic type for $Y$, as constructed in Theorem 3. Let $p: \tilde{Z} \longrightarrow Z$ be a resolution of the singularities of $Z$ and $q: \tilde{Z} \longrightarrow X$ its composite with the inclusion of $Z$ into $X$. By Lemma 2(i) we know that $q^{*} g_{Y}$ is of logarithmic type along the inverse image of $Y$ in $\widetilde{Z}$. In particular it is integrable and the formula

$$
\left[g_{Y}\right] \wedge \delta_{Z}:=q_{*}\left[q^{*} g_{Y}\right]
$$

defines a current on $X$. For any Green current $g_{Z}$ for $Z$, we define the *-product with $\left[g_{Y}\right]$ to be

Definition $4 \quad\left[g_{Y}\right] * g_{Z}:=\left[g_{Y}\right] \wedge \delta_{Z}+\left[\omega_{Y}\right] \wedge g_{Z}$. If $\operatorname{codim}_{X} Y=n$ and $\operatorname{codim}_{X} Z=m$, then $\left[g_{Y}\right] * g_{Z}$ lies in $D^{n+m-1, n+m-1}(X)$.

Theorem 4 If $Y, Z$ intersect properly, i.e., if $Y \cap Z=\bigcup_{i} S_{i}$ with $\operatorname{codim}_{X} S_{i}=\operatorname{codim}_{X} Y+\operatorname{codim}_{X} Z=n+m$, then

$$
d d^{c}\left(\left[g_{Y}\right] * g_{Z}\right)=\left[\omega_{Y} \wedge \omega_{Z}\right]-\sum_{i} \mu_{i} \delta_{S_{i}}
$$

where the integers $\mu_{i}=\mu_{i}(Y, Z)$ are Serre's intersection multiplicities, defined in §I.2.

Proof. Since $q^{*} g_{Y}$ is of logarithmic type along $q^{-1}(Y)$, there exists a projective map $\pi: Z^{\prime} \rightarrow \widetilde{Z}$ such that $E:=(q \pi)^{-1}(Y)$ is a divisor with normal crossings, $\pi: Z^{\prime}-E \rightarrow \widetilde{Z}-q^{-1}(Y)$ is smooth and $q^{*} g_{Y}$ is the direct image by $\pi$ of a form $\beta$ on $Z^{\prime}-E$ which can be written locally

$$
\beta=\sum_{i=0}^{k} \alpha_{i} \log \left|z_{i}\right|^{2}+\gamma
$$

as in (5). Using the fact that $\alpha_{i}$ is $\partial$ and $\bar{\partial}$ closed and the PoincaréLelong formula, we get

$$
d d^{c}[\beta]=\sum_{i=0}^{k} j_{i *}\left[a_{i}\right]+[\mathrm{c}]
$$

where $a_{i}$ is smooth and closed on the $i$-th component $E_{i}$ of $E, j_{i}: E_{i} \rightarrow$ $Z^{\prime}$ denotes the inclusion, and $c$ is smooth on the whole of $Z^{\prime}$. If $r$ is the composite of $\pi$ with $q$, we deduce

$$
\begin{aligned}
d d^{c}\left(\left[g_{Y}\right] \wedge \delta_{Z}\right) & =d d^{c}\left(q_{*}\left[q^{*} g_{Y}\right]\right)=q_{*} d d^{c}\left[q^{*} g_{Y}\right] \\
& =\sum_{i=0}^{k} r_{*} j_{i *}\left[a_{i}\right]+r_{*}[c]
\end{aligned}
$$

Let $\omega_{Y}$ be the smooth form on $X$ such that $d d^{c}\left[g_{Y}\right]+\delta_{Y}=\left[\omega_{Y}\right]$. By restricting this equation outside $Y$ we get

$$
r_{*}[\mathrm{c}]=q_{*}\left[q^{*}\left(\omega_{Y}\right)\right]=\left[\omega_{Y}\right] \wedge \delta_{Z}
$$

On the other hand, since the map $r: E_{i} \rightarrow r\left(E_{i}\right)$ is generically smooth ( $[\mathrm{H}]$, Corollary 10.7) the Fubini Study theorem implies that there is an integrable form $b_{i}$ on $r\left(E_{i}\right)$ whose associated current on $X$ is closed and equal to $r_{*} j_{i *}\left[a_{i}\right]$. If the codimension of $r\left(E_{i}\right)$ is bigger than $m+n$, this current must vanish since the degree of $a_{i}$ is too small. When the codimension of $r\left(E_{i}\right)$ is equal to $m+n$, the form $b_{i}$ is closed of degree zero, hence it is a constant $\lambda_{i}$. So we conclude that

$$
\begin{equation*}
d d^{c}\left(\left[g_{Y}\right] * g_{Z}\right)=\left[\omega_{Y} \wedge \omega_{Z}\right]-R \tag{6}
\end{equation*}
$$

with $R=\sum_{i} \lambda_{i} \delta_{S_{i}}$.
To show the equality $\lambda_{i}=\mu_{i}(Y, Z)$, we use the cohomology with supports. First we have

$$
\begin{aligned}
\operatorname{cl}(Y) \in H_{Y}^{2 n}(X) & \cong H^{0}(Y) \\
\operatorname{cl}(Z) \in H_{Z}^{2 m}(X) & \cong H^{0}(Z)
\end{aligned}
$$

hence

$$
\begin{aligned}
\mathrm{cl}(Y) \cdot \operatorname{cl}(Z) \in H_{Y \cap Z}^{2 n+2 m}(X) & \cong H^{0}(Y \cap Z) \cong \bigoplus_{i} H^{0}\left(S_{i}\right) \\
& \cong \bigoplus_{i} H_{S_{i}}^{2 n+2 m}(X)
\end{aligned}
$$

and

$$
\operatorname{cl}(Y) \cdot \operatorname{cl}(Z)=\sum_{i} \mu_{i}(Y, Z) \cdot \operatorname{cl}\left(S_{i}\right)
$$

If we show that $\mathrm{cl}(R)$ is equal to $\mathrm{cl}(Y) \cdot \mathrm{cl}(Z)$, we obtain, since $\operatorname{cl}\left(\delta_{S_{i}}\right)$ equals $\mathrm{cl}\left(S_{i}\right)$, that $\lambda_{i}=\mu_{i}(Y, Z)$. To prove the last claim, we view the cohomology of $X$ with support in $Y$ as the cohomology of the cone of the restriction morphism $D^{*}(X) \longrightarrow D^{*}(X-Y)$. In this complex $\mathrm{cl}(Y)$ can be represented by the cycle

$$
\left(\delta_{Y}, 0\right) \in D^{2 n}(X) \oplus D^{2 n-1}(X-Y)
$$

which is cohomologous to $\left(\left[\omega_{Y}\right\}, d^{c}\left[g_{Y}\right]\right)$. Similarly $\mathrm{cl}(Z)$ is represented by

$$
\left(\delta_{Z}, 0\right) \in D^{2 m}(X) \oplus D^{2 m-1}(X-Z)
$$

Therefore, $\mathrm{cl}(Y) \cdot \mathrm{cl}(Z)$ is represented by

$$
\left(\left[\omega_{Y}\right] \wedge \delta_{Z}, d^{c}\left[g_{Y}\right] \wedge \delta_{Z}\right)=\left(\delta_{Z} \wedge\left[\omega_{Y}\right], d^{c}\left[g_{Y}\right] \wedge \delta_{Z}\right)
$$

which is cohomologous to

$$
(R, 0) \in D^{2 n+2 m}(X) \oplus D^{2 n+2 m-1}(X-(Y \cap Z))
$$

by equation (6); see [GS2] §2.1 for more details. The theorem follows.
3.2 Let $Y \subset X$ be as above, let $Z$ be an irreducible smooth projective complex variety and $f: Z \rightarrow X$ a map with $f^{-1}(Y) \neq Z$. If $g_{Y}$ is a Green form of logarithmic type for $Y$ its pull-back $f^{*}\left(g_{Y}\right)$ is of logarithmic type along $f^{-1}(Y)$ (Lemma 2 (i)), so we define a current

$$
f^{*}\left[g_{Y}\right]:=\left[f^{*} g_{Y}\right] \in D^{n-1, n-1}(Z)
$$

If $f^{-1}(Y)=\bigcup_{i} S_{i}$ with $\operatorname{codim}_{Z} S_{i}=\operatorname{codim}_{X} Y$, then one can show, by the same proof as Theorem 4, that

$$
d d^{c} f^{*}\left[g_{Y}\right]=\left[f^{*} \omega_{Y}\right]-\sum_{i} \mu_{i} \delta_{S_{i}}
$$

where $\mu_{i}$ are the multiplicities of the cycle $f^{*}(Y)$.
3.3 Let $Y \subset X$ be a closed irreducible subset and $g_{Y}$ a Green current
for $Y$. By Theorem 3, there exists a Green form $\tilde{g}_{Y}$ of logarithmic type for $Y$. By Theorem 1, we have

$$
g_{Y}=\left[\tilde{g}_{Y}\right]+[\eta]+\partial S_{1}+\bar{\partial} S_{2}
$$

whence every Green current for $Y$ may be represented by a Green form of logarithmic type along $Y$ modulo (im $\partial+\mathrm{im} \bar{\partial}$ ).

Let $Y, Z \subset X$ be closed irreducible subsets such that $Z \not \subset Y$, and $g_{Y}$ (resp. $g_{Z}$ ) a Green current for $Y$ (resp. $Z$ ). We define the *-product of $g_{Y}$ with $g z$ by

$$
g_{Y} * g_{Z}:=\left[\tilde{g}_{Y}\right] * g_{Z} \quad \text { modulo }(\operatorname{im} \partial+\operatorname{im} \bar{\partial})
$$

where $\tilde{g}_{Y}$ is any Green form of logarithmic type for $Y$ congruent to $g_{Y}$ modulo im $\partial+i m \bar{\partial}$, and $\left[\widetilde{g}_{Y}\right] * g_{Z}$ is defined as in 3.1. One can show that this definition does not depend on the choice of $\tilde{g}_{Y}$.

Furthermore, the *-product is commutative, i.e.

$$
g_{Y} * g_{Z}=g_{Z} * g_{Y} \quad \text { modulo }(\operatorname{im} \partial+\operatorname{im} \bar{\partial})
$$

It is also associative. If $Y, Z, W \subset X$ are closed irreducible subsets meeting properly and $g_{Y}$ (resp. $g_{Z}, g_{W}$ ) Green currents for $Y$ (resp. $Z, W)$, then we have

$$
g_{Y} *\left(g_{Z} * g_{W}\right)=\left(g_{Y} * g_{Z}\right) * g_{W} \quad \text { modulo }(\mathrm{im} \partial+\operatorname{im} \bar{\partial})
$$

The proof of these facts in full generality is technical. It uses the precise form of Hironaka's theorem about resolution of singularities ([Hi], Theorem II), see [GS2]. Let us just notice here that, if we compute formally with currents as if they were forms, we get

$$
\begin{aligned}
g_{Y} * g_{Z} & =g_{Y} \wedge \delta_{Z}+\omega_{Y} \wedge g_{Z} \\
& =g_{Y} \wedge \delta_{Z}+\delta_{Y} \wedge g_{Z}+d d^{c} g_{Y} \wedge g_{Z} \\
& =g_{Y} \wedge \delta_{Z}+\delta_{Y} \wedge g_{Z}+g_{Y} \wedge d d^{c} g_{Z} \\
& =g_{Z} * g_{Y}
\end{aligned}
$$

and

$$
\begin{aligned}
g_{Y} *\left(g_{Z} * g_{W}\right) & =g_{Y} \wedge \delta_{Z} \wedge \delta_{W}+\omega_{Y} \wedge g_{Z} \wedge \delta_{W}+\omega_{Y} \wedge \omega_{Z} \wedge g_{W} \\
& =\left(g_{Y} * g_{Z}\right) * g_{W}
\end{aligned}
$$

## III

## Arithmetic Chow Groups

In this chapter, following [GS2] (see also [G1] for an introduction), we begin to develop Arakelov geometry in higher dimensions. Given a regular projective flat scheme $X$ over $\mathbb{Z}$, we introduce in $\S 1$ its arithmetic Chow groups $\widehat{C H}^{p}(X)$, which are generated by pairs ( $Z, g_{Z}$ ), where $Z$ is a cycle of codimension $p$ on $X$, and $g_{Z}$ is a Green current for the corresponding cycle on the set $X(\mathbb{C})$ of complex points of $X$. We prove in Theorem 1 that these groups sit in several exact sequences. In $\S 2$, we use our previous study of intersection theory on regular schemes Chapter I, and *-products of Green currents, in Chapter II, to get an intersection pairing

$$
\widehat{C H}^{p}(X) \otimes \widehat{C H}^{q}(X) \longrightarrow \widehat{C H}^{p+q}(X)_{\mathbb{Q}}
$$

In $\S 3$ we show that $\widehat{C H}^{p}(X)$ is contravariant in $X$, and covariant for maps which are smooth on the generic fiber. After giving a few examples in $\S 4$, we assume in $\S 5$ that $X(\mathbb{C})$ is endowed with a Kähler metric. It is then possible to define a subgroup of $\widehat{C H}^{p}(X)$ by imposing harmonicity conditions; when $p=1$ and $X$ is an arithmetic surface, we recover Arakelov's definitions [A1], [A2]. Finally, in §6, we describe, without proofs, recent results on the height of projective varieties where the formalism of arithmetic intersection has been used.

## 1. Definitions

1.1 In this chapter, $X$ will always be a regular scheme, projective
and flat over Spec $\mathbb{Z}$. Such a scheme will be called an arithmetic variety. Denote complex conjugation by $F_{\infty}: X(\mathbb{C}) \rightarrow X(\mathbb{C})$; it is a continuous involution of $X(\mathbb{C})$. We put

$$
\begin{aligned}
A^{p, p}(X) & :=\left\{\omega \in A^{p, p}(X(\mathbb{C})): \omega \text { real, } F_{\infty}^{*} \omega=(-1)^{p} \omega\right\} \\
Z^{p, p}(X) & :=\operatorname{ker}\left(d: A^{p, p}(X) \longrightarrow A^{2 p+1}(X(\mathbb{C}))\right) \subset A^{p, p}(X) \\
H^{p, p}(X) & :=\left\{c \in H^{p, p}(X(\mathbb{C})): \mathrm{c} \text { real, } F_{\infty}^{*} c=(-1)^{p} c\right\} \\
\widetilde{A}^{p, p}(X) & :=A^{p, p}(X) /(\operatorname{im} \partial+\operatorname{im} \bar{\partial}) \\
D^{p, p}(X) & :=\left\{T \in D^{p, p}(X(\mathbb{C})): T \text { real, } F_{\infty}^{*} T=(-1)^{p} T\right\} .
\end{aligned}
$$

We note that $H^{p, p}(X)=\operatorname{ker} d d^{c} /(\operatorname{im} \partial+\operatorname{im} \bar{\partial}) \subset \widetilde{A^{p, p}}(X)$ because $X(\mathbb{C})$ is projective and hence Kähler. As in §II.1.2, we have an imbedding $A^{p, p}(X) \hookrightarrow D^{p, p}(X)$ mapping $\omega$ to $[\omega]$. Furthermore, any cycle $Z=$ $\sum_{\alpha} Z_{\alpha} \in Z^{p}(X)$ defines a current $\delta_{Z}=\sum_{\alpha} \delta_{Z_{\alpha}} \in D^{p, p}(X)$.

A Green current for such a cycle is an element $g_{Z} \in D^{p-1, p-1}(X)$ such that there exists a form $\omega_{Z} \in A^{p, p}(X)$ for which

$$
d d^{c} g_{Z}+\delta_{Z}=\left[\omega_{Z}\right]
$$

in $D^{p, p}(X)$.
For example, let $y$ be a point in $X^{(p-1)}$, i.e. $Y=\overline{\{y\}}$ is a closed integral subscheme of $X$ of codimension $p-1$. Then any rational function $f \in k(y)^{*}$ on $Y$ induces a rational function $f_{\infty}$ on $Y(\mathbb{C})$. If $\tilde{Y}$ is a resolution of singularities of $Y(\mathbb{C}), f_{\infty}$ restricts to a rational function $\tilde{f}_{\infty}$ on $\widetilde{Y}$. Hence $\log \left|\widetilde{f_{\infty}}\right|^{2}$ is a real-valued $L^{1}$-function on $\widetilde{Y}$ and therefore defines a current in $D^{0,0}(\widetilde{Y})$, whence $\widetilde{i_{*}}\left[\log \left|\widetilde{f}_{\infty}\right|^{2}\right] \in D^{p-1, p-1}(X)$, where $\widetilde{i}$ is the natural map $\widetilde{Y} \rightarrow X(\mathbb{C})$. We denote this current by $\left[\log |f|^{2}\right]$, i.e.

$$
\left[\log |f|^{2}\right](\omega)=\tilde{i}_{*}\left[\log \left|\tilde{f}_{\infty}\right|^{2}\right](\omega)=\int_{\widetilde{Y}} \log \left|\widetilde{f}_{\infty}\right|^{2} \cdot \widetilde{i}^{*}(\omega)
$$

By the Poincaré-Lelong formula (see Theorem II.2), we have

$$
d d^{c}\left[\log |f|^{2}\right]=\delta_{\mathrm{div} f}
$$

so $-\left[\log |f|^{2}\right]$ is a Green current for $\operatorname{div} f$.
Consider the group $\widehat{Z}^{p}(X)$ of arithmetic cycles, i.e. pairs $\left(Z, g_{Z}\right)$ where $Z \in Z^{p}(X)$ and $g_{Z}$ is a Green current for $Z$, with addition defined componentwise. Let $\widehat{R}^{p}(X) \subset \widehat{Z}^{p}(X)$ be the subgroup generated by pairs $\left(\operatorname{div} f,-\left[\log |f|^{2}\right]\right)$, where $f \in k(y)^{*}$ and $y \in X^{(p-1)}$, and by pairs $(0, \partial(u)+\bar{\partial}(v))$, where $u$ and $v$ are currents of type $(p-2, p-1)$ and ( $p-1, p-2$ ) respectively.

Definition 1 The arithmetic Chow group of codimension $p$ of $X$ is the quotient $\widehat{C H}^{p}(X)=\widehat{Z}^{p}(X) / \widehat{R}^{p}(X)$.

### 1.2 Theorem 1 There are two exact sequences

(1) $C H^{p-1, p}(X) \xrightarrow{\rho} H^{p-1, p-1}(X) \xrightarrow{a} \widehat{C H}^{p}(X) \xrightarrow{(\zeta, \omega)} C H^{p}(X) \oplus Z^{p, p}(X)$ $\xrightarrow{c l} H^{p, p}(X) \longrightarrow 0$,
(2) $C H^{p-1, p}(X) \xrightarrow{\rho} \widetilde{A}^{p-1, p-1}(X) \xrightarrow{a} \widehat{C H}^{p}(X) \xrightarrow{\zeta} C H^{p}(X) \longrightarrow 0$.

In this theorem the maps are defined as follows:

- As we saw in $\S$ I.6.3, an element of $C H^{p-1, p}(X)$ is represented by $\left(f_{y}\right),\left(f_{y} \in k(y)^{*}, y \in X^{(p-1)}\right)$ such that $\sum_{y} \operatorname{div} f_{y}=0$. The current $\sum_{y}-\left[\log \left|f_{y}\right|^{2}\right] \in D^{p-1, p-1}(X)$ satisfies

$$
d d^{c}\left(\sum_{y}-\left[\log \left|f_{y}\right|^{2}\right]\right)=-\delta_{\sum_{y}} \operatorname{div} f_{y}=0
$$

hence defines an element in $H^{p-1, p-1}(X)$ and also in $\widetilde{A}^{p-1, p-1}(X)$, which we denote by $\rho\left(\left(f_{y}\right)\right)$. We will show in the proof of the Theorem that $\rho$ is well-defined on $C H^{p-1, p}(X)$.

- Let $\operatorname{cl}(\eta) \in \widetilde{A}^{p-1, p-1}(X)$ denote the class of $\eta \in A^{p-1, p-1}(X)$; we put $a(\operatorname{cl}(\eta)):=[(0,[\eta])] \in \widehat{C H}^{p}(X)$, where 0 denotes the zero cycle of $Z^{p}(X)$ and $[(0,[\eta])]$ the class of $(0,[\eta])$. Similarly we define the map $a: H^{p-1, p-1}(X) \longrightarrow \widehat{C H}^{p}(X)$. The map $\zeta: \widehat{C H}^{p}(X)$ sends $\left[\left(Z, g_{Z}\right)\right]$ to $[Z]$ and $\omega: \widehat{C H}^{p}(X) \rightarrow Z^{p, p}(X)$ is given by $\omega\left(\left[\left(Z, g_{Z}\right)\right]\right)=\omega_{Z}$, where $d d^{c} g_{Z}+\delta_{Z}=\left[\omega_{Z}\right]$. One checks easily that $a, \zeta$ and $\omega$ are well-defined.
- The map cl : $C H^{p}(X) \oplus Z^{p, p}(X) \longrightarrow H^{p, p}(X)$ is given by

$$
\operatorname{cl}([Z], \omega)=\operatorname{cl}(Z)-\operatorname{cl}(\omega)
$$

where $\operatorname{cl}(Z)$ denotes the class of the cycle $Z$ in $H^{p, p}(X)$ and $\operatorname{cl}(\omega)$ denotes the image of $\omega$ via the projection $Z^{p, p}(X) \rightarrow H^{p, p}(X)$.

## Proof of Theorem 1.

(i) Obviously, cl and $\zeta$ are surjective maps.
(ii) To prove exactness at $C H^{p}(X) \oplus Z^{p, p}(X)$ note that $\mathrm{cl}([Z], \omega)=0$ if and only if there exists $g \in D^{p-1, p-1}(X)$ with $d d^{c} g=[\omega]-\delta_{Z}$, i.e. $(\zeta, \omega)([(Z, g)])=([Z], \omega)$.
(iii) Let us prove the exactness at $\widehat{C H}^{p}(X)$ for (2) (resp. (1)). We have $\zeta\left(\left[\left(Z, g_{Z}\right)\right]\right)=0$ if and only if $Z=\sum_{y} \operatorname{div} f_{y}\left(f_{y} \in k(y)^{*}, y \in X^{(p-1)}\right)$, i.e.

$$
\begin{aligned}
{\left[\left(Z, g_{Z}\right)\right] } & =\left[\left(\sum_{y} \operatorname{div} f_{y}, g_{Z}\right)\right]=\left[\left(0, g_{Z}+\sum_{y}\left[\log \left|f_{y}\right|^{2}\right]\right)\right] \\
& =[(0, \widetilde{g})] \in \widehat{C H}^{p}(X)
\end{aligned}
$$

But now $d d^{c} \widetilde{g}=\left[\omega_{Z}\right]$, and therefore $\widetilde{g}=[\eta]+\partial S_{1}+\bar{\partial} S_{2}$ by Theorem II.1,
with $\eta \in A^{p-1, p-1}(X), S_{1} \in D^{p-2, p-1}(X), S_{2} \in D^{p-1, p-2}(X)$. Hence we have $\zeta\left(\left[\left(Z, g_{Z}\right)\right]\right)=0$ if and only if

$$
\left[\left(Z, g_{Z}\right)\right]=[(0, \tilde{g})]=[(0,[\eta])]=a(\mathrm{cl}(\eta))
$$

where

$$
\operatorname{cl}(\eta) \in \widetilde{A}^{p-1, p-1}(X)
$$

To prove exactness at $\widehat{C H}^{p}(X)$ for (1), we note in addition that $d d^{c} \tilde{g}=$ 0 , whence $\eta \in A^{p-1, p-1}(X)$ is a closed form and it defines an element $\mathrm{cl}(\eta) \in H^{p-1, p-1}(X)$. Again we have $(\zeta, \omega)\left(\left[\left(Z, g_{Z}\right)\right]\right)=0$ if and only if

$$
\left[\left(Z, g_{Z}\right)\right]=[(0, \tilde{g})]=[(0,[\eta])]=a(\operatorname{cl}(\eta))
$$

(iv) To prove exactness at $\widetilde{A}^{p-1, p-1}(X)$ (resp. $H^{p-1, p-1}(X)$ ) note that $a(\operatorname{cl}(\eta))=0$ if and only if

$$
(0,[\eta])=\sum_{y}\left(\operatorname{div} f_{y},-\left[\log \left|f_{y}\right|^{2}\right]\right)+\left(0, \partial S_{1}+\bar{\partial} S_{2}\right)
$$

in $\widehat{Z}^{p}(X)$, where $f_{y} \in k(y)^{*}, y \in X^{(p-1)}, S_{1}$ is a current of type $(p-2, p-1)$, and $S_{2}$ a current of type $(p-1, p-2)$. This is equivalent to $\sum_{y} \operatorname{div} f_{y}=0$ and

$$
[\eta]=\sum_{y}-\left[\log \left|f_{y}\right|^{2}\right]+\partial S_{1}+\bar{\partial} S_{2}
$$

in other words $\rho\left(\left(f_{y}\right)\right)=\operatorname{cl}(\eta)$.
(v) We are left with proving that $\rho$ is well-defined. Recall that

$$
\begin{aligned}
C H^{p-1, p}(X) & =E_{2 X}^{p-1,-p}(X) \\
& =\left\{\left(f_{y}\right) \in \bigoplus_{y \in X^{(p-1)}} k(y)^{*}: \sum_{y} \operatorname{div} f_{y}=0\right\} / \operatorname{imd} d_{1}
\end{aligned}
$$

where $d_{1}: \bigoplus_{z \in X^{(p-2)}} K_{2}(k(z)) \longrightarrow \bigoplus_{y \in X^{(p-1)}} k(y)^{*}$ is given by the tame symbol (see §I.6.3), and hence we have to show that $\rho \circ d_{1}=0$. Now this is equivalent to the corresponding problem over $\mathbb{C}$, i.e., if $X$ is a smooth projective complex variety, $Z \subset X$ an irreducible subvariety of codimension $(p-2)$, and $f, g \in \mathbb{C}(Z)^{*}$, then $\rho \circ d_{1}(\{f, g\})=0$. To prove this, we may assume without loss of generality, that $\operatorname{div} f \cup \operatorname{div} g$ is a divisor with normal crossings, as the following remark shows. Let $\pi: \widetilde{Z} \rightarrow Z$ be a resolution of singularities of $\operatorname{div} f \cup \operatorname{div} g$ with $\pi$ proper and $D=\pi^{-1}(\operatorname{div} f \cup \operatorname{div} g)$ the divisor with normal crossings corresponding to $\operatorname{div} f \cup \operatorname{div} g$. By functoriality of $K$-theory, we have the commutative
diagram

and therefore $\rho \circ d_{1}=0$ will follow from $\rho \circ \tilde{d}_{1}=0$, which is shown in the next lemma.

Lemma 1 With the above notation, we have the formula

$$
\rho \circ \tilde{d}_{1}(\{f, g\})=\frac{1}{2 i \pi}(\partial[\alpha]+\bar{\partial}[\beta])
$$

where $\alpha=\log |f|^{2} \wedge \bar{\partial} \log |g|^{2}$ and $\beta=\log |g|^{2} \wedge \partial \log |f|^{2}$.

Proof. Since the problem is local, we may assume that $\widetilde{Z}=\Delta^{m}=$ $\left\{z \in \mathbb{C}^{m}:\left|z_{j}\right|<1\right\}$ and, by the linearity of the symbols $\{f, g\}$, we are reduced to the following two cases:
(a) $f=z_{1}, g=z_{1}$. Then the description of the map $d_{1}$ given in §I.6.3, implies

$$
\widetilde{d}_{1}\left(\left\{z_{1}, z_{1}\right\}\right)=(-1)^{v\left(z_{1}\right) \cdot v\left(z_{1}\right)} \cdot z_{1}^{v\left(z_{1}\right)} \cdot z_{1}^{-v\left(z_{1}\right)}=-1
$$

hence $\rho \circ \tilde{d}_{1}\left(\left\{z_{1}, z_{1}\right\}\right)=-\left[\log |-1|^{2}\right]=0$. On the other hand, since the form $\partial \alpha+\bar{\partial} \beta$ vanishes outside the origin, if $\omega \in A^{m-1, m-1}\left(\Delta^{m}\right)$ we get

$$
(\partial[\alpha]+\bar{\partial}[\beta])(\omega)=\lim _{\epsilon \rightarrow 0} \int_{\left|x_{1}\right|=\epsilon}(\alpha+\beta) \wedge \omega
$$

Using polar coordinates $z_{1}=r e^{i \vartheta}, \alpha+\beta$ becomes $(2 / r) \cdot \log \left(r^{2}\right) d r$, and this integral vanishes as $\epsilon$ goes to zero.
(b) $\operatorname{div} f$ and $\operatorname{div} g$ intersect properly. Again the description of the map $d_{1}$ gives

$$
\rho \circ d_{1}(\{f, g\})=\left[\log |f|^{2}\right] \wedge \delta_{\mathrm{div} g}-\left[\log |g|^{2}\right] \wedge \delta_{\mathrm{div} f}
$$

By definition of the *-product (see Definition II.4), we have

$$
\rho \circ d_{1}(\{f, g\})=-\left[\log |f|^{2}\right] *\left[\log |g|^{2}\right]+\left[\log |g|^{2}\right] *\left[\log |f|^{2}\right] .
$$

The result now follows from the following fact. If $Y$ and $Z$ intersect properly, and $g_{Y}$ (resp. $g_{Z}$ ) is a Green form of logarithmic type for $Y$ (resp. $Z$ ), we have

$$
\left[g_{Y}\right] *\left[g_{Z}\right]-\left[g_{Z}\right] *\left[g_{Y}\right]=1 / 2 i \pi \cdot\left(\partial\left[g_{Y} \wedge \bar{\partial} g_{Z}\right]+\bar{\partial}\left[g_{Z} \wedge \partial g_{Y}\right]\right)
$$

To prove this identity we use the definition of the *-product to obtain

$$
\begin{aligned}
{\left[g_{Y}\right] *\left[g_{Z}\right] } & -\left[g_{Z}\right] *\left[g_{Y}\right] \\
& =\left[g_{Y}\right] \wedge \delta_{Z}+\left[\omega_{Y}\right] \wedge\left[g_{Z}\right]-\left[g_{Z}\right] \wedge \delta_{Y}-\left[\omega_{Z}\right] \wedge\left[g_{Y}\right] \\
& =-\left[g_{Y}\right] \wedge\left(\left[\omega_{Z}\right]-\delta_{Z}\right)+\left[g_{Z}\right] \wedge\left(\left[\omega_{Y}\right]-\delta_{Y}\right) \\
& =-\left[g_{Y}\right] \wedge d d^{c}\left[g_{Z}\right]+\left[g_{Z}\right] \wedge d d^{c}\left[g_{Y}\right] \\
& =1 /(2 i \pi) \cdot\left(\partial\left(\left[g_{Y}\right] \wedge \bar{\partial}\left[g_{Z}\right]\right)+\bar{\partial}\left(\left[g_{Z}\right] \wedge \partial\left[g_{Y}\right]\right)\right) \\
& =1 /(2 i \pi) \cdot\left(\partial\left[g_{Y} \wedge \bar{\partial} g_{Z}\right]+\bar{\partial}\left[g_{Z} \wedge \partial g_{Y}\right]\right),
\end{aligned}
$$

where the last equality can be justified for forms of logarithmic type (see [GS2]).

### 1.3 Let us mention two conjectures.

Conjecture 1 (Bass; see also [Ger], Problem 21, for higher $K$-groups): $C H^{p}(X)$ is a finitely generated $\mathbb{Z}$-module.
Conjecture 2 (Beilinson [Be]): If $X$ is a smooth, projective complex variety, the real vector space

$$
H^{p-1, p-1}(X, \mathbf{R})=H^{p-1, p-1}(X) \cap H^{2 p-2}(X, \mathbf{R})
$$

is generated by the elements $\rho\left(\left(f_{y}\right)\right)$, where $f_{y} \in k(y)^{*}, y \in X^{(p-1)}$, and $\sum_{y} \operatorname{div} f_{y}=0$.

Conjecture 1 is known when $p=0,1$ and $\operatorname{dim}(X)$. Conjecture 2, a variant of the Hodge conjecture is not even known for surfaces and $p=2$.

## 2. The intersection pairing

2.1 Recall that $X$ is a regular scheme, projective and flat over $\boldsymbol{Z}$. We denote by $X_{\mathbb{Q}}$ its generic fibre $X \times_{\text {Spec }} \operatorname{Spec} \mathbb{Q}$. Let us introduce the following groups

$$
Z_{\mathrm{fin}}^{p}(X):=\left\{Z \in Z^{p}(X):|Z| \cap X_{\mathbb{Q}}=\emptyset\right\}
$$

where $|Z|$ is the support of the cycle $Z$,

$$
C H_{f i n}^{p}(X):=Z_{\mathrm{fin}}^{p}(X) /\langle\operatorname{div} f\rangle
$$

where $y \in X^{(p-1)}-X_{\mathbb{Q}}$ and $f \in k(y)^{*}$, and

$$
\widehat{Z}^{p}\left(X_{\mathbb{Q}}\right):=\left\{\left(Z, g_{Z}\right): Z \in Z^{p}\left(X_{\mathbb{Q}}\right), g_{Z} \text { a Green current for } Z\right\} .
$$

Note that any cycle $Z \in Z^{p}(X)$ can be written uniquely $Z=Z_{1}+Z_{2}$ with $Z_{1} \in Z_{\text {fin }}^{p}(X)$ and $Z_{2} \in Z^{p}\left(X_{\mathbb{Q}}\right)$.

Lemma 2 We have an isomorphism

$$
\widehat{C H}^{p}(X) \cong\left(C H_{\mathrm{fin}}^{p}(X) \oplus \widehat{Z}^{p}\left(X_{\mathbb{Q}}\right)\right) /\langle\widehat{\operatorname{div}}(f) ;(0,0, \mathrm{im} \partial+\operatorname{im} \bar{\partial})\rangle,
$$

where $y \in X_{\mathbb{Q}}^{(p-1)}, f \in k(y)^{*}$ and $\widehat{\operatorname{div}}(f)=\left(\operatorname{div} f,-\left[\log |f|^{2}\right]\right)$.
Proof. There is a natural map

$$
\widehat{C H}^{p}(X) \longrightarrow\left(C H_{\mathrm{fin}}^{p}(X) \oplus \widehat{Z}^{p}\left(X_{\mathbb{Q}}\right)\right) /\langle\widehat{\operatorname{div}}(f) ;(0,0, i \mathrm{im} \partial+\mathrm{im} \bar{\partial})\rangle
$$

which is obviously surjective. To prove injectivity, one simply notes that for $f \in k(y)^{*}, y \in X^{(p-1)}-X_{\mathbb{Q}}$, the current $\left[\log |f|^{2}\right]$ is zero.

Remark Let $Y \subset X$ be a closed subscheme such that $\operatorname{codim}_{X_{\mathbb{Q}}}\left(Y_{\mathbb{Q}}\right)=$ $p$. Then the natural map

$$
Z_{Y}^{p}(X) \longrightarrow Z_{\mathrm{fin}}^{p}(X) \oplus Z_{\mathrm{Y}_{\mathbb{Q}}}^{p}\left(X_{\mathbb{Q}}\right)
$$

induces a map

$$
C H_{Y}^{p}(X) \longrightarrow C H_{\mathrm{fin}}^{p}(X) \oplus Z_{Y_{\mathbb{Q}}}^{p}\left(X_{\mathbb{Q}}\right)
$$

and $Z_{Y_{\mathbb{Q}}}^{p}\left(X_{\mathbb{Q}}\right)=C H_{Y_{\mathbb{Q}}}^{p}\left(X_{\mathbb{Q}}\right)$.

## 2.2

## Theorem 2 There is a pairing

$$
\widehat{C H}^{p}(X) \otimes \widehat{C H}^{q}(X) \longrightarrow \widehat{C H}^{p+q}(X)_{\mathbb{Q}}
$$

with the following properties:
(i) $\bigoplus_{p \geq 0} \widehat{C H}^{p}(X)_{\mathbb{Q}}$ is a commutative graded unitary $\mathbb{Q}$-algebra.
(ii) The map

$$
(\zeta, \omega): \bigoplus_{p \geq 0} \widehat{C H}^{p}(X)_{\mathbb{Q}} \longrightarrow \bigoplus_{p \geq 0}\left(C H^{p}(X) \oplus Z^{p, p}(X)\right)_{\mathbb{Q}}
$$

(cf. Theorem 1) is a $\mathbb{Q}$-algebra homomorphism.
Proof. Let $\left[\left(Y, g_{Y}\right)\right] \in \widehat{C H}^{p}(X)$ and $\left[\left(Z, g_{Z}\right)\right] \in \widehat{C H}^{q}(X)$. To define the pairing, we may assume that $Y, Z$ are irreducible and then extend the definition by linearity. Furthermore, we assume first that $Y_{\mathbb{Q}}$ and $Z_{\mathbb{Q}}$ intersect properly, i.e., $\operatorname{codim}_{X_{\mathbb{Q}}}\left(Y_{\mathbb{Q}} \cap Z_{\mathbb{Q}}\right)=p+q$. We have $[Y] \in$ $C H_{Y}^{p}(X),[Z] \in C H_{Z}^{q}(X)$, hence by Theorem I.2, $[Y] \cdot[Z] \in C H_{Y \cap Z}^{p+q}(X)_{\mathbb{Q}}$ and we again denote by $[Y] \cdot[Z]$ the image of this element by the map

$$
C H_{Y \cap Z}^{p+q}(X)_{\mathbb{Q}} \longrightarrow C H_{\mathrm{fin}}^{p+q}(X)_{\mathbb{Q}} \oplus Z_{Y_{\mathbb{Q}} \cap Z_{\mathbb{Q}}}^{p+q}\left(X_{\mathbb{Q}}\right)_{\mathbb{Q}}
$$

considered in the remark in $\S 2.1$. We then define

$$
\left[\left(Y, g_{Y}\right)\right] \cdot\left[\left(Z, g_{Z}\right)\right]:=\left[\left([Y] \cdot[Z], g_{Y} * g_{Z}\right)\right]
$$

in
$C H_{\mathrm{fin}}^{p+q}(X)_{\mathbb{Q}} \oplus \widehat{Z}^{p+q}\left(X_{\mathbb{Q}}\right)_{\mathbb{Q}} /\langle\widehat{\operatorname{div}}(f) ;(0,0, \mathrm{im} \partial+\mathrm{im} \bar{\partial})\rangle_{\mathbb{Q}} \cong \widehat{C H}^{p+q}(X)_{\mathbb{Q}}$ (see Lemma 2). Note that the *-product is well defined, since $Y(\mathbb{C})$ and $Z(\mathbb{C})$ intersect properly ; see §II.3.3.

We now turn to the case where $Y_{\mathbb{Q}}$ and $Z_{\mathbb{Q}}$ do not intersect properly. By the Moving Lemma over $\mathbb{Q}[R P]$, we know that there are rational functions $f_{y} \in k(y)^{*}, y \in X_{\mathbb{Q}}^{(p-1)}$ such that $Y+\sum_{y} \operatorname{div} f_{y}$ and $Z$ intersect properly on $X_{\mathbb{Q}}$, and we are reduced to the proper intersection case treated above. It remains to show that, if $g_{y} \in k(y)^{*}, y \in X_{\mathbb{Q}}^{(p-1)}$ is another choice of rational functions such that $\left(Y+\sum_{y} \operatorname{div}\left(g_{y}\right)\right)_{\mathbb{Q}}$ and $Z_{\mathbb{Q}}$ intersect properly, then the cycle

$$
\left(\sum_{y} \widehat{\operatorname{div}}\left(f_{y}\right)-\sum_{y} \widehat{\operatorname{div}}\left(g_{y}\right)\right) \cdot\left(Z, g_{Z}\right)
$$

lies in the subgroup $\widehat{R}^{p+q}(X)_{\mathbb{Q}}$ of $\widehat{Z}^{p+q}(X)_{\mathbb{Q}}$ (see $\left.\S 1.1\right)$. To prove this, we need a Moving Lemma for $K_{1}$-chains, which we state without proof (see [GS2]), using the notation of §I.6.3.

Lemma 3 Let

$$
\left(h_{y}\right) \in \bigoplus_{y \in X_{\mathbb{Q}}^{(p-1)}} k(y)^{*}=\bigoplus_{y \in X_{\mathbb{Q}}^{(p-1)}} K_{1}(k(y))=E_{1}^{p-1,-p}\left(X_{\mathbb{Q}}\right)
$$

be a $K_{1}$-chain on $X_{\mathbb{Q}}$ such that $\left(\sum_{y} \operatorname{div}\left(h_{y}\right)\right)_{\mathbb{Q}}$ and $Z_{\mathbb{Q}}$ intersect properly. Then there exists $u \in \bigoplus_{z \in X_{\mathbb{Q}}^{(p-2)}} K_{2}(k(z))$ such that, if $\left(\widetilde{h}_{y}\right):=\left(h_{y}\right)+$ $d_{1}(u)$, then $\left(\operatorname{div}\left(\tilde{h}_{y}\right)\right)_{\mathbb{Q}}$ intersects $Z_{\mathbb{Q}}$ properly for all $y \in X_{\mathbb{Q}}^{(p-1)}$.

In particular, Lemma 3 gives

$$
\sum_{y} \operatorname{div}\left(h_{y}\right)=\sum_{y} \operatorname{div}\left(\tilde{h}_{y}\right)
$$

because div $\circ d_{1}=d_{1}^{2}=0$, and $\sum_{y}\left[\log \left|h_{y}\right|^{2}\right]-\sum_{y}\left[\log \left|\widetilde{h}_{y}\right|^{2}\right]$ lies in (im $\partial+\mathrm{im} \bar{\partial}$ ), since $\rho \circ d_{1}=0$, as shown in the proof of Theorem 1. So, given $f_{y}$ and $g_{y}$ as above, we can find $\left(\widetilde{h}_{y}\right) \in \bigoplus_{y \in X_{Q}^{(p-1)}} k(y)^{*}$ such that $\operatorname{div}\left(\tilde{h}_{y}\right)_{\mathbb{Q}}$ intersects $Z_{\mathbb{Q}}$ properly for all $y \in X_{\mathbb{Q}}^{(p-1)}$ and

$$
\sum_{y}\left(\widehat{\operatorname{div}}\left(f_{y}\right)-\widehat{\operatorname{div}}\left(g_{y}\right)-\widehat{\operatorname{div}}\left(\widetilde{h}_{y}\right)\right) \cdot\left(Z, g_{Z}\right)
$$

lies in $(0, i m \partial+i m \bar{\partial})$. We are finished if we show that each summand $\widehat{\operatorname{div}}\left(\widetilde{h}_{y}\right) \cdot\left(Z, g_{Z}\right)$ lies in $\widehat{R}^{p+q}(X)_{\mathbb{Q}}$. To simplify the notation, we write $h$ for $\widetilde{h}_{y}$, and furthermore we assume that $Z_{\text {fin }}=\emptyset$.

Let $W$ be the support of $h$. Then $\left|W_{\mathbb{Q}}\right| \cap\left|Z_{\mathbb{Q}}\right|=S \cup T$, where
$\operatorname{codim}_{X_{\mathbb{Q}}} S=p+q-1$ and $\operatorname{codim}_{X_{\mathbb{Q}}} T<p+q-1$. In $C H_{S \cup T}^{p+q-1}\left(X_{\mathbb{Q}}\right)_{\mathbb{Q}}$ we have

$$
\left[W_{\mathbb{Q}}\right] \cdot\left[Z_{\mathbb{Q}}\right]=\sum_{i} \mu_{i}\left[S_{i}\right]+\tau
$$

where $S_{i}$ are the irreducible components of $S,\left[S_{i}\right] \in C H_{S}^{p+q-1}\left(X_{\mathbb{Q}}\right)_{\mathbb{Q}}$, $\tau \in C H_{T}^{p+q-1}\left(X_{\mathbb{Q}}\right)_{\mathbb{Q}}$, and $\mu_{i}=\mu_{i}\left(W_{\mathbb{Q}}, Z_{\mathbb{Q}}\right)$ are Serre's intersection multiplicities. Since $(\operatorname{div}(h))_{\mathbb{Q}}$ intersects $Z_{\mathbb{Q}}$ properly, the restriction $\left.h\right|_{S_{\mathfrak{i}}}$ of $h$ to $S_{i}$ is not identically zero (otherwise $(\operatorname{div}(h))_{\mathbb{Q}}$ would have a component of codimension $p+q-1$, which is impossible), and $\left.h\right|_{T}$ is a unit, since $(\operatorname{div}(h))_{\mathbb{Q}} \cap T=\emptyset$.

We now define the product of the $K_{1}$-chain

$$
h \in \bigoplus_{y \in X_{\mathbb{Q}}^{(p-1)}} k(y)^{*}=\bigoplus_{y \in X_{\mathbb{Q}}^{(p-1)}} K_{1}(k(y))
$$

with the codimension $q$-cycle

$$
Z \in \bigoplus_{x \in X_{\mathbb{Q}}^{(q)}} \mathbb{Z}=\bigoplus_{x \in X_{\mathbb{Q}}^{(q)}} K_{0}(k(x))
$$

to be the $K_{1}$-chain

$$
h \cdot Z:=\prod_{i}\left(\left.h\right|_{S_{i}}\right)^{\mu_{i}} \cdot\left(\left.h\right|_{T} \cdot t\right) \in \bigoplus_{y \in X_{\mathbb{Q}}^{(p+q-1)}} K_{1}(k(y))
$$

where $t \in Z_{T}^{p+q-1}\left(X_{\mathbb{Q}}\right)_{\mathbb{Q}}$ is a representative of $\tau$; the product $\left(\left.h\right|_{T} \cdot t\right)$ has to be understood in $K$-theoretic terms. Note that $h \cdot Z$ is only defined up to $\operatorname{im} d_{1}$, so $\widehat{\operatorname{div}}(h \cdot Z)$ is well-defined, because $\operatorname{div} \circ d_{1}=0$ and $\rho \circ d_{1}=0$. The proof of Theorem 2 will be complete if we show that $\widehat{\operatorname{div}} h \cdot\left(Z, g_{Z}\right)-\widehat{\operatorname{div}}(h \cdot Z)$ lies in $(0, \mathrm{im} \partial+\mathrm{im} \bar{\partial})$.

To prove this, let $H \in k(X)^{*}$ be such that $\left.H\right|_{W}=h$. Since $\operatorname{div} H \cdot W=$ $\operatorname{div}\left(\left.H\right|_{W}\right)=\operatorname{divh}$ by [Fu], Chapter 2, we get

$$
\begin{aligned}
\operatorname{div} h \cdot Z & =(\operatorname{div} H \cdot W) \cdot Z_{\mathbb{Q}}=\operatorname{div} H \cdot\left(W_{\mathbb{Q}} \cdot Z_{\mathbb{Q}}\right) \\
& =\operatorname{div}(H) \cdot\left(\sum_{i} \mu_{i} S_{i}+t\right) \\
& =\sum_{i} \mu_{i} \operatorname{div}\left(\left.H\right|_{S_{i}}\right)+\operatorname{div}\left(\left.H\right|_{t}\right) \\
& =\sum_{i} \mu_{i} \operatorname{div}\left(\left.h\right|_{S_{i}}\right)+\operatorname{div}\left(\left.h\right|_{T} \cdot t\right)=\operatorname{div}(h \cdot Z)
\end{aligned}
$$

The Green current component of $\widehat{\operatorname{div}} h \cdot\left(Z, g_{Z}\right)$, because of commutativity and the definition of the *-product, is equal to

$$
\left(-\left[\log |h|^{2}\right]\right) * g_{Z}=g_{Z} *\left(-\left[\log |h|^{2}\right]\right)=g_{Z} \wedge \delta_{\mathrm{div} h}+\left[\omega_{Z}\right] \wedge\left(-\left[\log |h|^{2}\right]\right)
$$

modulo (im $\partial+\operatorname{im} \bar{\partial}$ ). For the Green current of $\widehat{\operatorname{div}}(h \cdot Z)$, using Theorem II. 4 (or rather a refinement of it for improper intersections), the
associativity, the commutativity and the definition of the $*$-product, we get

$$
\begin{aligned}
-\left[\log |h \cdot Z|^{2}\right] & =-\left[\log |H|^{2}\right] \wedge \delta_{W \cdot Z} \\
& =-\left[\log |H|^{2}\right] *\left(g_{W} * g_{Z}\right)=g_{Z} *\left(-\left[\log |H|^{2}\right] * g_{W}\right) \\
& =g_{Z} \wedge \delta_{\operatorname{div} H \cdot W}+\left[\omega_{Z}\right] \wedge\left(-\left[\log |H|^{2}\right] * g_{W}\right) \\
& =g_{Z} \wedge \delta_{\operatorname{div} h}-\left[\omega_{Z}\right] \wedge\left[\log |H|^{2}\right] \wedge \delta_{W} \\
& =g_{Z} \wedge \delta_{\operatorname{div} h}+\left[\omega_{Z}\right] \wedge\left(-\left[\log |h|^{2}\right]\right)
\end{aligned}
$$

modulo (im $\partial+\mathrm{im} \bar{\partial}$ ). We refer to [GS2] for the justification of these equalities.

The above construction turns $\bigoplus_{p \geq 0} \widehat{C H}^{p}(X)_{\mathbb{Q}}$ into a commutative graded $\mathbb{Q}$-algebra with unit $[(X, 0)] \in \widehat{C H}^{\operatorname{dim} X}(X)$; commutativity and associativity follow from the corresponding properties of the intersection product on regular schemes (see Chapter I) and the *-product (see Chapter II). The multiplicativity of the map $(\zeta, \omega)$ is also clear, since, by Theorem II.4, we have

$$
\begin{aligned}
(\zeta, \omega)\left(\left[\left(Y, g_{Y}\right)\right] \cdot\left[\left(Z, g_{Z}\right)\right]\right) & =(\zeta, \omega)\left(\left[\left([Y] \cdot[Z], g_{Y} * g_{Z}\right)\right]\right) \\
& =\left([Y] \cdot[Z],\left[\omega_{Y} \wedge \omega_{Z}\right]\right) .
\end{aligned}
$$

## 2.3 <br> Remarks

2.3.1 From the definitions we get the following useful formula:

$$
\begin{equation*}
a(\eta) x=a(\eta \omega(x)) \tag{3}
\end{equation*}
$$

for any $x \in \widehat{C H}^{q}(X)$ and $\eta \in \widetilde{A}^{p-1, p-1}(X)$. In particular $i m(a)=\operatorname{ker}(\zeta)$ is an ideal of square zero.
2.3.2 If $q=1$ in Theorem 2 , we do not have to tensor with $\mathbb{Q}$, i.e. we get a pairing

$$
\begin{equation*}
\widehat{C H}^{p}(X) \otimes \widehat{C H}^{1}(X) \longrightarrow \widehat{C H}^{p+1}(X) \tag{4}
\end{equation*}
$$

because in this situation there is a Moving Lemma. Namely, if $Y \in$ $Z^{p}(X)$ and $Z \in Z^{1}(X)$, there exists $Z^{\prime}$ rationally equivalent to $Z$ such that $Z^{\prime}$ intersects $Y$ properly.

Indeed, let $Y_{i}, i \in I$, be the irreducible components of $Y$ and $y_{i}$ the generic point of $Y_{i}$. The semi-local ring of functions on $X$ regular near all $y_{i}, i \in I$, is a unique factorization domain since it is regular. So, in the spectrum of this ring, $Z$ is the divisor of some rational function. In other words, there exists $Z^{\prime}$ rationally equivalent to $Z$ on $X$ which does not contain any of the $Y_{i}{ }^{\prime}$ s.

Notice also that Green currents in codimension one are easy to construct - they all come from the Poincaré-Lelong formula, see Propo-
sition 1 below. Therefore the pairing (4) is easier to define than the general pairing in Theorem 2. It turns out that, for many applications, this pairing is sufficient; see [F4].
2.3.3 Assume that $X$ is smooth on the ring of integers in a number field. Then we can use Fulton's approach to intersection theory [Fu], so we do not need to tensor with © in Theorem 2 (see [GS2]).
2.3.4 One may wonder whether there exist higher arithmetic K-groups $\widehat{K}_{m}$ (see Definition IV. 5 below for the case $m=0$ ) and if a formula à la Gersten $\widehat{C H}^{p}(X)=H^{p}\left(X, \widehat{\mathcal{K}}_{p}\right)$ would hold, similar to $\S$ I.6.5.

One possible definition when $m>0$ is

$$
\widehat{K}_{m}(X)=\pi_{m+1} \text { (homotopy fiber of the regulator map), }
$$

where the regulator map is viewed as a map from $B Q P(X)$ to a product of Eilenberg-Maclane spaces; see [Be] and [G2]. This definition provides an exact sequence

$$
\begin{align*}
& \cdots \xrightarrow{\rho} \bigoplus_{m+1+k=2 i} H_{D}^{k}(X, \mathbf{R}(i)) \xrightarrow{a} \widehat{K}_{m}(X) \longrightarrow K_{m}(X) \\
& \xrightarrow{\rho} \bigoplus_{m+k=2 i} H_{D}^{k}(X, \mathbf{R}(i)) \longrightarrow \cdots, \tag{5}
\end{align*}
$$

where $\rho$ is the Beilinson regulator with values in Deligne cohomology [Be]. If $\widehat{\mathcal{K}}_{p}$ is the Zariski sheaf attached to the presheaf $U \mapsto \widehat{K}_{p}(U)$ defined by (5), a guess is that $H^{p}\left(X, \widehat{\mathcal{K}}_{p}\right)$ is isomorphic to the subgroup $\operatorname{ker}(\omega)$ of $\widehat{C H}^{p}(X)$ (see [S2]).

By means of a generalization of the Bott-Chern character classes, X. Wang has defined recently an explicit simplicial set whose homotopy groups are those in (5) [Wa].

## 3. Functoriality

## 3.1

Theorem 3 Let $X, Y$ be regular schemes, projective and flat over $\mathbb{Z}$ and let $f: Y \rightarrow X$ be a morphism.
(i) There is a pull-back homomorphism $f^{*}: \widehat{C H}^{p}(X) \rightarrow \widehat{C H}^{p}(Y)_{\mathbb{Q}}$. It is multiplicative, i.e., given $\alpha \in \widehat{C H}^{p}(X)$ and $\beta \in \widehat{C H}^{q}(X)$, one has

$$
f^{*}(\alpha \cdot \beta)=f^{*}(\alpha) \cdot f^{*}(\beta)
$$

(ii) If $f$ is proper, $f_{\mathbb{Q}}: Y_{\mathbb{Q}} \rightarrow X_{\mathbb{Q}}$ is smooth and $X, Y$ are equidimensional, then there is a push-forward homomorphism

$$
f_{*}: \widehat{C H}^{p}(Y) \rightarrow \widehat{C H}^{p-\delta}(X) \quad(\delta:=\operatorname{dim} Y-\operatorname{dim} X)
$$

(iii) The following projection formula holds:

$$
f_{*}\left(f^{*}(\alpha) \cdot \beta\right)=\alpha \cdot f_{*}(\beta) \in \widehat{C H}^{p+q-\delta}(X)_{\mathbb{Q}}
$$

if $\alpha \in \widehat{C H}^{p}(X)$ and $\beta \in \widehat{C H}^{q}(Y)$.
(iv) Given two maps $f: Y \rightarrow X$ and $g: Z \rightarrow Y$ one has $(f g)^{*}=g^{*} f^{*}$ and $(f g)_{*}=f_{*} g_{*}$.

## Proof.

(i) Let $[(Z, g Z)] \in \widehat{C H}^{p}(X)$. To define the pull-back, we may assume that $Z$ is irreducible and then extend this definition by linearity. Furthermore, we may assume first that $\operatorname{codim}_{Y_{\mathbb{Q}}}\left(f^{-1}(Z)_{\mathbb{Q}}\right)=p$, and reduce afterwards the general case to this situation. Since $K$-theory is contravariant, we may apply Theorem I.3, to get a class $f^{*}[Z] \in C H_{f^{-1}(Z)}^{p}(Y)_{\mathbb{Q}}$. We denote also by $f^{*}[Z]$ its image by the map

$$
C H_{f^{-1}(Z)}^{p}(Y)_{\mathbb{Q}} \longrightarrow C H_{f i n}^{p}(Y)_{\mathbb{Q}} \oplus Z_{f^{-1}(Z)_{\mathbb{Q}}}^{p}\left(Y_{\mathbb{Q}}\right)_{\mathbb{Q}}
$$

(see the remark in §2.1). Furthermore, by $\S I I .3 .2$, the pull-back $f^{*} g_{Z}$ of the Green current $g_{Z}$ can be defined. We put

$$
f^{*}\left[\left(Z, g_{Z}\right)\right]:=\left[\left(f^{*}[Z], f^{*} g_{Z}\right)\right] \in \widehat{C H}^{p}(Y)_{\mathbb{Q}}
$$

As in the proof of Theorem 2, we can remove the assumption

$$
\operatorname{codim}_{Y_{\mathbb{Q}}}\left(f^{-1}(Z)_{\mathbb{Q}}\right)=p
$$

by noting that there exist rational functions $f_{y} \in k(y)^{*}, y \in Y_{\mathbb{Q}}^{(p-1)}$, such that $\operatorname{codim}_{Y_{\mathbb{Q}}}\left(\left(f^{-1}(Z)+\sum_{y} \operatorname{div} f_{y}\right)_{\mathbb{Q}}\right)=p$, and one is reduced to the above definition. Of course, we are left with proving that this definition of $f^{*}\left[\left(Z, g_{z}\right)\right]$ does not depend on the choice of the rational functions $f_{y}$. But this can be done in a way similar to the proof of Theorem 2.

We shall not prove that $f^{*}$ is a ring homorphism; see [GS2].
(ii) We define first a map from $\widehat{Z}^{p}(Y)$ to $\widehat{Z}^{p-\delta}(X)$ as follows. Let $\left(Z, g_{Z}\right) \in \widehat{Z}^{p}(Y)$ with $Z$ irreducible, i.e., $Z=\overline{\{z\}}$, where $z$ is the generic point of $Z$. Following [ Fu ], 1.4, we put

$$
f_{*}(Z):=\left\{\begin{array}{cl}
{[k(z): k(f(z))] \cdot \overline{\{f(z)\}}} & \text { if } \operatorname{dim} f(z)=\operatorname{dim} z \\
0 & \text { if } \operatorname{dim} f(z)<\operatorname{dim} z
\end{array}\right.
$$

Next we observe that, given a differential $\eta$ on $X(\mathbf{C})$ (of the appropriate degree), we have

$$
\left(f_{*} \delta_{Z}\right)(\eta)=\delta_{Z}\left(f^{*} \eta\right)=\int_{Z(\mathbf{C})} f^{*} \eta=\int_{Z(\mathbf{C})} f^{*}\left(\left.\eta\right|_{f(Z(\mathbf{C}))}\right)
$$

$$
=\left\{\begin{array}{cl}
\operatorname{deg}(Z(\mathbb{C}) / f(Z(\mathbb{C}))) \cdot \int_{f(Z(\mathbf{C}))} \eta & \text { if } \operatorname{dim} f(Z(\mathbb{C}))=\operatorname{dim} Z(\mathbb{C}) ; \\
0 & \text { if } \operatorname{dim} f(Z(\mathbb{C}))<\operatorname{dim} Z(\mathbb{C})
\end{array}\right.
$$

Hence we have $f_{*} \delta_{Z}=\delta_{f_{.}(Z)}$, from which we deduce

$$
d d^{c}\left(f_{*} g_{Z}\right)=\left[f_{*} \omega_{Z}\right]-\delta_{f_{*}(Z)}
$$

Here $f_{*} \omega_{Z} \in A^{p-\delta, p-\delta}(X)$ is obtained by integration along the fibers, because $f_{\mathbb{Q}}: Y_{\mathbb{Q}} \rightarrow X_{\mathbb{Q}}$ is smooth. Therefore $f_{*} g_{Z}$ defines a Green current for $f_{*}(Z)$, and we put

$$
f_{*}\left(Z, g_{Z}\right):=\left(f_{*} Z, f_{*} g_{Z}\right) \in \widehat{Z}^{p-\delta}(X) .
$$

We are left with checking that this definition induces a map

$$
f_{*}: \widehat{C H}^{p}(Y) \rightarrow \widehat{C H}^{p-\delta}(X) .
$$

For that purpose, let $h \in k(W)^{*}, W=\overline{\{y\}}, y \in Y^{(p-1)}$ and $f_{W}:=f \mid W$ : $W \rightarrow W^{\prime}:=f(W)$. By [Fu], Proposition 1.4, we then have

$$
f_{*}(\operatorname{div}(h))=\left\{\begin{array}{cl}
\operatorname{div}\left(\operatorname{Norm}_{k(W) / k\left(W^{\prime}\right)}(h)\right) & \text { if } \operatorname{dim} W^{\prime}=\operatorname{dim} W ; \\
0 & \text { if } \operatorname{dim} W^{\prime}<\operatorname{dim} W .
\end{array}\right.
$$

In the former case, the map $W(\mathbb{C}) \longrightarrow W^{\prime}(\mathbb{C})$ is finite, hence there is an open set $U \subset W^{\prime}(\mathbb{C})$ such that $f_{W}: f_{W}^{-1}(U) \rightarrow U$ is finite and étale. Hence for any $L^{1}$-function $\varphi$ on $W(\mathbb{C})$ and $u \in U$, we have

$$
f_{W *}(\varphi)(u)=\sum_{w \in f_{W}^{-1}(u)} \varphi(w) .
$$

From this we deduce

$$
f_{*}\left[\log |h|^{2}\right]=\left[\log \left|\operatorname{Norm}_{k(W(\mathbf{C})) / k\left(W^{\prime}(\mathbf{C})\right)}(h)\right|^{2}\right],
$$

which completes the proof of (ii).
(iii) Let $\alpha=\left[\left(Z, g_{Z}\right)\right] \in \widehat{C H}^{p}(X)$ and $\beta=\left[\left(W, g_{W}\right)\right] \in \widehat{C H}^{q}(Y)$. By §I.3.2 and Theorem 3, we know the validity of the projection formula for cycle-classes. Therefore, we are left to prove it for Green currents. By definition of the *-product, we have $f_{*}\left(f^{*} g_{Z} * g_{W}\right)=f_{*}\left(f^{*} g_{Z} \wedge \delta_{W}+\left[f^{*} \omega_{Z}\right] \wedge g_{W}\right)=h_{*}\left(h^{*} g_{Z}\right)+\left[\omega_{Z}\right] \wedge f_{*} g_{W}$, where $h: W \longrightarrow X$ denotes the map induced by $f$. But as in part (ii) of the proof, we have $h_{*}\left(h^{*} g_{Z}\right)=g_{Z} \wedge \delta_{f_{*}(W)}$, whence

$$
f_{*}\left(f^{*} g_{Z} * g_{W}\right)=g_{Z} \wedge \delta_{f_{*}(W)}+\left[\omega_{Z}\right] \wedge f_{*} g_{W}=g_{Z} * f_{*} g_{W},
$$

as claimed.
We refer to [GS2] for the proof of (iv).

Remark Because $Y$ can be embedded into a smooth variety over $\mathbb{Z}$
(for instance a projective space), one can use Fulton's approach to intersection theory [Fu] to avoid tensoring with $\mathbb{Q}$ when defining $f^{*}$ in Theorem 3; see [GS2].

## 4. Examples

4.1 Let $X$ be a regular scheme, projective and flat over $\mathbb{Z}$. Then

$$
\widehat{C H}^{0}(X)=C H^{0}(X) \cong \mathbf{Z}^{\pi_{0}(X)}
$$

4.2 A line bundle on $X$ with a smooth hermitian metric invariant under $F_{\infty}$ on the complex line bundle induced by $L$ on $X(\mathbb{C})$ is called an hermitian line bundle. Denote by $\widehat{\operatorname{Pic}}(X)$ the group of isomorphism classes of hermitian line bundles on $X$, where the group structure is given by tensor product and isomorphisms are those algebraic isomorphisms on $X$ which preserve the metrics.

Proposition 1 [D] There is an isomorphism

$$
\widehat{\mathrm{c}}_{1}: \widehat{\operatorname{Pic}}(X) \longrightarrow \widehat{C H}^{1}(X)
$$

mapping the class of $(L,\|\cdot\|)$ to the class of $\left[\left(\operatorname{div} s,-\left[\log \|s\|^{2}\right]\right)\right]$, for any rational section $s$ of $L$.

Proof. The class $\widehat{\mathrm{c}}_{1}(L,\|\cdot\|)$ does not depend on the choice of $s$ since any other rational section can be written $s^{\prime}=f s$, where $f$ is a rational function on $X$. The inverse of the map $\widehat{c}_{1}$ is obtained by sending ( $Z, g_{Z}$ ) to the isomorphism class of $\left(\mathcal{O}_{X}(Z),\|\cdot\|\right)$, where the metric $\|\cdot\|$ is locally given by the formula $\|f\|^{2}=|f|^{2} \mathrm{e}^{-g z}$; note that this defines a smooth metric, because the function $g_{Z}-\log |f|^{2}$ is smooth.
4.3 Let $X=\operatorname{Spec} \mathcal{O}_{F}$, where $\mathcal{O}_{F}$ denotes the ring of integers of a number field $F$. In this special situation we have

$$
\begin{gathered}
C H^{0,1}(X)=\mathcal{O}_{F}^{*} \quad(\text { see } \S \mathbf{I} .6 .3) \\
\widetilde{A}^{0,0}(X)=A^{0,0}(X)=\bigoplus_{\sigma \in \Sigma} \mathbf{R}
\end{gathered}
$$

$\Sigma$ denoting a set of $r_{1}$ real and $r_{2}$ non-conjugate complex imbeddings of $F$,

$$
C H^{1}(X)=C l\left(\mathcal{O}_{F}\right) \quad\left(\text { the ideal class group of } \mathcal{O}_{F}\right)
$$

Theorem 1 (2) then gives the exact sequence

$$
\begin{equation*}
\mathcal{O}_{F}^{*} \xrightarrow{\rho} \mathbf{R}^{r_{1}+r_{2}} \xrightarrow{a} \widehat{\operatorname{Pic}}(X) \xrightarrow{\zeta} \operatorname{cl}\left(\mathcal{O}_{F}\right) \longrightarrow 0 . \tag{6}
\end{equation*}
$$

Notice that $\rho$ is, up to a factor -2 , the classical Dirichlet regulator map, hence $\operatorname{ker} \rho=\mu_{F}$, the roots of unity of $F$.

There is also a degree map

$$
\widehat{\operatorname{deg}}: \widehat{\operatorname{Pic}}(X) \quad \longrightarrow \quad \mathbf{R}
$$

mapping $(L,\|\cdot\|)$ to $\log \left(\left[L:\left(\mathcal{O}_{F} s\right)\right]\right)-\log \left(\prod_{\sigma}\|s\|_{\sigma}\right)$ for any $s \in L \backslash\{0\}$, $\sigma$ running over all complex imbeddings of $F$. In particular one gets an isomorphism

$$
\begin{equation*}
\widehat{\operatorname{deg}}: \widehat{\operatorname{Pic}}(\mathbb{Z}) \cong \mathbf{R} \tag{7}
\end{equation*}
$$

by sending $(L,\|\cdot\|)$ to $-\log \|s\|$, where $s$ is a generator of the rank one $\mathbf{Z}$-module $L$.

Endow $\widehat{\operatorname{Pic}}(X)$ with the quotient topology in each fiber of $\zeta$. Then the compactness of $\widehat{\operatorname{Pic}}^{0}(X):=\operatorname{ker}(\widehat{\operatorname{deg}})$ is equivalent to the finiteness of the ideal class group $\operatorname{cl}\left(\mathcal{O}_{F}\right)$ and the Dirichlet Unit Theorem (i.e. $p\left(\mathcal{O}_{F}^{*}\right)$ is a lattice of rank $r_{1}+r_{2}-1$ in $R^{r_{1}+r_{2}}$ ). Furthermore, we note that $\operatorname{vol}\left(\widehat{\operatorname{Pic}}^{0}(X)\right)=h_{F} \cdot R_{F}$, where $h_{F}$ (resp. $R_{F}$ ) denotes the class number (resp. regulator) of $F$. See [W2] and [ Sz$]$ for more details on this.

## 5. Arakelov varieties

5.1 Let $X$ be a regular scheme, projective and flat over $\mathbb{Z}$ and $\omega_{0}$ be a Kähler metric on $X(\mathbb{C})$, invariant under $F_{\infty}$.
Definition 2 The pair $\bar{X}:=\left(X, \omega_{0}\right)$ is called an Arakelov variety.
By the Hodge decomposition (seeTheorem II.1.1), we have

$$
A^{p, p}(X)=\mathcal{H}^{p, p}(X) \oplus \operatorname{imd} \oplus \operatorname{im} d^{*}
$$

where $\mathcal{H}^{p, p}(X)=\operatorname{ker} \Delta \subset A^{p, p}(X)$ denotes the space of real harmonic forms on $X(\mathbb{C})$ of type $(p, p)$, invariant under $F_{\infty}$ up to the factor ( -1$)^{p}$; we keep the notation of $\S 1$.

Definition 3 The group $C H^{p}(\bar{X}):=\omega^{-1}\left(\mathcal{H}^{p, p}(X)\right) \subset \widehat{C H}^{p}(X)$ is called the $p$-th Arakelov Chow group of $X$.

There is also a Hodge decomposition for currents

$$
D^{p, p}(X)=\mathcal{H}^{p, p}(X) \oplus \operatorname{imd} \oplus \operatorname{im} d^{*}
$$

and we denote by $H: D^{p, p}(X) \longrightarrow \mathcal{H}^{p, p}(X)$ the orthogonal projection (harmonic projection).

## Proposition 2 We have

(i) $C H^{p}(\bar{X}) \cong\left(Z^{p}(X) \oplus \mathcal{H}^{p-1, p-1}(X)\right) /\left\langle\operatorname{div} f,-H\left[\log |f|^{2}\right]\right\rangle$ (with $f \in k(y)^{*}, y \in X^{(p-1)}$ ).
(ii) $C H^{p}(\bar{X})$ is a direct summand of $\widehat{C H}^{p}(X)$.
(iii) There is an exact sequence

$$
C H^{p-1, p}(X) \xrightarrow{\rho} H^{p-1, p-1}(X) \xrightarrow{a} C H^{p}(\bar{X}) \xrightarrow{\zeta} C H^{p}(X) \longrightarrow 0 .
$$

Proof.
(i) Let $Z^{p}(\bar{X})=\left\{\left(Z, g_{Z}\right): Z \in Z^{p}(X), \omega_{Z} \in \mathcal{H}^{p, p}(X)\right\}$. There is an isomorphism $Z^{p}(\bar{X}) \cong Z^{p}(X) \oplus \mathcal{H}^{p-1, p-1}(X)$ sending $\left(Z, g_{Z}\right)$ to $\left(Z, H\left(g_{Z}\right)\right)$. Observing that for any $f \in k\left(y^{*}\right)$, with $y \in X^{(p-1)}$, the pair ( $\operatorname{div} f,-\left[\log |f|^{2}\right]$ ) lies in $Z^{p}(\bar{X})$ by the Poincaré-Lelong formula, Theorem II.2, we obtain (i) since ( $\operatorname{div} f,-\left[\log |f|^{2}\right]$ ) is mapped to $\left(\operatorname{div} f,-H\left[\log |f|^{2}\right]\right)$.

Statement (ii) immediately follows from (i) and the definitions, while the proof of (iii) runs along the same lines as the proof of Theorem 1 (2).
5.2 In [A1], Arakelov introduced the group $C H^{1}(\bar{X})$, where $\bar{X}=$ ( $X, g_{0}$ ) is an arithmetic surface and the Kähler metric $g_{0}$ on the Riemann surface $X(\mathbb{C})$ is given by

$$
\frac{i}{2 g} \sum_{j=1}^{g} \omega_{j} \wedge \bar{\omega}_{j}
$$

where $g$ is the genus of $X(\mathbb{C})(g \geq 1)$ and $\omega_{1}, \ldots, \omega_{g}$ denotes an orthonormal basis of the space of holomorphic 1-forms $\Gamma\left(X(\mathbb{C}), \Omega_{X(\mathbb{C})}^{1}\right)$.
5.3 Let $X, Y$ be regular schemes, projective and flat over $\mathbb{Z}$, let $f: Y \rightarrow X$ be a morphism such that $f_{\mathbb{Q}}: Y_{\mathbb{Q}} \rightarrow X_{\mathbb{Q}}$ is smooth and assume that $\delta=\operatorname{dim} Y-\operatorname{dim} X=d-1$. Furthermore, let $\bar{L}_{1}, \ldots, \bar{L}_{d}$ be hermitian line bundles on $Y$ (cf. §4.2). By Theorem 2, Theorem 3 and Proposition 1, we get a class

$$
f_{*}\left(\hat{c}_{1}\left(\bar{L}_{1}\right), \cdots, \hat{c}_{1}\left(\bar{L}_{d}\right)\right) \in \widehat{C H}^{1}(X)
$$

On the other hand, Deligne [D] and Elkik [El] constructed an hermitian line bundle $\left\langle\bar{L}_{1}, \ldots, \bar{L}_{d}\right\rangle$ on $X$. It seems likely that

$$
\hat{c}_{1}\left(\left\langle\bar{L}_{1}, \cdots, \bar{L}_{d}\right\rangle\right)=f_{*}\left(\hat{c}_{1}\left(\bar{L}_{1}\right) \cdots \hat{c}_{1}\left(\bar{L}_{d}\right)\right)
$$

see [GS3] for the case $d=2$.

For example, when $X=\operatorname{Spec} \mathbb{Z}$ and $d=2$, if $L_{i}$ has a nonzero global section $s_{i}$ (for $i=1,2$ ) one gets (in $\widehat{C H}^{1}(X) \cong \mathbb{R}$ )

$$
\begin{gathered}
f_{*}\left(\hat{c}_{1}\left(\bar{L}_{1}\right) \cdot \hat{c}_{1}\left(\bar{L}_{2}\right)\right)=\hat{c}_{1}\left(\left\langle\bar{L}_{1}, \bar{L}_{2}\right\rangle\right)= \\
\sum_{y \in Y^{(2)}} \log \sharp\left(\mathcal{O}_{Y, y} /\left\langle s_{1}, s_{2}\right\rangle\right)-\sum_{\alpha} \log \left\|s_{2}\left(P_{\alpha}\right)\right\|-\int_{Y(\mathbb{C})} \log \left\|s_{1}\right\| c_{1}\left(L_{2},\|\cdot\|\right) .
\end{gathered}
$$

Here $\left\langle s_{1}, s_{2}\right\rangle \subset \mathcal{O}_{Y, y}$ is the ideal generated by $s_{1}$ and $s_{2}$ after any choice of a trivialisation $L_{i, y} \cong \mathcal{O}_{Y, y}, \operatorname{div}\left(\left.s_{1}\right|_{Y(\mathbb{C})}\right)=\sum n_{\alpha} P_{\alpha}$ (we assume that $\operatorname{div}\left(s_{1}\right)$ and $\operatorname{div}\left(s_{2}\right)$ intersect properly), and $\sharp$ denotes the cardinality of a finite set. The above formula coincides with Arakelov's intersection pairing given in [A1] (see also [L]), except for the last summand, which does not occur there, because Arakelov considered only line bundles with "admissible metrics", so the integral vanishes; see also [S3].

## 6. Heights

One use of the arithmetic intersection theory that we have described in this chapter is to provide a notion of height for projective varieties. Let $\mathbf{P}^{\boldsymbol{N}}$ be the $N$-dimensional projective space over $\mathbb{Z}$, equipped with its standard Kähler structure; see §IV.1.1 below. Given $X \subset \mathbf{P}^{N}$ a closed irreducible subset of dimension $d+1(d \geq-1)$ we denote by $g_{X}$ a Green current for $X$ such that $d d^{c} g_{X}+\delta_{X}$ is harmonic and the harmonic projection $H\left(g_{X}\right)$ vanishes. From Theorem II.1, it follows that $g_{X}$ is unique modulo (im $\partial+\mathrm{im} \bar{\partial}$ ). We let $\hat{X} \in \widehat{C H}^{N-d}\left(\mathbf{P}^{N}\right)$ be the class of the arithmetic cycle $\left(X, g_{X}\right)$. On the other hand, let $\hat{c}_{1}(\overline{\mathcal{O}(1)}) \in \widehat{C H}^{1}\left(\mathbf{P}^{N}\right)$ be the first arithmetic Chern class of the standard hermitian line bundle on $\mathbf{P}^{N}$ (see §IV.1.1 with $n=1$ and $m=N$ ), and $f: \mathbf{P}^{N} \rightarrow \operatorname{Spec} \mathbb{Z}$ the projection map. Faltings [F3] defined the height of $X$ by the formula

$$
\begin{equation*}
h(X)=f_{*}\left(\hat{X} \cdot \hat{c}_{1}(\overline{\mathcal{O}(1)})^{d+1}\right) \in \mathbb{R}=\widehat{C H}^{1}(\operatorname{Spec} \mathbb{Z}) \tag{8}
\end{equation*}
$$

This formula is analogous to the classical formula formula for the degree of the generic fiber $X_{\mathbb{Q}} \subset \mathbf{P}_{\mathbb{Q}}^{N}$, using Chow groups, namely

$$
\begin{equation*}
\operatorname{deg}\left(X_{\mathbb{Q}}\right)=f_{*}\left(\left[X_{\mathbb{Q}}\right] \cdot c_{1}(\mathcal{O}(1))^{d}\right) \in \boldsymbol{Z}=C H^{0}(\operatorname{Spec} \mathbb{Q}) . \tag{9}
\end{equation*}
$$

When $X_{\mathbb{Q}}$ is a rational point $P, h(X)$ coincides with the usual logarithmic height of $P$, i.e. $\log \left(\sqrt{x_{0}^{2}+\cdots+x_{N}^{2}}\right)$, where $\left(x_{0}, \cdots, x_{N}\right) \in \boldsymbol{Z}^{N+1}$ are integral homogenous coordinates of $P$ with no common divisor. Previous definitions of $h(X)$, using Chow coordinates, are due to Nesterenko and Philippon; see [P] and [S4] for a precise comparison of them.

Faltings [F3] proved that $h(X) \geq 0$. The stronger inequality

$$
h(X) \geq\left(\sum_{k=1}^{d} \sum_{j=1}^{k} \frac{1}{2 j}\right) \operatorname{deg}\left(X_{\mathbb{Q}}\right)
$$

holds, [BoGS], with equality only when $X$ is one of the projective subspace obtained by requiring that $N-d$ among the standard coordinates are equal to zero.

Also, if $X_{\mathbb{Q}}$ and $Y_{\mathbb{Q}}$ meet properly, the height of the cycle $X \cap Y$ (defined by Fulton's method [Fu]) is bounded above
(10) $h(X \cap Y) \leq h(X) \operatorname{deg}\left(Y_{\mathbb{Q}}\right)+\operatorname{deg}\left(X_{\mathbb{Q}}\right) h(Y)+c \operatorname{deg}\left(X_{\mathbb{Q}}\right) \operatorname{deg}\left(Y_{\mathbb{Q}}\right)$, where c is an explicit constant depending only on the dimensions involved [BoGS]. This inequality (10) constitutes some arithmetic analog of the Bézout theorem $\operatorname{deg}\left(X_{\mathbb{Q}} \cap Y_{\mathbb{Q}}\right)=\operatorname{deg}\left(X_{\mathbb{Q}}\right) \cdot \operatorname{deg}\left(Y_{\mathbb{Q}}\right)$.

Faltings used $h(X)$ in his study of rational points on abelian varieties [F3].

## IV

## Characteristic Classes

We shall now define, following [GS3], characteristic classes with values in the arithmetic Chow groups that we introduced in the last Chapter.
If $E$ is a vector bundle on some arithmetic variety $X$, and $h$ an hermitian metric (invariant by complex conjugation) on the holomorphic bundle induced by $E$ on the set of complex points of $X$, there is a Chern character $\widehat{\operatorname{ch}}(E, h)$ in $\oplus_{p} \geq 0 \widehat{C H}^{p}(X)_{\mathbb{Q}}$. It satisfies the usual axioms of a Chern character. For instance, it is multiplicative under tensor product and additive under orthogonal direct sums. But it does depend on the choice of the metric $h$. When $h$ is replaced by $h^{\prime}$, the difference $\widehat{\mathrm{ch}}\left(E, h^{\prime}\right)-\widehat{\mathrm{ch}}(E, h)$ is the image in the arithmetic Chow groups of a secondary characteristic class introduced by Bott and Chern [BC], which played a role in Donaldson's work on Hermitian-Einstein metrics [Do]. More generally, we give in Proposition 1 a formula for the behavior of $\widehat{\mathrm{ch}}$ with respect to exact sequences.

In $\S 1$ we prove a splitting principle for the arithmetic Chow groups of Grassmannians, or rather their subgroups à la Arakelov, as in §III.5. This provides a definition of $\widehat{\mathrm{ch}}$ for the tautological bundles on these Grassmannians. In $\S 2$ we recall how any metric on a holomorphic vector bundle gives rise to form representatives of its characteristic classes. In $\S 3$ we define the Bott-Chern secondary characteristic classes by a method introduced in [BGS1] and [GS3]. In $\S 4$ we define $\widehat{c h}$. For this we use the fact that any bundle on $X$, once tensored by an ample line bundle, is classified by a map to a Grassmannian. We then have to check that the class we get is independent of the choices. Another construction,
due to Elkik [El], is sketched in §4.7. Finally, we give, following [GS3], a definition of the group of virtual hermitian vector bundles on $X$.

## 1. Arakelov Chow groups of the Grassmannians

### 1.1 Put $S:=\operatorname{Spec} \mathbf{Z}$. For positive integers $m, n$, let

$$
G_{m, n}:=\operatorname{Grass}_{n}\left(\mathcal{O}_{S}^{m+n}\right)
$$

be the Grassmannian over $S$ representing the contravariant functor from the category of $S$-schemes to the category of sets which assigns to each $S$-scheme $T$ the set of locally free quotients of $\mathcal{O}_{T}^{m+n}$ of rank $n$ (cf. [DG], Théorème I.9.7.4). Assume $m=q n$ for $q$ a positive integer, and put $P:=\left(G_{q, 1}\right)^{n}$; note that $G_{q, 1}=\mathbf{P}_{S}\left(\mathcal{O}_{S}^{q+1}\right)$ is the projective space bundle of $\mathcal{O}_{S}^{q+1}$ over $S$. There is a natural map $\mu: P \rightarrow G:=G_{q n, n}$ coming from the direct sum of line bundles

$$
\left(\mathcal{O}_{T}^{q+1} \longrightarrow \mathcal{L}_{i}: i=1, \ldots, n\right) \longmapsto\left(\mathcal{O}_{T}^{q n+n} \longrightarrow \bigoplus_{i} \mathcal{L}_{i}\right)
$$

We also note that the symmetric group $\Sigma_{n}$ acts on $P$ by permuting the factors.

On $G(\mathbb{C}) \cong U(m+n) /(U(m) \times U(n))$, where $U(m)$ denotes the unitary group of rank $m$, consider the Kähler form $\omega_{G}$ given locally by

$$
\omega_{G}=-d d^{c} \log \|s\|^{2}
$$

where $s$ is a (local) non-vanishing section of the highest exterior power of the tautological quotient bundle of rank $n$ on $G(\mathbb{C})$. We note that $\omega_{G}$ is a Kähler form, that $F_{\infty}^{*} \omega_{G}=-\omega_{G}$, and that $\omega_{G}$ is invariant under the action of $U(m+n)$. The pair $\bar{G}=\left(G, \omega_{G}\right)$ defines an Arakelov variety, in the sense of Definition III.2. Analogously, we obtain the Arakelov variety $\bar{P}=\left(P, \omega_{P}\right)$, on which $\Sigma_{n}$ acts. We then have the following "splitting principle":

Theorem 1 Assume $p \leq q$. Then the natural map $\mu: P \rightarrow G$ induces an isomorphism

$$
\begin{equation*}
\mu^{*}: C H^{p}(\bar{G})_{\mathbb{Q}} \cong C H^{p}(\bar{P})_{\mathbb{Q}}^{\Sigma_{n}} \tag{1}
\end{equation*}
$$

of Anakelov Chow groups tensored with $\mathbb{Q}$, where $C H^{p}(\bar{P})^{\Sigma_{n}}$ denotes the invariants of $C H^{p}(\bar{P})$ under the action of $\Sigma_{n}$.
1.2 To prove Theorem 1 we first note that the pull-back map

$$
\mu^{*}: \widehat{C H}^{p}(G) \longrightarrow \widehat{C H}^{p}(P)
$$

(see Theorem III.3) induces a map

$$
\mu^{*}: C H^{p}(\bar{G}) \longrightarrow C H^{p}(\bar{P}) .
$$

Indeed harmonic forms on $G(\mathbb{C})$ are characterized by their invariance under the action of $U(m+n)$; this a standard fact, which goes back to E.Cartan, see for instance [DR2] p.648. Whence their pull-backs to $P(\mathbb{C})$ are invariant under the action of $U(q+1)^{n} \subset U(m+n)$, and therefore they are also harmonic.

The exact sequence from Proposition III.2, applied to $G$ and $P$, gives us the following commutative diagram


We will now show that $C H^{p-1, p}(G)_{\mathbb{Q}}=C H^{p-1, p}(P)_{\mathbb{Q}}=0$ and that $\mu^{*}$ induces isomorphisms $C H^{p}(G)_{\mathbb{Q}} \cong C H^{p}(P)_{\mathbb{Q}}^{\Sigma_{n}}$ and

$$
H^{p-1, p-1}(G)_{\mathbb{Q}} \cong H^{p-1, p-1}(P)_{\mathbb{Q}}^{\Sigma_{n}} .
$$

The theorem follows by the 5 -lemma.
1.3 By Theorem I.3, $C H^{p}(G)_{\mathbb{Q}}$ (resp. $\left.C H^{p-1, p}(G)_{\mathbb{Q}}\right)$ is isomorphic to $K_{0}(G)^{(p)}\left(\right.$ resp. $\left.K_{1}(G)^{(p)}\right)$, the weight $p$ part of $K_{0}(G)_{\mathbb{Q}}\left(\right.$ resp. $\left.K_{1}(G) \mathbb{Q}\right)$, where, for any $k>0$, the Adams operation $\psi^{k}$ acts by multiplication by $k^{p}$. Similarly, $C H^{p}(P) \mathbb{Q}_{\mathbb{Q}}$ is isomorphic to $K_{0}(P)^{(p)}$. Therefore we are reduced to a problem in $K$-theory. We now determine the structure of the $K$-groups $K_{r}(G)$ and $K_{r}(P)$.

On $E_{0}:=G$, we consider the tautological exact sequence

$$
0 \longrightarrow \mathcal{E} \longrightarrow \mathcal{O}_{G}^{m+n} \longrightarrow \mathcal{E}_{0} \longrightarrow \mathbf{0}
$$

where $\mathcal{E}_{0}$ is the tautological quotient sheaf, locally free of rank $n$. Let $E_{1}:=\mathbf{P}_{E_{0}}\left(\mathcal{E}_{0}\right)$ be the projective space bundle of the bundle $\mathcal{E}_{0}$ over $E_{0}$. On $E_{1}$ there is a tautological exact sequence

$$
0 \longrightarrow \mathcal{E}_{1} \longrightarrow \pi_{0}^{*} \mathcal{E}_{0} \longrightarrow \mathcal{L}_{1} \longrightarrow 0
$$

where $\mathcal{E}_{1}$ (resp. $\mathcal{L}_{1}$ ) is locally free of rank $n-1$ (resp. 1) and $\pi_{0}$ denotes the projection $E_{1} \longrightarrow E_{0}$. Iterating this procedure, we get $E_{i+1}=\mathbb{P}_{E_{i}}\left(\mathcal{E}_{i}\right)$ with a tautological exact sequence

$$
0 \longrightarrow \mathcal{E}_{i+1} \longrightarrow \pi_{i}^{*} \mathcal{E}_{i} \longrightarrow \mathcal{L}_{i+1} \longrightarrow 0
$$

where $\mathcal{E}_{i+1}$ (resp. $\mathcal{L}_{i+1}$ ) is locally free of rank $n-i-1$ (resp. 1) and $\pi_{i}$ denotes the projection $E_{i+1} \rightarrow E_{i}$. This construction ends with the scheme $E:=E_{n}$ and the invertible sheaf $\mathcal{L}_{n} \cong \pi_{n-1}^{*} \mathcal{E}_{n-1}$. According to [Q1], Proposition 4.3, $K_{r}(E)$ can be computed as follows. One has $K_{r}\left(E_{1}\right)=\bigoplus_{j=0}^{n-1} K_{r}\left(E_{0}\right) \cdot \zeta^{j}$, where $\zeta$ denotes the class of $\mathcal{L}_{1}$ in $K_{0}\left(E_{1}\right)$.

Inductively this leads to

$$
\begin{equation*}
K_{r}(E)=\bigoplus_{0 \leq \alpha_{j} \leq n-j} K_{r}(G) \cdot \zeta_{1}^{\alpha_{1}} \cdot \ldots \cdot \zeta_{n}^{\alpha_{n}} \tag{2}
\end{equation*}
$$

where $\zeta_{j}$ denotes the class of the pull-back of $\mathcal{L}_{j}$ in $K_{0}(E)(j=1, \ldots, n)$.
But the scheme $E$ can be viewed in a different way as follows. We start with $F_{0}:=S$ and the sheaf $\mathcal{F}_{0}:=\mathcal{O}_{S}^{m+n}$. Put $F_{1}:=\mathbb{P}_{F_{0}}\left(\mathcal{F}_{0}\right)$ with tautological exact sequence

$$
0 \longrightarrow \mathcal{F}_{1} \longrightarrow \rho_{0}^{*} \mathcal{F}_{0} \longrightarrow \mathcal{M}_{1} \longrightarrow 0
$$

where $\mathcal{F}_{1}$ (resp. $\mathcal{M}_{1}$ ) is locally free of rank $m+n-1$ (resp. 1) and $\rho_{0}$ denotes the projection $F_{1} \rightarrow F_{0}$. Iterating this procedure $n$ times, we get the scheme $F:=F_{n}=\mathbf{P}_{F_{n-1}}\left(\mathcal{F}_{n-1}\right)$ and the invertible sheaf $\mathcal{M}_{n}$. Clearly $E=F$ and the pull-backs of $\mathcal{L}_{j}$ and $\mathcal{M}_{j}$ to $E$ are isomorphic ( $j=1, \ldots, n$ ). By applying [Q1], Proposition 4.3, again, we obtain

$$
\begin{align*}
K_{r}(E)=K_{r}(F) & =\bigoplus_{0 \leq \beta_{j} \leq m+n-j} K_{r}(S) \cdot \zeta_{1}^{\beta_{1}} \cdot \ldots \cdot \zeta_{n}^{\beta_{n}}  \tag{3}\\
& =\bigoplus_{0 \leq \beta_{j} \leq m+n-j} K_{r}(\mathbf{Z}) \cdot \zeta_{1}^{\beta_{1}} \cdot \ldots \cdot \zeta_{n}^{\beta_{n}}
\end{align*}
$$

Comparing (2) with (3), we immediately deduce $K_{1}(G)_{\mathbb{Q}}=0$, because $K_{1}(\mathbb{Z}) \cong \mathbf{Z} / 2 \mathbb{Z}$. This in turn implies $C H^{p-1, p}(G)_{\mathbb{Q}}=0$.

Because $G_{q, 1}=\mathbb{P}_{S}\left(\mathcal{O}_{S}^{q+1}\right)$, we obtain

$$
\begin{equation*}
K_{r}(P)=\bigoplus_{0 \leq \gamma_{j} \leq q} K_{r}(\mathbb{Z}) \cdot \eta_{1}^{\gamma_{1}} \cdot \ldots \cdot \eta_{n}^{\gamma_{n}} \tag{4}
\end{equation*}
$$

where $\eta_{j}$ denotes the class of the pull-back via the $j$-th projection $P \rightarrow$ $G_{q, 1}$ of the tautological invertible sheaf in $K_{0}(P)$. From (4) we derive, as before, $C H^{p-1, p}(P)_{\mathbb{Q}}=0$.
1.4 We are now able to prove that $\mu^{*}$ induces an isomorphism

$$
C H^{p}(G)_{\mathbb{Q}} \cong C H^{p}(P)_{\mathbb{Q}}^{\Sigma_{n}}
$$

by showing that $K_{0}(G)^{(p)} \cong\left(K_{0}(P)^{(p)}\right)^{\Sigma_{n}}$ for $p \leq q$. Because $p \leq n q \leq$ $m+n-j$ and $p \leq q$, we have, by (3) and (4),

$$
K_{0}(E)^{(p)}=\mathbb{Q}\left[\zeta_{1}, \ldots, \zeta_{n}\right]^{(p)}
$$

and

$$
K_{0}(P)^{(p)}=\mathbb{Q}\left[\eta_{1}, \ldots, \eta_{n}\right]^{(p)}
$$

Furthermore, the above construction of $E$ shows that the natural map
$\mu: P \rightarrow G$ factors through $E$, i.e.

and the induced map $\nu^{*}: K_{0}(E) \rightarrow K_{0}(P)$ takes $\zeta_{j}$ to $\eta_{j}(j=1, \ldots, n)$, whence we obtain an isomorphism

$$
\begin{equation*}
K_{0}(P)^{(p)} \cong K_{0}(E)^{(p)}=\mathbb{Q}\left[\zeta_{1}, \ldots, \zeta_{n}\right]^{(p)} \tag{5}
\end{equation*}
$$

Note that $K_{0}(G)_{\mathbb{Q}}$ contains $\mathbb{Q}\left[\zeta_{1}, \ldots, \zeta_{n}\right]^{\Sigma_{n}}$, because we have $\left[\pi^{*} \mathcal{E}_{0}\right]=$ $\bigoplus_{j=1}^{n} \zeta_{j}$ in $K_{0}(E)$, and $K_{0}(G)$ is a $\lambda$-ring. So we have the following inclusions, with $|\alpha|:=\sum_{j} \alpha_{j}$,

$$
\bigoplus_{\leq \alpha_{j} \leq n-j}\left(\mathbb{Q}\left[\zeta_{1}, \ldots, \zeta_{n}\right]^{\Sigma_{n}}\right)^{(p-|\alpha|)} \zeta_{1}^{\alpha_{1}} \cdot \ldots \cdot \zeta_{n}^{\alpha_{n}}
$$

$$
\begin{align*}
& \subseteq \bigoplus_{0 \leq \alpha_{j} \leq n-j} K_{0}(G)^{(p-|\alpha|)} \zeta_{1}^{\alpha_{1}} \cdot \ldots \cdot \zeta_{n}^{\alpha_{n}} \subseteq K_{0}(E)^{(p)}  \tag{6}\\
& =\mathbb{Q}\left[\zeta_{1}, \ldots, \zeta_{n}\right]^{(p)}
\end{align*}
$$

But now $\left\{\zeta_{1}^{\alpha_{1}} \cdot \ldots \cdot \zeta_{n}^{\alpha_{n}}: 0 \leq \alpha_{j} \leq n-j\right\}$ is a basis for $\mathbb{Q}\left[\zeta_{1}, \ldots, \zeta_{n}\right]$ over $\mathbb{Q}\left[\zeta_{1}, \ldots, \zeta_{n}\right]^{\Sigma_{n}}$, therefore all the inclusions in (6) are equalities. This shows that
$K_{0}(G)^{(p)}=\left(\mathbb{Q}\left[\zeta_{1}, \ldots, \zeta_{n}\right]^{\Sigma_{n}}\right)^{(p)}=\left(\mathbb{Q}\left[\zeta_{1}, \ldots, \zeta_{n}\right]^{(p)}\right)^{\Sigma_{n}} \cong\left(K_{0}(P)^{(p)}\right)^{\Sigma_{n}}$, by the isomorphism (4), as claimed.

The above argument can be repeated if we replace Chow theory by cohomology, so we also have an isomorphism

$$
\begin{equation*}
H^{p-1, p-1}(G)_{\mathbb{Q}} \cong H^{p-1, p-1}(P)_{\mathbb{Q}}^{\Sigma_{n}} \tag{7}
\end{equation*}
$$

This finishes the proof of Theorem 1.

## 2. Chern forms

2.1 Let $X$ be a complex manifold, $E$ a holomorphic vector bundle of rank $r$ on $X$. Denote by $A^{n}(X, E)$ the smooth sections of $\Lambda^{n} T^{*} X \otimes E$, where $T^{*}(X)$ denotes the cotangent bundle of $X$; note that $A^{n}(X, E)$ is an $A^{0}(X)$-module where $A^{0}(X)$ are the $C^{\infty}$-functions on $X$. A connection on $E$ is a $\mathbb{C}$-linear map

$$
\nabla: A^{0}(X, E) \longrightarrow A^{1}(X, E)
$$

satisfying

$$
\nabla(f \cdot s)=d f \otimes s+f \cdot \nabla s
$$

for all $f \in A^{0}(X), s \in A^{0}(X, E)$. The decomposition $A^{1}(X, E)=$ $A^{1,0}(X, E) \oplus A^{0,1}(X, E)$ induces a decomposition $\nabla=\nabla^{1,0}+\nabla^{0,1}$. A connection $\nabla$ gives also a map

$$
\nabla: A^{1}(X, E) \longrightarrow A^{2}(X, E)
$$

by setting

$$
\nabla(\omega \otimes s):=d \omega \otimes s-\omega \otimes \nabla s \quad\left(\omega \in A^{1}(X), s \in A^{0}(X, E)\right)
$$

From this we deduce that

$$
\begin{aligned}
\nabla^{2}(f \cdot s) & =\nabla(d f \otimes s+f \cdot \nabla s) \\
& =d^{2} f \otimes s-d f \otimes \nabla s+\nabla(f \cdot \nabla s) \\
& =-d f \otimes \nabla s+d f \otimes \nabla s+f \cdot \nabla(\nabla s)=f \cdot \nabla^{2}(s)
\end{aligned}
$$

In other words,

$$
\nabla^{2}: A^{0}(X, E) \longrightarrow A^{2}(X, E)
$$

is an $A^{0}(X)$-linear map, hence $\nabla^{2} \in A^{2}(X, \operatorname{End}(E))$; it is called the curvature of $\nabla$.
2.2 Let $U \subset X$ be an open set and $\left.E\right|_{U} \cong \mathbb{C}^{r}$ a trivialization of $E$ on $U$. Given a section $s \in A^{0}(X, E)$, its restriction to $U$ can be written $\left.s\right|_{U}=\left(f_{1}, \ldots, f_{r}\right)$ with $f_{j} \in A^{0}(U) \quad(j=1, \ldots, r)$. Put

$$
\left.\left(\bar{\partial}_{E} s\right)\right|_{U}:=\left(\bar{\partial} f_{1}, \ldots, \bar{\partial} f_{r}\right)
$$

If on $V \subset X$ there is another trivialization for $E$ and $U \cap V \neq \emptyset$, we have $\left.s\right|_{V}=\left(g_{1}, \ldots, g_{r}\right)$ with $g_{j} \in A^{0}(V) \quad(j=1, \ldots, r)$. On $U \cap V$ we get

$$
g_{j}=\sum_{k} \varphi_{j k} f_{k}
$$

with holomorphic transition functions $\varphi_{j k}$. Therefore $\bar{\partial} g_{j}=\sum_{k} \varphi_{j k} \bar{\partial} f_{k}$. So $\bar{\partial}_{E}$ extends to a global map from $A^{0,0}(X, E)$ to $A^{0,1}(X, E)$. It is called the Cauchy-Riemann operator of $E$.
2.3 Assume now that $E$ is equipped with an hermitian metric $h$, i.e. an hermitian inner product $\langle\cdot, \cdot\rangle$ on each fiber $E_{x}$, depending smoothly on the point $x \in X$. Given two sections $s, t \in A^{0}(X, E)$, the hermitian metric on $E$ defines a $C^{\infty}$-function $\langle s, t\rangle$ on $X$ by

$$
\langle s, t\rangle(x):=\langle s(x), t(x)\rangle .
$$

We may extend $\langle\cdot, \cdot\rangle$ by linearity to get a pairing

$$
\langle\cdot, \cdot\rangle: A^{1}(X, E) \otimes A^{0}(X, E) \rightarrow A^{1}(X)
$$

In other words, if $s, t \in A^{0}(X, E)$ and $\omega \in A^{1}(X)$, we define

$$
\langle s \otimes \omega, t\rangle:=\langle s, t\rangle \cdot \omega
$$

Similarly we get

$$
\langle\cdot, \cdot\rangle: A^{0}(X, E) \otimes A^{1}(X, E) \rightarrow A^{1}(X)
$$

Definition 1 A connection $\nabla: A^{0}(X, E) \rightarrow A^{1}(X, E)$ is called unitary if it satisfies the equation

$$
d\langle s, t\rangle=\langle\nabla s, t\rangle+\langle s, \nabla t\rangle
$$

## 2.4

Lemma 1 There exists a unique connection

$$
\nabla: A^{0}(X, E) \longrightarrow A^{1}(X, E)
$$

with the properties
(i) $\nabla^{0,1}=\bar{\partial}_{E}$,
(ii) $\nabla$ is unitary.

Proof. We first show uniqueness. By (ii), we have

$$
d\langle s, t\rangle=\langle\nabla s, t\rangle+\langle s, \nabla t\rangle
$$

hence, by (i),

$$
\bar{\partial}\langle s, t\rangle=\left\langle\bar{\partial}_{E} s, t\right\rangle+\left\langle s, \nabla^{1,0} t\right\rangle
$$

But the last equation determines $\nabla^{1,0}$ uniquely. Namely

$$
\left\langle s, \nabla^{1,0} t\right\rangle=\bar{\partial}\langle s, t\rangle-\left\langle\bar{\partial}_{E} s, t\right\rangle
$$

We can take this equation as a definition for $\nabla^{\mathbf{1 , 0}}$. We are left to check that $\nabla:=\nabla^{1,0}+\bar{\partial}_{E}$ defines indeed a connection. But for all $s, t \in$ $A^{0}(X, E)$ and $f, g \in A^{0}(X)$, we have

$$
\nabla^{0,1}(f \cdot s)=\bar{\partial}_{E}(f \cdot s)=\bar{\partial} f \otimes s+f \cdot \nabla^{0,1} s
$$

and

$$
\begin{aligned}
\left\langle s, \nabla^{1,0}(g \cdot t)\right\rangle & =\bar{\partial}\langle s, g \cdot t\rangle-\left\langle\bar{\partial}_{E} s, g \cdot t\right\rangle \\
& =(\bar{\partial} \bar{g})\langle s, t\rangle+\bar{g} \bar{\partial}\langle s, t\rangle-\bar{g}\left\langle\bar{\partial}_{E} s, t\right\rangle \\
& =\langle s, \partial g \otimes t\rangle+\left\langle s, g \cdot \nabla^{\mathbf{1}, 0} t\right\rangle
\end{aligned}
$$

i.e.

$$
\nabla^{1,0}(g \cdot t)=\partial g \otimes t+g \cdot \nabla^{1,0} t
$$

which completes the proof.
The connection $\nabla$ from Lemma 1 is called the hermitian holomorphic connection of $(E, h)$. Notice that

$$
\nabla^{2}=\nabla^{1,1} \in A^{1,1}(X, \operatorname{End}(E))
$$

because $\nabla^{0,2}=\bar{\partial}_{E}^{2}=0$, and hence $\nabla^{2,0}$ vanishes by unitarity.

## 2.5

Definition 2 Let $X$ be a complex manifold, $\bar{E}=(E, h)$ a holomorphic vector bundle on $X$ with an hermitian metric, and $\nabla$ its hermitian holomorphic connection. The Chern character form $\operatorname{ch}(\bar{E})=\operatorname{ch}(E, h)$ for the pair $(E, h)$ is defined by

$$
\operatorname{ch}(E, h):=\operatorname{tr}_{E} \exp \left(\frac{-1}{2 \pi i} \nabla^{2}\right) \in \bigoplus_{p \geq 0} A^{p, p}(X)
$$

Here $\operatorname{tr}_{E}$ is the trace in $\operatorname{End}(E)$. These Chern character forms are $d$ and $d^{c}$ closed and satisfy the following properties (cf. [GH]):
(i) $\quad f^{*} \operatorname{ch}(\bar{E})=\operatorname{ch}\left(f^{*} \bar{E}\right)$, for every holomorphic map $f: Y \rightarrow X$ of complex manifolds;
(ii) $\operatorname{ch}(\bar{E} \oplus \bar{F})=\operatorname{ch}(\bar{E})+\operatorname{ch}(\bar{F})$, for all hermitian vector bundles $\bar{E}, \bar{F}$;
(iii) $\operatorname{ch}(\bar{E} \otimes \bar{F})=\operatorname{ch}(\bar{E}) \cdot \operatorname{ch}(\bar{F})$, for all hermitian vector bundles $\bar{E}, \bar{F}$;
(iv) $\operatorname{ch}(\bar{L})=\exp \left(c_{1}(\bar{L})\right)$, for every hermitian line bundle $\bar{L}$.

The form $\operatorname{ch}(\bar{E})$ depends on the choice of the metric on $E$, but not its cohomology class, as will follow from Theorem 2 below.

## 3. Bott-Chern secondary characteristic classes

3.1 The Chern character forms described in the previous section are not additive on exact sequences, as is the case for their cohomology classes. Let

$$
\mathcal{E}: 0 \longrightarrow E^{\prime} \longrightarrow E \longrightarrow E^{\prime \prime} \longrightarrow 0
$$

be an exact sequence of vector bundles with hermitian metrics $h^{\prime}, h, h^{\prime \prime}$ respectively. Instead of $\left(\mathcal{E}, h^{\prime}, h, h^{\prime \prime}\right)$ we shall just write $\overline{\mathcal{E}}$. We have the following
Theorem 2 There is a unique way to attach to every sequence $\overline{\mathcal{E}}$ a form $\widetilde{\operatorname{ch}}(\overline{\mathcal{E}})$ in

$$
\widetilde{A}(X):=\bigoplus_{p \geq 0} A^{p, p}(X) /(\mathrm{im} \partial+i m \bar{\partial})
$$

satisfying the following properties:
(i) $\quad d d^{c} \tilde{\operatorname{ch}}(\overline{\mathcal{E}})=\operatorname{ch}\left(\overline{E^{\prime}}\right)-\operatorname{ch}(\bar{E})+\operatorname{ch}\left(\bar{E}^{\prime \prime}\right)$;
(ii) $f^{*} \widetilde{\operatorname{ch}}(\overline{\mathcal{E}})=\widetilde{\operatorname{ch}}\left(f^{*} \overline{\mathcal{E}}\right)$, for every holomorphic map $f: Y \rightarrow X$ of complex manifolds;
(iii) $\tilde{\operatorname{ch}}(\overline{\mathcal{E}})=0$, if $\overline{\mathcal{E}}$ is split, i.e. $(E, h)=\left(E^{\prime} \oplus E^{\prime \prime}, h^{\prime} \oplus h^{\prime \prime}\right)$ and the maps in $\mathcal{E}$ are the obvious ones.

Definition 3 The form $\tilde{\mathrm{ch}}(\overline{\mathcal{E}})$ is called the Bott-Chern character form of $\overline{\mathcal{E}}$ (cf. [BC ], [Do], [BGS1], [GS3]).

Proof. We first prove the uniqueness of ch. Let $\mathcal{O}(1)$ be the standard line bundle of degree one with its Fubini-Study metric on $\mathbf{P}_{\mathbb{C}}^{1}$ and let $\sigma$ be a section of $\mathcal{O}(1)$ vanishing only at $\infty$. On $X \times \mathbf{P}_{\mathbb{C}}^{\mathbb{C}}$, consider the bundle $E^{\prime}(1):=E^{\prime} \otimes \mathcal{O}(1)$ with hermitian metric induced by the metric on $E^{\prime}$ and $\mathcal{O}(1)$. If $E^{\prime} \rightarrow E^{\prime}(1)$ is the map given by id $E_{E^{\prime}} \otimes \sigma$, let $\widetilde{E}:=\left(E \oplus E^{\prime}(1)\right) / E^{\prime}$. We get an exact sequence

$$
\tilde{\mathcal{E}}: 0 \longrightarrow E^{\prime}(1) \longrightarrow \widetilde{E} \longrightarrow E^{\prime \prime} \longrightarrow \mathbf{0} .
$$

For $z \in \mathbf{P}_{\mathbb{C}}^{\mathbf{1}}$, denote by $i_{z}: X \rightarrow X \times \mathbf{P}_{\mathbb{C}}^{1}$ the map given by $i_{z}(x)=(x, z)$. When $z \neq \infty$, since $\sigma(z) \neq 0$, we get $i_{z}^{*} \widetilde{E} \cong E$. On the other hand $i_{\infty}^{*} \widetilde{E} \cong E^{\prime} \oplus E^{\prime \prime}$, because $\sigma(\infty)=\mathbf{0}$ and $\mathcal{O}(1)_{\infty} \cong \mathbb{C}$, whence $i_{\infty}^{*} E^{\prime}(1) \cong$ $E^{\prime}$. Using a partition of unity, we can choose a hermitian metric $\tilde{h}$ on $\widetilde{E}$ such that the isomorphisms $i_{0}^{*} \widetilde{E} \cong E$ and $i_{\infty}^{*} \widetilde{E} \cong E^{\prime} \oplus E^{\prime \prime}$ become isometries, i.e. $i_{0}^{*} \widetilde{h}=h$ and $i_{\infty}^{*} \widetilde{h}=h^{\prime} \oplus h^{\prime \prime}$. Denoting by $d=d_{x}+d_{z}$ the total differential on $X \times \mathbb{P}_{\mathbb{C}}^{1}$, where $d_{x}$ is the differential on $X$ and $d_{z}$ the differential on $\mathbb{P}_{\mathbb{C}}^{1}$, we consider the integral

$$
I:=\int_{\mathbf{P}_{\mathbf{C}}^{\mathbf{1}}} d d^{c} \tilde{\operatorname{ch}}(\tilde{\mathcal{E}}) \cdot \log |z|^{2} .
$$

We now compute $I$ in two ways. First we obtain, by property (i) applied to $\widetilde{\mathcal{E}}$,

$$
\begin{aligned}
I= & \int_{\mathbf{P}_{\mathbf{C}}^{1}}\left(\operatorname{ch}\left(\bar{E}^{\prime}(1)\right)-\operatorname{ch}(\widetilde{E}, \widetilde{h})+\operatorname{ch}\left(\bar{E}^{\prime \prime}\right)\right) \log |z|^{2} \\
= & \operatorname{ch}\left(\bar{E}^{\prime}\right) \int_{\mathbf{P}_{\mathbf{C}}^{\mathbf{c}}} \operatorname{ch}(\widetilde{\mathcal{O}}(1)) \log |z|^{2}-\int_{\mathbf{P}_{\mathbf{C}}^{1}} \operatorname{ch}(\widetilde{E}, \widetilde{h}) \log |z|^{2} \\
& \quad+\operatorname{ch}\left(\bar{E}^{\prime \prime}\right) \int_{\mathbf{P}_{\mathbf{C}}^{1}} \log |z|^{2} \\
= & -\int_{\mathbf{P}_{\mathbf{C}}^{1}} \operatorname{ch}(\widetilde{E}, \widetilde{h}) \log |z|^{2}
\end{aligned}
$$

(The first integral vanishes since it changes sign when $z$ is replaced by
$1 / z$ ). Secondly, we get, by Stokes' Theorem and by properties (ii) and (iii),

$$
\begin{aligned}
I & \equiv \int_{\mathbf{P}_{\boldsymbol{\mathcal { C }}}^{1}} \tilde{\operatorname{ch}}(\widetilde{\mathcal{E}}) d_{z} d_{z}^{c} \log |z|^{2}=\int_{\mathbf{P}_{\mathbf{C}}^{1}} \tilde{\operatorname{ch}}(\widetilde{\mathcal{E}})\left(\delta_{0}-\delta_{\infty}\right) \\
& =i_{0}^{*} \tilde{\operatorname{ch}}(\widetilde{\mathcal{E}})-i_{\infty}^{*} \widetilde{\operatorname{ch}}(\widetilde{\mathcal{E}})=\widetilde{\operatorname{ch}}\left(i_{0}^{*} \widetilde{\mathcal{E}}\right)-\widetilde{\operatorname{ch}}\left(i_{\infty}^{*} \widetilde{\mathcal{E}}\right)=\widetilde{\operatorname{ch}}(\overline{\mathcal{E}})
\end{aligned}
$$

(modulo (im $\partial+\mathrm{im} \bar{\partial}$ )). Hence $\widetilde{\mathrm{ch}}(\overline{\mathcal{E}}$ ) is uniquely determined modulo (im $\partial+i m \bar{\partial}$ ) by the formula

$$
\begin{equation*}
\widetilde{\operatorname{ch}}(\overline{\mathcal{E}}) \equiv-\int_{\mathbf{P}_{\mathbf{c}}^{1}} \operatorname{ch}(\widetilde{E}, \widetilde{h}) \log |z|^{2} \tag{8}
\end{equation*}
$$

To prove the existence of $\tilde{c h}$, we take the formula (8) above as a definition. We have to check that this definition does not depend on the choice of the hermitian metric $\widetilde{h}$ and satisfies properties (i), (ii) and (iii). We first verify that property (i) is fulfilled. Since taking direct image of forms commutes with differentiation, we have, as $\operatorname{ch}(\widetilde{E}, \widetilde{h})$ is $d$ and $d^{c}$ closed,

$$
\begin{aligned}
d_{x} d_{x}^{c} \widetilde{\operatorname{ch}}(\widetilde{\mathcal{E}}) & \equiv-\int_{\mathbf{R}_{\mathbf{C}}^{1}} d d^{c}\left(\operatorname{ch}(\widetilde{E}, \widetilde{h}) \log |z|^{2}\right) \\
& =-\int_{\mathbf{P}_{\mathbf{c}}^{1}} \operatorname{ch}(\widetilde{E}, \widetilde{h}) d_{z} d_{z}^{c} \log |z|^{2} \\
& =-\int_{\mathbf{P}_{\mathbf{C}}^{1}} \operatorname{ch}(\widetilde{E}, \widetilde{h})\left(\delta_{0}-\delta_{\infty}\right) \\
& =-i_{0}^{*} \operatorname{ch}(\widetilde{E}, \tilde{h})+i_{\infty}^{*} \operatorname{ch}(\widetilde{E}, \widetilde{h}) \\
& =-\operatorname{ch}(\bar{E})+\operatorname{ch}\left(\bar{E}^{\prime}\right)+\operatorname{ch}\left(\bar{E}^{\prime \prime}\right)
\end{aligned}
$$

by the properties of Chern character forms (cf. 2.5).
Now we check the independence of $\widetilde{\operatorname{ch}}(\overline{\mathcal{E}})$ on the choice of the hermitian metric $\widetilde{h}$. Let $\widetilde{h}^{\prime}$ be another hermitian metric on $\widetilde{E}$ satisfying $i_{0}^{*} \widetilde{h}^{\prime}=h$ and $i_{\infty}^{*} \widetilde{h}^{\prime}=h^{\prime} \oplus h^{\prime \prime}$. The above calculation applied to the exact sequence

$$
0 \longrightarrow \tilde{E} \longrightarrow \tilde{E} \longrightarrow 0
$$

on $X \times \mathbb{P}_{\mathbb{C}}^{1}$, where the first (resp. second) $\widetilde{E}$ has hermitian metric $\widetilde{h}$ (resp. $\widetilde{h}^{\prime}$ ), gives the formula

$$
-\operatorname{ch}(\widetilde{E}, \widetilde{h})+\operatorname{ch}\left(\widetilde{E}, \tilde{h}^{\prime}\right)=-\int_{\mathbf{P}_{\mathbf{c}}^{1}} d d^{c}\left(\operatorname{ch}(\widetilde{\widetilde{E}}, \widetilde{\widetilde{h}}) \log |w|^{2}\right)
$$

where $d=d_{x}+d_{z}+d_{w}$, the bundle $\tilde{\widetilde{E}}$ on $X \times \mathbb{P}_{\mathbb{C}}^{1} \times \mathbb{P}_{\mathbb{C}}^{1}$ is the pull-back of the bundle $\widetilde{E}$, and the hermitian metric $\widetilde{\widetilde{h}}$ satisfies

$$
\left.\widetilde{\widetilde{h}}\right|_{z=0}=h,\left.\widetilde{\widetilde{h}}\right|_{z=\infty}=h^{\prime} \oplus h^{\prime \prime},\left.\widetilde{\widetilde{h}}\right|_{w=0}=\widetilde{h},\left.\widetilde{\widetilde{h}}\right|_{w=\infty}=\tilde{h}^{\prime} .
$$

One way to get such an $\widetilde{\widetilde{h}}$ is to take, if $w_{1}, w_{2}$ are homogeneous coordinates for $w$,

$$
\widetilde{\widetilde{h}}=\frac{\left|w_{1}\right|^{2} \widetilde{h}+\left|w_{2}\right|^{2} \widetilde{h^{\prime}}}{\left|w_{1}\right|^{2}+\left|w_{2}\right|^{2}}
$$

Hence we obtain (modulo (im $\partial+i m \bar{\partial})$ )

$$
\begin{aligned}
\int_{\mathbf{P}_{\mathbf{C}}^{\mathbf{1}}} & \left(\operatorname{ch}(\widetilde{E}, \widetilde{h})-\operatorname{ch}\left(\widetilde{E}, \tilde{h}^{\prime}\right)\right) \log |z|^{2} \\
& =\int_{\mathbf{P}_{\mathbf{C}}^{1}} \int_{\mathbf{P}_{\mathbf{C}}^{\mathbf{1}}} d d^{c}\left(\operatorname{ch}(\widetilde{\widetilde{E}}, \tilde{\widetilde{h}}) \log |w|^{2}\right) \log |z|^{2} \\
& \equiv \int_{\mathbf{P}_{\mathbf{C}}^{1}} \int_{\mathbf{P}_{\mathbf{C}}^{1}} \operatorname{ch}(\widetilde{\widetilde{E}}, \widetilde{\widetilde{h}}) \log |w|^{2} d_{z} d_{z}^{c} \log |z|^{2} \\
& =\left(\int_{\mathbf{P}_{\mathbf{C}}^{1}} \operatorname{ch}(\tilde{\widetilde{E}}, \tilde{\widetilde{h}}) \log |w|^{2}\right)_{z=0}-\left(\int_{\mathbf{P}_{\mathbf{C}}^{1}} \operatorname{ch}(\tilde{\widetilde{E}}, \tilde{\widetilde{h}}) \log |w|^{2}\right)_{z=\infty} \\
& =0
\end{aligned}
$$

because $\left.\widetilde{\widetilde{h}}\right|_{z=0}=h$ and $\left.\widetilde{\widetilde{h}}\right|_{z=\infty}=h^{\prime} \oplus h^{\prime \prime}$ are independent of $w$.
Properties (ii) and (iii) now follow easily.

### 3.2 Here are some properties of Bott-Chern character forms:

3.2.1 $\quad \widetilde{\operatorname{ch}}\left(\overline{\mathcal{E}}_{1} \oplus \overline{\mathcal{E}}_{2}\right) \equiv \tilde{\operatorname{ch}}\left(\overline{\mathcal{E}}_{1}\right)+\tilde{\operatorname{ch}}\left(\overline{\mathcal{E}}_{2}\right)$.

Proof. By the construction in the proof of Theorem 2, we have

$$
\begin{aligned}
\widetilde{\operatorname{ch}}\left(\overline{\mathcal{E}}_{1} \oplus \overline{\mathcal{E}}_{2}\right) & =-\int_{\mathbf{P}_{\mathbf{C}}^{1}} \operatorname{ch}\left(E_{1} \oplus E_{2}, h_{1} \oplus h_{2}\right) \log |z|^{2} \\
& \equiv-\int_{\mathbf{P}_{\mathbf{C}}^{\mathbf{1}}} \operatorname{ch}\left(\widetilde{E}_{1} \oplus \widetilde{E}_{2}, \widetilde{h}_{1} \oplus \widetilde{h}_{2}\right) \log |z|^{2} \\
& =\widetilde{\operatorname{ch}}\left(\overline{\mathcal{E}}_{1}\right)+\widetilde{\operatorname{ch}}\left(\overline{\mathcal{E}}_{2}\right) .
\end{aligned}
$$

3.2.2 $\quad \widetilde{\operatorname{ch}}(\overline{\mathcal{E}} \otimes \bar{F}) \equiv \widetilde{\operatorname{ch}}(\overline{\mathcal{E}}) \cdot \operatorname{ch}(\bar{F})$.

Proof. Again by the construction in the proof of Theorem 2, we have, given any hermitian vector bundle $\bar{F}=(F, g)$,

$$
\begin{aligned}
\tilde{\operatorname{ch}}(\overline{\mathcal{E}} \otimes \bar{F}) & =-\int_{\mathbf{P}_{\mathbf{C}}^{1}} \operatorname{ch}(\widetilde{E} \otimes F, \tilde{h} \otimes g) \log |z|^{2} \\
& \equiv-\int_{\mathbf{P}_{\mathbf{C}}^{1}} \operatorname{ch}(\widetilde{E}, \widetilde{h}) \operatorname{ch}(F, g) \log |z|^{2} \\
& =\widetilde{\operatorname{ch}}(\overline{\mathcal{E}}) \cdot \operatorname{ch}(\bar{F})
\end{aligned}
$$

### 3.2.3 Let

$$
\begin{aligned}
& \begin{array}{lll}
0 & \mathbf{0} & \mathbf{0} \\
\downarrow & \downarrow & \downarrow
\end{array} \\
& 0 \longrightarrow \underset{\downarrow}{E_{1}^{\prime}} \longrightarrow \underset{\downarrow}{E_{1}} \longrightarrow \underset{\downarrow}{E_{1}} \longrightarrow \begin{array}{lll}
E_{1}^{\prime \prime}
\end{array} \longrightarrow \\
& \mathbf{0} \longrightarrow \underset{\downarrow}{E_{2}^{\prime}} \longrightarrow \underset{\downarrow}{E_{2}} \longrightarrow \underset{\downarrow}{E_{2}^{\prime \prime}} \longrightarrow \mathbf{0} \\
& \left.\begin{array}{cccccc}
0 & \longrightarrow & E_{3}^{\prime} & \longrightarrow & E_{3} & \longrightarrow
\end{array}\right) E_{3}^{\prime \prime} \longrightarrow c
\end{aligned}
$$

be a diagram where all rows $\mathcal{E}_{i}$ and all columns $\mathcal{F}_{j}$ are exact $(i, j=$ $1,2,3$ ). Then we have

$$
\begin{equation*}
\sum_{i=1}^{3}(-1)^{i} \tilde{\operatorname{ch}}\left(\overline{\mathcal{E}}_{i}\right) \equiv \sum_{j=1}^{3}(-1)^{j} \tilde{\operatorname{ch}}\left(\overline{\mathcal{F}}_{j}\right) \tag{9}
\end{equation*}
$$

For the proof of this fact see [GS3]. Note the following special case. Take $E_{1}^{\prime}=E_{2}^{\prime}=E$ with hermitian metric $h_{1}, E_{1}=E$. with hermitian metric $h_{2}$ and $E_{2}=E$ with hermitian metric $h_{3}$, and take all the other terms to be zero. Then the above formula reads

$$
\begin{equation*}
\tilde{\operatorname{ch}}\left(h_{1}, h_{2}\right)+\tilde{\operatorname{ch}}\left(h_{2}, h_{3}\right) \equiv \tilde{\operatorname{ch}}\left(h_{1}, h_{3}\right) \tag{10}
\end{equation*}
$$

Here $\tilde{\operatorname{ch}}\left(h_{1}, h_{2}\right):=\widetilde{\operatorname{ch}}(\overline{\mathcal{E}})$, for

$$
\mathcal{E}: 0 \longrightarrow E \longrightarrow E \longrightarrow \mathbf{0}
$$

where the map is the identity, $E^{\prime \prime}=0, E^{\prime}=E$ has metric $h_{1}$, and $E$ has metric $h_{2}$. In particular

$$
\begin{equation*}
d d^{c} \tilde{\operatorname{ch}}\left(h_{1}, h_{2}\right)=\operatorname{ch}\left(E, h_{1}\right)-\operatorname{ch}\left(E, h_{2}\right) \tag{11}
\end{equation*}
$$

3.3 The construction of Bott-Chern secondary characteristic classes is also valid for other characteristic classes like Chern classes, Todd classes etc... To define them, one replaces the Chern character form $\operatorname{ch}(\widetilde{E}, \widetilde{h})$ in formula (8) above by the forms representing these classes; see [GS3] for more details. For instance, the component of degree zero of $\widetilde{\operatorname{ch}}\left(h_{1}, h_{2}\right)$ is equal to $\tilde{c_{1}}\left(h_{1}, h_{2}\right)$. It coincides with the smooth function $\log \left(h_{2} / h_{1}\right)$, as can be seen by checking the axioms of Theorem 2 in degree zero; (i) follows from the Poincaré-Lelong formula.

## 4. Arithmetic Chern characters

4.1 Let $X$ be a regular scheme, projective and flat over $\mathbb{Z}$.

Definition 4 An hermitian vector bundle $\bar{E}=(E, h)$ on $X$ is an algebraic vector bundle $E$ on $X$ such that the induced holomorphic vector bundle on $X(\mathbb{C})$ has an hermitian metric $h$, which is invariant under complex conjugation, i.e. $F_{\infty}^{*}(h)=h$.

Theorem 3 Let $X$ be a regular scheme, projective and flat over $\mathbf{Z}$ and $\bar{E}=(E, h)$ an hermitian vector bundle. Then there is a unique way to define a characteristic class

$$
\widehat{\operatorname{ch}}(\bar{E}) \in \widehat{C H}(X)_{\mathbb{Q}}=\bigoplus_{p \geq 0} \widehat{C H}^{p}(X)_{\mathbb{Q}}
$$

satisfying the following properties:
(i) $\quad f^{*} \widehat{\operatorname{ch}}(\bar{E})=\widehat{\mathrm{ch}}\left(f^{*} \bar{E}\right)$, for every morphism $f: Y \rightarrow X$ of regular schemes, projective and flat over $\mathbb{Z}$;
(ii) $\widehat{\operatorname{ch}}(\bar{E} \oplus \bar{F})=\widehat{\operatorname{ch}}(\bar{E})+\widehat{\operatorname{ch}}(\bar{F})$, for all hermitian vector bundles $\bar{E}, \bar{F}$;
(iii) $\widehat{\operatorname{ch}}(\bar{E} \otimes \bar{F})=\widehat{\operatorname{ch}}(\bar{E}) \cdot \widehat{\operatorname{ch}}(\bar{F})$, for all hermitian vector bundles $\bar{E}, \bar{F}$;
(iv) $\widehat{\operatorname{ch}}(\bar{L})=\exp \left(\hat{c_{1}}(\bar{L})\right.$ ), for every hermitian line bundle $\bar{L}$ (with $\hat{c}_{1}(\bar{L})$ defined as in §III.4.2);
(v) $\omega(\widehat{\operatorname{ch}}(\bar{E}))=\operatorname{ch}(\bar{E})$ is the classical Chern character form (see §2 ; the map $\omega$ was defined in Theorem III.1).

We call $\widehat{\operatorname{ch}}(\bar{E})$ the arithmetic Chern character of the hermitian vector bundle $\bar{E}$.
4.2 We divide the proof of Theorem 3 into two parts. In the first part $(4.2,4.3)$ we show the uniqueness, while in the second part $(4.4,4.5)$ we prove the existence of the arithmetic Chern characters.

We first have to recall the following notation and results from $\S 1$. We defined $G=G_{m, n}=\operatorname{Grass}_{n}\left(\mathcal{O}_{S}^{m+n}\right) \quad(S=\operatorname{Spec} \mathbf{Z}, m=q n), P=$ $\left(G_{q, 1}\right)^{n}$ and a map $\mu: P \rightarrow G$. Furthermore, $\bar{Q}_{m, n}$ is the tautological quotient bundle of rank $n$ on $G$ with quotient metric induced by the standard Euclidean metric $\sum_{j=1}^{m+n}\left|z_{j}\right|^{2}$ on $\mathbb{C}^{m+n}$. For $p \leq q, \mu$ induces an isomorphism (cf. Theorem 1)

$$
\begin{equation*}
\mu^{*}: C H^{p}(\bar{G})_{\mathbb{Q}} \cong C H^{p}(\bar{P})_{\mathbb{Q}}^{\Sigma_{n}} \tag{12}
\end{equation*}
$$

and, by the proof of Theorem 1, we also know that

$$
\mu^{*}\left(\bar{Q}_{m, n}\right)=\bar{L}_{1} \oplus \ldots \oplus \bar{L}_{n}
$$

an orthogonal sum of hermitian line bundles $\bar{L}_{j}$ on $\bar{P} \quad(j=1, \ldots, n)$.
We now turn to the proof of uniqueness. We will give a formula for $\widehat{\operatorname{ch}}(\bar{E})$. First, from the properties (i), (ii) and (iv) we get

$$
\begin{aligned}
\mu^{*} \operatorname{ch}\left(\bar{Q}_{m, n}\right) & =\widehat{\operatorname{ch}}\left(\mu^{*} \bar{Q}_{m, n}\right)=\widehat{\operatorname{ch}}\left(\bigoplus_{j=1}^{n} \bar{L}_{j}\right) \\
& =\sum_{j=1}^{n} \widehat{\operatorname{ch}}\left(\bar{L}_{j}\right)=\sum_{j=1}^{n} \exp \left(\hat{c}_{1}\left(\bar{L}_{j}\right)\right)
\end{aligned}
$$

hence the $p$-th component is given by

$$
\mu^{*} \widehat{\operatorname{ch}}_{p}\left(\bar{Q}_{m, n}\right)=\sum_{j=1}^{n} \frac{\hat{c}_{1}\left(\bar{L}_{j}\right)^{p}}{p!} \in C H^{p}(\bar{P})_{\mathbb{Q}}
$$

The latter sum is invariant under the action of $\Sigma_{n}$ on $C H^{p}(\bar{P})_{\mathbb{Q}}$. By the isomorphism (12), this leads to the following formula for $\widehat{c h}_{p}\left(\bar{Q}_{m, n}\right)$ when $q \geq p$ :

$$
\begin{equation*}
\widehat{\operatorname{ch}}_{p}\left(\bar{Q}_{m, n}\right)=\mu^{*-1}\left(\sum_{j=1}^{n} \frac{\hat{c}_{1}\left(\bar{L}_{j}\right)^{p}}{p!}\right) \in C H^{p}(\bar{G})_{\mathbb{Q}} \subset \widehat{C H}^{p}(G)_{\mathbb{Q}} \tag{13}
\end{equation*}
$$

When $q+1 \leq p$, the functoriality (i) allows one to get $\widehat{c h}_{p}\left(\bar{Q}_{m, n}\right)$ by restriction from a bigger Grassmannian (for which $q \geq p$ ). We then have

$$
\begin{equation*}
\widehat{\operatorname{ch}}\left(\bar{Q}_{m, n}\right)=\sum_{p \geq 0} \widehat{\operatorname{ch}}_{p}\left(\bar{Q}_{m, n}\right) \in \widehat{C H}(G)_{\mathbb{Q}} \tag{14}
\end{equation*}
$$

Because $X$ is projective, there exists a line bundle $L$ on $X$ such that $E \otimes L^{-1}$ is generated by global sections, i.e. there is a surjection $\mathcal{O}_{X}^{N} \longrightarrow$ $\longrightarrow E \otimes L^{-1}$ for some integer $N$. We may assume that $N=m+n$ with $n=r k E$ and $m=q n(q \geq 1)$. Because $G$ represents the functor which assigns to each $S$-scheme $T$ the set of locally free quotients of $\mathcal{O}_{T}^{m+n}$ of rank $n$, there is a morphism $f: X \rightarrow G$ corresponding to the surjection $\mathcal{O}_{X}^{m+n} \longrightarrow E \otimes L^{-1}$, i.e. $f^{*}\left(Q_{m, n}\right) \cong E \otimes L^{-1}$. Putting any metric on $L$, the isomorphism

$$
E \cong f^{*}\left(Q_{m, n}\right) \otimes L
$$

needs not be an isometry. Therefore we have to investigate how the difference

$$
\widehat{\operatorname{ch}}(\bar{E})-f^{*} \widehat{\operatorname{ch}}\left(\bar{Q}_{m, n}\right) \cdot \widehat{\operatorname{ch}}(\bar{L})
$$

depends on the metric chosen on $L$.

## 4.3

Lemma 2 Let $x \in \widehat{C H}^{p}\left(X \times \mathbb{P}_{\mathbf{Z}}^{1}\right)$ and denote by $i_{z}: X \rightarrow X \times \mathbb{P}_{\mathbf{z}}^{\mathbf{1}}$ the
morphism given by $i_{z}(x)=(x, z)$. Then

$$
i_{0}^{*}(x)-i_{x}^{*}(x)=a\left(\int_{\mathbf{P}_{\mathbf{C}}^{\mathbf{1}}} \omega(x) \cdot \log |z|^{2}\right)
$$

(for the definitions of the maps $\omega: \widehat{C H}^{p}\left(X \times \mathbb{P}_{\mathbf{Z}}^{1}\right) \rightarrow A^{p, p}\left(X \times \mathbb{P}_{\mathbf{Z}}^{1}\right)$ and $a: \widetilde{A}^{p-1, p-1}(X) \rightarrow \widehat{C H}^{p}(X)$, see Theorem III.1).

Proof. Let $x$ be the class of $\left(Z, g_{Z}\right)$. We may assume that $Z$ is irreducible and flat over $\boldsymbol{Z}$, since the statement is well known for the Chow groups with supports in finite fibers. By the Moving Lemma over $\mathbb{Q}$, we can then assume that $Z$ is not contained in a component of $\operatorname{div} z=(0)-(\infty)$, and therefore that it meets this divisor properly on $X \times \mathbb{P}_{\mathbf{Z}}^{1}$.

Denoting by $\pi: X \times \mathbf{P}_{\mathbf{Z}}^{\mathbf{1}} \rightarrow X$ the projection, we have

$$
\begin{aligned}
0 & =\pi_{*}\left(\left[\left(Z, g_{Z}\right)\right] \cdot\left[\left(\operatorname{div} z,-\left[\log |z|^{2}\right]\right)\right]\right) \\
& =\pi_{*}\left(\left[\left(Z_{0}-Z_{\infty}, g_{Z} \wedge\left(\delta_{0}-\delta_{\infty}\right)-\left[\omega(x) \log |z|^{2}\right]\right)\right]\right) \\
& =\pi_{*}\left(\left[\left(Z_{0}-Z_{\infty}, g_{Z_{0}}-g_{Z_{\infty}}-\left[\omega(x) \log |z|^{2}\right]\right)\right]\right) \\
& =i_{0}^{*}(x)-i_{\infty}^{*}(x)-a\left(\int_{\mathbf{P}_{\mathbf{c}}^{1}} \omega(x) \cdot \log |z|^{2}\right) .
\end{aligned}
$$

## Proposition 1 Let

$$
\mathcal{E}: 0 \rightarrow E^{\prime} \rightarrow E \rightarrow E^{\prime \prime} \rightarrow 0
$$

be an exact sequence of vector bundles with hermitian metrics $h^{\prime}, h, h^{\prime \prime}$ and $\overline{\mathcal{E}}=\left(\mathcal{E}, h^{\prime}, h, h^{\prime \prime}\right)$. Then

$$
\begin{equation*}
\widehat{\operatorname{ch}}\left(\bar{E}^{\prime}\right)-\widehat{\operatorname{ch}}(\bar{E})+\widehat{\operatorname{ch}}\left(\bar{E}^{\prime \prime}\right)=a(\tilde{\operatorname{ch}}(\overline{\mathcal{E}})) \tag{15}
\end{equation*}
$$

where $\widetilde{\operatorname{ch}}(\overline{\mathcal{E}})$ is the Bott-Chern character form of $\overline{\mathcal{E}}$.
Proof. As in the proof of Theorem 2 (working now over $\mathbb{Z}$ instead of $\mathbb{C})$, one constructs a bundle $\widetilde{E}$ with hermitian metric $\tilde{h}$ on $X \times \mathbf{P}_{\mathbf{Z}}^{1}$ such that $i_{0}^{*} \widetilde{E} \cong E, i_{\infty}^{*} \widetilde{E} \cong E^{\prime} \oplus E^{\prime \prime}$ and $i_{0}^{*} \widetilde{h}=h, i_{\infty}^{*} \widetilde{h}=h^{\prime} \oplus h^{\prime \prime}$. Taking $x=\widehat{\operatorname{ch}}(\widetilde{E}, \widetilde{h})$ in Lemma 2, we get

$$
i_{0}^{*} \widehat{\operatorname{ch}}(\widetilde{E}, \widetilde{h})-i_{\infty}^{*} \widehat{\operatorname{ch}}(\widetilde{E}, \widetilde{h})=a\left(\int_{\mathbf{P}_{\mathbf{c}}^{\mathbf{1}}} \omega(\widehat{\operatorname{ch}}(\widetilde{E}, \widetilde{h})) \log |z|^{2}\right)
$$

hence, by properties (i), (iii) and (v) and the definition (8) of the BottChern character form,

$$
\widehat{\operatorname{ch}}(\bar{E})-\widehat{\operatorname{ch}}\left(\bar{E}^{\prime}\right)-\widehat{\operatorname{ch}}\left(\bar{E}^{\prime \prime}\right)=-a(\tilde{\operatorname{ch}}(\overline{\mathcal{E}}))
$$

Applying Proposition 1 to the exact sequence

$$
\mathcal{E}: 0 \rightarrow E \xrightarrow{\cong} f^{*}\left(Q_{m, n}\right) \otimes L \longrightarrow 0
$$

with the hermitian metrics chosen as above, we get

$$
\begin{equation*}
\widehat{\operatorname{ch}}(\bar{E})=f^{*} \widehat{\operatorname{ch}}\left(\bar{Q}_{m, n}\right) \cdot \widehat{\operatorname{ch}}(\bar{L})+a(\tilde{\operatorname{ch}}(\overline{\mathcal{E}})) \tag{16}
\end{equation*}
$$

This proves the uniqueness of $\widehat{\mathrm{ch}}$.
4.4 We now take formula (16) as a definition of $\widehat{\operatorname{ch}}(\bar{E})$. We have to verify that this definition does not depend on the morphism $f$ and the line bundle $L$, and that it satisfies properties (i)-(v).

We first check that it is independent of $f$. For this we assume that $L=L^{\prime}=\mathcal{O}_{X}$ and that we have two morphisms $f: X \longrightarrow G_{m, n}$ with $f^{*}\left(Q_{m, n}\right) \cong E$, corresponding to the surjection $\underline{f}: \mathcal{P}:=\mathcal{O}_{X}^{m+n} \longrightarrow$ $\longrightarrow E$, and $f^{\prime}: X \longrightarrow G_{m^{\prime}, n}$ with $f^{\prime *}\left(Q_{m^{\prime}, n}\right) \cong E$, corresponding to the surjection $\underline{f}^{\prime}: \mathcal{P}^{\prime}:=\mathcal{O}_{X}^{m^{\prime}+n} \longrightarrow E$.

Because $\mathcal{P}$ and $\mathcal{P}^{\prime}$ are free, we can choose morphisms $\alpha: \mathcal{P} \longrightarrow \mathcal{P}^{\prime}$ and $\alpha^{\prime}: \mathcal{P}^{\prime} \longrightarrow \mathcal{P}$ such that $\underline{f}=\underline{f}^{\prime} \circ \alpha$ and $\underline{f}^{\prime}=\underline{f} \circ \alpha^{\prime}$. Putting

$$
g:=\left(\begin{array}{cc}
1-\alpha^{\prime} \circ \alpha & \alpha \\
-\alpha & 1
\end{array}\right) \in \operatorname{Aut}\left(\mathcal{O}_{X}^{m^{\prime \prime}+n}\right)
$$

where $m^{\prime \prime}=m+m^{\prime}+n$, one easily checks that the composite projection maps

$$
\varphi: \mathcal{P} \oplus \mathcal{P}^{\prime} \longrightarrow \mathcal{P} \xrightarrow{f} E
$$

and

$$
\varphi^{\prime}: \mathcal{P} \oplus \mathcal{P}^{\prime} \longrightarrow \mathcal{P}^{\prime} \xrightarrow{f^{\prime}} E
$$

satisfy the relation $\varphi \circ g=\varphi^{\prime}$. Because $\operatorname{Aut}\left(\mathcal{O}_{X}^{m^{\prime \prime}+n}\right)=G L_{m^{\prime \prime}+n}(R)$ with $R=\Gamma\left(X, \mathcal{O}_{X}\right)$, which is of finite type over $\mathbb{Z}$, the maps $\varphi$ and $\varphi^{\prime}$ induce the following commutative diagram

with $X_{R}=X \otimes_{\mathbf{z}} R, G_{R}=G_{m^{\prime \prime}, n} \otimes_{\mathbf{z}} R$. The isomorphism $f^{*}\left(Q_{m, n}\right) \cong$ $f^{\prime *}\left(Q_{m^{\prime}, n}\right)$ now implies

$$
\varphi^{*} g^{*}\left(Q_{m^{\prime \prime}, n}\right) \cong \varphi^{\prime *}\left(Q_{m^{\prime \prime}, n}\right)
$$

Lemma 3 In $\widehat{C H}\left(G_{R}\right) \mathbb{Q}$ we have the identity

$$
\widehat{\operatorname{ch}}\left(\bar{Q}_{m^{\prime \prime}, n}\right)-g^{*} \widehat{\operatorname{ch}}\left(\bar{Q}_{m^{\prime \prime}, n}\right)=a\left(\widetilde{\operatorname{ch}}\left(\bar{Q}_{m^{\prime \prime}, n}, g^{*} \bar{Q}_{m^{\prime \prime}, n}\right)\right),
$$

where the right-hand side is the Bott-Chern character form for the exact sequence $0 \rightarrow Q_{m^{\prime \prime}, n} \rightarrow g^{*} Q_{m^{\prime \prime}, n} \rightarrow 0$, with the standard metric on $Q_{m^{\prime \prime}, n}$ and the pull-back via $g$ of the standard metric on $g^{*} Q_{m^{\prime \prime}, n}$.

Proof. For any $g \in G L_{m^{\prime \prime}+n}(R)$, we define
$\delta(g):=\widehat{\operatorname{ch}}\left(\bar{Q}_{m^{\prime \prime}, n}\right)-g^{*} \hat{\operatorname{ch}}\left(\bar{Q}_{m^{\prime \prime}, n}\right)-a\left(\widetilde{\operatorname{ch}}\left(\bar{Q}_{m^{\prime \prime}, n}, g^{*} \bar{Q}_{m^{\prime \prime}, n}\right)\right) \in \widehat{C H}\left(G_{R}\right)_{\mathbb{Q}}$.
We have

$$
\zeta(\delta(g))=\operatorname{ch}\left(Q_{m^{\prime \prime}, n}\right)-g^{*} \operatorname{ch}\left(Q_{m^{\prime \prime}, n}\right)=0,
$$

since the induced action of $G L_{m^{\prime \prime}, n}(R)$ on $C H\left(G_{R}\right)_{\mathbb{Q}}$ is trivial. Furthermore, we have

$$
\omega(\delta(g))=\operatorname{ch}\left(\bar{Q}_{m^{\prime \prime}, n}\right)-g^{*} \operatorname{ch}\left(\bar{Q}_{m^{\prime \prime}, n}\right)-d d^{c} \tilde{\cos }\left(\bar{Q}_{m^{\prime \prime}, n}, g^{*} \bar{Q}_{m^{\prime \prime}, n}\right)=\mathbf{0},
$$

by Theorem 2. Therefore

$$
\delta(g) \in \operatorname{ker} \zeta \cap \operatorname{ker} \omega=H^{p-1, p-1}\left(G_{R}\right) / \operatorname{im} \rho,
$$

by Theorem III.1.
For any $g, h \in G L_{m^{\prime \prime}+n}(R)$ we get by direct computation, using Theorem 2 and 3.2.3,

$$
\begin{aligned}
\delta(g)+ & g^{*} \delta(h) \\
= & \widehat{\operatorname{ch}}\left(\bar{Q}_{m^{\prime \prime}, n}\right)-g^{*} h^{*} \widehat{\operatorname{ch}}\left(\bar{Q}_{m^{\prime \prime}, n}\right) \\
& -a\left(\overline{\operatorname{ch}}\left(\bar{Q}_{m^{\prime \prime}, n}, g^{*} \bar{Q}_{m^{\prime \prime}, n}\right)\right)-a\left(\tilde{\operatorname{ch}}\left(g^{*} \bar{Q}_{m^{\prime \prime}, n}, g^{*} h^{*} \bar{Q}_{m^{\prime \prime}, n}\right)\right) \\
= & \widehat{\operatorname{ch}}\left(\bar{Q}_{m^{\prime \prime}, n}\right)-(h g)^{*} \widehat{\operatorname{ch}}\left(\bar{Q}_{m^{\prime \prime}, n}\right)-a\left(\widetilde{\operatorname{ch}}\left(\bar{Q}_{m^{\prime \prime}, n},(h g)^{*} \bar{Q}_{m^{\prime \prime}, n}\right)\right) \\
= & \delta(h g) .
\end{aligned}
$$

Because $G L_{m^{\prime \prime}+n}(\mathbb{C})$ is connected, $G L_{m^{\prime \prime}+n}(R)$ acts trivially on $H^{p-1, p-1}\left(G_{R}\right)$, whence we get

$$
\delta(h)+\delta(g)=\delta(h g)
$$

which implies in particular that the image via $\delta$ of a commutator vanishes in $\widehat{C H}\left(G_{R}\right)$.

Now we consider the natural map

$$
j: G=G_{m^{\prime \prime}, n} \longrightarrow G_{2 m^{\prime \prime}, 2 n}=G^{\prime},
$$

arising from the imbedding

$$
\begin{array}{rll}
j: G L_{m^{\prime \prime}+n}(R) & \longrightarrow & G L_{2 m^{\prime \prime}+2 n}(R), \\
g & \longmapsto & \left(\begin{array}{ll}
g & 0 \\
0 & 1
\end{array}\right)
\end{array}
$$

and the induced homomorphism

$$
j^{*}: H^{p-1, p-1}\left(G_{R}^{\prime}\right) \longrightarrow H^{p-1, p-1}\left(G_{R}\right) .
$$

Taking $h=\left(\begin{array}{cc}g & 0 \\ 0 & g^{-1}\end{array}\right) \in G L_{2 m^{\prime \prime}+2 n}(R)$, one easily checks that $\delta(g)=$ $j^{*} \delta(h)$. But $h$ is a commutator, because

$$
h=\left(\begin{array}{ll}
g & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
g^{-1} & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

hence $\delta(h)=0$, as mentioned above. Therefore we find $\delta(g)=0$, which completes the proof of Lemma 3.

Applying now $\varphi^{*}$ to the identity of Lemma 3, we derive

$$
f^{*} \widehat{\operatorname{ch}}\left(\bar{Q}_{m, n}\right)-f^{\prime *} \widehat{\operatorname{ch}}\left(\bar{Q}_{m^{\prime}, n}\right)=a\left(\tilde{\operatorname{ch}}\left(f^{*} \bar{Q}_{m, n}, f^{\prime *} \bar{Q}_{m^{\prime}, n}\right)\right)
$$

This implies, using 3.2. and 3.2.3, that $\hat{\operatorname{ch}}(\bar{E})$, when defined by formula (16), is independent on the choice of $f$.
4.5 Let us prove now that the definition of $\widehat{\operatorname{ch}}(\bar{E})$ by (16) does not depend on the choice of $L$. Assume we had $f: X \longrightarrow G_{m, n}$ with $f^{*}\left(Q_{m, n}\right) \cong E \otimes L^{-1}$, and $f^{\prime}: X \longrightarrow G_{m^{\prime}, 1}$ with $f^{\prime *}\left(Q_{m^{\prime}, 1}\right) \cong L \otimes L^{\prime-1}$.

The composition of the product map $f \times f^{\prime}: X \longrightarrow G_{m, n} \times G_{m^{\prime}, 1}$ and the natural map $\nu: G_{m, n} \times G_{m^{\prime}, 1} \longrightarrow G_{m^{\prime \prime}, n}$, given by taking tensor products (with $m^{\prime \prime}=m m^{\prime}+n m^{\prime}+m$ ), then satisfies

$$
\left(f \times f^{\prime}\right)^{*} \nu^{*}\left(Q_{m^{\prime \prime}, n}\right)=f^{*}\left(Q_{m, n}\right) \otimes f^{\prime *}\left(Q_{m^{\prime}, 1}\right) \cong E \otimes L^{\prime-1}
$$

Lemma 4 Let $m^{\prime \prime}=m m^{\prime}+m n^{\prime}+m^{\prime} n$ and $n^{\prime \prime}=n n^{\prime}$. Let

$$
\nu: G_{m, n} \times G_{m^{\prime}, n^{\prime}} \longrightarrow G_{m^{\prime \prime}, n^{\prime \prime}},
$$

be given by the tensor product. We have

$$
\nu^{*} \widehat{\operatorname{ch}}\left(\bar{Q}_{m^{\prime \prime}, n^{\prime \prime}}\right)=\widehat{\operatorname{ch}}\left(\bar{Q}_{m, n}\right) \cdot \widehat{\operatorname{ch}}\left(\bar{Q}_{m^{\prime}, n^{\prime}}\right)
$$

Proof. By assumption, we have $m=q n, m^{\prime}=q n^{\prime}$, hence $m^{\prime \prime}=q n^{\prime \prime}$. With the notations of $\S 1$, we obtain the following commutative diagram

$$
\begin{array}{ccc}
\left(G_{q, 1}\right)^{n} \times\left(G_{q, 1}\right)^{n^{\prime}} & \xrightarrow{\text { id }} & \left(G_{q, 1}\right)^{n^{\prime \prime}} \\
\mu \times \mu^{\prime} \downarrow & & \downarrow_{\mu^{\prime \prime}} \\
G_{m, n} \times G_{m^{\prime}, n^{\prime}} & \xrightarrow{\nu} & G_{m^{\prime \prime}, n^{\prime \prime}} .
\end{array}
$$

By the splitting principle, one checks that

$$
\left(\mu \times \mu^{\prime}\right)^{*}\left(\nu^{*} \widehat{\operatorname{ch}}\left(\bar{Q}_{m^{\prime \prime}, n^{\prime \prime}}\right)-\widehat{\operatorname{ch}}\left(\bar{Q}_{m, n}\right) \cdot \widehat{\operatorname{ch}}\left(\bar{Q}_{m^{\prime}, n^{\prime}}\right)\right)=0,
$$

hence the lemma follows, because $\left(\mu \times \mu^{\prime}\right)^{*}$ is injective by Theorem 1 .

Now we obtain, using Lemma 4,

$$
\begin{aligned}
& f^{*} \widehat{\operatorname{ch}}\left(\bar{Q}_{m, n}\right) \widehat{\operatorname{ch}}(\bar{L})+a\left(\widetilde{\operatorname{ch}}\left(\bar{E}, f^{*} \bar{Q}_{m, n} \otimes \bar{L}\right)\right) \\
& \quad=f^{*} \widehat{\operatorname{ch}}\left(\bar{Q}_{m, n}\right) \widehat{\operatorname{ch}}\left(f^{\prime *} \bar{Q}_{m^{\prime}, 1} \otimes \bar{L}^{\prime}\right)+a\left(\widetilde{\operatorname{ch}}\left(\bar{E}, f^{*} \bar{Q}_{m, n} \otimes f^{\prime *} \bar{Q}_{m^{\prime}, 1} \otimes \bar{L}^{\prime}\right)\right. \\
& =\left(f \times f^{\prime}\right)^{*} \nu^{*} \widehat{\operatorname{ch}}\left(\bar{Q}_{m^{\prime \prime}, n}\right) \widehat{\operatorname{ch}}\left(\bar{L}^{\prime}\right)+a\left(\widetilde{\operatorname{ch}}\left(\bar{E},\left(f \times f^{\prime}\right)^{*} \nu^{*} \bar{Q}_{m^{\prime \prime}, n} \otimes \bar{L}^{\prime}\right)\right)
\end{aligned}
$$

and this shows the independence of $\widehat{\operatorname{ch}}(\bar{E})$ on the choice of $L$.
Properties (i)-(v) follow from our definition of $\widehat{\operatorname{ch}}(\bar{E})$ in formula (16) and Lemma 4.
4.6 More generally, given an hermitian vector bundle $\bar{E}$ of rank $r$ and $\varphi\left(T_{1}, \ldots, T_{r}\right) \in \mathbb{Q}\left[\left[T_{1}, \ldots, T_{r}\right]\right]$ a symmetric power series in $r$ variables, one may define a characteristic class

$$
\widehat{\varphi}(\bar{E}) \in \widehat{C H}(X)_{\mathbb{Q}}
$$

satisfying axioms similar to those of Theorem 3. In particular, when $\bar{E}=\bigoplus_{j=1}^{r} \bar{L}_{j}$ is an orthogonal direct sum of hermitian line bundles, it is given by the formula

$$
\widehat{\varphi}(\bar{E})=\varphi\left(\hat{c}_{1}\left(\bar{L}_{1}\right), \ldots, \hat{c}_{1}\left(\bar{L}_{r}\right)\right) .
$$

For instance there are Chern classes $\hat{c}_{p}(\bar{E}) \in \widehat{C H}^{p}(X)_{\mathbb{Q}}$ - in fact $\hat{c}_{p}(\bar{E}) \in \widehat{C H}^{p}(X)$ - and a Todd class $\widehat{T d}(\bar{E}) \in \widehat{C H}(X)_{\mathbf{Q}}$.

To define $\hat{\varphi}$ one may either mimick the construction of ch or consider the power series $\psi$ such that

$$
\varphi\left(T_{1}, \ldots, T_{r}\right)=\psi\left(U_{1}, \ldots, U_{p}, \ldots\right)
$$

where

$$
U_{p}=\bigoplus_{j=1}^{r} T_{j}^{p} / p!
$$

Then, if $\widehat{\operatorname{ch}_{p}}(\bar{E})$ is the component of degree $p$ of $\widehat{\operatorname{ch}}(\bar{E})$, one can take

$$
\widehat{\varphi}(\bar{E})=\psi\left(\widehat{c h}_{1}(\bar{E}), \ldots, \widehat{c h}_{p}(\bar{E}), \ldots\right)
$$

4.7 Another approach to characteristic classes is an arithmetic analog of Segre classes due to Elkik [El]. Let $p: \mathbb{P}_{X}(E) \rightarrow X$ be the projective bundle attached to $E$. On $\mathbb{P}_{X}(E)$ we have a canonical exact sequence

$$
\mathcal{E}: 0 \longrightarrow H \longrightarrow p^{*}(E) \longrightarrow L \longrightarrow 0
$$

where $H$ (resp. $L$ ) has rank $r-1$ (resp. 1). We endow $H$ and $L$ with the metrics induced from $p^{*}(\bar{E})$. Let

$$
\hat{s}_{k}^{\prime}(\bar{E})=p_{*}\left(\hat{c_{1}}(\bar{L})^{r-1+k}\right) \in \widehat{C H}^{k}(X)
$$

and define $R_{k} \in \widetilde{A}^{k-1, k-1}(X)$ by the following identity of power series
in one variable $t$ :

$$
\sum_{k>0} R_{k} t^{k}=\left(\sum_{k>0} t^{k} p_{*}\left(c_{1}(\bar{L})^{k-1} \Delta\right)\right)\left(\sum_{k \geq 0} c_{k}(\bar{E})(-t)^{k}\right)^{-1}
$$

Here $c_{k}(\bar{E}) \in A^{k, k}(X)$ are the Chern forms of $\bar{E}, c_{1}(\bar{L}) \in A^{\mathbf{1 , 1}}\left(\mathbb{P}_{X}(E)\right)$ is the first Chern form of $\bar{L}$, and $\Delta \in \widetilde{A}^{r-1, r-1}\left(\mathbb{P}_{X}(E)\right)$ is the Bott-Chern class $\Delta=\tilde{c_{r}}\left(\mathcal{E}^{*} \otimes L\right)$ of the dual of $\mathcal{E}$ tensored with $L$. In particular

$$
d d^{c}(\Delta)=-c_{r}\left(p^{*}(\bar{E})^{*} \otimes \bar{L}\right)
$$

(Notice that $\widetilde{A}(X)$ is a module over closed forms in $A(X)$ ).
The arithmetic Segre classes of $\bar{E}$ are $\hat{s}_{0}(\bar{E})=1$ and, when $k>0$,

$$
\hat{s}_{k}(\bar{E})=\hat{s}_{k}^{\prime}(\bar{E})+a\left(R_{k}\right) \in \widehat{C H}^{k}(X)
$$

The Chern classes $\hat{c}_{p}(\bar{E}) \in \widehat{C H}^{p}(X)$ can be defined by the identity of power series over the Chow ring

$$
\sum_{k \geq 0} \hat{c}_{k}(\bar{E})(-t)^{k}=\left(\sum_{k \geq 0} \hat{s}_{k}(\bar{E}) t^{k}\right)^{-1}
$$

The fact that this definition coincides with the one in 4.6 is a consequence of the properties of $\hat{c}_{k}$ (see [GS8]).

## 4.8

Definition 5 We denote by $\widehat{K}_{0}(X)$ the group generated by triples $(E, h, \eta)$, where $(E, h)$ is a hermitian vector bundle on $X$ and $\eta \in$ $\bigoplus_{p \geq 0} \widetilde{A}^{p, p}(X)$, subject to the following relation

$$
\left(E^{\prime}, h^{\prime}, \eta^{\prime}\right)+\left(E^{\prime \prime}, h^{\prime \prime}, \eta^{\prime \prime}\right)=\left(E, h, \eta^{\prime}+\eta^{\prime \prime}+\widetilde{\operatorname{ch}}(\overline{\mathcal{E}})\right)
$$

for every exact sequence $\mathcal{E}: 0 \longrightarrow E^{\prime} \longrightarrow E \longrightarrow E^{\prime \prime} \longrightarrow 0$, and $\overline{\mathcal{E}}=$ $\left(\mathcal{E}, h^{\prime}, h, h^{\prime \prime}\right)$ as in 3.1.

Theorem 4 There is an isomorphism $\widehat{\operatorname{ch}}: \widehat{K}_{0}(X)_{\mathbb{Q}} \longrightarrow \widehat{C H}(X)_{\mathbb{Q}}$, given by

$$
\widehat{\operatorname{ch}}(E, h, \eta):=\widehat{\operatorname{ch}}(E, h)+a(\eta)
$$

We shall not prove Theorem 4. We just mention that ch is well-defined by Proposition 1 and that Theorem 4 follows by the 5 -lemma from the following diagram

where the hard part is the proof of the commutativity of the left-hand square (see [GS3] and [Wa]).

## V

## The Determinant of Laplace Operators

Our aim is now to define a notion of direct image for hermitian vector bundles on arithmetic varieties. This will be done in the next chapter, and requires a notion of determinant for Laplace operators, which is described in this chapter.

Namely, given an hermitian vector bundle $E$ on a compact Kähler manifold, we consider the Laplace operator $\Delta$ acting on $E$-valued differential forms of a fixed degree $(0, q), q \geq 0$. This operator has a discrete and non-negative spectrum. But, since its eigenvalues are unbounded, the definition of its determinant requires some regularization procedure. The method we shall be using is known as zeta function regularization: the determinant is defined as

$$
\operatorname{det}^{\prime}(\Delta)=\exp \left(-\zeta_{\Delta}^{\prime}(0)\right),
$$

where $\zeta_{\Delta}(s), s \in \mathbb{C}$, is the zeta function of $\Delta$, defined by analytic continution from a half plane Re $s>d$. This definition is due to Ray and Singer [RS].

In $\S 1$, we describe this regularization procedure in an axiomatic way, for infinite sequences of positive real numbers. Then we define generalized Laplacians in $\S 2$, and we sketch the construction of a heat kernel for these operators in $\S 3$; here we follow [BGV], and the reader is referred to this book for more details. We show in $\S 4$ that $\zeta_{\Delta}(s)$, the Mellin transform of the heat kernel of $\Delta$, has the required properties to make sense of $\operatorname{det}^{\prime}(\Delta)$, the determinant of the restriction of $\Delta$ to the orthogonal complement to its kernel.

## 1. Regularization of infinite products

1.1 We first make sense of the following formula:

$$
\begin{equation*}
1 \cdot 2 \cdot 3 \cdot 4 \cdot \ldots=\sqrt{2 \pi} \tag{1}
\end{equation*}
$$

First Approach We look at Stirling's formula

$$
n!=n^{n} \sqrt{n} e^{-n} \sqrt{2 \pi}\left(1+O\left(\frac{1}{n}\right)\right)
$$

i.e.
(2) $\quad \log (n!)=n \cdot \log n+\frac{1}{2} \log n-n+\log \sqrt{2 \pi}+O\left(\frac{1}{n}\right)$
for $n \rightarrow \infty$ (cf. [WW], pp. 251-253).

Definition 1 We define $\log (\infty$ !) to be the finite part of the expansion (2), hence

$$
\infty!:=\sqrt{2 \pi}
$$

Second Approach Here we start with Riemann's zeta-function:

$$
\zeta(s):=\sum_{n \geq 1} n^{-s} \quad(\operatorname{Re} s>1)
$$

Recall that $\zeta(s)$ has a meromorphic continuation to the whole complex plane, with a single pole at 1 . More precisely:

$$
\begin{equation*}
\zeta(s)=\frac{1}{s-1}+\gamma+O(s-1) \tag{3}
\end{equation*}
$$

where $\gamma$ denotes Euler's constant (cf. [C], Chapter 2). Furthermore $\zeta(s)$ satisfies the following functional equation:

$$
\begin{equation*}
\pi^{-s / 2} \Gamma(s / 2) \zeta(s)=\pi^{-\frac{(1-s)}{2}} \Gamma\left(\frac{1-s}{2}\right) \zeta(1-s) \tag{4}
\end{equation*}
$$

Since

$$
\zeta^{\prime}(s)=-\sum_{n \geq 1} \log (n) n^{-s}
$$

when $\operatorname{Re} s>1$, we are led to the following:
Definition $2 \quad \infty!:=e^{-\zeta^{\prime}(0)}$.

Proposition $1 \quad \mathrm{e}^{-\zeta^{\prime}(0)}=\sqrt{2 \pi}$, i.e. Definitions 1 and 2 are compatible.

Proof. By the functional equation (4), we obtain

$$
\zeta(s)=\pi^{s-1 / 2} \frac{\Gamma((1-s) / 2)}{\Gamma(s / 2)} \zeta(1-s)
$$

hence

$$
\begin{equation*}
\frac{\zeta^{\prime}(s)}{\zeta(s)}=\log \pi-\frac{1}{2} \cdot \frac{\Gamma^{\prime}((1-s) / 2)}{\Gamma((1-s) / 2)}-\frac{1}{2} \cdot \frac{\Gamma^{\prime}(s / 2)}{\Gamma(s / 2)}-\frac{\zeta^{\prime}(1-s)}{\zeta(1-s)} . \tag{5}
\end{equation*}
$$

We now compute the right-hand side of (5) for $s \rightarrow 0$. First we note from (3)

$$
\begin{equation*}
\frac{\zeta^{\prime}(1-s)}{\zeta(1-s)}=\frac{1}{s}+\gamma+O(s) \quad(s \rightarrow 0) \tag{6}
\end{equation*}
$$

By the duplication formula for the $\Gamma$-function, we obtain (cf. [WW], p. 240)

$$
\begin{aligned}
\Gamma(s+1) & =\pi^{-1 / 2} 2^{s} \Gamma((s+1) / 2) \Gamma(s / 2+1) \\
\frac{\Gamma^{\prime}(1)}{\Gamma(1)} & =\log 2+\frac{1}{2} \cdot \frac{\Gamma^{\prime}(1 / 2)}{\Gamma(1 / 2)}+\frac{1}{2} \cdot \frac{\Gamma^{\prime}(1)}{\Gamma(1)}
\end{aligned}
$$

and

$$
\begin{equation*}
\left.-\frac{1}{2} \cdot \frac{\Gamma^{\prime}(1 / 2)}{\Gamma(1 / 2)}=\log 2+\frac{\gamma}{2} \quad \text { (because } \gamma=-\Gamma^{\prime}(1)\right) \tag{7}
\end{equation*}
$$

Finally, we derive from $\Gamma(s)=s^{-1} \Gamma(s+1)$ that

$$
\begin{equation*}
\frac{\Gamma^{\prime}(s)}{\Gamma(s)}=-\frac{1}{s}+\frac{\Gamma^{\prime}(s+1)}{\Gamma(s+1)}=-\frac{1}{s}+\frac{\Gamma^{\prime}(1)}{\Gamma(1)}+O(s) \quad(s \rightarrow 0) \tag{8}
\end{equation*}
$$

Adding (5), (6), (7), (8) and letting $s \rightarrow 0$, we obtain

$$
\frac{\zeta^{\prime}(0)}{\zeta(0)}=\log \pi+\log 2
$$

By the functional equation (4), we get $\zeta(0)=-1 / 2$, which leads to

$$
\zeta^{\prime}(0)=-\frac{1}{2} \log (2 \pi)
$$

hence

$$
\mathrm{e}^{-\zeta^{\prime}(0)}=\sqrt{2 \pi}
$$

Third Approach We start with the $\Theta$-function:

$$
\Theta(t):=\sum_{n \geq 1} \mathrm{e}^{-n^{2} t}
$$

Taking the Mellin transform of $\Theta(t)$, we have, for Res $>1$,

$$
\begin{equation*}
\zeta(2 s)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} \Theta(t) t^{s-1} d t \tag{9}
\end{equation*}
$$

If we could exchange the order of differentiation and integration on the right-hand side, we would get

$$
2 \zeta^{\prime}(0) "=" \int_{0}^{\infty} \Theta(t)\left(\frac{t^{s}}{\Gamma(s)}\right)_{s=0}^{\prime} \frac{d t}{t} "=" \int_{0}^{\infty} \Theta(t) \frac{d t}{t}
$$

Unfortunately, the latter integral does not exist, because the integrand diverges at $t=0$. Indeed, it follows from the Poisson summation formula (cf. [C], p. 30), that

$$
\Theta(t)=\frac{\sqrt{\pi}}{\sqrt{t}} \Theta\left(\frac{\pi}{t}\right)-\frac{1}{2},
$$

hence

$$
\Theta(t)=\frac{\sqrt{\pi}}{2 \sqrt{t}}-\frac{1}{2}+O(\sqrt{t}) \quad(t \rightarrow 0)
$$

This implies, as shown in Theorem 1 below, that there exist some constants $a_{0}$ and $a_{-1}$, such that, as $\epsilon$ tends to zero, the function

$$
\int_{\epsilon}^{\infty} \Theta(t) \frac{d t}{t}+a_{0} \log \epsilon-a_{-1} / \sqrt{\epsilon}
$$

has a limit, called the finite part of the integral. Notice that it is well defined since $a_{0}$ and $a_{-1}$ are unique. This suggests the following

Definition 3 We define $\log (\infty$ !) to be the finite part of the integral

$$
-\frac{1}{2} \int_{\epsilon}^{\infty} \Theta(t) \frac{d t}{t}
$$

as $\epsilon$ tends to zero.
Proposition 2 We have

$$
2 \zeta^{\prime}(0)=\text { finite part of }\left(\int_{\epsilon}^{\infty} \Theta(t) \frac{d t}{t}\right)_{\epsilon \rightarrow 0}-\frac{\gamma}{2}
$$

i.e. Definitions 2 and 3 are NOT compatible.

Proof. This is a special case of Theorem 1 below (with $\epsilon^{2}$ instead of $\epsilon$ ).
1.2 We shall now extend the second and third approaches in $\S 1.1$ to other sequences of positive real numbers.

Definition 4 Let $\Lambda: 0<\lambda_{1} \leq \lambda_{2} \leq \ldots$ be an increasing sequence of positive real numbers. The zeta-function attached to this sequence is defined by

$$
\zeta_{\Lambda}(s):=\sum_{n \geq 1} \lambda_{n}^{-s}
$$

We make the following three assumptions about $\zeta_{\Lambda}(s)$ :

Z1: $\quad \zeta_{\Lambda}(s)$ converges for $\operatorname{Re} s \gg 0$;
Z2: $\zeta_{\Lambda}(s)$ has a meromorphic continuation to the whole complex plane;
Z3: $\quad \zeta_{\Lambda}(s)$ has no pole at $s=0$.
With these assumptions, we define
Definition $5 \quad \lambda_{1} \cdot \lambda_{2} \cdot \lambda_{3} \cdot \ldots:=\mathrm{e}^{-\zeta_{\Lambda}^{\prime}(0)}$.
Notice the following two lemmas:
Lemma 1 For any integer $N \geq 1$, we have

$$
\lambda_{1} \cdot \lambda_{2} \cdot \lambda_{3} \cdot \ldots=\left(\lambda_{1} \cdot \lambda_{2} \cdot \ldots \cdot \lambda_{N}\right) \cdot\left(\lambda_{N+1} \cdot \lambda_{N+2} \cdot \ldots\right)
$$

Proof. We have

$$
\zeta_{\Lambda}(s)=\sum_{n=1}^{N} \lambda_{n}^{-s}+\zeta_{N}(s)
$$

where $\zeta_{N}(s)=\sum_{n \geq N+1} \lambda_{n}^{-s}$. Differentiating and putting $s=0$, we get

$$
\zeta_{\Lambda}^{\prime}(0)=-\sum_{n=1}^{N} \log \lambda_{n}+\zeta_{N}^{\prime}(0)
$$

Now the lemma follows by taking the exponential on both sides.

Lemma 2 For any positive real number a, we have

$$
\left(a \lambda_{1}\right) \cdot\left(a \lambda_{2}\right) \cdot\left(a \lambda_{3}\right) \cdot \ldots=\left(\lambda_{1} \cdot \lambda_{2} \cdot \lambda_{3} \cdot \ldots\right) a^{\zeta_{\Lambda}(0)}
$$

Proof. Clearly

$$
\zeta_{a \Lambda}(s)=a^{-s} \zeta_{\Lambda}(s)
$$

Differentiating, putting $s=0$ and taking the exponential now implies the lemma.

Definition 6 Let $\Lambda: 0<\lambda_{1} \leq \lambda_{2} \leq \ldots$ be an increasing sequence of positive real numbers. The theta-function attached to this sequence is defined by

$$
\theta_{\Lambda}(t):=\sum_{n \geq 1} \mathrm{e}^{-\lambda_{n} t}
$$

We make the following two assumptions about $\Theta_{\Lambda}(t)$ :
$\Theta 1: \Theta_{\Lambda}(t)$ converges for $t>0$.
$\Theta 2$ : For every $k \in \mathbb{N}$, there are real numbers $a_{i}(i \in \mathbb{Z})$, with $a_{i}=0$ for $i<-d$, such that

$$
\Theta_{\Lambda}(t)=\sum_{n=-d}^{k} a_{n} t^{n}+O\left(t^{k+1}\right) \quad \text { for } t \rightarrow 0
$$

We note that $\Theta 1$ implies that
$\Theta 3: \quad \Theta_{\Lambda}(t)$ is $O\left(\mathrm{e}^{-c t}\right)$ for $t \rightarrow \infty$, for some positive real number c .
Indeed, when $t>1$

$$
\Theta_{\Lambda}(t)=\sum_{n \geq 1} \mathrm{e}^{-\lambda_{n}(t-1)-\lambda_{n}} \leq \mathrm{e}^{-\lambda_{1}(t-1)} \Theta_{\Lambda}(1)
$$

We now have the following:
Theorem 1 If $\Theta_{\Lambda}(t)$ satisfies $\Theta 1$ and $\Theta 2$, then

$$
\zeta_{\Lambda}(s)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} \Theta_{\Lambda}(t) t^{s-1} d t
$$

and this function satisfies Z1, Z2, Z3. Furthermore, we have

$$
\zeta_{\Lambda}(0)=a_{0}
$$

and

$$
\zeta_{\Lambda}^{\prime}(0)=\text { finite part of }\left(\int_{\epsilon}^{\infty} \Theta_{\Lambda}(t) \frac{d t}{t}\right)_{\epsilon \rightarrow 0}+\gamma a_{0}
$$

Proof. Because of $\Theta 2$ and $\Theta 3$ the integral defining $\zeta_{\Lambda}(s)$ converges for Re $s>d$, hence Z 1 is satisfied. By $\Theta 2$ we can write, for every $k \in \mathbb{N}$,

$$
\Theta_{\Lambda}(t)=\sum_{n \leq k} a_{n} t^{n}+\rho_{k}(t)
$$

with $\rho_{k}(t)=O\left(t^{k+1}\right)$. Therefore

$$
\begin{align*}
\zeta_{\Lambda}(s)= & \frac{1}{\Gamma(s)} \int_{1}^{\infty} \Theta_{\Lambda}(t) t^{s-1} d t+\sum_{n \leq k} \frac{a_{n}}{\Gamma(s)} \int_{0}^{1} t^{n+s-1} d t  \tag{10}\\
& +\frac{1}{\Gamma(s)} \int_{0}^{1} \rho_{k}(t) t^{s-1} d t \\
= & \frac{1}{\Gamma(s)} \int_{1}^{\infty} \Theta_{\Lambda}(t) t^{s-1} d t+\sum_{n \leq k} \frac{a_{n}}{\Gamma(s)(n+s)}+\frac{1}{\Gamma(s)} \int_{0}^{1} \rho_{k}(t) t^{s-1} d t .
\end{align*}
$$

In the last expression, the first integral is holomorphic for all $s \in \mathbb{C}$, while the second integral is holomorphic for $\operatorname{Re} s>-k-1$; the sum over $n$ is a meromorphic function in the whole complex plane. As $k$ is arbitrary, we obtain a meromorphic continuation of $\zeta_{\Lambda}(s)$ to the whole complex plane, which establishes Z 2 .

Putting $k=0$ and $s=0$, we obtain from (10)

$$
\zeta_{\Lambda}(0)=\left(\frac{a_{0}}{\Gamma(s) \cdot s}\right)_{s=0}+\sum_{n<0}\left(\frac{a_{n}}{\Gamma(s)(n+s)}\right)_{s=0}=a_{0}
$$

which proves Z3. Furthermore, by differentiating (10), we get

$$
\begin{aligned}
\zeta_{\Lambda}^{\prime}(0)=\int_{1}^{\infty} \Theta_{\Lambda}(t) & \left(\frac{t^{s}}{\Gamma(s)}\right)_{s=0}^{\prime} \frac{d t}{t}+\sum_{n \leq 0}\left(\frac{a_{n}}{\Gamma(s)(n+s)}\right)_{s=0}^{\prime} \\
& +\int_{0}^{1} \rho_{0}(t)\left(\frac{t^{s}}{\Gamma(s)}\right)_{s=0}^{\prime} \frac{d t}{t}
\end{aligned}
$$

But since

$$
\begin{gathered}
\left(t^{s} / \Gamma(s)\right)_{s=0}^{\prime}=1 \\
(1 / \Gamma(s) \cdot s)_{s=0}^{\prime}=(1 / \Gamma(s+1))_{s=0}^{\prime}=-\Gamma^{\prime}(1) / \Gamma(1)^{2}=\gamma
\end{gathered}
$$

and

$$
(1 / \Gamma(s)(n+s))_{s=0}^{\prime}=1 / n
$$

we obtain

$$
\begin{equation*}
\zeta_{\Lambda}^{\prime}(0)=\int_{1}^{\infty} \Theta_{\Lambda}(t) \frac{d t}{t}+\gamma a_{0}+\sum_{n<0} \frac{a_{n}}{n}+\int_{0}^{1} \rho_{0}(t) \frac{d t}{t} \tag{11}
\end{equation*}
$$

On the other hand, we have for $0<\epsilon<1$

$$
\begin{align*}
\int_{\epsilon}^{\infty} \Theta_{\Lambda}(t) \frac{d t}{t}= & \int_{1}^{\infty} \Theta_{\Lambda}(t) \frac{d t}{t}+\sum_{n \leq 0} a_{n} \int_{\epsilon}^{1} t^{n-1} d t+\int_{\epsilon}^{1} \rho_{0}(t) \frac{d t}{t} \\
= & \int_{1}^{\infty} \Theta_{\Lambda}(t) \frac{d t}{t}-a_{0} \log \epsilon+\sum_{n<0} a_{n}\left(\frac{1}{n}-\frac{\epsilon^{n}}{n}\right)  \tag{12}\\
& +\int_{0}^{1} \rho_{0}(t) \frac{d t}{t}+O(\epsilon)
\end{align*}
$$

The finite part of (12) as $\epsilon \rightarrow 0$ is defined to be its limit once the divergent summands $-a_{0} \log \epsilon$ and $-a_{n} \frac{\epsilon^{n}}{n}, n<0$, has been removed. Comparing with (11) we get

$$
\zeta_{\Lambda}^{\prime}(0)=\text { finite part of }\left(\int_{\epsilon}^{\infty} \Theta_{\Lambda}(t) \frac{d t}{t}\right)_{\epsilon \rightarrow 0}+\gamma a_{0}
$$

as claimed.

### 1.3 Questions and complements

1.3.1 Physicists have used other ways of regularizing infinite products known as Pauli-Villars regularization and dimensional regularization (see for instance $[R]$ ). For which class of positive numbers do they make sense? Do they lead to other justifications of formula (1)?
1.3.2 Given two sequences

$$
\Lambda: 0<\lambda_{1} \leq \lambda_{2} \leq \ldots
$$

and

$$
\mu: 0<\mu_{1} \leq \mu_{2} \leq \ldots
$$

can one compare

$$
\left(\lambda_{1} \lambda_{2} \lambda_{3} \ldots\right)\left(\mu_{1} \mu_{2} \mu_{3} \ldots\right)
$$

with

$$
\left(\lambda_{1} \mu_{1}\right)\left(\lambda_{2} \mu_{2}\right)\left(\lambda_{3} \mu_{3}\right) \ldots ?
$$

See [K], 6.5.
1.3.3 If $\Lambda$ satisfies $\Theta 1$ and $\Theta 2$, and if $\lambda$ is a positive real number, the sequence

$$
0<\lambda_{1}+\lambda \leq \lambda_{2}+\lambda \leq \ldots
$$

also satisfies these properties. So we may consider the regularized product

$$
D(\lambda)=\left(\lambda_{1}+\lambda\right)\left(\lambda_{2}+\lambda\right) \ldots
$$

This function $D(\lambda)$ can in fact, using Lemma 1 , be defined for any complex number $\lambda$ and, according to Voros [Vo] and Cartier-Voros [CV], it can be characterized as follows. It is the unique holomorphic function of the complex variable $\lambda$ whose zeroes (counted with multiplicity) are the numbers $-\lambda_{1},-\lambda_{2}, \ldots$, which is bounded by $\exp \left(a+b|\lambda|^{N}\right)$ for some constants $a, b$ and $N$, and which admits an asymptotic development of the form

$$
\log D(\lambda)=\sum_{k=-d}^{k=m-1} a_{k} \phi_{k}(\lambda)+O\left(\lambda^{-m}\right)
$$

for all $m \geq 0$ when $\lambda$ is a positive number real number going to infinity. Here $\phi_{k}(\lambda), k \in \mathbb{Z}$, is the sequence of functions defined by

$$
\begin{aligned}
& \phi_{k}(\lambda)=\lambda^{-k}, k \geq 1 \\
& \phi_{0}(\lambda)=\log (\lambda)
\end{aligned}
$$

and

$$
\phi_{-k}(\lambda)=\left(\log (\lambda)-\left(1+\frac{1}{2}+\cdots+\frac{1}{k}\right)\right) \frac{\lambda^{k}}{k!}, k \geq 1 .
$$

1.3.4 Regularization of infinite products can be used in the study of zeta functions of algebraic varieties over number fields. In [De1] and [De2], Deninger shows that every local factor of these zeta functions is the regularized characteristic power series of some operator in an infinitedimensional cohomology theory.

One may also ask whether products on all prime integers (Euler products) can be regularized. A naive question along these lines is: for which
values of $s$ can one make sense of a formula such as

$$
\zeta(s)=\left(\prod_{p} p^{s}\right) /\left(\prod_{p}\left(p^{s}-1\right)\right)
$$

where both the numerator and the denominator are regularized products? But, according to a general result of Dahlquist ([Da], see also $[\mathrm{Ku}])$, Euler products of the form $\prod_{p} h\left(p^{-s}\right)$ have a natural boundary on the line $\operatorname{Re}(s)=0$, except for very few holomorphic functions $h(z)$. By taking the logarithm of this statement, we see that Poincare series over primes are in general not defined at zero, and this forbids us to zeta regularize Euler products. For instance $\sum_{p} p^{-s}$ has a natural boundary on $\operatorname{Re}(s)=0[L W]$, hence the product of all primes does not make sense by this method. Is there another way of defining it?

## 2. Generalized Laplacians

2.1 Let $M$ be a smooth real manifold and $E$ a smooth vector bundle on $M$. Choose any connection $\nabla$ on $E$ (see $\S$ IV.2.2.1). Given any vector field $X$ on $M$, we get from $\nabla$ a covariant derivative $\nabla_{X}$ on $\Gamma(M, \operatorname{End}(E))$ by evaluating differentials on $X$.

Definition 7 The algebra of differential operators on $E$, denoted $D(M, E)$, is the subalgebra of $\operatorname{End} \mathbb{C}(\Gamma(M, E))$ generated by $\Gamma(M, \operatorname{End}(E))$ and the $\nabla_{X}$, for all vector fields $X$.

If $\nabla^{\prime}$ is any other connection on $E$, and $X$ any vector field on $M$, then $\nabla_{X}^{\prime}-\nabla_{X}$ lies in $\Gamma(M, \operatorname{End}(E))$, so $D(M, E)$ is in fact independent of our choice of $\nabla$. If $H \in D(M, E)$, we will say that it is of order less or equal to $n$ if it lies in the subspace generated by $\Gamma(M, \operatorname{End}(E))$ and products of at most $n$ covariant derivatives.

Let $U$ be an open set of $M$ contained in a coordinate patch ( $x^{1}, \ldots, x^{m}$ ) ( $m=\operatorname{dim} X$ ), so that $E$ may be trivialized over it. Then, on $\Gamma(U, E)$, such an $H$ may be (uniquely) written as

$$
\sum_{j=0}^{n} \sum_{a_{1}+\cdots+a_{m}=j} \varphi_{a} \partial_{1}^{a_{1}} \cdots \partial_{m}^{a_{m}}
$$

where the $\varphi_{a}$ 's are sections of $\operatorname{End}(E)$ over $U$, and $\partial_{i}$ stands for $\frac{\partial}{\partial x^{i}}$.
We now fix a Riemannian metric $g$ on $M$.
Definition 8 A generalized Laplacian on $E$ (with respect to $g$ ) is a differential operator on $E$ whose expression in any local coordinates is the sum of $-\sum_{i, j} g^{i j} \partial_{i} \partial_{j}$ with an operator of order $\leq 1$.

In this definition $g^{i j}$ stands for $g\left(d x^{i}, d x^{j}\right) I d_{E}$.
Lemma 3 A differential operator $H$ of order $\leq 2$ is a generalized Laplacian if and only if, for any $f \in C^{\infty}(M)$ we have the commutation relation in $\operatorname{End}_{\mathbb{C}}(\Gamma(M, E)):[[H, f], f]=-2|d f|^{2}$.

This lemma provides us with a coordinate-free characterization of generalized Laplacians.

Proof. Choose coordinates ( $x^{i}, 1 \leq i \leq m$ ) on an open set $U$, and a trivialization of $E$ on $U$. We denote by [., .] the commutator of two linear endomorphisms of $\Gamma(M, E)$, and we identify any function $f$ with the operator of multiplication by $f$.

Using the basic fact $\left[\partial_{i}, f\right]=\partial_{i} f\left(:=\frac{\partial f}{\partial x^{i}}\right)$ we compute:

$$
\begin{aligned}
{\left[\left[\partial_{i}, f\right], f\right] } & =0 \\
{\left[\partial_{i} \partial_{j}, f\right] } & =\left[\partial_{i}, f\right] \partial_{j}+\partial_{i}\left[\partial_{j}, f\right]=\left(\partial_{i} f\right) \partial_{j}+\left(\partial_{i} \partial_{j} f\right)+\left(\partial_{j} f\right) \partial_{i} \\
{\left[\left[\partial_{i} \partial_{j}, f\right], f\right] } & =2\left(\partial_{i} f\right)\left(\partial_{j} f\right)
\end{aligned}
$$

From this the claim follows.
2.2 Now we shall give an important example of generalized Laplacians. Let $X$ be a Kähler manifold and $E$ an hermitian holomorphic vector bundle on $X$. The Kähler metric on $X$ is an hermitian metric $h$ on the holomorphic tangent space of $X$, i.e. the subundle $T^{1,0} X$ of the complex tangent bundle of $X$. This metric induces a metric on the dual of $T^{1,0} X$, i.e. differential forms of type ( 1,0 ), and, by complex conjugation, on forms of type $(0,1)$. By taking the exterior powers of this metric, and by tensoring with the hermitian metric on $E$ we get a pointwise scalar hermitian product $\langle s(x), t(x)\rangle$ for two sections of $A^{0, q}(X, E)=A^{0, q}(X) \otimes_{C^{\infty}(M)} A^{0}(X, E)$. On the other hand, let $\omega_{0}$ be the normalized Kähler form, given in any local chart $\left(z_{\alpha}\right)$ on $X$ by

$$
\omega_{0}=\frac{i}{2 \pi} \sum_{\alpha, \beta} h\left(\frac{\partial}{\partial z_{\alpha}}, \frac{\partial}{\partial z_{\beta}}\right) d z_{\alpha} \overline{d z_{\beta}}
$$

The $L^{2}$-scalar product of two sections $s, t \in A^{0, q}(X, E)$ is defined by the formula

$$
\langle s, t\rangle_{L^{2}}=\int_{X}\langle s(x), t(x)\rangle \frac{\omega_{0}^{n}}{n!}
$$

where $n=\operatorname{dim}_{\mathbb{C}} X$.
By the Leibniz rule we extend the Cauchy-Riemann operator $\bar{\partial}=\bar{\partial}_{E}$ on $E$ (see $\S I V .2 .2$.) to forms of type $(0, q)$ with values in $E$. We obtain this way the Dolbeault complex

$$
A^{0,0}(X, E) \xrightarrow{\overline{\bar{b}}} A^{0,1}(X, E) \xrightarrow{\overline{\bar{b}}} \cdots \xrightarrow{\overline{\overline{ }}} A^{0, q}(X, E) \xrightarrow{\overline{\bar{b}}} \cdots
$$

whose cohomology is known to be the sheaf cohomology of $X$ with coefficients in $E$ [GH].

The operator $\bar{\partial}$ has an adjoint for the $L^{2}$-scalar product, i.e. there is a map

$$
\bar{\partial}^{*}: A^{0, q+1}(X, E) \rightarrow A^{0, q}(X, E)
$$

such that

$$
\left\langle s, \bar{\partial}^{*} t\right\rangle_{L^{2}}=\langle\bar{\partial} s, t\rangle_{L^{2}}
$$

for any $s \in A^{0, q}(X, E)$ and $t \in A^{0, q+1}(X, E)$. For any integer $q \geq 0$, the operator $\Delta^{q}=\bar{\partial} \bar{\partial}^{*}+\bar{\partial}^{*} \bar{\partial}$ on $A^{0, q}(X, E)$ will be called the Laplace operator.

Lemma 4 The operator $2 \Delta^{q}$ is a generalized Laplacian in the sense of Definition 8.

Proof. Let $D:=\sqrt{2}\left(\bar{\partial}+\bar{\partial}^{*}\right)$ acting upon $\bigoplus_{q \geq 0} A^{0, q}(X, E)$. Clearly $D^{2}=2 \Delta^{q}$ on $A^{0, q}$. We shall give another description of $D$, known as the Dirac operator.

We define the Clifford action of $A^{1}(X)$ on $\bigoplus_{q \geq 0} A^{0, q}(X, E)$ as follows. Given $s \in A^{0, q}(E)$ and $y \in A^{1}(X)$, with $y=y^{\prime}+y^{\prime \prime}, y^{\prime} \in A^{1,0}(X)$ and $y^{\prime \prime} \in A^{0,1}(X)$, then:

$$
\mathrm{c}(y) s=\sqrt{2}\left(y^{\prime \prime} \wedge s-i_{y^{\prime}}(s)\right)
$$

Here $i_{y^{\prime}}$ denotes the contraction with the tangent vector of type $(0,1)$ corresponding to $y^{\prime}$ under the isomorphism induced by the metric on $X$, as above. In other words, $i_{y^{\prime}}$ is characterized by the equality

$$
\left\langle i_{y^{\prime}}(s), t\right\rangle=\left\langle s, \bar{y}^{\prime} \wedge t\right\rangle
$$

where $\langle\alpha \otimes u, \beta \otimes v\rangle$ is the function $\langle\alpha, \beta\rangle_{X}\langle u, v\rangle_{E}$, for any $\alpha, \beta \in A^{0, q}(X)$, and $u, v \in \Gamma(E)$. We compute

$$
\begin{aligned}
c(y)^{2} s & =2\left(y^{\prime \prime} \wedge y^{\prime \prime} \wedge s-y^{\prime \prime} \wedge i_{y^{\prime}}(s)-i_{y^{\prime}}\left(y^{\prime \prime} \wedge s\right)+i_{y^{\prime}} i_{y^{\prime}}(s)\right) \\
& =2\left(-y^{\prime \prime} \wedge i_{y^{\prime}}(s)-\left(\left\langle y^{\prime}, \bar{y}^{\prime \prime}\right\rangle s-y^{\prime \prime} \wedge i_{y^{\prime}}(s)\right)\right) \\
& =-2\left\langle y^{\prime}, \bar{y}^{\prime \prime}\right\rangle s .
\end{aligned}
$$

In particular, if $y$ is real $\left(y^{\prime}=\bar{y}^{\prime \prime}\right)$, then $c(y)^{2}=-2|y|^{2}$.
Let

$$
\nabla: \bigoplus_{q \geq 0} A^{0, q}(E) \rightarrow A^{1}(X) \otimes\left(\bigoplus_{q \geq 0} A^{0, q}(E)\right)
$$

be the tensor product of the Levi-Civita connection of $X$ with the hermitian holomorphic connection of $E$ (see Lemma III.1). Then the following holds on $\bigoplus_{q \geq 0} A^{0, q}(E)$

$$
D=c \circ \nabla
$$

We shall not prove this fact (see for example [BGV], Proposition 3.72). Notice however that $\sqrt{2} \bar{\partial}=c \circ \nabla^{0,1}$ is clear from the definitions. The identity $\sqrt{2} \bar{\partial}^{*}=c \circ \nabla^{1,0}$ can be proved up to lower order terms, which is enough for our purpose, by using the fact that $\nabla$ is unitary, since the metric on $X$ is Kähler, and that taking the symbol of an operator commutes with adjunction:

As $\nabla$ is a connection $[\nabla, f]=d f$ for $f \in C^{\infty}(M)$ so we obtain

$$
[D, f]=c(d f)
$$

So

$$
\left[D^{2}, f\right]=c(d f) D+D c(d f)
$$

and

$$
\left[\left[D^{2}, f\right], f\right]=c(d f) \mathbf{c}(d f)+c(d f) c(d f)=2 c(d f)^{2}
$$

Finally, using the facts that for $f$ real $c(d f)^{2}=-2|d f|^{2}$ and that $D^{2}=$ $2 \Delta^{q}$ on $A^{0, q}(E)$ we obtain

$$
\left[\left[2 \Delta^{q}, f\right], f\right]=-2|d f|^{2}
$$

By Lemma 3, and the fact that the order of $\Delta^{q}$ is less or equal to 2 (since $D$ has order one), we conclude that $2 \Delta^{q}$ is a generalized Laplacian.

## 3. Heat kernels

3.1 Let $M$ be a Riemannian manifold with metric $g, E$ a $C^{\infty}$-vector bundle on $M$ and $H$ a generalized Laplacian acting on sections of $E$. We denote by $|\Lambda|^{1 / 2}$ the bundle of half-densities on $M$, defined as in [BGV] before Proposition 1.20.

Definition $9 \quad$ A heat kernel for $H$ is a family of sections

$$
p_{t}(x, y) \in\left(E \otimes|\Lambda|^{1 / 2}\right)_{x} \otimes\left(E^{*} \otimes|\Lambda|^{1 / 2}\right)_{y}
$$

depending on $t \in \mathbf{R}_{+}^{*}$ such that the following conditions hold:
(i) $p_{t}(x, y)$ is $C^{\infty}$ in $(t, x, y) \in \mathbf{R}_{+}^{*} \times M \times M$;
(ii) for every $y$ we have $\left(\partial_{t}+H_{x}\right) p_{t}(x, y)=0$;
(iii) for any continuous section $s$ with compact support of $E \otimes|\Lambda|^{1 / 2}$

$$
\lim _{t \rightarrow 0} \int_{y \in M} p_{t}(x, y) s(y)=s(x)
$$

the limit being for the sup-norm, after any choice of a metric on E.

A heat kernel $p_{t}(x, y)$ defines operators

$$
P_{t}: \Gamma_{\mathrm{c}}\left(E \otimes|\Lambda|^{1 / 2}\right) \longrightarrow \Gamma\left(E \otimes|\Lambda|^{1 / 2}\right)
$$

by

$$
P_{t} s(x)=\int_{M} p_{t}(x, y) s(y)
$$

Condition (ii) may be rewritten as

$$
\left(\partial_{t}+H\right) P_{t}=0
$$

This is the heat equation associated to $H$. The condition (iii) is an initial condition for the first order differential equation (ii'): $\lim _{t \rightarrow 0} P_{t}=$ Id. So we should think of $P_{t}$ as being $\mathrm{e}^{-t H}$.

We are now able to state the main result of this section:
Theorem 2 Assume $M$ is compact. Then any generalized Laplacian on $M$ has a unique heat kernel.

### 3.2 The proof of Theorem 2 is divided into five steps:

I: uniqueness assuming the existence of ( $C^{2}$ ) heat kernels;
II: existence of a heat kernel for $M=\mathbf{R}^{n}$ and $H=-\sum_{i} \partial_{i}^{2}$;
III: construction of a formal solution;
IV: construction of an approximate solution;
V: construction of an exact solution from an approximate one by a perturbation process.

Step I We have a pairing $\langle$,$\rangle between sections of E$ and sections of $E^{*} \otimes|\Lambda|$ defined by

$$
\langle s, u\rangle=\int_{M}\langle s(x), u(x)\rangle_{x}
$$

where $\langle,\rangle_{x}$ is the natural pairing

$$
E_{x} \times\left(E_{x}^{*} \otimes|\Lambda|_{x}\right) \longrightarrow|\Lambda|_{x} .
$$

This enables us to associate to $H$ an adjoint operator $H^{*}$, acting on sections of $E^{*} \otimes|\Lambda|$. It is characterized by the equality $\langle H s, u\rangle=$ $\left\langle s, H^{*} u\right\rangle$, for all $s$ and $u$. As it turns out by an easy computation, $H^{*}$ is a generalized Laplacian on $E^{*} \otimes|\Lambda|$. So let us assume that there exists a heat kernel $P_{t}$ for $H$ and $P_{t}^{*}$ for $H^{*}$. Let $s$ be a section of $E$, and $u$ a section of $E^{*} \otimes|\Lambda|$. Fix $t>0$ and let $f(\theta)=\left\langle P_{\theta} s, P_{t-\theta}^{*} u\right\rangle$ for $0<\theta<t$. By (ii') we have

$$
f^{\prime}(\theta)=\left\langle-H P_{\theta} s, P_{t-\theta}^{*} u\right\rangle+\left\langle P_{\theta} s, H^{*} P_{t-\theta}^{*} u\right\rangle=0
$$

By (iii)

$$
\begin{aligned}
\lim _{\theta \rightarrow 0} f(\theta) & =\left\langle s, P_{t}^{*} u\right\rangle \\
\lim _{\theta \rightarrow t} f(\theta) & =\left\langle P_{t} s, u\right\rangle
\end{aligned}
$$

Therefore $\left\langle P_{t} s, u\right\rangle=\left\langle s, P_{t}^{*} u\right\rangle$. This shows that $P_{t}$, hence $p_{t}(x, y)$, is determined by $P_{t}^{*}$. So the uniqueness of the heat kernel is proved.

Step II Assume $M=\mathbb{R}^{n}, E$ is the trivial line bundle $\mathbb{R}^{n} \times \mathbb{C}$, and $H=\Delta$ is the standard Laplacian $-\sum_{i} \partial_{i}^{2}$. The heat kernel can then be given by an explicit formula:

$$
\begin{equation*}
p_{t}(x, y)=(4 \pi t)^{-n / 2} \mathrm{e}^{-|x-y|^{2} / 4 t}|d x|^{1 / 2} \otimes|d y|^{1 / 2} \tag{13}
\end{equation*}
$$

Condition (i) of Definition 9 is clearly satisfied. As for (ii), it is sufficient to check it when $y=0$, since both sides are invariant under translation. Now

$$
p_{t}(x, 0)=\prod_{i=1}^{n}\left[(4 \pi t)^{-1 / 2} \mathrm{e}^{-x_{i}^{2} / 4 t}\left|d x_{i}\right|^{1 / 2} \otimes\left|d y_{i}\right|^{1 / 2}\right]
$$

So it is sufficient to check that

$$
\left(\partial_{t}-\partial_{x}^{2}\right)\left[(4 \pi t)^{-1 / 2} \mathrm{e}^{-x^{2} / 4 t}\right]=0
$$

This is an easy computation:

$$
\begin{aligned}
& \partial_{t}\left[(4 \pi t)^{-1 / 2} \mathrm{e}^{-x^{2} / 4 t}\right] \\
&=- \frac{1}{2}(4 \pi t)^{-1 / 2} t^{-3 / 2} \mathrm{e}^{-x^{2} / 4 t} \\
& \quad+\frac{1}{4}(4 \pi t)^{-1 / 2} t^{-5 / 2} x^{2} \mathrm{e}^{-x^{2} / 4 t} \partial_{x}^{2}\left[(4 \pi t)^{-1 / 2} \mathrm{e}^{-x^{2} / 4 t}\right] \\
&=(4 \pi t)^{-1 / 2}\left(-\frac{1}{2 t}\right)\left[\mathrm{e}^{-x^{2} / 4 t}-\frac{x^{2}}{2 t} \mathrm{e}^{-x^{2} / 4 t}\right]
\end{aligned}
$$

Finally, (iii) can be reduced to a well-known one-dimensional identity:

$$
\lim _{t \rightarrow 0} \int_{\mathbf{R}} \frac{1}{\sqrt{4 \pi t}} \mathrm{e}^{-\frac{(x-v)^{2}}{4 t}} s(y) d y=s(x)
$$

where $s$ is a continuous function on $\mathbf{R}$ with compact support.

## 3.3

Step III We begin by defining normal coordinates. Recall that a smooth path $x:[0,1] \rightarrow M$ is said to be a geodesic if it minimizes the functional $L(x)=\int_{0}^{1}|\dot{x}(t)| d t$. This leads to an Euler-Lagrange equation, which is of order 2. From this follows that for any $y \in M$, and any $v \in$ $T_{y} M$ small enough, there exists a unique geodesic $x:[0,1] \rightarrow M$ with
initial conditions $x(0)=y, \dot{x}(0)=v$. This enables us to define $\exp v:=$ $x(1)$. For a small enough $\epsilon>0$, this exponential gives a diffeomorphism

$$
\exp :\binom{\text { ball in } T_{y} M}{|v|<\epsilon} \stackrel{\sim}{\sim}\binom{\text { open neighborhood }}{\text { of } y \text { in } M} .
$$

Identifying $T_{y} M$ with $\mathbf{R}^{n}$ we get coordinates near $y$. They are called normal coordinates, and in the following they will be used to identify any $x \in M$ close to $y$ with a point in $\mathbf{R}^{\boldsymbol{n}}$, also denoted $x$.

We now look for a solution of the heat equation by a formal power series of the type :

$$
k_{t}(x, y)=q_{t}(x, y)\left(\sum_{i \geq 0} \phi_{i}(x, y, H) t^{i}\right)|d y|^{1 / 2}
$$

where the coefficients $\phi_{i}(x, y, H) \in E_{x} \otimes E_{y}^{*}$ are smooth sections defined in a neighborhood of the diagonal in $M \times M$ and

$$
q_{t}(x, y)=(4 \pi t)^{-n / 2} \mathrm{e}^{-|x-y|^{2} / 4 t}|d x|^{1 / 2}
$$

as in (13). One can check the following; see [BGV], Lemma 2.30.
Lemma 5 For any family of sections $s_{t}$ of $\Gamma(E)$, defined in a neighborhood of $y$ and smooth in $t$,

$$
\left(\partial_{t}+H\right)\left(q_{t} s_{t}\right)=q_{t}\left(\partial_{t}+t^{-1} \nabla_{\mathcal{R}}+j^{1 / 2} H j^{-1 / 2}\right)\left(s_{t}\right)
$$

where $\mathcal{R}=\sum_{i=1}^{n} x^{i} \partial_{i}$ is the radial vector field and

$$
j(x)=\left|\operatorname{det} g_{i j}(x)\right|^{1 / 2}
$$

Now let $B=j^{1 / 2} H j^{-1 / 2}$.
Proposition 3 There exist unique sections $\phi_{i}(x, y, H)$ of $E_{x} \otimes E_{y}^{*}$, for all $i \geq 0$, such that:
(a) $\phi_{0}(y, y, H)=\mathrm{id}_{E_{y}}$;
(b) $\left(\partial_{t}+t^{-1} \nabla_{\mathcal{R}}+B_{x}\right)\left(\sum_{i \geq 0} \phi_{i} t^{i}\right)=0$.

Proof. The equality (b) of the formal power series in $t$ is equivalent to the equalities

$$
\begin{aligned}
\nabla_{\mathcal{R}} \phi_{0} & =0 & & \text { if } \quad i=0 ; \\
\left(\nabla_{\mathcal{R}}+i\right) \phi_{i} & =i B_{x} \phi_{i-1} & & \text { if } \quad i>0 .
\end{aligned}
$$

Introducing $f_{i}(s)=s^{i} \phi_{i}(\exp (s x), y, H)$, the conditions become, when $x, y$ are fixed,

$$
f_{0}(0)=\operatorname{id}_{E_{y}}, f_{i}(0)=0 \quad \text { if } \quad i>0
$$

and

$$
\frac{d}{d s} f_{i}(s)=\left(i+\nabla_{\mathcal{R}}\right) s^{i-1} \phi_{i}(\exp (s x), y, H)
$$

i.e.

$$
\frac{d}{d s} f_{0}(s)=0
$$

and

$$
\frac{d}{d s} f_{i}(s)=-s^{i-1} B_{x} \phi_{i-1} \quad \text { when } \quad i>0
$$

We have reduced the problem to differential equations of order one. By induction on $i$ this shows the existence of $\phi_{i}(x, y, H)=f_{i}(1)$.

Remark The proof shows that there exist universal and local formulas for $\phi_{i}(x, x, H)$ in terms of the derivatives of the $g^{i j}$ and of the coefficients of $H$; but these are difficult to make explicit, see [Gi]. In particular, if $M, E, H$ vary smoothly with respect to a parameter $b$, then the same is true for the $\phi_{i}$ 's.

## 3.4

Step IV Since $M$ is compact, there exists an $\epsilon>0$ such that exp is well defined on $\left\{v \in T_{y} M:|v|<\epsilon\right\}$ for any $y$. Choose a smooth function $\chi: \mathbf{R}_{+} \rightarrow[0,1]$ satisfying

$$
\begin{array}{ll}
\chi(s)=1 & \text { if } s<\epsilon^{2} / 4 \\
\chi(s)=0 & \text { if } s>\epsilon^{2}
\end{array}
$$

and let $N \in \mathbb{N}$ be an integer. Define

$$
\begin{equation*}
k_{t}^{N}(x, y):=\chi\left(d(x, y)^{2}\right) q_{t}(x, y)\left(\sum_{i=0}^{N} t^{i} \phi_{i}(x, y, H)\right)|d y|^{1 / 2} \tag{14}
\end{equation*}
$$

in this expression $d(x, y)$ is the infimum of the lengths of all paths from $x$ to $y$. Clearly $k_{t}^{N}(x, y)$ depends smoothly on $t, x$ and $y$. So we may view it as the kernel of an operator $K_{t}^{N}$ acting on $\Gamma\left(M, E \otimes|\Lambda|^{1 / 2}\right)$. In the following proposition $n=\operatorname{dim} M, \alpha \in \mathbf{N}$, and $\|\cdot\|_{\alpha}$ is a norm involving at most $\alpha$ derivatives with respect to $x, y$.

## Proposition 4

(i) For all $T>0, K_{t}^{N}$ is uniformly bounded for $\|\cdot\|_{\alpha}$ in the range $0 \leq t \leq T$.
(ii) For any section $s$ of $E \otimes|\Lambda|^{1 / 2}$

$$
\lim _{t \rightarrow 0} K_{t}^{N} \cdot s=s \quad \text { for the norm } \quad\|\cdot\|_{\alpha}
$$

(iii) As $t \rightarrow 0$ we have estimates:

$$
\left\|\left(\partial_{t}+H_{x}\right) k_{t}^{N}(x, y)\right\|_{\alpha} \leq O\left(t^{N-\frac{n}{2}-\frac{\alpha}{2}}\right)
$$

This means that the $k_{t}^{N}$ give an approximate solution to the heat equation. For a proof, see [BGV], Thm. 2.29.

## 3.5

Step $\mathbf{V} \quad$ In the sequel, we fix an $N \geq n / 2$, and drop the $N$ in our notation. To motivate what follows, we first assume that $M$ is a point. We then have a vector space $V$, a linear operator $H$ on $V$, and a family $K_{t}$ of endomorphisms of $V$ such that $K_{0}=$ id, $\left\|\partial_{t} K_{t}+H K_{t}\right\|=O\left(t^{\beta}\right)$ as $t \rightarrow 0$, and $K_{t}$ is uniformly bounded when $0 \leq t \leq T$.

Let $R_{t}=\partial_{t} K_{t}+H K_{t}$. Let us consider the simplex

$$
\Delta_{t}^{k}=\left\{\left(t_{1}, \ldots, t_{k}\right) \in \mathbf{R}^{k} / 0 \leq t_{1} \leq t_{2} \leq \ldots, \leq t_{k} \leq t\right\}
$$

and define

$$
Q_{t}^{k}=\int_{\Delta_{t}^{k}} K_{t-t_{k}} R_{t_{k}-t_{k-1}} \cdots R_{t_{2}-t_{1}} R_{t_{1}} d t_{1} \ldots d t_{k}
$$

Proposition 5 The series $\sum_{k \geq 0}(-1)^{k} Q_{t}^{k}$ converges absolutely. Its sum $P_{t}$ is such that $P_{0}=\mathrm{id}, \partial_{t} P_{t}+H P_{t}=0$, and $\left\|P_{t}-K_{t}\right\|=O\left(t^{1+\beta}\right)$.

Proof. Using $\operatorname{vol}\left(\Delta_{t}^{k}\right)=t^{k} / k!$ we see that $\left\|Q_{t}^{k}\right\|=O\left(t^{k} / k!\right)$, and this implies the convergence of the series. Now recall the following differentiation rule:

$$
\partial_{t}\left(\int_{0}^{t} f(t-s) g(s) d s\right)=\int_{0}^{t} \frac{\partial}{\partial t} f(t-s) g(s) d s+f(0) g(t)
$$

Take $f(s)=K_{s}$ and

$$
g(s)=R^{k-1}(s)=\int_{\Delta_{s}^{k-1}} R_{s-t_{k-1}} \ldots R_{t_{1}} d t_{1} \ldots d t_{k-1}
$$

This gives $\left(\partial_{t}+H\right) Q_{t}^{k}=R^{k}(t)+R^{k-1}(t)$. Using the definition of $P_{t}$ as an alternating sum we get $\left(\partial_{t}+H\right) P_{t}=0$. Since $Q_{t}^{0}=K_{t}$, the last assertion is also clear.

When $M$ is arbitrary we follow essentially the same pattern, the convolution of kernels taking the place of the multiplication of operators. Define

$$
\begin{gathered}
r_{t}(x, y)=\left(\partial_{t}+H_{x}\right) k_{t}(x, y) \\
q_{t}^{k}(x, y)=\int_{\Delta_{t}^{k}} \int_{M^{k}} k_{t-t_{k}}\left(x, z_{k}\right) r_{t_{k}-t_{k-1}}\left(z_{k}, z_{k-1}\right) \cdots r_{t_{1}}\left(z_{1}, y\right) d t_{1} \cdots d t_{k}
\end{gathered}
$$

and

$$
r_{t}^{k}(x, y)=\int_{\Delta_{t}^{k-1}} \int_{M^{k-1}} r_{t-t_{k-1}}\left(x, z_{k-1}\right) \cdots \cdots \cdots r_{t_{1}}\left(z_{1}, y\right) d t_{1} \cdots d t_{k-1}
$$

Suppose that $N \geq \frac{n}{2}+\frac{\alpha}{2}$. Then $q_{t}^{k}$ and $r_{t}^{k}$ are $C^{\alpha}$ with respect to $x$ and
$y$ and the following estimates can be derived from Proposition 4:

$$
\begin{aligned}
\left\|q_{t}^{k}\right\|_{\alpha} & \leq A^{k} t^{k(N-n / 2)-\alpha / 2} \frac{t^{k}}{(k-1)!} \\
\left\|r_{t}^{k}\right\|_{\alpha} & \leq B^{k} t^{k(N-n / 2)-\alpha / 2} \frac{t^{k-1}}{(k-1)!}
\end{aligned}
$$

for certain constants $A, B \geq 0$; see [BGV], Lemmas 2.27 and 2.28.
Now essentially the same proof as the one of Proposition 5 gives:
Theorem 3 Let $p_{t}(x, y)=\sum_{k \geq 0}(-1)^{k} q_{t}^{k}(x, y)$. This sum converges absolutely. The form $p_{t}$ is $C^{\alpha}$ with respect to $x$ and $y$. It satisfies

$$
\left(\partial_{t}+H_{x}\right) p_{t}(x, y)=0
$$

and $\lim _{t \rightarrow 0} P_{t} s=s$ in sup norm. Moreover

$$
\left\|p_{t}(x, y)-k_{t}(x, y)\right\|_{\alpha} \leq O\left(t^{N-n / 2-\alpha / 2}\right)
$$

We remark that, since it is unique, $p_{t}$ does not depend on $N$; so it is $C^{\infty}$ in $(x, y)$. The proof of Theorem 2 is now complete.

### 3.6 Complements

3.6.1 In the Remark in $\S 3.3$ we stated that the formal solution depends smoothly on parameters when this is the case for $M, E, H$. This smoothness is also preserved in Steps IV and V. If $H$ depends smoothly on a parameter $b$, then so does the heat kernel $p_{t}(x, y)$; see [BGV] Theorems 2.54 and 9.52 , and [Gr].
3.6.2 A special case of Proposition 5 is the following formula, known as Duhamel's formula. Let $V$ be a finite-dimensional vector space over $\mathbb{C}$, and $H=H_{0}+H_{1}$ the sum of two endomorphisms of $V$. Applying Proposition 5 with $K_{t}=\mathrm{e}^{-t H_{0}}$, hence $R_{t}=\left(\partial_{t}+H\right) K_{t}=H_{1} \mathrm{e}^{-t H_{0}}$, we obtain

$$
\begin{align*}
& \mathrm{e}^{-t\left(H_{0}+H_{1}\right)}=  \tag{15}\\
& \mathrm{e}^{-t H_{0}}+\sum_{k \geq 1}(-1)^{k} \int_{\Delta_{t}^{k}} \mathrm{e}^{-\left(t-t_{k}\right) H_{0}} H_{1} \mathrm{e}^{-\left(t_{k}-t_{k-1}\right) H_{0}} \ldots H_{1} \mathrm{e}^{-t_{1} H_{0}} d t_{1} \ldots d t_{k}
\end{align*}
$$

3.6.3 Let $H(\epsilon) \in \operatorname{End}_{\mathbb{C}}(V)$ be a family of operators depending smoothly on a parameter $\epsilon \in \mathbb{R}$. If we write formula (15) when $t=1, H_{0}=H(0)$ and $H_{1}=H(\epsilon)-H_{0}$, we get

$$
\mathrm{e}^{-H(\epsilon)}=\mathrm{e}^{-H_{0}}-\int_{0}^{1} e^{-(1-s) H_{0}}\left(H(\epsilon)-H_{0}\right) \mathrm{e}^{-s H_{0}} d s+o(\epsilon)
$$

Letting $\epsilon \rightarrow 0$ we obtain

$$
\begin{equation*}
\left.\frac{d}{d \epsilon} \mathrm{e}^{-H(\epsilon)}\right|_{\epsilon=0}=-\int_{0}^{1} \mathrm{e}^{-(1-s) H(0)}\left(\left.\frac{d}{d \epsilon} H(\epsilon)\right|_{\epsilon=0}\right) \mathrm{e}^{-s H(0)} d s \tag{16}
\end{equation*}
$$

3.6.4 One may also proceed as follows. Let $A$ and $B$ be two endomorphisms of $V$. Then

$$
\frac{d}{d u}\left(\mathrm{e}^{u A} \mathrm{e}^{-u B}\right)=\mathrm{e}^{u A}(A-B) \mathrm{e}^{-u B}
$$

so

$$
\mathrm{e}^{A} \mathrm{e}^{-B}=I+\int_{0}^{1} \mathrm{e}^{u A}(A-B) \mathrm{e}^{-u B} d u
$$

and

$$
\mathrm{e}^{A}=\mathrm{e}^{B}+\int_{0}^{1} \mathrm{e}^{(1-s) A}(A-B) \mathrm{e}^{-s B} d s
$$

This identity enables us to derive both Duhamel's formula (by iteration) and the formula for $\frac{d}{d \epsilon} \mathrm{e}^{-H(\epsilon)}$.
3.6.5 Formulas (15) and (16) remain valid when $H, H_{0}$ and $H(\epsilon)$ are generalized Laplacians. As in $\S 3.5$, they have to be understood as computing the kernels of some operators, and composition of operators means convolutions of kernels; see [BGV] 2.6.

## 4. Infinite determinants

4.1 Let $\mathcal{H}$ be a (separable) Hilbert space. If $A$ is a compact operator on $\mathcal{H}$, we say that $A$ is trace-class if $\sum_{i \geq 0}\left(A e_{i}, e_{i}\right)$ is absolutely convergent for one, hence any, orthonormal basis $\left(e_{i}\right)_{i \geq 0}$. The value of this sum, which is independent of the choice of the basis, is called the trace of $A$, and denoted $\operatorname{tr}(A)$.

Lemma $6 \quad$ Let $M$ be a compact manifold, $E$ a $C^{\infty}$ vector bundle on $M$ equipped with a smooth metric, and $A$ an operator on $\Gamma_{L^{2}}(M, E \otimes$ $|\Lambda|^{1 / 2}$ ) such that $A$ acts on smooth sections by convolution with a smooth kernel $a(x, y)$. Then $A$ is trace-class and

$$
\operatorname{tr}(A)=\int_{M} \operatorname{tr} a(x, x)
$$

In this statement, $\Gamma_{L^{2}}$ is the Hilbert space completion of the space of smooth sections of $E$ for the $L^{2}$-metric:

$$
\langle s, t\rangle=\int_{M}\langle s(x), t(x)\rangle_{x}
$$

and $a(x, x)$ is a section of $\operatorname{End}(E) \otimes|\Lambda|$.
Proof. We give a quick description; details may be found in [BGV], Proposition 2.39. Using a (finite) partition of unity subordinate to an open cover of $M$ by small open subsets, we are reduced to the case of a compactly supported kernel over $\mathbf{R}^{n}$, and the trivial line bundle with standard metric. This may be re-embedded into a torus $T=\mathbb{R}^{n} / \mathbf{Z}^{n}$. One then use the explicit basis of $\Gamma_{L^{2}}$ given by the Fourier exponentials and one decomposes the kernel as a double Fourier series. The result follows.
4.2 Suppose now that $H$ is a generalized Laplacian on $M$ acting on sections of $E$. We have by Theorem 2 a corresponding heat kernel $p_{t}(x, y)$, defining operators $P_{t}$.

Definition 10 The theta function of $H$ is defined by

$$
\theta(t)=\operatorname{tr}\left(P_{t}\right)=\int_{M} \operatorname{tr} p_{t}(x, x)
$$

for all $t>0$.
We know that $\theta(t)$ is smooth in $t$ (we integrate over $M$ which is compact). If there are some extra parameters, $\theta(t)$ will also depend smoothly on them by the Remark in 3.3. Using the notation of Theorem 3, we also have, as $t \rightarrow 0$

$$
\left|\theta(t)-\int_{M} \operatorname{tr} k_{t}^{N}(x, x)\right|=O\left(t^{N-n / 2+1}\right)
$$

Now (14) gives the formula

$$
k_{t}^{N}(x, x)=(4 \pi t)^{-n / 2}\left(\sum_{i=0}^{N} \phi_{i}(x, x, H) t^{i}\right)|d x|^{1 / 2} \otimes|d y|^{1 / 2}
$$

where the $\phi_{i}(x, x, H)$ are given by universal local formulas in terms of the metric of $M$ and the coefficients of $H$. This shows the existence of an asymptotic development

$$
\theta(t)=(4 \pi t)^{-n / 2} \sum_{i=0}^{N} t^{i} a_{i}+O\left(t^{N-n / 2+1}\right)
$$

as $t \rightarrow 0$, for any $N \geq 0$, where

$$
a_{i}=\int_{M} \operatorname{tr} \phi_{i}(x, x, H)|d x|
$$

are given by universal local formulas. Moreover, if $H$ depends smoothly on some parameter, so do the $a_{i}$ 's.
4.3 Assume now that $H=H^{*}$ on smooth sections. We state without proof Proposition 2.42 of [BGV]

Lemma 7 The closure of $H^{*}$ on $\Gamma_{L^{2}}$ is the adjoint of $H$ on $\Gamma_{L^{2}}$.
Thus, if $H=H^{*}$ and $H$ is positive, we get $P_{t}^{*}=P_{t}$ and $H \varphi=\lambda_{i} \varphi$ if and only if $P_{t} \varphi=\mathrm{e}^{-t \lambda_{i}} \varphi$ for all $t>0$. So

$$
\theta(t)=\sum_{i \geq 0} \mathrm{e}^{-t \lambda_{i}}
$$

for some real numbers $0<\lambda_{1} \leq \lambda_{2} \leq \ldots$. From what we have shown, we conclude that $\theta(t)$ converges and that conditions $\Theta 1$ and $\Theta 2$ of $\S 1$ are satisfied. So we may introduce the zeta function

$$
\zeta_{H}(s)=\sum_{i \geq 0} \lambda_{i}^{-s}
$$

Applying Theorem 1 in $\S 1$, we know that this series converges when Re $s>n / 2$, that it extends meromorphically to the complex plane, and that it is holomorphic at $s=0$. The determinant of the (generalized) Laplacian $H$ is defined as follows:

$$
\operatorname{det} H=\mathrm{e}^{-\zeta_{H}^{\prime}(0)}
$$

When $H=H^{*}$ and $H$ is only semi-positive, we consider its restriction to the orthogonal complement of its kernel. We write

$$
\zeta_{H}(s)=\operatorname{tr}^{\prime}\left(H^{-s}\right), \operatorname{Re} s>n / 2,
$$

for the zeta function of this restriction, and

$$
\begin{equation*}
\operatorname{det}^{\prime} H=\mathrm{e}^{-\zeta_{H}^{\prime}(0)} \tag{17}
\end{equation*}
$$

for its determinant.

## 4.4

## Remarks

4.4.1 Few explicit direct computations of determinants of Laplace operators are known; see [RS]. Kronecker's limit formula can be used in the case of a torus [RS]. The case of the trivial line bundle over a projective space is treated in [GS5]. Can one study Grassmannians in a similar fashion?

The arithmetic Riemann-Roch-Grothendieck formula in Chapter VIII computes a product of determinants (when the other terms in the formula can be estimated).
4.4.2 Sarnak [ Sa ] and Voros [Vo] have shown that the Selberg zeta function of a compact Riemann surface with its Poincaré metric is equal (up to a the product by a function depending only on the genus) to
the regularized characteristic power series of its Laplace operator on functions, defined as in §1.3.3.

For non-compact quotients of the upper-half plane by congruence subgroups, using the Selberg trace formula, Efrat [E1] defined some kind of regularized characteristic power series of the Laplacian, and proved that it is equal to $\varphi(s) L(s) \varphi(2-s)$, where $\varphi(s)$ is a Dirichlet $L$-function [E2] and $L(s)$ has its zeroes on the line $\operatorname{Re} s=1$.

## VI

## The Determinant of the Cohomology

Let $f: X \rightarrow Y$ be a morphism of arithmetic varieties, smooth on the generic fiber $X_{\mathbb{Q}}$, and $\bar{E}$ an hermitian vector bundle on $Y$. We shall define an hermitian line bundle $\lambda(E)_{Q}=\left(\lambda(E), h_{Q}\right)$ on $Y$.

The algebraic line bundle $\lambda(E)$ is the determinant of the cohomology. Its definition is due to Grothendieck and Knudsen-Mumford [KM]. The fiber of $\lambda(E)$ at every point $y$ in $Y$ is the alternated tensor product

$$
\lambda(E)_{y}=\bigotimes_{q \geq 0}\left(\Lambda^{\max }\left(H^{q}\left(X_{y}, E\right)\right)\right)^{(-1)^{q}}
$$

In this formula $H^{q}\left(X_{y}, E\right)$ is the coherent cohomology of the fiber of $X_{y}=f^{(-1)}(y)$ with coefficients in $E, \Lambda^{\max }$ is the maximal exterior power, and $L^{-1}$ denotes the dual of a line bundle $L$. The construction of $\lambda(E)$ is purely algebraic, and given in $\S 1$.

On the set of complex points $Y(\mathbb{C})$, the line bundle $\lambda(E)$ induces an holomorphic line bundle. Following Quillen [Q2], once a Kähler metric has been chosen on each fiber of $f$, there is another description of the underlying smooth line bundle $\lambda(E)_{\infty}$. It uses the family of Laplace operators along the fibers of $f$. This is described in $\S 2$ - the properties we need on smooth families of elliptic operators can be found in the book [BGV], Chapter 9; we present here a different approach, based on an earlier draft of it. Following [BGS1], we show in Proposition 2 that this definition is compatible with the algebraic one.

This analytic definition of $\lambda(E)_{\infty}$ allows one to define the Quillen metric $h_{Q}$ on this line bundle. It is equal to the $L^{2}$-metric, given by
integration on the fibers, multiplied by an alternated product of determinants of Laplace operators (Definition 3), which is also the exponential of the Ray-Singer analytic torsion [RS]. This definition is due to Quillen in relative dimension one [Q2]. Following [BGS1] we show in $\S 3$ that $h_{Q}$ is smooth (Theorem 3). We also state from [BGS1] a formula for the first Chern form of $\lambda(E)_{Q}$ (Theorem 4). This Riemann-Roch-Grothendieck theorem at the level of forms will be proved in the next chapter. We explain in Corollary 1 how it leads to an "anomaly" formula saying how $h_{Q}$ varies with the metric on $E$, and, more generally, what happens for exact sequences of bundles on $X$. From [BGS1] we also state, without proof, how $h_{Q}$ varies with the metric on the fibers of $f$ (Theorem 5).

## 1. The determinant line bundle: algebraic approach

1.1 Let $X$ be a noetherian separated scheme and $E$ a locally free coherent $\mathcal{O}_{X}$-module. Let $\operatorname{det}^{*} E=\Lambda^{\max } E$ be the maximal exterior power of $E$. Its fiber at $x \in X$ is $\left(\operatorname{det}^{*} E\right)_{x}=\Lambda^{\operatorname{rank}\left(E_{x}\right)} E_{x}$. Given an exact sequence of such $\mathcal{O}_{X}$-modules:

$$
\mathcal{E}: 0 \rightarrow S \xrightarrow{i} E \xrightarrow{j} Q \rightarrow 0
$$

there is an associated isomorphism

$$
\varphi_{\mathcal{E}}: \operatorname{det}^{*} S \otimes \operatorname{det}^{*} Q \xrightarrow{\sim} \operatorname{det}^{*} E
$$

so that, for local sections $e_{1}, \ldots, e_{n}$ of $S(n=\operatorname{rank} S)$ and $f_{1}, \ldots, f_{m}$ of $Q(m=\operatorname{rank} Q)$,

$$
\varphi_{\mathcal{E}}\left(e_{1} \wedge \cdots \wedge e_{n} \otimes f_{1} \wedge \cdots \wedge f_{m}\right)=i\left(e_{1}\right) \wedge \cdots \wedge i\left(e_{n}\right) \wedge \tilde{f}_{1} \wedge \cdots \wedge \tilde{f}_{m}
$$

where the $\widetilde{f}_{i}$ 's are liftings of sections of $E$.
Consider now $E_{1}=S \oplus Q, E_{2}=Q \oplus S$, and the two obvious exact sequences

$$
\mathcal{E}_{1}: 0 \rightarrow S \rightarrow E_{1} \rightarrow Q \rightarrow 0
$$

and

$$
\mathcal{E}_{2}: 0 \rightarrow Q \rightarrow E_{2} \rightarrow S \rightarrow 0 .
$$

Define $T: E_{1} \longrightarrow E_{2}$ by $T(e, f)=(f, e)$ and

$$
\tau: \operatorname{det}^{*} S \otimes \operatorname{det}^{*} Q \rightarrow \operatorname{det}^{*} Q \otimes \operatorname{det}^{*} S
$$

by $\tau(s \otimes q)=q \otimes s$. Then the composition of the isomorphisms:

$$
\operatorname{det}^{*} S \otimes \operatorname{det}^{*} Q \stackrel{\varphi_{\varepsilon_{1}}}{\sim} \operatorname{det}^{*} E_{1} \stackrel{\operatorname{det}^{*} T}{\sim} \operatorname{det}^{*} E_{2} \xrightarrow{\stackrel{\varphi_{\mathcal{E}_{2}}^{-1}}{\sim}} \operatorname{det}^{*} Q \otimes \operatorname{det}^{*} S
$$

is not $\tau$ but $(-1)^{n \cdot m} \tau$. This is an indication that the line bundles $\operatorname{det}^{*} S$,
$\operatorname{det}^{*} Q$ "should not forget" the rank of the original vector bundles, or at least its parity. This is quite natural from the point of view of the filtration of $K$-theory by codimension: the rank $r$ of $E$ is its class in $g r^{0} K_{0}(X)$, while the class of $\operatorname{det}^{*} E$ is the next invariant, namely the class of $[E]-\left[\mathcal{O}_{X}^{r}\right]$ in $g r^{1} K_{0}(X)$. This leads to the following definition.

Definition 1 A graded line bundle $(L, \alpha)$ is a pair consisting of a line bundle $L$, and a continuous map $\alpha: X \rightarrow \mathbf{Z} / 2$. If $E$ is a vector bundle on $X$, the determinant line bundle defined by $E$ is the graded line bundle $\operatorname{det} E=\left(\operatorname{det}^{*} E, \operatorname{rank} E\right)$.

We can take tensor products:

$$
(L, \alpha) \otimes(M, \beta)=(L \otimes M, \alpha+\beta)
$$

and we have isomorphisms:

$$
\begin{array}{ccc}
(L, \alpha) \otimes(M, \beta) & \stackrel{\sim}{\sim} & (M, \beta) \otimes(L, \alpha) \\
\ell \otimes m & \longmapsto & (-1)^{\alpha \beta} m \otimes \ell .
\end{array}
$$

Given a short exact sequence

$$
\mathcal{E}: 0 \rightarrow S \rightarrow E \rightarrow Q \rightarrow 0
$$

we have $\operatorname{rank} E=\operatorname{rank} S+\operatorname{rank} Q$, and there is an isomorphism $\varphi_{\mathcal{E}}$ : $\operatorname{det} S \otimes \operatorname{det} Q \xrightarrow{\sim} \operatorname{det} E$. Now

$$
\begin{array}{cll}
\operatorname{det} S \otimes \operatorname{det} Q & \xrightarrow{\sim} & \operatorname{det}(S \oplus Q) \\
\tau & & \perp \text { 'transposition } \\
\operatorname{det} Q \otimes \operatorname{det} S & \xrightarrow{\sim} & \operatorname{det}(Q \oplus S)
\end{array}
$$

is a commutative diagram.
We will also need the definition

$$
(L, \alpha)^{-1}=\left(L^{-1}, \alpha\right) \quad\left[L^{-1}=\operatorname{Hom}\left(L, \mathcal{O}_{X}\right)\right]
$$

recall that $\alpha$ is taken modulo 2 . Finally, there is a unit element $1_{X}=$ $\left(\mathcal{O}_{X}, 0\right)$.
1.2 We now assume, moreover, that $X$ is regular. Then any coherent $\mathcal{O}_{X}$-module $M$ has a resolution by locally free coherent $\mathcal{O}_{X}$-modules:

$$
0 \rightarrow E_{n} \rightarrow \cdots \rightarrow E_{0} \rightarrow M \rightarrow 0 .
$$

Let us define $\operatorname{det} E=\otimes_{i \geq 0}\left(\operatorname{det} E_{i}\right)^{(-1)^{i}}$. We would like to define $\operatorname{det} M$ to be $\operatorname{det} E$. For this we need the following fact:

Lemma 1 Given two complexes $P$. and $Q$. of vector bundles and a
quasi-isomorphism $P . \xrightarrow{f} Q$. There is an isomorphism

$$
\operatorname{det} P \xrightarrow{\text { det } f} \underset{\longrightarrow}{\longrightarrow} \operatorname{det} Q .
$$

which depends only on the homotopy class of $f$.
Assuming this lemma, suppose we have two resolutions $E$. and $F$. of $M$ by vector bundles. Locally they are quasi-isomorphic, say by $f: E . \rightarrow$ $F$. So we obtain local isomorphisms $\operatorname{det} E \xrightarrow{\sim} \operatorname{det} F$. If $g: E . \longrightarrow F$. is another local quasi-isomorphism, then on any affine open subset on which both $f$ and $g$ are defined, $f$ and $g$ are homotopic, so they induce the same isomorphism $\operatorname{det} E \xrightarrow{\sim} \operatorname{det} F$. Therefore there is a welldefined global isomorphism $\operatorname{det} E \xrightarrow{\sim} \operatorname{det} F$, uniquely characterized by the fact that it is locally induced by $\operatorname{det} f$ for $f: E$. $\longrightarrow F$. any quasi-isomorphism.

Proof of Lemma 1. First we $\operatorname{define} \operatorname{det} f: \operatorname{det} P . \longrightarrow \operatorname{det} Q$.
First Case Assume that $Q$. $=0$, hence $P$. is acyclic. Locally we may split $0 \rightarrow P_{n} \rightarrow \cdots \rightarrow P_{0} \rightarrow 0$ in two exact sequences of vector bundles:

$$
\begin{aligned}
& R: 0 \rightarrow P_{n} \rightarrow \cdots \rightarrow P_{2} \rightarrow B_{1} \rightarrow 0, \\
& S: 0 \rightarrow B_{1} \rightarrow P_{1} \rightarrow P_{0} \rightarrow 0 .
\end{aligned}
$$

So, by induction (since $\operatorname{det} P$. is clearly isomorphic to $\operatorname{det} R . \otimes \operatorname{det} S$.), $\operatorname{det} f$
it is only necessary to define $\operatorname{det} P \xrightarrow{\sim} 1_{X}$ when $P$. is of length $\leq 2$. We define it as the composition

$$
\begin{gathered}
\operatorname{det} P_{.}=\operatorname{det} P_{0} \otimes\left(\operatorname{det} P_{1}\right)^{-1} \otimes \operatorname{det} P_{2} \xrightarrow{\sim} \operatorname{det} P_{2} \otimes \operatorname{det} P_{0} \otimes\left(\operatorname{det} P_{1}\right)^{-1} \\
\stackrel{\sim}{\sim} \operatorname{det} P_{1} \otimes\left(\operatorname{det} P_{1}\right)^{-1} \stackrel{\sim}{\simeq} 1_{X} .
\end{gathered}
$$

Here, the second isomorphism is induced by $\varphi_{\mathcal{E}}$, where $\mathcal{E}$ is the exact sequence

$$
\mathcal{E}: 0 \longrightarrow P_{2} \longrightarrow P_{1} \longrightarrow P_{0} \longrightarrow 0
$$

and the first isomorphism is obtained by initially permuting $\left(\operatorname{det} P_{1}\right)^{-1}$ and $\operatorname{det} P_{2}$, and then $\operatorname{det} P_{0}$ and $\operatorname{det} P_{2}$, or $\operatorname{directly} \operatorname{det} P_{2}$ with $\operatorname{det} P_{0} \otimes$ $\left(\operatorname{det} P_{1}\right)^{-1}$ (this gives the same sign).

Second Case We suppose that $f$ is split injective:

$$
0 \longrightarrow P . \xrightarrow{f} Q . \longrightarrow H . \longrightarrow 0
$$

with $H$. acyclic. Each short exact sequence $0 \rightarrow P_{n} \rightarrow Q_{n} \rightarrow H_{n} \rightarrow 0$ gives an isomorphism

$$
\operatorname{det} P_{n} \otimes \operatorname{det} H_{n} \xrightarrow{\stackrel{\varphi_{n}}{\sim}} \operatorname{det} Q_{n} .
$$

For $n$ odd, we use

$$
\begin{aligned}
\left(\operatorname{det} P_{n}\right)^{-1} \otimes\left(\operatorname{det} H_{n}\right)^{-1} & \xrightarrow[\sim]{\sim}\left(\operatorname{det} H_{n}\right)^{-1} \otimes\left(\operatorname{det} P_{n}\right)^{-1} \\
& \xrightarrow[\sim]{\sim}\left(\operatorname{det} H_{n} \otimes \operatorname{det} P_{n}\right)^{-1} \stackrel{\varphi_{n}}{\sim}\left(\operatorname{det} Q_{n}\right)^{-1} .
\end{aligned}
$$

So we have an isomorphism

$$
\operatorname{det} P . \otimes \operatorname{det} H . \xrightarrow{\sim} \operatorname{det} Q .
$$

By the first case $\operatorname{det} H . \xrightarrow{\sim} 1_{X}$. We tensor with $\operatorname{det} P$ the inverse of this isomorphism, and we obtain an isomorphism $\operatorname{det} f: \operatorname{det} P . \sim \operatorname{det} Q$.

Third Case Consider now the general case. We use the mapping cylinder $Z^{f}$ :

$$
Z_{i}^{f}=P_{i} \oplus Q_{i} \oplus P_{i-1}
$$

with differentials

$$
d_{i}^{Z^{f}}=\left(\begin{array}{ccc}
d_{i}^{P} & 0 & -1 \\
0 & d_{i}^{Q} & f_{i+1} \\
0 & 0 & -d_{i-1}^{P}
\end{array}\right)
$$

We have maps

$$
P . \xrightarrow{\alpha} Z_{\cdot}^{f} \underset{\gamma}{\stackrel{\beta}{\leftrightarrows}} Q .
$$

defined by

$$
\begin{array}{ll}
\alpha(p)=(p, 0,0) & \gamma \beta=\mathrm{id} \\
\beta(q)=(0, q, 0) & \gamma \alpha=f
\end{array}
$$

and

$$
\gamma\left(p, q, p^{\prime}\right)=f(p)+q
$$

Then $\alpha$ and $\beta$ are split injective quasi-isomorphisms. Using the second case, we can now define

$$
\operatorname{det} f=(\operatorname{det} \beta)^{-1}(\operatorname{det} \alpha)
$$

Finally, if $f$ and $g$ are two quasi-isomorphisms $P . \rightarrow Q$., which are homotopic, say by

$$
f-g=d h+h d, \quad h: P . \longrightarrow Q .[1]
$$

there is an isomorphism

$$
\begin{array}{ccc}
Z_{\cdot}^{f} & \stackrel{\sim}{\longrightarrow} & Z^{g} \\
\left(p, q, p^{\prime}\right) & \longmapsto & \left(p, q+h p^{\prime}, p^{\prime}\right)
\end{array}
$$

such that the following diagram commutes:


$$
Z!
$$

This implies

$$
(\operatorname{det} \beta)^{-1} \operatorname{det} \alpha=\left(\operatorname{det} \beta^{\prime}\right)^{-1} \operatorname{det} \alpha^{\prime} .
$$

So $\operatorname{det} f=\operatorname{det} g$. The proof of Lemma 1 is now complete (except that we should check that the definitions in the first and second cases are compatible with the general procedure of the third case; this is left to the reader).
1.3 The construction we have just made is a special case of the following theorem of Grothendieck and Knudsen-Mumford [KM]:

Theorem 1 There is one and, up to canonical isomorphism, only one functor:

$$
\left\{\begin{array}{c}
\text { finite complexes of locally } \\
\text { free coherent } \mathcal{O}_{X}-\text { modules } \\
\text { and quasi-isomorphisms }
\end{array}\right\} \stackrel{\text { det }}{\longrightarrow}\left\{\begin{array}{c}
\text { graded line bundles } \\
\text { and } \\
\text { isomorphisms }
\end{array}\right\}
$$

together with isomorphisms

$$
\operatorname{det} S . \otimes \operatorname{det} Q . \xrightarrow{\varphi_{\varepsilon}} \operatorname{det} E .
$$

for any short exact sequence $\mathcal{E}: 0 \rightarrow S . \rightarrow E . \rightarrow Q$. $\rightarrow 0$ such that:
(i) they are functorial in $X$, i.e. they commute with base change;
(ii) det and $\varphi$ are as expected in the following cases:
$-\quad$ if $P .=0$, then $\operatorname{det} P .=1_{X}$;

- if $\mathcal{E}$ is $0 \rightarrow E \xrightarrow{\text { id }} E \rightarrow 0 \rightarrow 0$ or $0 \rightarrow 0 \rightarrow E . \xrightarrow{\text { id }} E . \rightarrow 0$, then $\varphi_{\mathcal{E}}=\mathrm{id}$;
- if $P_{.}=\left(0 \rightarrow P_{0} \rightarrow 0\right)$, then $\operatorname{det} P_{.}=\operatorname{det} P_{0}$ as defined before; similarly for $\varphi_{\mathcal{E}}$ of any exact sequence

$$
\mathcal{E}: \quad 0 \rightarrow S . \rightarrow E . \rightarrow Q . \rightarrow 0
$$

with $S ., E ., Q$. concentrated in degree 0 ;
(iii) a commutative diagram
where $f^{\prime}, f^{\prime \prime}$, and $f$ are quasi-isomorphisms, gives rise to a commutative diagram

(iv) given a commutative exact square

the composite of the isomorphisms

$$
\begin{aligned}
&\left(\operatorname{det} S_{.}^{\prime}\right) \otimes\left(\operatorname{det} S_{.}^{\prime \prime}\right) \otimes\left(\operatorname{det} Q^{\prime}\right) \otimes\left(\operatorname{det} Q_{.}^{\prime \prime}\right) \\
& \xrightarrow{\varphi_{\varepsilon_{S} \otimes \varepsilon_{Q}}^{\longrightarrow}}(\operatorname{det} S .) \otimes(\operatorname{det} Q .) \\
& \xrightarrow{\varphi \varepsilon} \operatorname{det} E .
\end{aligned}
$$

is equal to the composite of the isomorphisms
$\left(\operatorname{det} S^{\prime}\right) \otimes\left(\operatorname{det} S_{.}^{\prime \prime}\right) \otimes\left(\operatorname{det} Q^{\prime}\right) \otimes\left(\operatorname{det} Q_{.}^{\prime \prime}\right)$
$\xrightarrow{\tau_{\left(S^{\prime \prime}, Q^{\prime}\right)}}\left(\operatorname{det} S_{.}^{\prime}\right) \otimes\left(\operatorname{det} Q^{\prime}\right) \otimes\left(\operatorname{det} S_{.}^{\prime \prime}\right) \otimes\left(\operatorname{det} Q^{\prime \prime}\right)$
$\varphi_{\mathcal{E}^{\prime} \otimes \varphi_{\mathcal{E}^{\prime \prime}}} \operatorname{det} E_{.}^{\prime} \otimes \operatorname{det} E^{\prime \prime} \xrightarrow{\varphi_{\mathcal{E}}} \operatorname{det} E$.
1.4 Given any scheme $X$, a complex of $\mathcal{O}_{X}$-modules is called perfect if, locally on $X$, it is quasi-isomorphic to a finite complex of locally free coherent $\mathcal{O}_{X}$-modules.

Theorem 2 ([KM]) There is a unique way (up to canonical isomorphism) of extending the functor det and the isomorphisms $\varphi$ defined in

Theorem 1 to the full subcategory of the derived category of $\mathcal{O}_{\boldsymbol{X}}$-modules generated by perfect complexes, in such a way that axioms analogous to (i)-(iv) hold.

If $X$ is regular, noetherian, separated, a coherent $\mathcal{O}_{X}$-module is a special case of a perfect complex; see the proof of Lemma I.1. If $f$ : $X \rightarrow Y$ is a morphism of schemes, proper and of finite Tor dimension, then, for any perfect complex $\mathcal{F}$. of $\mathcal{O}_{X}$-modules, $R f_{*} \mathcal{F}$. is a perfect complex of $\mathcal{O}_{Y}$-modules (see [GBI], exposé 3, Prop. 4.8). So we can make the following definition:
Definition 2 The determinant of the cohomology is the (graded) line bundle $\lambda(\mathcal{F}$. $)=\operatorname{det}\left(R f_{*} \mathcal{F}\right.$.) on $Y$.

Specializing to the case where $X$ and $Y$ are noetherian and separated, $Y$ is regular, $f: X \rightarrow Y$ is a proper map, and $E$ is a coherent $\mathcal{O}_{X}-$ module, we get

$$
\lambda(E)=\bigotimes_{q \geq 0}\left(\operatorname{det} R^{q} f_{*} E\right)^{(-1)^{q}},
$$

where $\operatorname{det} R^{q} f_{*} E$ is the determinant of the coherent $\mathcal{O}_{Y}$-module $R^{q} f_{*} E$, as defined in $\S 1.2$. If $f$ is flat and $X_{y}$ denotes the fiber at $y \in Y$ we have

$$
\begin{equation*}
\lambda(E)_{y}=\bigotimes_{q \geq 0}\left(\operatorname{det} H^{q}\left(X_{y}, E\right)\right)^{(-1)^{q}} . \tag{1}
\end{equation*}
$$

Finally, we note that all of this discussion carries over without difficulty to the analytic category. In particular, if $f: X \rightarrow Y$ is a proper flat map of complex manifolds and $E$ a holomorphic vector bundle on $X$, there exists a holomorphic line bundle $\lambda(E)$ on $Y$, called the determinant of the cohomology, with natural isomorphisms as (1) above.

## 2. The determinant line bundle: analytic approach

2.1 Let $f: X \rightarrow Y$ be a smooth proper map between complex varieties, $E$ a holomorphic vector bundle on $X$. We assume furthermore that each fiber $X_{y}=f^{-1}(y), y \in Y$ is endowed with a Kähler metric, varying smoothly with $y$.
Choose an hermitian metric on $E$. Then we may consider the Laplace operator $\Delta_{y}^{q}=\overline{\partial \bar{\partial}}^{*}+\bar{\partial}^{*} \bar{\partial}$ acting on $A^{0, q}\left(X_{y}, E\right)$ (see $\S \mathrm{V} .2 .2$ ). Hodge theory for the Dolbeault resolution of $E$ on $X_{y}$ gives us an isomorphism

$$
H^{q}\left(X_{y}, E\right) \xrightarrow{\sim} \operatorname{ker} \Delta_{y}^{q}
$$

for all $q \geq 0$. In general, the vector spaces $\operatorname{ker} \Delta_{y}^{q}, y \in Y$, are not the
fibers of a vector bundle "ker $\Delta^{q "}$ on $Y$. Indeed, their dimension is not always locally constant.

Consider, for example, the relative dimension one case. We then have the Dolbeault complex

$$
A^{0,0}\left(X_{y}, E\right) \xrightarrow{\bar{\partial}} A^{0,1}\left(X_{y}, E\right)
$$

so that $\Delta_{y}^{0}=\bar{\partial}^{*} \bar{\partial}, \Delta_{y}^{1}=\overline{\partial \partial}^{*}, H^{0} \simeq \operatorname{ker} \Delta_{y}^{0}$ and $H^{1} \simeq \operatorname{ker} \Delta_{y}^{1}$. Assume $v \in A^{0,0}\left(X_{y}, E\right)$ is a non-zero eigenvector of $\Delta_{y}^{0}$ with non-zero eigenvalue $\lambda$. Then

$$
\Delta_{y}^{1}(\bar{\partial} v)=\bar{\partial} \bar{\partial}^{*} \bar{\partial} v=\bar{\partial} \lambda v=\lambda \bar{\partial} v
$$

Moreover $\bar{\partial} v \neq 0$ because

$$
\Delta_{y}^{0} v=\bar{\partial}^{*} \bar{\partial} v=\lambda v \neq 0
$$

This shows that the non-zero eigenspaces of $\Delta_{y}^{0}$ and $\Delta_{y}^{1}$ are set in bijection by $\bar{\partial}$. If, in a family, $v_{y}$ becomes a null-vector for $\Delta_{y_{0}}^{0}$, then so does $\bar{\partial} v_{y}$ for $\Delta_{y_{0}}^{1}$. So even if $H_{y}^{0}$ and $H_{y}^{1}$ may "jump" at $y_{0},\left(\Lambda^{\max } H_{y}^{0}\right) \otimes$ $\left(\Lambda^{\max } H_{y}^{1}\right)^{-1}$ does not.

In the following we will develop these ideas to define analytically a smooth line bundle $\lambda(E)_{\infty}$ on $Y$, with natural isomorphisms, for all $y \in Y$,

$$
\lambda(E)_{\infty, y} \simeq \bigotimes_{q \geq 0} \operatorname{det} H^{q}\left(A^{0, \cdot}\left(X_{y}, E\right), \bar{\partial}_{X_{y}}\right)^{(-1)^{q}}
$$

Let $b \in \boldsymbol{R}, b>0$, and let $K_{y}^{q, b}$ be the subspace of $A^{0, q}\left(X_{y}, E\right)$ generated by the eigenvectors of $\Delta_{y}^{q}$ with eigenvalues strictly less than $b$. Denote by $\operatorname{Sp}\left(\Delta_{y}^{q}\right)$ the spectrum of $\Delta_{y}^{q}$.

Proposition 1 Assume there exists $\epsilon>0$ such that, for all $y \in Y$ and $q \geq 0$,

$$
\left.\operatorname{Sp}\left(\Delta_{y}^{q}\right) \cap\right] b-\epsilon, b+\epsilon[=\emptyset .
$$

Then there is a smooth vector bundle $K^{q, b}$ on $Y$ with fibers $K_{y}^{q, b}$.
Proof. Choose a smooth function $\varphi$ in $\mathbb{R}$ such that

$$
\begin{array}{ll}
\varphi(s)=1 & \text { for } \frac{|s|^{2}}{2} \leq b-\epsilon \\
\varphi(s)=0 & \text { for } \frac{|s|^{2}}{2} \geq b+\epsilon
\end{array}
$$

Let

$$
\psi(s)=\mathrm{e}^{-s^{2}} \varphi(s)
$$

and

$$
\hat{\psi}(\sigma)=\frac{1}{2 \pi} \int_{\mathbf{R}} \psi(s) \mathrm{e}^{-i \sigma s} d s
$$

Consider the Dirac operators $D_{y}=\sqrt{2}\left(\bar{\partial}+\bar{\partial}^{*}\right)$. For any $\sigma \in \mathbb{R}$, $D_{y}^{2}-i \sigma D_{y}$ is a generalized Laplacian on $X_{y}$, acting on

$$
V_{y}=\bigoplus_{q \geq 0} A^{0, q}\left(X_{y}, E\right)
$$

So the operator $\mathrm{e}^{i \sigma D_{y}-D_{y}^{2}}$ is well defined. It has a smooth kernel which, according to $\S \mathrm{V} .3 .6 .1$, depends smoothly on $y$ and $\sigma$. However, we need more work to prove the following:
Lemma 2 The integral $\int_{\mathbf{R}} \hat{\psi}(\sigma) \mathrm{e}^{i \sigma D_{y}-D_{y}^{2}} d \sigma$ converges and defines an operator $\varphi\left(D_{y}\right)$ with a smooth kernel depending smoothly on $y$.

We postpone the proof till $\S 2.2$ below.

Lemma $3 \quad \varphi\left(D_{y}\right)$ is the orthogonal projection operator onto

$$
\bigoplus_{q \geq 0} K_{y}^{q, b}
$$

Proof. Indeed, using $D_{y}^{2}=2 \bigoplus_{q \geq 0} \Delta_{y}^{q}$, we see that

$$
V_{j}=\bigoplus_{q \geq 0} A^{0, q}\left(X_{y}, E\right)
$$

has an orthogonal decomposition in eigenspaces of $D_{y}: V_{y}=\bigoplus_{\lambda} V_{y, \lambda}$. For $v \in V_{y, \lambda}, e^{\left(i \sigma D_{y}-D_{y}^{\ell}\right)} v=e^{i \sigma \lambda-\lambda^{2}} v$ (say, by uniqueness of a solution to a first-order differential equation), so

$$
\varphi\left(D_{y}\right) v=\left(\int_{\mathbf{R}} \hat{\psi}(\sigma) e^{i \sigma \lambda} d \sigma\right) \mathrm{e}^{-\lambda^{2}} v=\varphi(\lambda) v
$$

Hence

$$
\varphi\left(D_{y}\right) v=v \quad \text { if } \frac{\lambda^{2}}{2} \leq b-\epsilon
$$

and

$$
\varphi\left(D_{y}\right) v=0 \quad \text { if } \frac{\lambda^{2}}{2} \geq b+\epsilon
$$

But the $\frac{\lambda^{2}}{2}$ are the eigenvalues of $\bigoplus_{q>0} \Delta_{y}^{q}$. Lemma 3 now follows from the assumption that there is no eigenvalue of $\Delta_{y}^{q}$ in $] b-\epsilon, b+\epsilon[$.

Lemma $4 \operatorname{dim} K_{y}^{q, b}$ is locally constant in $y$.
Proof. Let $P_{y}^{q, b}: A^{0, q}\left(X_{y}, E\right) \rightarrow K_{y}^{q, b}$ be the orthogonal projection operator. According to Lemmas 2 and 3, it depends smoothly on $y$. Now $\operatorname{dim} K_{y}^{\boldsymbol{q}, b}=\operatorname{tr} P_{y}^{q, b}$ is an integer and depends smoothly on $y$. The conclusion follows.

We can now complete the proof of Proposition 1. Let ( $\phi^{j}$ ) be a basis of $K_{y_{0}}^{q, b}$. We extend the $\phi^{j}$ to sections $\phi^{j}(y)$ of $A^{0, q}\left(X_{y}, E\right)$, smooth with respect to $y$. Define $\psi^{j}(y)=P_{y}^{q, b} \phi^{j}(y)$. The $\psi^{j}(y)$ are sections of $\coprod_{y \in Y} K_{y}^{q, b}$, depending smoothly on $y$. As $\left(\psi^{j}\left(y_{0}\right)\right)_{j}$ are linearly independent, so are $\left(\psi^{j}(y)\right)_{j}$ for $y$ in a neighborhood $U$ of $y_{0}$. Thanks to Lemma 4, they actually give a basis of $K_{y}^{q, b}$ in this neighborhood. It is clear that changes in our choices would lead to sections $\left(\theta^{j}(y)\right)_{j}$ related to the previous ones by linear relations depending smoothly on $y$. But this says exactly that the collection of isomorphisms

$$
\coprod_{y \in U} K_{y}^{q, b} \xrightarrow{\sim} U \times \mathbb{C}^{\mathrm{rank} K_{y 0}^{q, b}}
$$

glue together to define a smooth vector bundle $K^{q, b}$ on $Y$, with fibers the $K_{y}^{q, b}$ 's.

### 2.2 We shall now prove Lemma 2.

If $\alpha$ is any natural integer, we denote by $\|\cdot\|_{\alpha}$ any $\alpha$-norm, i.e. a supnorm on $X_{y}$ (resp. $X \times_{Y} X$ ) involving $\alpha$ derivatives (resp. along the fibers of the projection to $Y$ ). If $K$ is an operator with smooth kernel $k\left(x, x^{\prime}\right)$ and $\alpha$ a natural integer, we shall write $\|K\|_{\alpha}$ for $\left\|k\left(x, x^{\prime}\right)\right\|_{\alpha}$ where $\|\cdot\|_{\alpha}$ is any $\alpha$-norm, i.e. a sup-norm on $X \times_{Y} X$ involving $\alpha$ derivatives along the fibers. Furthermore, $\|K\|_{L^{p}}$ stands for the $L^{p}$ norm of $k\left(x, x^{\prime}\right)$ (it is not the $L^{p}$-norm of the operator $K$ ).
2.2.1 We first prove three lemmas which will be used later. Throughout this section, $y$ is assigned to vary in an open set $U$ with compact closure in $Y$. Let $n=\operatorname{dim}_{\mathbb{C}} X_{y}$ and $H_{y, \sigma}=\Delta_{y}-i \sigma D_{y}$ where we write $\Delta_{y}$ instead of $\Delta_{y}^{q}$ until §2.3.

Lemma 5 For any $\alpha$-norm and any $(\alpha+n+2)$-norm on $X_{y}$, depending continuously on $y$, there exists a constant $C$ such that, for every $\varphi \in \Gamma\left(f^{-1}(U), E\right), u \geq 0, \sigma \in \mathbf{R}$, and $y \in U$, the following holds:

$$
\left\|\mathrm{e}^{-u H_{y, \sigma}} \varphi\right\|_{\alpha} \leq C\|\varphi\|_{\alpha+n+2}
$$

Proof. By Sobolev's lemma and Garding's inequality, applied to the elliptic operator $\Delta_{y}$ acting on $X_{y}$, it is sufficient to prove under the same conditions that there exists $C$ such that, if $2 k \leq \alpha+n+2$ and if $\Delta_{y}^{k}$ is the composite of $k$ copies of $\Delta_{y}$,

$$
\left\|\Delta_{y}^{k} \mathrm{e}^{-u H_{y, \sigma}} \varphi\right\|_{L^{2}} \leq C\|\varphi\|_{\alpha+n+2}
$$

In fact, $\left\|\mathrm{e}^{-u H_{y, \sigma}} \varphi\right\|_{\alpha} \leq C\left\|\mathrm{e}^{-u H_{y, \sigma}} \varphi\right\|_{H^{\alpha+n+1}}$ by Sobolev's lemma (see

Lemma 1.3.4 of [Gi]; an inspection of the proof shows that $C$ may be taken independent of $y$ ). And

$$
\left\|\mathrm{e}^{-u H_{y, \sigma}} \varphi\right\|_{H^{\alpha+n+1}} \leq C \sum_{2 k=0}^{\alpha+n+2}\left\|\Delta_{y}^{k} \mathrm{e}^{-u H_{y, \sigma}} \varphi\right\|_{L^{2}}
$$

by Garding's inequality (see Lemma 1.3.5 of [Gi]; same remark as above for $C$ ).

But, for all $u \geq 0, \sigma \in \mathbb{R}$, and $y \in U$, the $L^{2}$-norm of the operator $\mathrm{e}^{-u H_{y, \sigma}}$ is less or equal to one, so we get

$$
\left\|\Delta_{y}^{k} \mathrm{e}^{-u H_{y, \sigma}} \varphi\right\|_{L^{2}}=\left\|\mathrm{e}^{-u H_{y, \sigma}} \Delta_{y}^{k} \varphi\right\|_{L^{2}} \leq\left\|\Delta_{y}^{k} \varphi\right\|_{L^{2}} \leq C\|\varphi\|_{\alpha+n+2}
$$

The conclusion follows.

Lemma 6 For any family of operators with smooth kernel $K_{y}$, differential operators $D_{y}$ of order $\leq d$, any $\alpha$-norm and any $\alpha+d+n+2$-norm on $X_{y} \times X_{y}$ (all these depending continuously on $y$ ), there exists a constant $C$ such that, for any $y \in U$, any $u \geq 0$, and any $\sigma \in \mathbb{R}$,

$$
\left\|\mathrm{e}^{-u H_{y, \sigma}} D_{y} K_{y}\right\|_{\alpha} \leq C\left\|K_{y}\right\|_{\alpha+d+n+2}
$$

and

$$
\left\|K_{y} D_{y} \mathrm{e}^{-u H_{y, \sigma}}\right\|_{\alpha} \leq C\left\|K_{y}\right\|_{\alpha+d+n+2} .
$$

Proof. The second inequality is reduced to the first one by taking adjoints. By Lemma 5

$$
\left\|\mathrm{e}^{-u H_{y, \sigma}} D_{y} K_{y}\right\|_{\alpha} \leq C\left\|D_{y} K_{y}\right\|_{\alpha+n+2}
$$

and obviously $\left\|D_{y} K_{y}\right\|_{\alpha+n+2} \leq C\left\|K_{y}\right\|_{\alpha+d+n+2}$. Note that $C$ does not depend on the $K_{y}$ 's.

Lemma 7 For any $\alpha$-norm on $X_{y} \times X_{y}$ depending continuously on $y$, and for any constants $A>B>0$, there exists a constant $C$ independent of $y$ such that, if $u \in[B, A]$, for any $\sigma \in \mathbb{R}$,

$$
\left\|\mathrm{e}^{-u H_{y, \sigma}}\right\|_{\alpha} \leq C .
$$

Proof. Applying Sobolev's lemma and Garding's inequality (cf. 1.3.4. and 1.3.5. in [Gi]) to the elliptic operator $\Delta_{y} \otimes 1+1 \otimes \Delta_{y}$ on $X_{y} \times X_{y}$ and using the fact that $\Delta_{y}$ is self-adjoint, and commutes with $\mathrm{e}^{-H_{y, \sigma}}$, one is reduced to proving, for all $k \geq 0$,

$$
\left\|\Delta_{y}^{k} \mathrm{e}^{-H_{y, \sigma}}\right\|_{L^{2}} \leq C
$$

where $C$ depends on $k$ but not on $y, u$ or $\sigma$.

But in some Hilbert space completion of $V_{y}=\bigoplus_{q \geq 0} A^{0, q}\left(X_{y}, E\right)$, there exists a unitary operator $\mathrm{e}^{i \sigma D_{y}}$, commuting with $\Delta_{y}$ and such that

$$
\mathrm{e}^{-H_{\nu, \sigma}}=\mathrm{e}^{i \sigma D_{y}} \mathrm{e}^{-\Delta_{y}} .
$$

Therefore the quantity of interest is bounded by $\left\|\Delta_{y}^{k} \mathrm{e}^{-u \Delta_{y}}\right\|_{L^{2}}$, which is less than $C\left\|\mathrm{e}^{-u \Delta_{y}}\right\|_{2 k}$, where $\|\cdot\|_{2 k}$ is any $2 k$-norm on $X \times_{U} X$. But the kernel of $\mathrm{e}^{-u \Delta_{y}}$ depends smoothly on ( $u, y$ ) in $] 0,+\infty[\times U$. So the conclusion follows.

### 2.2.2 Let

$$
I=\int_{\mathbf{R}} \hat{\psi}(\sigma) \mathrm{e}^{-H_{y, \sigma}} d \sigma .
$$

For a fixed $y$, the integral $I$ converges and defines a smooth kernel, hence an operator $\varphi\left(D_{y}\right)$. To see that, it is sufficient to prove that for any $\alpha$ norm on $X_{y} \times X_{y}$ there is a constant $C$, depending on $\alpha$ but not on $\sigma$ such that

$$
\left\|\mathrm{e}^{-H_{y, \sigma}}\right\|_{\alpha} \leq C .
$$

But this follows from Lemma 7.
We will now prove that this kernel of $\varphi\left(D_{y}\right)$ depends smoothly on $y$. If $\frac{\partial}{\partial y}$ is any local derivative on $Y$, we get, from formula (16) of $\S \mathrm{V} .3 .6 .3$, that the derivative of (the kernel of) $\mathrm{e}^{i H_{y, \sigma}}$ is given by the integral

$$
\frac{\partial}{\partial y} \mathrm{e}^{i H_{y, \sigma}}=-\int_{0}^{1} \mathrm{e}^{-(1-s) H_{y, \sigma}} \frac{\partial}{\partial y}\left(H_{y, \sigma}\right) \mathrm{e}^{-s H_{y, \sigma}} d s .
$$

By iterating this formula (or by using Duhamel's formula (15) from Chapter V) we obtain that, given $r$ derivatives, the kernel of

$$
\frac{\partial}{\partial y_{1}} \cdots \frac{\partial}{\partial y_{r}} \mathrm{e}^{i H_{y, \sigma}}
$$

is a finite alternated sum of integrals

$$
\begin{equation*}
\sigma^{k} \int_{\Delta_{1}^{k}} \mathrm{e}^{-\left(1-t_{k}\right) H_{\nu, \sigma}} A_{k} \mathrm{e}^{-\left(t_{k}-t_{k-1}\right) H_{\nu, \sigma}} \cdots A_{1} \mathrm{e}^{-t_{1} H_{y, \sigma}} d t_{1} \cdots d t_{k} \tag{2}
\end{equation*}
$$

The sum is taken over all sequences $n_{1}, \cdots, n_{k}$ of positive intergers such that $\sum_{j \geq 0} n_{j}=r$, and $A_{j}$ is the composite of $n_{j}$ derivatives of $-i D_{y}$. In particular $A_{j}$ is a differential operator independent of $\sigma$. We shall prove that the integrand in (2) is bounded in sup-norm independently of $\sigma$. Therefore

$$
\begin{equation*}
\left\|\left(\frac{\partial}{\partial y_{1}} \cdots \frac{\partial}{\partial y_{r}}\right) \mathrm{e}^{H_{y, \sigma}}\right\|_{0} \leq C\left(|\sigma|^{r}+1\right) \tag{3}
\end{equation*}
$$

hence, since $\hat{\psi}(\sigma)$ is in the Schwartz class, the kernel of

$$
\varphi\left(D_{y}\right)=\int \hat{\psi}(\sigma) \mathrm{e}^{-H_{y, \sigma}} d \sigma
$$

depends smoothly on $y$.
To prove that the integrand in (2) is bounded independently of $\sigma$ we choose an index $j$ such that

$$
t_{j}-t_{j-1} \geq \frac{1}{k} \geq \frac{1}{r}
$$

If we apply Lemma 6 several times, with $D_{y}$ equal to $A_{1}, \cdots, A_{k}$, we get that

$$
\begin{gather*}
\left\|\mathrm{e}^{-\left(1-t_{k}\right) H_{y, \sigma}} A_{k} \mathrm{e}^{-\left(t_{k}-t_{k-1}\right) H_{y, \sigma}} \cdots A_{1} \mathrm{e}^{-t_{1} H_{y, \sigma}}\right\|_{0}  \tag{4}\\
\leq C\left\|\mathrm{e}^{-\left(t_{j}-t_{j-1}\right) H_{y, \sigma}}\right\|_{k(n+3)} .
\end{gather*}
$$

We then apply Lemma 7 to see that that the right-hand side of (4) is independent of $\sigma$. The proof of Lemma 2 is now complete.

Remark Our proofs of Proposition 1 and Lemma 2 are inspired by a preliminary version of [BGV], Chapter 9. The reader should consult loc. cit. for a different and more detailed treatment.

## 2.3

Lemma 8 For any $b>0$ and $\epsilon>0$ the subset

$$
U^{b, \epsilon}=\left\{y \in Y / \forall q \geq 0 \quad \operatorname{Sp}\left(\Delta_{y}^{q}\right) \cap[b-\epsilon, b+\epsilon]=\emptyset\right\}
$$

is open in $Y$.

Proof. Choose $\varphi$ a smooth function on $\mathbb{R}$ with values in $[0,1]$, with compact support, and taking the value 1 exactly on $[b-\epsilon, b+\epsilon]$. As in Lemma 2, we define

$$
\varphi\left(D_{y}\right)=\int_{\mathbf{R}} \hat{\psi}(\sigma) \mathrm{e}^{i \sigma D_{y}-D_{y}^{2}} d \sigma \quad \text { with } \psi(s)=\mathrm{e}^{s^{2}} \varphi(s)
$$

This operator depends smoothly on $y$ and $\operatorname{Sp}\left(\Delta_{y}^{q}\right) \cap[b-\epsilon, b+\epsilon]=\emptyset$ for at least one $q$ if and only if there exists $v$ such that $\varphi\left(D_{y}\right)(v)=v$, i.e. if and only if $\left\|\varphi\left(D_{y}\right)-I\right\|=0$ (operator norm). But this is a closed condition (note that $\varphi\left(D_{y}\right)$ is bounded) so the conclusion follows.

Using Proposition 1 and Lemma 4 we now cover $Y$ by open sets $U^{b, \epsilon}$ over which all $K^{q, b}, q \geq 0$, are smooth vector bundles. On $U^{b, \epsilon}$ we define a smooth determinant line bundle by the formula

$$
\lambda(E)_{\infty}^{U^{b, \epsilon}}:=\bigotimes_{q \geq 0}\left(\operatorname{det} K^{q, b}\right)^{(-1)^{q}}
$$

Proposition 2 The $\lambda(E)_{\infty}^{U^{b, \epsilon}}$ glue together to form a $C^{\infty}$ line bundle $\lambda(E)_{\infty}$ on $Y$ with fibers $\lambda(E)_{y}=\bigotimes_{q \geq 0}\left(\operatorname{det} H^{q}\left(X_{y}, E\right)\right)^{(-1)^{q}}$. This line
bundle $\lambda(E)_{\infty}$ is the $C^{\infty}$ line bundle underlying the holomorphic line bundle $\lambda(E)$ defined in §1.4.

Proof. As $\bar{\partial} \Delta=\Delta \bar{\partial}$, the map $\bar{\partial} \operatorname{maps} K^{q, b}$ into $K^{q+1, b}$ and we get a complex $\left(K^{\prime, b}, \bar{\partial}\right)$. If $b<b^{\prime}$ there is an exact sequence of complexes

$$
0 \longrightarrow\left(K^{\cdot, b}, \bar{\partial}\right) \longrightarrow\left(K^{\cdot}, b^{\prime}, \bar{\partial}\right) \longrightarrow\left(Q^{\cdot}, \bar{\partial}\right) \longrightarrow 0
$$

where $\left(Q^{\prime}, \bar{\partial}\right)$ is acyclic since

$$
H^{q}\left(Q^{\prime}, \bar{\partial}\right)=\left.\operatorname{ker} \Delta^{q}\right|_{Q .}=0
$$

Therefore, on $U^{b, \epsilon} \cap U^{b^{\prime}, \epsilon^{\prime}}$, we have a canonical isomorphism

with natural compatibilities on triple intersections. This proves the first assertion.

To compare $\lambda(E)$ and $\lambda(E)_{\infty}$, let $D_{X}$ be the total Dolbeault complex, i.e. the complex of $\mathcal{O}_{Y}$-sheaves associated to the presheaf

$$
U \longmapsto\left(A^{0, \cdot}\left(f^{-1}(U), E\right), \bar{\partial}_{U}\right) .
$$

By the Dolbeault isomorphism we have

$$
\lambda(E)=\operatorname{det}\left(R f_{*} E\right) \simeq \operatorname{det}\left(D_{\dot{X}}\right)
$$

On the other hand, let $D_{f}$ be the relative Dolbeault complex, i.e. the complex of $\mathcal{O}_{Y}^{\infty}$-sheaves obtained from the presheaf of smooth sections

$$
U \longmapsto \Gamma\left(f^{-1}(U), \Lambda^{q}\left(T f^{*(0,1)}\right) \otimes E, \bar{\partial}\right),
$$

where $T f^{*(0,1)}$ denotes the relative differentials of type $(0,1)$, and $\bar{\partial}$ the Cauchy-Riemann operator along the fibers of $f$. This complex ( $D_{f}, \bar{\partial}$ ) is a perfect complex since on $U^{b, \epsilon}$ the inclusion $\left(K^{,, b}, \bar{\partial}\right) \rightarrow\left(D_{f}, \bar{\partial}\right)$ is a quasi-isomorphism. We have $\lambda(E)_{\infty}=\operatorname{det}\left(D_{f}\right)$.

There is a natural map of Dolbeault complexes:

$$
D_{X}^{\prime} \otimes_{\mathcal{O}_{Y}} \mathcal{O}_{Y}^{\infty} \longrightarrow D_{f}
$$

The complex $D_{X}$ is perfect (since $R f_{*} E$ is perfect). This implies [BGS1] that, locally on $Y$, we can find a bounded complex $P$ of finite-dimensional vector bundles and a quasi-isomorphism $P \longrightarrow D_{X}$. Since $P$ is a complex of vector bundles, there is a morphism of complexes $p: P \longrightarrow$ $K^{,, b}$ making the diagram

$$
\begin{array}{ccc}
P & \longrightarrow & D_{X} \\
p \downarrow & & \downarrow \\
K^{\cdot, b} & \longrightarrow & D_{f}
\end{array}
$$

commutative. Now, the induced map

$$
p^{\infty}: P \cdot \otimes_{\mathcal{O}_{Y}} \mathcal{O}_{Y}^{\infty} \longrightarrow K^{\cdot, b}
$$

is a quasi-isomorphism because at any point $y$ it induces the identity map

$$
H^{q}\left(X_{y}, E\right) \xrightarrow{\mathrm{id}} H^{q}\left(X_{y}, E\right)
$$

on cohomology. So we have an isomorphism

$$
\operatorname{det}\left(P \cdot \otimes_{\mathcal{O}_{Y}} \mathcal{O}_{Y}^{\infty}\right) \xrightarrow{\operatorname{det} p^{\infty}} \operatorname{det}\left(K^{,, b}\right)
$$

Now $\operatorname{det}\left(P \cdot \otimes_{\mathcal{O}_{Y}} \mathcal{O}_{Y}^{\infty}\right)=\left(\operatorname{det} P^{\cdot}\right) \otimes_{\mathcal{O}_{Y}} \mathcal{O}_{Y}^{\infty}$ since, by a theorem of Malgrange ( $[\mathrm{Mg}]$, Thm. 4), $\mathcal{O}_{Y}^{\infty}$ is flat over $\mathcal{O}_{Y}$. Furthermore

$$
\operatorname{det} P \cdot \xrightarrow{\sim} \operatorname{det}\left(D_{X}\right) \quad \text { and } \quad \operatorname{det} K^{\cdot, b} \xrightarrow{\sim} \operatorname{det}\left(D_{f}^{\cdot}\right) .
$$

This gives a local isomorphism $\operatorname{det}\left(D_{X}\right) \otimes \mathcal{O}_{Y} \mathcal{O}_{Y}^{\infty} \xrightarrow{\sim} \operatorname{det}\left(D_{f}^{\cdot}\right)$, and these local isomorphisms glue together. Finally the map

$$
\lambda(E) \otimes_{\mathcal{O}_{Y}} \mathcal{O}_{Y}^{\infty} \longrightarrow \lambda(E)_{\infty}
$$

is an isomorphism, as was to be proved; for more details, see [BGS1].

## 3. Quillen's metric

3.1 Let $f: X \rightarrow Y$ be a smooth proper map of complex manifolds. Let $E$ be a holomorphic vector bundle on $X$. Suppose moreover that there is an hermitian metric $h$ on $E$ and an hermitian metric $h_{f}$ on $T f:=\operatorname{ker}\left(T X \rightarrow f^{*} T Y\right)$, i.e. a metric on each fiber $X_{y}=f^{-1}(y)$, varying smoothly with $y$. Furthermore we assume that the restriction of $h_{f}$ to $X_{y}$ is Kähler for every $y \in Y$.

With these data we define as follows a natural metric, called the $L^{2}-$ metric on each fiber of the determinant line bundle $\lambda(E)$. Recall that, for every $y \in Y$,

$$
\lambda(E)_{y}=\bigotimes_{q \geq 0}\left(\operatorname{det} H^{q}\left(X_{y}, E\right)\right)^{(-1)^{q}}
$$

Now, the Hodge theorem gives an isomorphism

$$
H^{q}\left(X_{y}, E\right) \xrightarrow{\sim} \operatorname{ker}\left(\Delta_{y}^{q}\right)
$$

where

$$
\Delta_{y}^{q}=\bar{\partial} \bar{\partial}^{*}+\bar{\partial}^{*} \bar{\partial}
$$

is the Laplace operator acting on $A^{0, q}\left(X_{y}, E\right)$. Furthermore $A^{0, q}\left(X_{y}, E\right)$
has an $L^{2}$-scalar product given, as in §V.2.2, by the formula

$$
\begin{equation*}
\langle s, t\rangle_{L^{2}}=\int_{X_{y}}\langle s(x), t(x)\rangle \frac{\omega_{0}^{n}}{n!}, \tag{5}
\end{equation*}
$$

where $n=\operatorname{dim}_{\mathbb{C}} X_{y}$, and $\omega_{0}$ is the normalized Kähler form, given in any local chart $\left(z_{\alpha}\right)$ on $X_{y}$ by

$$
\omega_{0}=\frac{i}{2 \pi} \sum_{\alpha, \beta} h_{f}\left(\frac{\partial}{\partial z_{\alpha}}, \frac{\partial}{\partial z_{\beta}}\right) d z_{\alpha} \overline{d z_{\beta}}
$$

So we get an $L^{2}$ metric on $H^{q}\left(X_{y}, E\right)$, hence on $\lambda(E)_{y}$. But in general, this metric is not smooth in $y$ (not even continuous).

To see what happens, let us consider the case of relative dimension one. Recall that

$$
\bar{\partial}: A^{0,0}\left(X_{y}, E\right) \rightarrow A^{0,1}\left(X_{y}, E\right)
$$

induces isomorphisms

$$
\begin{equation*}
\operatorname{ker}\left(\Delta^{0}-\lambda \text { id }\right) \xrightarrow{\sim} \operatorname{ker}\left(\Delta^{1}-\lambda \text { id }\right) \tag{6}
\end{equation*}
$$

for any $\lambda>0$. Now, when $v \in \operatorname{ker}\left(\Delta^{0}-\lambda\right.$ id), one computes

$$
\langle\bar{\partial} v, \bar{\partial} v\rangle_{L^{2}}=\left\langle\bar{\partial}^{*} \bar{\partial} v, v\right\rangle_{L^{2}}=\left\langle\Delta^{0} v, v\right\rangle_{L^{2}}=\lambda\langle v, v\rangle_{L^{2}} .
$$

So the $L^{2}$-norm of the isomorphism (6) is $\sqrt{\lambda}$. For any $b>0$, consider the isomorphism

$$
\begin{align*}
i_{b}: \lambda(E)_{y}=(\operatorname{det} & \left.\operatorname{ker} \Delta_{y}^{0}\right) \otimes\left(\operatorname{det} \operatorname{ker} \Delta_{y}^{1}\right)^{-1}  \tag{7}\\
& \xrightarrow{\sim}\left(\operatorname{det} K_{y}^{0, b}\right) \otimes\left(\operatorname{det} K_{y}^{1, b}\right)^{(-1)} .
\end{align*}
$$

For the $L^{2}$-metric induced from $A^{0, q}\left(X_{y}, E\right)$, the computation made above gives:

$$
\begin{equation*}
\left\|i_{b}\right\|_{L^{2}}=\prod_{0<\lambda \leq b}\left(\frac{1}{\sqrt{\lambda}}\right) \tag{8}
\end{equation*}
$$

So $i_{b}$ is not an isometry in general.
If $b$ is not in $\operatorname{Sp}\left(\Delta_{y_{0}}^{q}\right)$, we know that in a neighborhood of $y_{0}$ the vector spaces $K_{y}^{q, b}$ are fibers of a smooth vector bundle; see the discusssion before Proposition 2. So the natural $L^{2}$-metric on $\operatorname{det} K_{y}^{\cdot,}$ is smooth with respect to $y$. Therefore the failure for the $L^{2}$-metric on $\lambda(E)_{y}$ to be smooth (or continuous) with respect to $y$, is given exactly by the behavior of

$$
\prod_{0<\lambda \leq b} \lambda=: \operatorname{det}_{[0, b]} \Delta .
$$

3.2 The previous discussion leads us to introduce new metrics on both sides of (7). On $\lambda(E)_{y}$ we define

$$
\|\cdot\|_{Q}^{2}=\|\cdot\|_{L^{2}}^{2} \times\left(\operatorname{det}_{>0} \Delta\right)^{-1}
$$

and on the right-hand side of (7) we consider $\|\cdot\|_{Q}^{2}=\|\cdot\|_{L^{2}}^{2} \times\left(\operatorname{det}_{>b} \Delta\right)^{-1}$, where det $>b$ is the determinant of the restriction to the orthogonal complement of $K_{y}^{0, b}$. For these new metrics, we get from (8) that

$$
\left\|i_{b}\right\|_{Q}^{2}=\left(\operatorname{det}_{j 0, b]} \Delta\right)^{-1}\left(\operatorname{det}_{>b} \Delta\right)^{-1}\left(\operatorname{det}_{>0} \Delta\right)
$$

By Lemma V.1, this gives $\left\|i_{b}\right\|_{Q}^{2}=1$.
In general, following Quillen [Q2], we make the:
Definition 3 The Quillen metric on the determinant of the cohomology is

$$
h_{Q}=h_{L^{2}} \times \prod_{q \geq 0}\left(\operatorname{det}^{\prime} \Delta^{q}\right)^{(-1)^{q} q}
$$

In other words,

$$
h_{Q}=h_{L^{2}} \times \exp (T(E))
$$

where $T(E)$ is the Ray-Singer analytic torsion [RS]:

$$
T(E)=\sum_{q \geq 0}(-1)^{q+1} q \zeta_{q}^{\prime}(0)
$$

with $\zeta_{q}(s)=\operatorname{Tr}^{\prime}\left(\left(\Delta^{q}\right)^{-s} ;\right.$ see $\S V .4 .3$.
This section and the next chapter will be devoted to a proof of the following results:

Theorem 3 The metric $h_{Q}$ is smooth on $\lambda(E)$.
Theorem 4 Assume that $f$ is locally Kähler, i.e. for every $y \in Y$ there is a neighborhood $U$ of $y$ such that $f^{-1}(U)$ has a Kähler metric. Then

$$
c_{1}\left(\lambda(E)_{Q}\right)=f_{*}\left(\operatorname{ch}(E, h) T d\left(T f, h_{f}\right)\right)^{(2)}
$$

where $T d\left(T f, h_{f}\right)$ is the Todd form of $\left(T f, h_{f}\right)$ and (. $)^{(2)}$ denotes the component of degree 2.

### 3.3 We first prove a corollary of Theorem 4.

Corollary 1 Let $\overline{\mathcal{E}}: 0 \rightarrow\left(S, h^{\prime}\right) \rightarrow(E, h) \rightarrow\left(Q, h^{\prime \prime}\right) \rightarrow 0$ be an exact sequence of hermitian vector bundles on $X$. Then the isomorphism $\varphi_{\mathcal{E}}: \lambda(S) \otimes \lambda(Q) \rightarrow \lambda(E)$ is such that

$$
\log \left\|\varphi_{\mathcal{E}}\right\|_{Q}^{2}=f_{*}\left(\widetilde{\operatorname{ch}}(\overline{\mathcal{E}}) T d\left(f, h_{f}\right)\right)^{(0)}
$$

where $\tilde{\operatorname{ch}}(\overline{\mathcal{E}})$ is the Bott-Chern secondary characteristic class defined in Theorem IV.2.

Proof. Consider the diagram:

$$
\begin{array}{ccc}
X \times \mathbb{P}^{1} & \longrightarrow & X \\
\downarrow \tilde{f} & & \downarrow_{f} \\
Y \times \mathbb{P}^{\mathbf{1}} & \longrightarrow & Y .
\end{array}
$$

On $X \times \mathbb{P}^{1}$ the bundle

$$
\widetilde{E}=(S(1) \oplus E) / S
$$

sits inside an exact sequence

$$
0 \rightarrow S(1) \rightarrow \widetilde{E} \rightarrow Q \rightarrow 0
$$

see the proof of Theorem IV.2. Let us choose a metric $\widetilde{h}$ on $\widetilde{E}$ such that

$$
\begin{aligned}
(\tilde{E}, \widetilde{h})_{X \times\{0\}} & =(E, h) \\
(\widetilde{E}, \widetilde{h})_{X \times\{\infty\}} & =\left(S, h^{\prime}\right)^{\frac{1}{\oplus}}\left(Q, h^{\prime \prime}\right)
\end{aligned}
$$

Then, by definition of $\tilde{\mathrm{ch}}(\overline{\mathcal{E}})$ and Theorem 4 for $\tilde{f}$, we get

$$
\begin{aligned}
\left(\int_{X / Y} \tilde{\operatorname{ch}}(\overline{\mathcal{E}}) T d(f)\right)^{(0)} & =-\left(\int_{X / Y} \int_{\mathbf{P}^{1}} \operatorname{ch}(\tilde{E}, \tilde{h}) T d(f) \log |z|^{2}\right)^{(0)} \\
& =-\int_{\mathbf{P}^{1}}\left(\int_{X \times \mathbf{P}^{1}} / Y \times \mathbf{P}^{1}\right. \\
& \operatorname{ch}(\widetilde{E}, \tilde{h}) T d(\tilde{f}))^{(2)} \log |z|^{2} \\
& =-\int_{\mathbf{P}^{1}} c_{1}\left(\lambda(\widetilde{E})_{Q}\right) \log |z|^{2}
\end{aligned}
$$

The exact sequence $0 \rightarrow S(1) \rightarrow \widetilde{E} \rightarrow Q \rightarrow 0$ induces an isomorphism

$$
\tilde{\varphi}: \lambda(S(1)) \otimes \lambda(Q) \xrightarrow{\sim} \lambda(\widetilde{E}) .
$$

At 0 it coincides with the isomorphism $\varphi_{\mathcal{E}}$ and at $\infty$ this is an isometry. It follows that

$$
c_{1}\left(\lambda(\widetilde{E})_{Q}\right)=c_{\mathbf{l}}\left(\lambda(S(1))_{Q} \otimes \lambda(Q)_{Q}\right)-d d^{c}\left(\log \|\tilde{\varphi}\|_{Q}^{2}\right.
$$

Since $\lambda(S(1))_{Q}=\lambda(S)_{Q}(1)$ we get, as in the proof of Theorem IV.2,

$$
\int_{\mathbf{P}^{1}} c_{1}\left(\lambda(S(1))_{Q} \otimes \lambda(Q)_{Q}\right) \log |z|^{2}=0
$$

and therefore

$$
\begin{aligned}
\left(\int_{X / Y} \tilde{\operatorname{ch}}(\overline{\mathcal{E}}) T d(f)\right)^{(0)} & =-\int_{\mathbf{P}^{1}} c_{1}\left(\lambda(\widetilde{E})_{Q}\right) \log |z|^{2} \\
& =\int_{\mathbf{P}^{1}} c_{1}\left(d d^{c}\left(\log \|\tilde{\varphi}\|_{Q}^{2}\right) \log |z|^{2}\right. \\
& =i_{0}^{*} \log \|\tilde{\varphi}\|_{Q}^{2}-i_{\infty}^{*} \log \|\tilde{\varphi}\|_{Q}^{2} \\
& =\log \left\|\varphi_{\mathcal{E}}\right\|_{Q}^{2} .
\end{aligned}
$$

3.4 A similar formula holds for variation of the metric on the fibers. Let $h_{f}$ and $h_{f}^{\prime}$ be two metrics on $T f$. Denote by $\widetilde{T d}(f)$ the secondary characteristic class on $X$ such that

$$
d d^{c} \widetilde{T d}(f)=T d\left(T f, h_{f}\right)-T d\left(T f, h_{f}^{\prime}\right)
$$

defined in §IV.3.3; see also [BGS1] and [GS3]. Let $h_{Q}$ (resp. $h_{Q}^{\prime}$ ) be the Quillen metric on $\lambda(E)$ defined using $h_{f}$ (resp. $h_{f}^{\prime}$ ) on $T f$ and a fixed metric on $E$.

## Theorem 5 Under the above hypotheses

$$
\log \left(h_{Q}^{\prime} / h_{Q}\right)=f_{*}(\operatorname{ch}(E, h) \widetilde{T d}(f))^{(0)}
$$

We shall not prove this result; see [BGS1].
3.4 We now prove Theorem 3. Since the statement is local on $Y$ we may assume, without loss of generality, that, for some $b>0$ and for any $y \in Y$ and $q \geq 0, b$ is not an eigenvalue of $\Delta_{y}^{q}$.

Let

$$
\lambda(E)_{\infty}^{b}:=\bigotimes_{q \geq 0}\left(\operatorname{det} K^{q, b}\right)^{(-1)^{q}}
$$

We define a Quillen metric on this line bundle by multiplying the $L^{2}$ metric by

$$
\prod_{q \geq 0}\left(\operatorname{det}_{>b} \Delta_{y}^{q}\right)^{q(-1)^{q}}
$$

Let $i_{b}: \lambda(E)_{Q} \longrightarrow \lambda(E)_{\infty, Q}^{b}$ be the natural isomorphism. We will be done if we prove that $i_{b}$ is an isometry and, for all $q \geq 0, \operatorname{det}_{>b} \Delta_{y}^{q}$ depends smoothly on $y$. Indeed, the $L^{2}$-metric on each $K_{y}^{q, b}$ is already smooth in $y$.

To prove that $i_{b}$ is an isometry, we use the Hodge decomposition:

$$
A^{0, q}=\operatorname{ker}\left(\Delta^{q}\right) \oplus B^{q} \oplus C^{q}
$$

where $B^{q}=\operatorname{im}(\bar{\partial})$ and $C^{q}=\operatorname{im}\left(\bar{\partial}^{*}\right)$. Notice that $\bar{\partial}: C^{q} \xrightarrow{\sim} B^{q+1}$ is an isomorphism respecting $\Delta$-eigenspaces. Hence we may define

$$
\zeta_{C^{q}}(s)=\zeta_{B^{q+1}}(s):=\sum_{\substack{\lambda \text { eigenvalue } \\ \text { of } \Delta \text { in } C^{q}}} \lambda^{-s} .
$$

Then $\zeta_{q}(s)=\zeta_{C^{q}}(s)+\zeta_{C^{q-1}}(s)$. This shows inductively on $q$, starting from $\zeta_{0}(s)=\zeta_{C^{0}}(s)$, that the series defining $\zeta_{C^{q}}(s)$ is convergent for $\operatorname{Re} s>n$, has a meromorphic continuation to the whole complex plane, and no pole at 0 .

This implies also

$$
\begin{equation*}
\sum_{q \geq 0}(-1)^{q+1} q \zeta_{q}(s)=\sum_{q \geq 0}(-1)^{q} \zeta_{C^{q}}(s) \tag{9}
\end{equation*}
$$

Defining $\zeta_{C^{q},>b}(s)$ in the obvious way, we obtain similarly:

$$
\begin{equation*}
\sum_{q \geq 0}(-1)^{q+1} q \zeta_{q,>b}(s)=\sum_{q \geq 0}(-1)^{q} \zeta_{C^{q},>b}(s) \tag{10}
\end{equation*}
$$

Write $C^{q, b}$ for $C^{q} \cap K^{q, b}$ and $B^{q, b}$ for $B^{q} \cap K^{q, b}$. The exact sequence of complexes (with boundary $\bar{\partial}$ )

$$
0 \rightarrow \operatorname{ker} \Delta \rightarrow K^{\cdot, b} \rightarrow C^{, b} \oplus B^{,, b} \rightarrow 0
$$

shows that $i_{b}$ is the composition

$$
\begin{equation*}
\operatorname{det}\left(\operatorname{ker} \Delta^{\cdot}\right) \xrightarrow{\mathrm{id} \otimes j_{b}} \quad \operatorname{det}\left(\operatorname{ker} \Delta^{\cdot}\right) \otimes \operatorname{det}\left(C^{, b} \oplus B^{,, b}\right) \tag{11}
\end{equation*}
$$


where $j_{b}$ is the natural isomorphism:

$$
1 \xrightarrow{\sim} \operatorname{det}\left(C^{\cdot, b} \oplus B^{, b}\right)
$$

coming from the acyclicity of $C^{\cdot, b} \oplus B^{, b}$.
The vertical isomorphism in (11) is an isometry for the $L^{2}$-metric. The isomorphism $j_{b}$ decomposes as

$$
\begin{aligned}
1 & \xrightarrow{\sim} \operatorname{det}\left(C^{, b}\right) \otimes \operatorname{det}\left(C^{, b}\right)^{-1} \xrightarrow{\operatorname{id} \otimes(\operatorname{det} \bar{a})^{-1}} \operatorname{det}\left(C^{, b}\right) \otimes \operatorname{det}\left(B^{+1, b}\right)^{-1} \\
& \xrightarrow{\sim} \operatorname{det}\left(C^{, b}\right) \otimes \operatorname{det}\left(B^{, b}\right) \xrightarrow{\sim} \operatorname{det}\left(C^{,, b} \oplus B^{, b}\right) .
\end{aligned}
$$

Here $(\operatorname{det} \bar{\partial})^{-1}$ is the inverse of $\operatorname{det} \bar{\partial}: \operatorname{det} C^{q, b} \xrightarrow{\sim} \operatorname{det} B^{q+1, b}$, whose $L^{2}$-norm, computed at the beginning of the section, equals $\sqrt{\operatorname{det}_{C^{q, b}} \Delta^{q}}$. So we get

$$
\left\|i_{b}\right\|_{L^{2}}^{2}=\left\|j_{b}\right\|_{L^{2}}^{2}=\prod_{q \geq 0}\left(\operatorname{det}_{C_{q}, b} \Delta^{q}\right)^{(-1)^{q+1}}
$$

This gives

$$
\begin{aligned}
& \left\|i_{b}\right\|_{Q}^{2}= \\
& \qquad \prod_{q \geq 0}\left(\operatorname{det}_{C^{q, b}} \Delta^{q}\right)^{(-1)^{q+1}} \prod_{q \geq 0}\left(\operatorname{det}_{>b} \Delta^{q}\right)^{q(-1)^{q}} \prod_{q \geq 0}\left(\operatorname{det}_{>0} \Delta^{q}\right)^{q(-1)^{q+2}}
\end{aligned}
$$

Now from (9) we get

$$
\prod_{q \geq 0}\left(\operatorname{det}_{>0} \Delta^{q}\right)^{q(-1)^{q}}=\prod_{q \geq 0}\left(\operatorname{det}_{C^{q}} \Delta^{q}\right)^{(-1)^{q+1}}
$$

and from (10)

$$
\prod_{q \geq 0}\left(\operatorname{det}_{>b} \Delta^{q}\right)^{q(-1)^{q}}=\prod_{q \geq 0}\left(\operatorname{det}_{C^{q},>b} \Delta^{q}\right)^{(-1)^{q+1}}
$$

Finally

$$
\left\|i_{b}\right\|_{Q}^{2}=\frac{\prod_{q \geq 0}\left(\operatorname{det}_{C^{q}, b} \Delta^{q}\right)^{(-1)^{q+1}} \times \prod_{q \geq 0}\left(\operatorname{det}_{C^{q},>b} \Delta^{q}\right)^{(-1)^{q+1}}}{\prod_{q \geq 0}\left(\operatorname{det}_{C^{q}} \Delta^{q}\right)^{(-1)^{q+1}}}
$$

i.e. $\left\|i_{b}\right\|_{Q}=1$ by Lemma V.1.
3.6 Now we prove that $\operatorname{det}_{>b} \Delta_{y}^{q}$ is a smooth function of $y$.
3.6.1 Let $P_{y}$ be the orthogonal projection of $A^{0, q}\left(X_{y}, E\right)$ onto $K_{y}^{q, b}$ and $Q_{y}=1-P_{y}$. By Lemmas 2 and $3, P_{y}$ is an operator with smooth kernel depending smoothly on $y$. So $Q_{y}$ is smooth in $y$, and $Q_{y} \mathrm{e}^{-t \Delta_{y}}$ is an operator with smooth kernel for any $t>0$, depending smoothly on $t$.

Let $\theta_{b, y}(t)=\operatorname{tr}\left(Q_{y} \mathrm{e}^{-t \Delta_{y}}\right)$. For technical reasons (see Proposition 1) we assume that $y$ is in an open subset set with compact closure in $Y$ over which $\operatorname{Sp}\left(\Delta_{y}\right) \cap[b-\epsilon, b+\epsilon]=\emptyset$ for a certain $\epsilon>0$.

For a fixed $y, \theta_{b, y}$ satisfies the assumptions $\Theta 1$ and $\Theta 2$ of $\S V .1$. Property $\Theta 1$ holds because $Q_{y} \mathrm{e}^{-t \Delta_{y}}$ has a smooth kernel, and $\Theta 2$ is obtained by writing

$$
\theta_{b, y}(t)=\operatorname{tr}\left(\mathrm{e}^{-t \Delta_{y}}\right)-\operatorname{tr}\left(P_{y} \mathrm{e}^{-t \Delta_{y}}\right)
$$

The term $\operatorname{tr}\left(\mathrm{e}^{-t \Delta_{y}}\right)$ satisfies $\Theta 2$ by $\S V .4 .2$. On the other hand

$$
\operatorname{tr}\left(P_{y} \mathrm{e}^{-t \Delta_{y}}\right)=\sum_{k \geq 0} \frac{(-1)^{k}}{k!} \operatorname{tr}\left(P_{y} \Delta_{y}^{k}\right) t^{k}
$$

so the asymptotic development in that case is in fact a convergent power series. In particular, there is no term involving a negative power of $t$.

By formula (11) from §V.1, we get

$$
\zeta_{>b, y}^{\prime}(0)=\int_{1}^{\infty} \theta_{b, y}(t) \frac{d t}{t}+\int_{0}^{1} \rho_{0, y}(t) \frac{d t}{t}+\sum_{i<0} \frac{a_{i}(y)}{i}+\gamma a_{0}(y)
$$

According to $\S$ V.4.2, the coefficients $a_{i}(y)$ are smooth with respect to $y$.
3.6.2 Let us show that $\int_{0}^{1} \rho_{0, y}(t) \frac{d t}{t}$ depends smoothly on $y$. For this it is sufficient to see that, for all $\ell \geq 0$,

$$
\begin{equation*}
\left(\frac{\partial}{\partial y}\right)^{\ell} \rho_{0, y}(t)=O(t) \tag{12}
\end{equation*}
$$

where $O(t)$ depends on $\ell$ but not on $y$ (and $\left(\frac{\partial}{\partial y}\right)^{\ell}$ denotes the composite of $\ell$ arbitrary partial derivatives on $Y$ ). Since $Q_{y}=1-P_{y}$, the left-hand
side of (12) can be written as the difference of two functions of $t$. The first one comes from

$$
\left(\frac{\partial}{\partial y}\right)^{\ell} \operatorname{tr}\left(\mathrm{e}^{-t \Delta_{y}}\right)
$$

and a bound for it follows from

$$
\begin{equation*}
\left\|\left(\frac{\partial}{\partial y}\right)^{\ell} k_{t}\left(x, x^{\prime}, y\right)-\left(\frac{\partial}{\partial y}\right)^{\ell} k_{t}^{N}\left(x, x^{\prime}, y\right)\right\|_{\mathrm{sup}} \leq C t^{N-n} \tag{13}
\end{equation*}
$$

uniformly in $y$, where $k_{t}^{N}$ is the approximate kernel and $k_{t}$ the kernel of $\mathrm{e}^{-t \Delta_{u}}$. This estimate is obtained by a direct extension of the methods of $\S V .3 .5$, Step V; see [BGV], proof of Theorem 2.54, p. 93, and [Gr].

The second term in (12) comes from

$$
\left(\frac{\partial}{\partial y}\right)^{\ell} \operatorname{tr}\left(P_{y} \mathrm{e}^{-t \Delta_{y}}\right)
$$

Let $N=\operatorname{dim} K_{y}^{q, b}=\operatorname{tr}\left(P_{y}\right)$ and $s_{k}(y)=\operatorname{tr}\left(P_{y} \Delta_{y}^{k}\right)$. The function $s_{k}(y)$ is smooth in $y$ because $P_{y} \Delta_{y}^{k}$ is an operator with smooth kernel depending smoothly on $y$. We define $\sigma_{1}(y), \sigma_{2}(y), \ldots, \sigma_{N}(y)$ to be the elementary symmetric functions of the eigenvalues of $P_{y} \Delta_{y}$. They are given by universal formulas in terms of $s_{1}(y), \ldots, s_{N}(y)$, so they are smooth in $y$. Let

$$
C=\sup _{\substack{1 \leq i \leq N \\ 0 \leq j \leq \ell}} \sup _{y}\left|\left(\frac{\partial}{\partial y}\right)^{j} \sigma_{i}(y)\right|+1
$$

and choose $A$ such that the following property $\mathcal{P}_{k}$ is true for $k \leq N$ :

$$
\mathcal{P}_{k}: \sup _{y}\left|\left(\frac{\partial}{\partial y}\right)^{j} s_{k}(y)\right| \leq A C^{k} N^{k} k^{j}, \text { for any } j=0,1, \ldots, \ell
$$

Let us prove that $\mathcal{P}_{k-1}$ implies $\mathcal{P}_{k}$ for $k>N$. We have

$$
s_{k}(y)=\sigma_{1}(y) s_{k-1}(y)-\sigma_{2}(y) s_{k-2}(y)+\cdots+(-1)^{N+1} \sigma_{N}(y) s_{k-N}(y)
$$

Applying the Leibniz rule, we get

$$
\begin{aligned}
\left|\left(\frac{\partial}{\partial y}\right)^{j} s_{k}(y)\right| & \leq N \sum_{m=0}^{j}\binom{j}{m} C A C^{k-1} N^{k-1}(k-1)^{j-m} \\
& \leq A C^{k} N^{k} k^{j}
\end{aligned}
$$

So $\mathcal{P}_{k}$ is true for all $k$ by induction on $k$. This implies

$$
\left(\frac{\partial}{\partial y}\right)^{\ell} \operatorname{tr}\left(P_{y} \mathrm{e}^{-t \Delta_{y}}\right)=\sum_{k \geq 0} \frac{(-1)^{k}}{k!} t^{k}\left(\frac{\partial}{\partial y}\right)^{\ell} s_{k}(y)
$$

taking into account that the convergence is uniform with respect to $y$. So, if we remember from Lemma 4 that $s_{0}(y)=\operatorname{tr}\left(P_{y}\right)$ is locally constant
in $y$, we get that

$$
\left|\left(\frac{\partial}{\partial y}\right)^{\ell} \operatorname{tr}\left(P_{y} \mathrm{e}^{-t \Delta_{y}}\right)\right| \leq \sum_{k \geq 1} \frac{t^{k}}{k!} A C^{k} N^{k} k^{\ell}
$$

for $\ell \geq 1$, and this is $O(t)$ (uniformly in $y$ ).
3.6.3 Let us prove that $\int_{1}^{\infty} \theta_{y, b}(t) \frac{d t}{t}$ depends smothly on $y$.

To obtain this it will be sufficient to prove that, for every $t \geq 2$ and every $\ell \geq 0$,

$$
\begin{equation*}
\left|\left(\frac{\partial}{\partial y}\right)^{\ell} \theta_{y, b}(t)\right| \leq C \mathrm{e}^{-b t} \tag{14}
\end{equation*}
$$

where $C$ does not depend on $y$. Let $\eta$ be a smooth function on $\mathbb{R}$ such that $0 \leq \eta(s) \leq 1, \eta(s)=0$ if $s^{2} \leq b$ and $\eta(s)=1$ if $s^{2} \geq b+\epsilon$. Define

$$
\psi_{t}(s)=\eta(s) \mathrm{e}^{-(t-1) s^{2}}
$$

This is a function of Schwartz class for $t>1$. As $\operatorname{Sp}\left(\Delta_{y}\right) \cap[b-\epsilon, b+\epsilon]=\emptyset$, we compute

$$
Q_{y} \mathrm{e}^{-t \Delta_{y}}=\int_{\mathbf{R}} \hat{\psi}_{t}(\sigma) \mathrm{e}^{i \sigma D_{y}-\Delta_{y}} d \sigma
$$

where the convergence and smoothness is given by the proof of Lemma 2 , which applies to any $\psi(s)$ in the Schwartz class. This gives

$$
\theta_{y, b}(t)=\int_{\mathbf{R}} \hat{\psi}_{t}(\sigma) \operatorname{tr}\left(\mathrm{e}^{i \sigma D_{y}-\Delta_{y}}\right) d \sigma
$$

As in 3.2.3 we get

$$
\begin{equation*}
\left|\left(\frac{\partial}{\partial y}\right)^{\ell} \theta_{y, b}(t)\right| \leq C \int_{\mathbf{R}}\left|\hat{\psi}_{t}(\sigma)\right|\left(1+|\sigma|^{\ell}\right) d \sigma \tag{15}
\end{equation*}
$$

where $C$ does not depend on $y$, and does not depend on $t$; notice that all constants arising in the proof of Lemma 2 are independent of the function $\psi(s)$. Now

$$
(i \sigma)^{\ell} \hat{\psi}_{t}(\sigma)=\frac{1}{2 \pi} \int_{\mathbf{R}} \mathrm{e}^{-i \sigma s}\left(\frac{d}{d s}\right)^{\ell}\left(\psi_{t}(s)\right) d s
$$

with

$$
\left|\left(\frac{d}{d s}\right)^{\ell}\left(\psi_{t}(s)\right)\right| \leq C t^{\ell}|s|^{\ell} \mathrm{e}^{-(t-1) s^{2}} \text { if } s^{2} \geq b
$$

and

$$
\left(\frac{d}{d s}\right)^{\ell}\left(\psi_{t}(s)\right)=0 \text { if } s^{2} \leq b
$$

So

$$
|\sigma|^{\ell}\left|\hat{\psi}_{t}(\sigma)\right| \leq \frac{1}{\pi} C t^{k} \int_{\sqrt{b}}^{\infty} s^{\ell} \mathrm{e}^{-(t-1) s^{2}} d s \leq C t^{\ell} \int_{b}^{\infty} u^{(\ell / 2)+1} \mathrm{e}^{(t-1) u} d u
$$

This gives, with another constant $C$,

$$
\begin{equation*}
|\sigma|^{\ell}\left|\hat{\psi}_{t}(\sigma)\right| \leq C t^{\ell} \mathrm{e}^{-(t-1) b} \tag{16}
\end{equation*}
$$

Combining (15) and (16) (with $\ell+2$ instead of $\ell$ ), we get (14). This concludes the proof of the smoothness of $\zeta_{>b, y}^{\prime}(0)$ with respect to $y$. As det $_{>b} \Delta$ is equal by definition to $\exp \left(-\zeta_{>b, y}^{\prime}(0)\right)$ the proof of Theorem 3 is now complete.
3.6.4 As we wrote in the Introduction, the problem of finding a $p$-adic analog for hermitian metrics is still open. In particular Quillen's metric might have a $p$-adic counterpart. Dwork's study of the characteristic power series of the Frobenius endomorphism, viewed as a $p$-adic compact operator [ Dw ], suggests that this problem might be of arithmetic interest.

## The Curvature of the Determinant Line Bundle

We shall now prove Theorem VI. 4 about the curvature of the Quillen metric on the determinant of the cohomology. This result was obtained in [BGS1] after special cases had been proved in the relative dimension one case by Quillen [Q2] and Bismut-Freed [BF]. In fact, for families of curves, this kind of formula was already familiar to physicists, in particular in the Polyakov approach to string theory; see for instance [BK].
A general principle underlying this proof, and also the arithmetic Riemann-Roch-Grothendieck theorem (Theorem VIII.2), is the following. There are three kinds of secondary objects which enter Arakelov geometry: Green currents, Bott-Chern classes, and analytic torsion. But further developments show that these are very similar, and lead to common generalizations. For instance, when proving Theorem VI.4, we shall see that the Ray-Singer analytic torsion is really the Bott-Chern character class of the relative Dolbeault complex. In [BGS2] Green currents and Bott-Chern classes get related, and in [BL] the three objects are simultaneously generalized.

A basic tool for understanding analytic torsion is the concept of superconnection. Following Quillen [Q3] we explain in $\S 1$ how it can be used to give new representatives of the Chern character. Similarly, in $\S 2$, we give another definition of the Bott-Chern character class of an acyclic complex of hermitian vector bundles. In $\S 3$, under the hypotheses of Theorem VI.4, we use superconnections to define a Bott-Chern character class of the relative Dolbeault complex, viewed as a complex of
infinite-dimensional bundles on the base. Using the local index theorem for families [B1] (see also [BV] and [BGV]) and a result of Berline-Vergne [BV], we then prove Theorem VI.4.

## 1. Superconnections

1.1 Let $M$ be a smooth manifold and $E=E^{+} \oplus E^{-}$a. $\mathbb{Z}_{2}$-graded vector bundle on $M ; E^{+}$is called the even part of $E$, and $E^{-}$the odd part. Equivalently, $E$ is equipped with an involution $\epsilon \in \operatorname{End}(E)$, $\epsilon^{2}=\mathrm{id}$, and

$$
\begin{aligned}
& E^{+}=\operatorname{ker}(\epsilon-\mathrm{id}) \\
& E^{-}=\operatorname{ker}(\epsilon+\mathrm{id})
\end{aligned}
$$

There is then a canonical involution on $\operatorname{End}(E)$, sending $\alpha$ to $\epsilon \alpha \epsilon$. So $\operatorname{End}(E)$ is also $\mathbb{Z}_{2}$-graded, namely

$$
\begin{aligned}
& \operatorname{End}(E)^{+}=\operatorname{Hom}\left(E^{+}, E^{+}\right) \oplus \operatorname{Hom}\left(E^{-}, E^{-}\right) \\
& \operatorname{End}(E)^{-}=\operatorname{Hom}\left(E^{+}, E^{-}\right) \oplus \operatorname{Hom}\left(E^{-}, E^{+}\right)
\end{aligned}
$$

The supercommutator of $\alpha, \beta \in \operatorname{End}(E)$ is

$$
[\alpha, \beta]=\alpha \beta-(-1)^{|\alpha \| \beta|} \beta \alpha
$$

where $|\alpha|=0$ if $\alpha \in \operatorname{End}(E)^{+}$, and $|\alpha|=1$ if $\alpha \in \operatorname{End}(E)^{-}$; the formula is extended by linearity to non-homogeneous $\alpha$ and $\beta$. It satisfies the (super) Leibniz rule:

$$
[\alpha, \beta \gamma]=[\alpha, \beta] \gamma+(-1)^{|\alpha||\beta|} \beta[\alpha, \gamma]
$$

in general, each time one permutes an element of degree $n$ with an element of degree $m$, the classical formula has to be modified by a sign $(-1)^{n m}$. From now on [ , ] will always stand for a supercommutator. Finally, a linear functional called the supertrace is defined on $\operatorname{End}(E)$ by

$$
\operatorname{tr}_{s}(\alpha):=\operatorname{tr}(\epsilon \alpha)
$$

It vanishes on odd elements and on supercommutators.
1.2 Consider the left $A$ ( $M$ )-module

$$
V=A \cdot(M) \otimes_{C^{\infty}(M)} \Gamma(M, E)
$$

We can view $V$ as a right $A \cdot(M)$-module by

$$
\alpha \omega:=(-1)^{|\alpha||\omega|} \omega \alpha:
$$

notice that $A^{\prime}(M)$ is a commutative superalgebra: $\left.\omega^{\prime}=-1\right)^{\prime *}| | \omega^{\prime} \mid \omega^{\prime} \omega$. The module $V$ has a natural $\mathbb{Z} / 2$ grading which combines the $\overline{\mathbb{Z}}$-grading of $A \cdot(M)$ and the $\mathbb{Z} / 2$-grading of $\Gamma(M, E)$.

Let $\nabla$ be a connection on $E$ with $\nabla(\epsilon)=0$; equivalently $\nabla=\nabla^{+}+\nabla^{-}$ with $\nabla^{+}$a connection on $E^{+}$and $\nabla^{-}$a connection on $E^{-}$. Let $u \in$ $\operatorname{End}(E)^{-}$. The operator $A=\nabla^{+}+\nabla^{-}+u$ is called a superconnection. It maps $\Gamma(M, E)$ to $\Gamma(M, E) \oplus A^{1}(M) \otimes_{C^{\infty}(M)} \Gamma(M, E)$. We extend this action of $A$ to $V$ by the formula

$$
A(\omega s):=d \omega \cdot s+(-1)^{|\omega|}(\omega \wedge \nabla s+\omega u(s)) .
$$

As is easily checked, this implies

$$
\begin{equation*}
A(\omega \wedge v)=d \omega \wedge v+(-1)^{|\omega|} \omega \wedge A v \tag{1}
\end{equation*}
$$

for any $\omega \in A(M), v \in V$.
Definition 1 (see [Q3]) A superconnection on $E$ is an odd degree element of $\operatorname{End}_{\mathbb{C}}(V)$ satisfying (1).

We also have $A(v \wedge \omega)=(A v) \wedge \omega+(-1)^{|v|} v \wedge d \omega$. Furthermore (1) implies, as in §IV.2.1,

$$
A^{2}(\omega \wedge v)=\omega \wedge A^{2}(v)
$$

As $A^{2}$ is even, this may as well be written $\left[A^{2}, \omega\right]=0$. So $A^{2}$ lies in the algebra

$$
\mathcal{A}=\left\{\alpha \in \operatorname{End}_{\mathbb{C}}(V) / \text { for all } \omega \in A \cdot(M),[\alpha, \omega]=0\right\}
$$

This algebra may also be described as follows (see [Q3]):

$$
\begin{equation*}
\mathcal{A}=A \cdot(M) \hat{\otimes}_{C^{\infty}(M)} \Gamma(M, \operatorname{End}(E)), \tag{2}
\end{equation*}
$$

where the tensor product is taken in the sense of superalgebras:

$$
\omega \otimes \alpha=(-1)^{|\alpha||\omega|} \alpha \otimes \omega
$$

## 1.3

Proposition 1 For any superconnection $A$ on $E$, the form $\operatorname{tr}_{s} \exp \left(-A^{2}\right)$ is closed on $M$.

Proof. First, this form is well-defined because $A^{2} \in \mathcal{A}$, and by (2) there is a natural extension of $\operatorname{tr}_{s}$ to $\mathcal{A}$ with values in $A^{\cdot}(M)$.

Now, given any two superconnections $A, A^{\prime}$ then

$$
\left(A-A^{\prime}\right)(\omega v)=(-1)^{|\omega|} \omega \wedge\left(A-A^{\prime}\right)(v)
$$

so $A-A^{\prime}$ is an odd element of $\mathcal{A}$. Since the statement we want to prove is local, after trivializing $E$, we may write $A=d+\theta$ with $\theta$ an odd element of $\mathcal{A}$. Then

$$
\begin{aligned}
d \operatorname{tr}_{s} \exp \left(-A^{2}\right) & =\operatorname{tr}_{s} d\left(\exp \left(-A^{2}\right)\right) \\
& =\operatorname{tr}_{s}\left[d, \exp \left(-A^{2}\right)\right] \\
& =\operatorname{tr}_{s}\left[A, \exp \left(-A^{2}\right)\right]-\operatorname{tr}_{s}\left[\theta, \exp \left(-A^{2}\right)\right]
\end{aligned}
$$

The first term is zero because $A$ (super)commutes with $A^{2}$. The second term is zero because of the next lemma.

Lemma 1 For any $a, b$ in $\mathcal{A}, \quad \operatorname{tr}_{s}[a, b]=0$.
Proof. Writing $a=\alpha \omega, b=\beta \omega^{\prime}, \alpha, \beta \in \Gamma(M, \operatorname{End}(E))$, and using the super Leibniz rule, we have

$$
[a, b]=\left[a, \beta \omega^{\prime}\right]=[a, \beta] \omega^{\prime}
$$

because $\left[a, \omega^{\prime}\right]=0$, therefore

$$
[a, b]=[\alpha \omega, \beta] \omega^{\prime}=(-1)^{|\omega||\beta|}[\alpha, \beta] \omega \omega^{\prime}
$$

since $[\omega, \beta]=0$. So

$$
\operatorname{tr}_{s}[a, b]=(-1)^{|\omega||\beta|}\left(\operatorname{tr}_{s}[\alpha, \beta]\right) \omega \omega^{\prime}=0
$$

It is shown in [Q3] that the cohomology class of $\operatorname{tr}_{s} \exp \left(-A^{2}\right)$ is, up to powers of $2 \pi i$, the Chern character of $E^{+}$minus the Chern character of $E^{-}$.

## 2. Bott-Chern classes via superconnections

Superconnections provides new definitions of the Bott-Chern secondary characteristic classes which we introduced in §IV.3. More generally, let

$$
E .: 0 \rightarrow E_{0} \xrightarrow{v} E_{1} \longrightarrow \cdots \xrightarrow{v} E_{n} \longrightarrow 0
$$

be an acyclic complex of holomorphic vector bundles on a complex manifold $X$. Assume that each $E_{i}$ is equipped with an hermitian metric $h_{i}$. Let $E^{+}=\bigoplus_{p} E_{2 p}, E^{-}=\bigoplus_{p} E_{2 p+1}$, and $E=E^{+} \oplus E^{-}$, and endow these bundles with the orthogonal direct sum of the $h_{i}$ 's.

These metrics give hermitian holomorphic connections $\nabla^{+}$(resp. $\nabla^{-}$) on $E^{+}$( resp. $E^{-}$); see Lemma IV.1. Also $v$ acts as an odd endomorphism of $E$. Write $v^{*}$ for the adjoint of $v$. Therefore

$$
A=\nabla^{+}+\nabla^{-}+v+v^{*}
$$

is a superconnection on $E$.
As $E$ is an acyclic complex and since the Chern character is additive in cohomology, we know that $\sum_{i \geq 0}(-1)^{i} \operatorname{ch}\left(E, h_{i}\right)$ is exact on $X$. In the following we shall achieve a double transgresssion and express this form as the image by $d d^{c}$ an explicit element.

We first pullback $(E . h)$ to a complex with metrics on $X \times \mathbb{C}$. Then, writing $\delta=d z \frac{\partial}{\partial z}+d \bar{z} \frac{\partial}{\partial \bar{z}}$ and $\nabla=\nabla^{+}+\nabla^{-}$, we consider

$$
A_{z}=\nabla+\delta+z v+\bar{z} v^{*}
$$

which is a superconnection on $E$ (over $X \times \mathbb{C}$ ). Let

$$
\eta=\int_{\mathbb{C}} \operatorname{tr}_{s} \exp \left(-A_{z}^{2}\right) \log |z|^{2}
$$

i.e. the integral of the $d z d \bar{z}$ part of $\operatorname{tr}_{s} \exp \left(-A_{z}^{2}\right)$ against $\log |z|^{2}$.

Let * be the operator acting by multiplication by $\left(\frac{1}{2 \pi i}\right)^{p}$ on $A^{p, p}(M)$.
Proposition $2\left(d d^{c} \eta\right)^{*}=\sum_{i \geq 0}(-1)^{i} \operatorname{ch}\left(E_{i}, h_{i}\right)$.
Proof. First we investigate the convergence of $\eta$. Notice that

$$
A_{z}^{2}=|z|^{2}\left(v v^{*}+v^{*} v\right)+R_{z}
$$

where $R_{z}$ has form-degree $\geq 1$ (on $X \times \mathbb{C}$ ), and so $R_{z}$ is nilpotent. Thanks to Duhamel's formula (Chapter V, (15)) we have

$$
\exp \left(-A_{z}^{2}\right)=\sum_{k}(-1)^{k} \int_{\Delta^{k}} \mathrm{e}^{-\left(1-t_{k}\right)|z|^{2} \Delta} R_{z} \cdots R_{z} e^{-t_{1}|z|^{2} \Delta} d t_{1} \cdots d t_{k}
$$

where $\Delta=v v^{*}+v^{*} v$ and the sum is finite $\left(k \leq n=\operatorname{dim}_{\mathbb{C}}(X)\right)$. As $E$ is acyclic, $\Delta$ has a smallest eigenvalue $\lambda>0$. Writing $\|\cdot\|$ for the operator norm, we get

$$
\begin{array}{ll}
\left\|\mathrm{e}^{-\left(t_{j}-t_{j-1}\right)|z|^{2} \Delta}\right\| \leq 1 & \text { for all } j \\
\left\|\mathrm{e}^{-\left(t_{j}-t_{j-1}\right)|z|^{2} \Delta}\right\| \leq \mathrm{e}^{-\lambda \frac{1}{k}|z|^{2}} & \text { for at least one } j
\end{array}
$$

As $R_{z}=\nabla^{2}+v d z+v^{*} \overline{d z}+z \nabla(v)+\bar{z} \nabla\left(v^{*}\right)$ is linear in $z, \bar{z}$, we get:

$$
\left\|\exp \left(-A_{z}^{2}\right)\right\| \leq C\left(1+|z|^{n}\right) \mathrm{e}^{-\frac{\lambda}{n}|z|^{2}}
$$

where $C$ is uniform on $X$.
Similar estimates hold for any number of derivatives of $\exp \left(-A_{z}^{2}\right)$ with respect to $z, \bar{z}$, uniformly with respect to $X$. So we may extend $a(z)=$ $\operatorname{tr}_{s} \exp \left(-A_{z}^{2}\right)$ in a smooth way to $X \times \mathbb{P}^{1}$ by declaring it to be zero on the fiber $X \times\{\infty\}$. As it is closed on the dense open set $X \times \mathbb{C}$ (Proposition 1 ), it is also closed on $X \times \mathbb{P}^{1}$.

We will now make use of the fact, which we do not prove here (but see Proposition 3 below for a proof in a slightly more complicated case), that $a(z) \in \bigoplus_{p>0} A^{p, p}\left(X \times \mathbb{P}^{1}\right)$. This implies that $a(z)$ is not only $d_{X \times \mathbf{P}^{1}}$-closed but also $d_{X \times \mathbf{P}^{1}}^{c}$-closed. Therefore

$$
\begin{aligned}
d_{X} d_{X}^{c} \int_{\mathbf{P}^{1}} a(z) \log |z|^{2} & =\int_{\mathbf{P}^{\mathbf{1}}} d_{X \times \mathbf{P}^{\mathbf{1}}} d_{X \times \mathbf{P}^{\mathbf{1}}}^{c}\left(a(z) \log |z|^{2}\right) \\
& =\int_{\mathbf{P}^{\mathbf{1}}} a(z) \delta \delta^{c} \log |z|^{2} \\
& =i_{0}^{*} a(z)-i_{\infty}^{*} a(z)=i_{0}^{*} a(z)
\end{aligned}
$$

(we used $\delta \delta^{c} \log |z|^{2}=\delta_{0}-\delta_{\infty}$ ).

Finally, $\quad A_{0}^{2}=\nabla^{2}+v d z+v^{*} \overline{d z}$, so $i_{0}^{*} a(z)=\operatorname{tr}_{s} \exp \left(-\nabla^{2}\right)$. Therefore $\left(d d^{c} \eta\right)^{*}=\operatorname{tr}_{s} \exp \left(-\nabla^{2}\right)^{*}=\sum_{i \geq 0}(-1)^{i} \operatorname{ch}\left(E_{i}, h_{i}\right)$.

## 3. The Bott-Chern character class of the relative Dolbeault complex

3.1 Remember that our intention is to prove Theorem VI.4. Using Theorem VI.5, we see that is sufficient to prove Theorem VI. 4 for one choice of the metric $h_{f}$. Using the "locally Kähler" hypothesis we are then reduced to the situation where $X$ itself has a Kähler metric, and where $h_{f}$ is the restriction of this Kähler metric to $T f$. (We shall not prove Theorem VI. 5 in these notes, but Theorem VI. 4 is already of interest under the assumption we just made.)

On $Y$, we have a complex of infinite-dimensional vector bundles

$$
0 \rightarrow D^{0} \xrightarrow{\bar{\partial}} D^{1} \xrightarrow{\bar{\partial}} \cdots \xrightarrow{\bar{\partial}} D^{n} \longrightarrow 0
$$

where $D^{q}(U)=C^{\infty}\left(f^{-1}(U), \Lambda^{q}\left(T f^{* 0,1}\right) \otimes E\right)$ and $\bar{\partial}=\bar{\partial}_{f}$.
In order to define a connection on $D=\bigoplus_{q \geq 0} D^{q}$, we use the orthogonal splitting

$$
T X_{x}=T f_{x} \oplus\left(T X_{x}\right)^{H}
$$

given by the metric on $X$; vectors in $\left(T X_{x}\right)^{H}$ are called horizontal. The map $f$ induces an isomorphism $d_{x} f:\left(T X_{x}\right)^{H} \xrightarrow{\sim} T_{f(x)} Y$ for every point $x \in X$. Therefore any vector field $v$ on $Y$ has an horizontal lift $v^{H}$ on $X$.

Let $\nabla$ be the hermitian holomorphic connection on $(E, h)$ over $X$. Define, for $v \in T Y$ and $\sigma \in D(Y)$,

$$
\begin{equation*}
\tilde{\nabla}_{v}(\sigma)=\nabla_{v^{H}}(\sigma) \tag{3}
\end{equation*}
$$

One checks that, for any $\varphi \in C^{\infty}(Y)$,

$$
\tilde{\nabla}_{\varphi v}(\sigma)=\varphi \tilde{\nabla}_{v}(\sigma)
$$

and

$$
\tilde{\nabla}_{v}(\varphi \sigma)=v(\varphi) \sigma+\varphi \tilde{\nabla}_{v}(\sigma)
$$

So we get a connection on $D$

$$
\tilde{\nabla}: D \longrightarrow A^{1}(Y, D)
$$

As usual, $\tilde{\nabla}$ is extended by the Leibniz rule to act upon $\bigoplus_{j} A^{j}(Y, D)$.
Lemma $2 \quad \tilde{\nabla}$ is unitary for the $L^{2}$-metric on $D$.

Proof. Let $\mu$ be the volume form on $X_{y}$. For $v \in T_{y} Y$ and $s, t$ sections of $D$ in a neighborhood of $y$, we compute the Lie derivative:

$$
\begin{aligned}
d_{v}\langle s, t\rangle & =d_{v}\left(\int_{X_{y}}\langle s(x), t(x)\rangle \mu\right) \\
& =\int_{X_{y}} d_{v^{H}}\langle s(x), t(x)\rangle \mu+\int_{X_{\nu}}\langle s(x), t(x)\rangle d_{v^{H}} \mu .
\end{aligned}
$$

Now

$$
d_{v^{H}}\langle s(x), t(x)\rangle \mu=\left\langle\nabla_{v^{H}}\langle s(x), t(x)\rangle+\left\langle s(x), \nabla_{v^{H}} t(x)\right\rangle\right.
$$

so that

$$
\int_{X_{\nu}} d_{v^{H}}\langle s(x), t(x)\rangle \mu=\left\langle\tilde{\nabla}_{v} s, t\right\rangle+\left\langle s, \tilde{\nabla}_{v} t\right\rangle
$$

So it will be enough to prove $d_{v^{H}}(\mu)=0$.
Trivializing $T f$ near $x \in X_{y}$, we have, up to some constant factor,

$$
\mu=[\operatorname{det}(g)]^{-1 / 2} \prod_{i} d z_{i} \overline{d z_{i}}
$$

where $g$ is the matrix giving the Riemannian metric on $T f$. So we want to prove $d_{v^{H}}(\operatorname{det} g)=0$, and for this it is sufficient to prove $\operatorname{tr} d_{v_{H}} g=0$ because

$$
\operatorname{tr} d_{v^{H}} g=d_{v^{H}}(\log \operatorname{det} g)=\frac{1}{\operatorname{det} g} d_{v^{H}}(\operatorname{det} g) .
$$

Let $\left(e_{i}\right)$ be an orthonormal frame in $(T f)^{1,0}$, and $\left(\bar{e}_{i}\right)$ the conjugate frame of $(T f)^{0,1}$. As $\left\langle e_{i}, e_{i}\right\rangle=1$ identically, we have

$$
\begin{equation*}
0=d_{v^{H}}\left\langle e_{i}, e_{i}\right\rangle=d_{v^{H}}(g)\left(e_{i}, \bar{e}_{i}\right)+\left\langle\left[v^{H}, e_{i}\right], e_{i}\right\rangle+\left\langle e_{i},\left[\overline{v^{H}}, e_{i}\right]\right\rangle \tag{4}
\end{equation*}
$$

Let $\omega$ be the (normalized) Kähler form on $X$ :

$$
\omega(u, v)=\frac{i}{2 \pi}\langle u, \bar{v}\rangle
$$

The Kähler condition $d \omega=0$ gives, for $u, v, t$ any vector fields
$0=t \omega(u, v)+u \omega(v, t)+v \omega(t, u)+\omega([t, u], v)+\omega([u, v], t)+\omega([v, t], u)$.
We write this for $t=v^{H}, u=e_{i}, v=\bar{e}_{i}$ and observe that

$$
v^{H} \omega\left(e_{i}, \bar{e}_{i}\right)=\frac{i}{2 \pi} v^{H}\left\langle e_{i}, e_{i}\right\rangle=0
$$

Furthermore

$$
e_{i} \omega\left(v^{H}, \bar{e}_{i}\right)=\frac{i}{2 \pi} e_{i}\left\langle v^{H}, e_{i}\right\rangle=0
$$

and

$$
\bar{e}_{i} \omega\left(v^{H}, e_{i}\right)=0
$$

because the horizontal space is the orthogonal complement of $T f$. Finally

$$
\omega\left(\left[e_{i}, \bar{e}_{i}\right], v^{H}\right)=0
$$

because $\left[e_{i}, \vec{e}_{i}\right]$ is vertical. So we find from (5)

$$
\omega\left(\left[v^{H}, e_{i}\right], \bar{e}_{i}\right)+\omega\left(\left[\bar{e}_{i}, v^{H}\right], e_{i}\right)=0
$$

As $\omega\left(\left[\bar{e}_{i}, v^{H}\right], e_{i}\right)=\omega\left(e_{i},\left[v^{H}, \bar{e}_{i}\right]\right)$, this gives

$$
\left\langle\left[v^{H}, e_{i}\right], e_{i}\right\rangle+\left\langle e_{i}, \overline{\left[v^{H}, \bar{e}_{i}\right]}\right\rangle=0
$$

Now $\overline{\left[v^{H}, \bar{e}_{i}\right]}=\left[\overline{v^{H}}, e_{i}\right]$. Restricting to real vectors and comparing to (4) above, we get

$$
d_{v^{H}}(g)\left(e_{i}, e_{i}\right)=0,
$$

so $\operatorname{tr} d_{v^{H}}(g)=0$ and we are done.
3.2 Mimicking the finite-dimensional situation of $\S 2$, we introduce the following superconnection on the pull-back of $D$ to $Y \times \mathbb{C}^{*}$ :

$$
B_{z}=\tilde{\nabla}+\delta+z \bar{\partial}+\bar{z} \bar{\partial}^{*}
$$

Lemma 3 The operator $\exp \left(-B_{z}^{2}\right)$ is trace-class.
Proof. We may write $B_{z}^{2}=|z|^{2} \Delta+\Phi$ where $\Phi$ has degree $\geq 1$ and is therefore nilpotent. So $\exp \left(-B_{z}^{2}\right)$ may be defined as the operator with smooth kernel given by Duhamel's formula (which is a finite sum for degree reasons):

$$
\begin{aligned}
& \exp \left(-B_{z}^{2}\right)= \\
& \exp \left(-|z|^{2} \Delta\right)+\sum_{k \geq 1}(-1)^{k} \int_{\Delta^{k}} \mathrm{e}^{-\left(1-t_{k}\right)|z|^{2} \Delta} . \Phi . \cdots . \Phi . \mathrm{e}^{-t_{1}|z|^{2} \Delta} d t_{1} \cdots d t_{k}
\end{aligned}
$$

In particular it is trace-class.

Let

$$
b(z)=\operatorname{tr}_{s} \exp \left(-B_{z}^{2}\right)
$$

Proposition 3 The form $b(z)$ lies in $\bigoplus_{p \geq 0} A^{p, p}\left(Y \times \mathbb{C}^{*}\right)$. It is closed and invariant under rotation.

Proof. If $\theta \in \mathbb{R}$ and $(y, z) \in Y \times \mathbb{C}^{*}$ define $r_{\theta}(y, z)=\left(y, \mathrm{e}^{i \theta} z\right)$. When saying that $b(z)$ is invariant under rotation we mean that $r_{\theta}^{*}(b(z))=b(z)$ for every $\theta \in \mathbb{R}$.

The fact that $b(z)$ is closed is shown as in the finite-dimensional case (Proposition 1). On the other hand, let $\mathcal{B}$ be the subalgebra of

$$
\mathcal{A}=\Gamma\left(Y \times \mathbb{C}^{*}, \operatorname{End}(D)\right) \hat{\otimes}\left(\bigoplus_{p, q} A^{p, q}\left(Y \times \mathbb{C}^{*}\right)\right)
$$

generated as a vector space by forms $\alpha$ of degree $(n, p, q) \in \mathbb{Z} \times \mathbb{N} \times \mathbb{N}$ such that $p=q+n$ and $r_{\theta}^{*} \alpha=\mathrm{e}^{i n \theta} \alpha$, where $n$ is the degree coming from $\operatorname{End}(D)$.

Lemma $4 \quad B_{z}^{2}$ lies in $\mathcal{B}$.
Proof of the Lemma. We compute

$$
\begin{align*}
B_{z}^{2} & =\left(\widetilde{\nabla}+\delta+z \bar{\partial}+\bar{z} \bar{\partial}^{*}\right)^{2} \\
& =\widetilde{\nabla}^{2}+|z|^{2} \Delta+z \widetilde{\nabla}(\bar{\partial})+\bar{z} \tilde{\nabla}\left(\bar{\partial}^{*}\right)+d z \bar{\partial}+\overline{d z} \bar{\partial}^{*} \tag{6}
\end{align*}
$$

and prove that each term in this sum lies in $\mathcal{B}$ :

- Let $\widetilde{\nabla}=\widetilde{\nabla}^{1,0}+\widetilde{\nabla}^{0,1}$. If $v \in T^{0,1} Y$ then $v^{H} \in T^{0,1} X$, and since $\nabla^{0,1}=\bar{\partial}_{E}$, we get $\left(\widetilde{\nabla}^{0,1}\right)^{2}=0$. As $\widetilde{\nabla}$ is unitary this implies $\left(\widetilde{\nabla}^{1,0}\right)^{2}=0$. So $\widetilde{\nabla}^{2}$ is of type $(0,1,1)$. Being independent of $z$ it is also rotation invariant. So it lies in $\mathcal{B}$.
- $|z|^{2} \Delta$ is of type $(0,0,0)$ and invariant by rotation.
- $\quad z \widetilde{\nabla}(\bar{\partial})=z \widetilde{\nabla}^{\mathbf{1 , 0}}(\bar{\partial})$ has type $(1,1,0)$ and clearly $r_{\theta}^{*} z=\mathrm{e}^{i \theta} z$, so it lies in $\mathcal{B}$.
- $\quad z \widetilde{\nabla}\left(\bar{\partial}^{*}\right)=z \widetilde{\nabla}^{0,1}\left(\bar{\partial}^{*}\right)$ by unitarity and the above, so it lies in $\mathcal{B}$; it is of type $(-1,0,1)$.
- $\quad d z \bar{\partial}$ is of type $(1,1,0)$ and clearly $r_{\theta}^{*} d z=\mathrm{e}^{i \theta} d z$ so it lies in $\mathcal{B}$. The same argument applies to $\overline{d z} \bar{\partial}^{*}$.

Now, to prove Proposition 3, notice that $\operatorname{tr}_{s}(\alpha)=0$ if $\alpha$ is of type $(n, p, q)$ with $n \neq 0$. Therefore, if $\alpha \in \mathcal{B}$, then $\operatorname{tr}_{s} \alpha \in \bigoplus_{p} A^{p, p}\left(Y \times \mathbb{C}^{*}\right)$ and it is rotation invariant. According to Lemma 4, this is the case for $\operatorname{tr}_{s} \exp \left(-B_{z}^{2}\right)$. This proves Proposition 3.
3.3 Let us introduce, when $0<t<T$ are two real numbers,

$$
\beta(t, T)=\int_{t \leq|z| \leq T} b(z) \log |z|^{2}
$$

The form $b(z)$ is $\left(d_{Y}+\delta\right)$-closed and it lies in $\bigoplus_{p} A^{p, p}\left(Y \times \mathbb{C}^{*}\right)$, so it is also $\left(d_{Y}^{c}+\delta^{c}\right)$-closed. Hence

$$
d_{Y} d_{Y}^{c} b(z)=-d_{Y} \delta^{c} b(z)=\delta^{c} d_{Y} b(z)=-\delta^{c} \delta b(z)=\delta \delta^{c} b(z)
$$

We deduce that

$$
\begin{aligned}
d_{Y} d_{Y}^{c} \beta(t, T) & =\int_{t \leq|z| \leq T}\left(d_{Y} d_{Y}^{c} b(z)\right) \log |z|^{2} \\
& =\int_{t \leq|z| \leq T}\left(\delta \delta^{c} b(z)\right) \log |z|^{2}
\end{aligned}
$$

Let us apply the Stokes formula to this integral:

$$
\begin{aligned}
d_{Y} d_{Y}^{c} \beta(t, T)= & \int_{t \leq|z| \leq T}\left(\delta^{c} b(z)\right) \delta \log |z|^{2} \\
& +\int_{|z|=T} \delta^{c} b(z) \log |z|^{2}-\int_{|z|=t}\left(\delta^{c} b(z)\right) \log |z|^{2}
\end{aligned}
$$

Using $\delta^{c} \delta \log |z|^{2}=0$ we obtain

$$
\begin{aligned}
d_{Y} d_{Y}^{c} \beta(t, T)= & \int_{|z|=t} b(z) \delta^{c} \log |z|^{2}-\int_{|z|=T} b(z) \delta^{c} \log |z|^{2} \\
& -\int_{|z|=t}\left(\delta^{c} b(z)\right) \log |z|^{2}+\int_{|z|=T}\left(\delta^{c} b(z)\right) \log |z|^{2}
\end{aligned}
$$

If we use polar coordinates $z=r \mathrm{e}^{i \theta}$, we have $4 \pi \delta^{c}=r \frac{\partial}{\partial r} d \theta-\frac{1}{r} \frac{\partial}{\partial \theta} d r$, hence $\delta^{c} \log |z|^{2}=\frac{d \theta}{2 \pi}$. Since $b(z)$ is invariant under rotation, we get finally, with $i_{z}(y)=(y, z)$,
$d_{Y} d_{Y}^{c} \beta(t, T)=i_{t}^{*} b(z)-i_{T}^{*} b(z)-t \log (t) i_{t}^{*}\left(\frac{\partial b}{\partial r}\right)+T \log (T) i_{T}^{*}\left(\frac{\partial b}{\partial r}\right)$.
To proceed further we need to know the behavior of $b(z)$ when $|z| \rightarrow 0$ and $+\infty$.

## 4. The family index theorem

4.1 To study the behavior of $b(z)$ when $|z| \rightarrow 0$ we use the following theorem:

Theorem 1 (Bismut, [B1], [BV], [BGV])

$$
\lim _{t \rightarrow 0}\left[\operatorname{tr}_{s} \exp \left(-\tilde{\nabla}+t D_{y}\right)^{*}\right]^{(\leq 2)}=\left[\int_{X / Y} \operatorname{ch}(E, h) T d(f)\right]^{(\leq 2)}
$$

Here $D_{y}=\sqrt{2}\left(\bar{\partial}+\bar{\partial}^{*}\right)$ is the Dirac operator along the fiber, and $[\alpha]^{(\leq 2)}$ is the sum of the components of degree at most two with respect to $Y$ of the form $\alpha$. This equality may be rewritten

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left[i_{t}^{*} b(z)^{*}\right]^{(\leq 2)}=\left[\int_{X / Y} \operatorname{ch}(E, h) \operatorname{Td}(f)\right]^{(\leq 2)} \tag{8}
\end{equation*}
$$

## Remarks

The proof in [B1] is actually given for arbitrary Dirac operators (on the right-hand side of the formula one uses the $\hat{A}$ genus instead of the Todd genus). Furthermore it is valid in all degrees if one adds to $\tilde{\nabla}+t D_{y}$ a
counterterm $\frac{1}{4 t} \mathrm{c}(T)$, where $c(T)$ is Clifford multiplication by some tensor coming from the fact that the horizontal tangent bundle is not integrable. Since this counterterm has degree bigger than two with respect to $Y$, it does not affect the formula (8). Note also that there is a local equality of forms on $X$ from which Theorem 1 follows by integration along the fibers of $f$.

When $Y$ is a point, we get the theorem of Riemann-Roch-Hirzebruch [Hz]. Indeed, for all $t>0$,

$$
\operatorname{tr}_{s} \exp (-t \Delta)=\chi(E)
$$

is the Euler characteristic of $E$.
4.2 The behavior of $b(z)$ when $|z| \rightarrow \infty$ is given by the following theorem of Berline-Vergne. Let $f: M \rightarrow B$ be a smooth proper map of $C^{\infty}$-manifolds, $E=E^{+} \oplus E^{-}$a super-vector bundle on $M$ with hermitian metric $h, h_{f}$ a Riemannian metric on $T f$, and $u_{y} \in \operatorname{End}\left(V_{y}\right)$ a smooth family of odd, elliptic, formally self-adjoint, first-order differential operators on $V_{y}=\Gamma\left(f^{-1}(y), E\right)$. Choose a connection $\nabla$ on $E$ and define $\tilde{\nabla}$ on $\bigoplus_{j} A^{j}(B, V)$ as we did above in $\S 3.1$. Finally, let $\delta_{t}$ be the scaling operator defined by $\delta_{t}=t^{-n / 2}$ on $A^{n}(B, \operatorname{End}(V)) \quad(t>0)$.
Theorem 2 (Berline-Vergne,[BV], [BGV])Assume that $\operatorname{dim}\left(\operatorname{ker}\left(u_{y}\right)\right)$ is constant in $y$. Then, as $t \rightarrow \infty$,

$$
\operatorname{tr}_{s} \delta_{t} \exp \left(-t A^{2}\right)=\operatorname{tr}_{s} \exp \left(-(P \tilde{\nabla})^{2}\right)+O\left(\frac{1}{\sqrt{t}}\right)
$$

where $A$ is the superconnection $\tilde{\nabla}+u_{y}$ and $P$ is the orthogonal projection onto ker $u_{y}$.

The limit in Theorem 2 is for any $C^{k}$-norm on $B$ and the rest $O\left(\frac{1}{\sqrt{t}}\right)$ is uniform with respect to $y$ (restricted to a compact set).
4.3 We now return to our original situation. We want to apply the Theorem 2 to $f: X \times \mathbb{C}^{*} \rightarrow Y \times \mathbb{C}^{*}$, with $A=\widetilde{\nabla}+\delta+u_{y, z}$ and $u_{y, z}=z \bar{\partial}+\bar{z} \bar{\partial}^{*}$.

First, $u_{y, z}^{2}=|z|^{2} \Delta$ and $\operatorname{ker}\left(u_{y, z}\right)$ is independent of $z$ (and so will be the projection $P$ on this kernel). Notice that it is sufficient to prove the equality of Theorem VI. 4 on a dense open subset $U$ of $Y$ since both sides are smooth forms on $Y$. The following lemma shows that this enables us to assume that the kernel of $u_{y, z}$ has a constant dimension.

Lemma $5 \quad$ There is a dense open subset $U \subset Y$ such that, for every integer $q \geq 0$, the sheaf $R^{q} f_{*} E$ is locally free on $U$.

Proof. This is true for any coherent $\mathcal{O}_{Y}$-module $M$ instead of $R^{q} f_{*} E$. In the case where $M$ admits a resolution of length one

$$
0 \longrightarrow P_{1} \xrightarrow{v} P_{0} \longrightarrow M \longrightarrow 0
$$

by vector bundles, $\operatorname{rank}_{y}(M)=\operatorname{corank}_{y}(v)$ is constant outside of a subvariety defined by the vanishing of certain minors of $v$, and on this open set $M$ is locally free. In general, starting from a resolution

$$
0 \longrightarrow P_{n} \xrightarrow{v_{n}} P_{n-1} \longrightarrow \cdots \longrightarrow P_{0} \xrightarrow{v_{0}} M \longrightarrow 0
$$

with vector bundles, we apply the preceeding argument to coker $v_{n}$ and, by induction on $n$, we deduce the result for $M$.

From now on, until the end of this chapter, we shall assume that $R^{q} f_{*} E$ is locally free on $Y$. This is made possible by the previous lemma and the discussion before it.
Lemma 6 Decompose $b(z)=b(z)^{[0]}+b(z)^{[1]}+b(z)^{[2]}$ according to the degree on $\mathbb{C}^{*}$. Then, uniformly on $Y$,

$$
\begin{aligned}
& b(z)^{[0]}=\operatorname{tr}_{s} \exp \left(-(P \widetilde{\nabla})^{2}\right)+O\left(\frac{1}{|z|}\right), \\
& b(z)^{[1]}=O\left(\frac{1}{|z|^{2}}\right), \\
& b(z)^{[2]}=O\left(\frac{1}{|z|^{3}}\right),
\end{aligned}
$$

and

$$
\frac{\partial}{\partial r} b(r)^{[0]}=O\left(\frac{1}{r^{2}}\right)
$$

Proof. Recall from (6) that

$$
\begin{equation*}
B_{z}^{2}=\widetilde{\nabla}^{2}+|z|^{2} \Delta+z \widetilde{\nabla}(\bar{\partial})+\bar{z} \widetilde{\nabla}\left(\bar{\partial}^{*}\right)+d z \bar{\partial}+\overline{d z} \bar{\partial}^{*} \tag{9}
\end{equation*}
$$

From this we get
$\delta_{t}\left(t B_{z}^{2}\right)=\widetilde{\nabla}^{2}+t|z|^{2} \Delta+\sqrt{t} z \widetilde{\nabla}(\bar{\partial})+\sqrt{t} \bar{z} \widetilde{\nabla}\left(\bar{\partial}^{*}\right)+\sqrt{t} d z \bar{\partial}+\sqrt{t} d \bar{z} \bar{\partial}^{*}$.
Let $\gamma_{t}$ be the scaling operator on $\mathcal{A}$ sending $d z$ to $\sqrt{t} d z$, and $d \bar{z}$ to $\sqrt{t} d \bar{z}$
. We deduce from the two equalities (9) and (10) above that

$$
\begin{equation*}
\delta_{t}\left(t B_{z}^{2}\right)=\gamma_{t} B_{\sqrt{t} z}^{2} \tag{11}
\end{equation*}
$$

in other words $\delta_{t}\left(t B_{z}^{2}\right)$ is the pull-back of $B_{z}^{2}$ under the map $z \rightarrow \sqrt{t} z$.
Writing the equality (11) at the point $z=1$ and $t=r^{2}$ we get:

$$
\delta_{r^{2}} \exp \left(-r^{2} B_{z}^{2}\right)_{\mid z=1}=\gamma_{r^{2}} \exp \left(-B_{z}^{2}\right)_{\mid z=r}
$$

Then Theorem 2, when applied to $Y \times \mathbb{C}^{*}$ and $A=B_{z}$, gives

$$
\begin{equation*}
\operatorname{tr}_{s} \delta_{r^{2}} \exp \left(-r^{2} B_{z}^{2}\right)=\operatorname{tr}_{s} \exp \left(-(P \widetilde{\nabla})^{2}\right)+O(1 / r) \tag{12}
\end{equation*}
$$

where $O(1 / r)$ is uniform on $U \times S^{1}$ for any relatively compact open subset $U \subset Y$. Notice that $P \delta=\delta P$ and $\widetilde{\nabla} \delta=-\delta \widetilde{\nabla}$ so that $(P(\tilde{\nabla}+\delta))^{2}=$ $(P \widetilde{\nabla})^{2}$. Restricting $z$ to $1,(11)$ and (12) become

$$
\begin{equation*}
\operatorname{tr}_{s} \gamma_{r^{2}} \exp \left(-B_{z}^{2}\right)_{\mid z=r}=\operatorname{tr}_{s} \exp \left(-(P \widetilde{\nabla})^{2}\right)+O(1 / r) \tag{13}
\end{equation*}
$$

Now $\operatorname{tr}_{s} \exp \left(-(P \widetilde{\nabla})^{2}\right)$ is of degree 0 with respect to $\mathbb{C}^{*}$. So using the fact that $\gamma_{r^{2}}$ is $r$ on 1 -forms and $r^{2}$ on $d z \overline{d z}$, we obtain the first three equalities of the lemma, since $b(z)$ is invariant under rotation. Here the equality

$$
b(z)^{[1]}=O\left(\frac{1}{|z|^{2}}\right)
$$

means that the form $b(z)^{[1]}$ can be written $\alpha d z+\beta d \bar{z}$ with $\alpha=O\left(\frac{1}{|z|^{2}}\right)$ and $\beta=O\left(\frac{1}{|z|^{2}}\right)$, and similarly for $b(z)^{[2]}=O\left(\frac{1}{|z|^{3}}\right)$.

We know by Proposition 3 that $b(z)$ is $d_{Y \times} \mathbf{C}^{*}$-closed. Moreover $\frac{\partial}{\partial \bar{\theta}} b(z)=0$ since $b(z)$ is invariant under rotation. Therefore

$$
\begin{equation*}
\frac{\partial}{\partial r}(b(z)) d r=-d_{Y} b(z) \tag{14}
\end{equation*}
$$

By the Remark after Theorem 2, the above proof also gives $d_{Y} b(z)^{[1]}=$ $O\left(\frac{1}{|z|^{2}}\right)$. So

$$
\frac{\partial}{\partial r}(b(r))^{[0]}=O\left(\frac{1}{r^{2}}\right)
$$

4.4 Denote by ( $R^{q} f_{*} E, L^{2}$ ) the bundle $R^{q} f_{*} E$ on $Y$, endowed with its $L^{2}$ metric.

Lemma $7 \quad \operatorname{tr}_{s} \exp \left(-(P \tilde{\nabla})^{2}\right)^{*}=\sum_{q \geq 0}(-1)^{q} \operatorname{ch}\left(R^{q} f_{*} E, L^{2}\right)$.
Proof. It is sufficient to prove that $P \tilde{\nabla}$ is the hermitian holomorphic connection on $\bigoplus_{q \geq 0} R^{q} f_{*} E$ for the $L^{2}$-metric. Since $\tilde{\nabla}_{\tilde{v}^{2}}^{0,1}=\bar{\partial}_{v^{H}}$ commutes with $\bar{\partial}_{X_{y}}$, it preserves ker $\Delta^{q}=\left(R^{q} f_{*} E\right)_{y}$, and $(P \tilde{\nabla})^{0,1}=\bar{\partial}_{R^{q} f_{*} E}$. On the other hand, given $s, t$ in $\operatorname{ker} \Delta^{q}$ and $v$ in $T Y$, we have

$$
v\langle s, t\rangle=\left\langle\tilde{\nabla}_{v} s, t\right\rangle_{L^{2}}+\left\langle s, \tilde{\nabla}_{v} t\right\rangle_{L^{2}}=\left\langle P \tilde{\nabla}_{v} s, t\right\rangle_{L^{2}}+\left\langle s, P \tilde{\nabla}_{v} t\right\rangle_{L^{2}}
$$

This proves that $P \tilde{\nabla}$ is unitary.

## 5. Conclusion

5.1 We may now take the limit as $T \rightarrow \infty$ and $t \rightarrow 0$ in the formula
(7) for $d_{Y} d_{Y}^{c} \beta(t, T)$. First, using Lemmas 6 and 7, we get
$\lim _{T \rightarrow \infty} d_{Y} d_{Y}^{c} \beta(t, T)^{*}=$

$$
i_{t}^{*} b(z)^{*}-\sum_{q \geq 0}(-1)^{q} \operatorname{ch}\left(R^{q} f_{*} E, L^{2}\right)-t \log (t) i_{t}^{*}\left(\frac{\partial b}{\partial r}\right)^{*}
$$

Moreover, the estimate $b(z)^{[2]}=O\left(\frac{1}{\left[\left.z\right|^{3}\right.}\right)$ shows the existence of

$$
\beta(t)=\lim _{T \rightarrow \infty} \beta(t, T)=\int_{|z| \geq t} b(z) \log |z|^{2}
$$

and we may differentiate with respect to the $Y$-coordinates to get:

$$
\begin{equation*}
d_{Y} d_{Y}^{c} \beta(t)^{*}=i_{t}^{*} b(z)^{*}-\sum_{q \geq 0}(-1)^{q} \operatorname{ch}\left(R^{q} f_{*} E, L^{2}\right)-t \log (t) i_{t}^{*}\left(\frac{\partial b}{\partial r}\right)^{*} \tag{15}
\end{equation*}
$$

We now study the behavior as $t \rightarrow 0$ of both sides of (15). First recall that

$$
\begin{equation*}
\beta(t)=\int_{|z| \geq t} b(z) \log |z|^{2} \tag{16}
\end{equation*}
$$

and, from (9), the component of $b(z)$ of degree 0 on $Y$ is

$$
b(z)^{(0)}=\operatorname{tr}_{s} \exp \left(-|z|^{2} \Delta-d z \bar{\partial}-d \bar{z} \bar{\partial}^{*}\right)
$$

Using Duhamel's formula (Chapter $\mathrm{V},(15)$ ) and the fact that $\mathrm{tr}_{s}$ vanishes on supercommutators, this is equal to

$$
b(z)^{(0)}=\operatorname{tr}_{s}\left((1-d z \bar{\partial}) \exp \left(-|z|^{2} \Delta-d \bar{z} \bar{\partial}^{*}\right)\right)
$$

Now $\Delta$ commutes with $\bar{\partial}$ and $\bar{\partial}^{*}$. So we can use again Duhamel's formula and the fact that $\operatorname{tr}_{s}$ vanishes on supercommutators to get

$$
\begin{equation*}
b(z)^{(0)}=\operatorname{tr}_{s}\left((1-d z \bar{\partial})\left(1-d \bar{z} \bar{\partial}^{*}\right) \exp \left(-|z|^{2} \Delta\right)\right) \tag{17}
\end{equation*}
$$

Because $\Delta$ is a smooth family of generalized Laplacians on $X \xrightarrow{f} Y$ we deduce from this formula the existence of an asymptotic development, as $t \rightarrow 0$,

$$
\begin{equation*}
b(t)^{(0)}=\sum_{i \geq-n} b_{i}^{(0)} t^{i} \tag{18}
\end{equation*}
$$

From (16) and (18) we get an asymptotic development

$$
\beta(t)^{(0)}=\sum_{i \geq-n} \beta_{i} t^{i}+\sum_{j \geq-n} \gamma_{j} t^{j} \log (t)
$$

where $\beta_{i}$ and $\gamma_{j}$ are smooth functions on $Y$. In particular, we may consider

$$
\begin{equation*}
\beta_{0}=: \text { finite part of } \int_{|z| \geq t} b(z)^{(0)} \log |z|^{2} \tag{19}
\end{equation*}
$$

which plays the role of a first Bott-Chern class for the Dolbeault complex.

Now let us look at $i_{t}^{*}\left(\frac{\partial b}{\partial r}\right)^{*}$ as $t$ goes to zero. Recall from (14) that

$$
\begin{equation*}
\frac{\partial}{\partial r}(b(z)) d r=-d_{Y} b(z) . \tag{20}
\end{equation*}
$$

Using polar coordinates $z=r \mathrm{e}^{i \theta}$ and (9), we get
$b(z)=\operatorname{tr}_{s} \exp \left(-\left(\tilde{\nabla}^{2}+r^{2} \Delta+r \tilde{\nabla}(\bar{\partial})+r \tilde{\nabla}\left(\bar{\partial}^{*}\right)+d r\left(\bar{\partial}+\bar{\partial}^{*}\right)+i r d \theta\left(\bar{\partial}-\bar{\partial}^{*}\right)\right)\right)$.
The component of $b(z)^{(1)}$ involving only $d r$ may be computed from (20) as in (17). It is equal to

$$
\begin{align*}
\operatorname{tr}_{s} & \left.\exp \left(-\left(r^{2} \Delta+r \tilde{\nabla}(\bar{\partial})+r \tilde{\nabla}(\bar{\partial})^{*}+d r\left(\bar{\partial}+\bar{\partial}^{*}\right)\right)\right)\right)^{(1)} \\
& =r \operatorname{tr}_{s}\left(\left(\bar{\partial}+\bar{\partial}^{*}\right)\left(\tilde{\nabla}\left(\bar{\partial}+\bar{\partial}^{*}\right)\right) \exp \left(-r^{2} \Delta\right)\right) d r . \tag{21}
\end{align*}
$$

Using (21) and applying $d_{Y}$ to (20), we see that $i_{t}^{*}\left(\frac{\partial b}{\partial r}\right)^{*}$ has an asymptotic development $\sum_{i \geq-n} \alpha_{i} t^{i}$ as $t \rightarrow 0$.

Finally, recall from (8) that

$$
\lim _{t \rightarrow 0}\left[i_{t}^{*} b(z)^{*}\right]^{(2)}=\left[\int_{X / Y} \operatorname{ch}(E, h) T d(f)\right]^{(2)} .
$$

So, if we take the finite part of the component of degree two on $Y$ in (15), we get, by the uniqueness of asymptotic developments,

$$
\begin{equation*}
d_{Y} d_{Y}^{c}\left(\beta_{0}\right)^{*}=f_{*}(\operatorname{ch}(E, h) T d(f))^{(2)}-c_{1}\left(\lambda(E)_{L^{2}}\right) . \tag{22}
\end{equation*}
$$

5.2 What remains to be proved is the following

Lemma $8\left(d_{Y} d_{Y}^{c} \beta_{0}^{(0)}\right)^{*}=-d_{Y} d_{Y}^{c} T(E)$, where $T(E)$ is the analytic torsion.

Proof. From (17) we deduce that the coefficient of $r d r d \theta$ in $b(z)^{(0)}$ is equal to

$$
-i \operatorname{tr}_{s}\left(\left(\bar{\partial}+\bar{\partial}^{*}\right)\left(\bar{\partial}-\bar{\partial}^{*}\right) \exp \left(-|z|^{2} \Delta\right)\right)
$$

Therefore

$$
\beta(t)^{(0)}=-4 \pi i \int_{t}^{\infty} \operatorname{tr}_{s}\left(\left(\bar{\partial}+\bar{\partial}^{*}\right)\left(\bar{\partial}-\bar{\partial}^{*}\right) \exp \left(-r^{2} \Delta\right)\right) r \log r d r
$$

Let $N$ be the "number operator" acting by multiplication by $q$ on $D^{q}$. Clearly $[N, \bar{\partial}]=\bar{\partial}$ and $\left[N, \bar{\partial}^{*}\right]=-\bar{\partial}^{*}$. So

$$
\left(\bar{\partial}+\bar{\partial}^{*}\right)\left(\bar{\partial}-\bar{\partial}^{*}\right)=\left(\bar{\partial}+\bar{\partial}^{*}\right)\left[N, \bar{\partial}+\bar{\partial}^{*}\right]=\left(\bar{\partial}+\bar{\partial}^{*}\right) N\left(\bar{\partial}+\bar{\partial}^{*}\right)-N \Delta .
$$

Furthermore, since $\bar{\partial}+\bar{\partial}^{*}$ commutes with $\Delta=\left(\bar{\partial}+\bar{\partial}^{*}\right)^{2}$,

$$
\begin{aligned}
\operatorname{tr}_{s}\left(\left(\left(\bar{\partial}+\bar{\partial}^{*}\right) N\left(\bar{\partial}+\bar{\partial}^{*}\right)\right.\right. & \left.\exp \left(-r^{2} \Delta\right)\right) \\
& =-\operatorname{tr}_{s}\left(N\left(\bar{\partial}+\bar{\partial}^{*}\right) \exp \left(-r^{2} \Delta\right)\left(\bar{\partial}+\bar{\partial}^{*}\right)\right) \\
& =-\operatorname{tr}_{s}\left(N \Delta \exp \left(-r^{2} \Delta\right)\right)
\end{aligned}
$$

So

$$
\beta(t)^{(0)}=8 \pi i \int_{t}^{\infty} \operatorname{tr}_{s}\left(N \Delta \exp \left(-r^{2} \Delta\right)\right) r \log r d r
$$

The change of variable $u=r^{2}$ gives

$$
\beta(t)^{(0)}=2 \pi i \int_{t^{2}}^{\infty} \operatorname{tr}_{s}(N \Delta \exp (-u \Delta)) \log u d u
$$

Let $\theta(u)=\operatorname{tr}_{s}^{\prime}(N \exp (-u \Delta))$ be the supertrace of the restriction of $N \exp (-u \Delta)$ to the orthogonal complement to $\operatorname{Ker}(\Delta)$. We have

$$
\frac{\partial}{\partial u} \theta(u)=-\operatorname{tr}_{s}(N \Delta \exp (-u \Delta))
$$

Integrating by parts, we find:

$$
\begin{equation*}
\beta(t)^{(0)}=2 \pi i \theta\left(t^{2}\right) \log (t)+2 \pi i \int_{t^{2}}^{\infty} \theta(u) \frac{d u}{u} . \tag{23}
\end{equation*}
$$

We know that $\theta(u)$ as an asymptotic development $\sum_{i \geq-n} \theta_{i} u^{i}$ as $u \rightarrow 0$, so

$$
\beta_{0}^{(0)}=\text { finite part of } 2 \pi i \int_{t^{2}}^{\infty} \theta(u) \frac{d u}{u} .
$$

By definition of $N$, we also have

$$
\sum_{q \geq 0}(-1)^{q} q \zeta_{q}(s)=\frac{1}{\Gamma(s)} \int_{0}^{\infty} \theta(u) u^{s} \frac{d u}{u}
$$

Call this function $\zeta(s)$. By Theorem V.1, with $\epsilon=t^{2}$, we get

$$
\begin{equation*}
\frac{1}{2 \pi i} \beta_{0}^{(0)}=\zeta^{\prime}(0)-\gamma \zeta(0) \tag{24}
\end{equation*}
$$

As $\zeta^{\prime}(0)=-T(E)$ the conclusion of Lemma 8 will follow from
Lemma $9 \quad$ On $Y$ we have $d_{Y} d_{Y}^{c} \zeta(0)=0$.
Proof. (This proof was explained to us by J.-M. Bismut.) Let $a>0$ be a positive real number and let us multiply the metric $h_{f}$ on $T f$ by $a$. By definition (see $\S$ V.2.2), the $L^{2}$-metric on $A^{0, q}\left(X_{y}, E\right), y \in Y(\mathbb{C})$, is multiplied by $a^{d-q}$ for all $q \geq 0$. It follows that $\bar{\partial}^{*}$, hence $\Delta$, is multiplied by $a$. From Lemma V.2, $\zeta(0)$ is unchanged and $\zeta^{\prime}(0)$ gets replaced by $\zeta^{\prime}(0)+\log (a) \zeta(0)$. Therefore, by $(24), \frac{1}{2 \pi i} \beta_{0}^{(0)}$ becomes $\frac{1}{2 \pi i} \beta_{0}^{(0)}+\log (a) \zeta(0)$.

On the other hand, let us look at the right-hand side of equation (22). We claim that it does not change when multiplying $h_{f}$ by $a$. Indeed, the hermitian holomorphic connection of ( $T f, h_{f}$ ), hence the form $\operatorname{Td}\left(T f, h_{f}\right)$, remains unchanged. Furthermore, the $L^{2}$-metric on $\lambda(E)$ is multiplied by a constant, hence $c_{1}\left(\lambda(E)_{L^{2}}\right)$ is also unchanged.

From these facts and (22) applied to $h_{f}$ and $a h_{f}$ we conclude that $d_{Y} d_{Y}^{c} \zeta(0)=0$.
5.4 We can now conclude the proof of:

Theorem VI. 4 Assume that $f$ is locally Kähler, i.e., for every $y \in$ $Y$, there is a neighborhood $U$ of $y$ such that $f^{-1}(U)$ has a Kähler metric. Then

$$
c_{1}\left(\lambda(E)_{Q}\right)=f_{*}\left(\operatorname{ch}(E, h) T d\left(T f, h_{f}\right)\right)^{(2)}
$$

where $\operatorname{Td}\left(T f, h_{f}\right)$ is the Todd form of $\left(T f, h_{f}\right)$ and (. $)^{(2)}$ denotes the component of degree 2.

Proof. Recall that we can assume that $R^{q} f_{*} E$ is locally free on $Y$. By combining Lemma 8 and the equality (22), we then get

$$
-d d^{c} T(E)=f_{*}(\operatorname{ch}(E, h) T d(f))^{(2)}-c_{1}\left(\lambda(E)_{L^{2}}\right)
$$

But $h_{Q}=h_{L^{2}} \exp (T(E))$ so

$$
c_{1}\left(\lambda(E)_{Q}\right)=c_{1}\left(\lambda(E)_{L^{2}}\right)-d d^{c} T(E)
$$

The conclusion follows.

### 5.5 Remark

It would be interesting to give an axiomatic definition of Quillen's metric, analogous to the axioms of Theorem IV. 2 for the Bott-Chern character forms. We know the curvature of Quillen's metric, but how can it be normalized? Finding such an axiomatic description might lead to a simpler proof of the arithmetic Riemann-Roch-Grothendieck theorem (Theorem VIII. $1^{\prime}$ ), by checking the axioms for both sides of the equality; $\S V .1 .3 .3$ might be of some use for this project.

## The Arithmetic Riemann-Roch-Grothendieck Theorem

In this final chapter we shall give an arithmetic Riemann-Roch-Grothendieck theorem (Theorem 1) for the determinant of the cohomology, and deduce from it an estimate for the smallest size of non-zero sections of powers of ample line bundles on arithmetic varieties, a result we announced in the Introduction.

The arithmetic Riemann-Roch-Grothendieck theorem (Theorem 1) combines the, somewhat classical, algebraic Riemann-Roch-Grothendieck theorem for higher Chow groups with the computation we made in the previous chapter of the curvature of the Quillen metric on the determinant of the cohomology. There exists a more precise theorem, Theorem 1', but its proof is very long and will not be given here. It is not needed for the application.

To get bounded sections of powers of ample line bundles (Theorem 2) we combine Theorem 1 with Minkowski's theorem, a lemma of Gromov, and a result of Bismut-Vasserot about the asymptotic behavior of the analytic torsion of powers of a given line bundle, the proof of which is only sketched.

## 1. The arithmetic Riemann-Roch-Grothendieck theorem

1.1 Let $f: X \rightarrow Y$ be a projective and flat map between arithmetic varieties, i.e. regular, projective flat schemes over $\operatorname{Spec} \mathbb{Z}$. We assume that the restriction of $f$ to the generic fiber $X_{\mathbb{Q}}$ is smooth. Let $\bar{E}=$
( $E, h$ ) be an hermitian vector bundle over $X$. Finally, choose a metric on the relative tangent space $\left.T f\right|_{X(\mathbb{C})}$ invariant under complex conjugation and such that the restriction to $f^{-1}(y)$ is Kähler for every $y \in Y(\mathbb{C})$. We may consider, as in Chapter VI, the determinant of cohomology, i.e. the line bundle $\lambda(\bar{E})_{Q}$ on $Y$, equipped with its Quillen metric. Our goal is to give a formula for its first Chern class $\hat{c}_{1}\left(\lambda(\bar{E})_{Q}\right) \in \widehat{C H}^{1}(Y)$.

To the hermitian bundle $\bar{E}$ is associated its arithmetic Chern character

$$
\widehat{\operatorname{ch}}(E, h) \in \widehat{C H}(X)_{\mathbb{Q}}=\bigoplus_{p \geq 0} \widehat{C H}^{p}(X)_{\mathbb{Q}}
$$

defined in §IV.4. We need also a Todd genus for the map $f$. To define it, let us consider a factorisation of $f$ :

where $i$ is a closed embedding, and $p$ a projective bundle over $Y$. Let $N$ be the normal bundle of $X$ in $\mathbb{P}(E)_{Y}$, and $i^{*} T p$ the restriction to $X$ of the relative tangent bundle to the projection $p$. On $X(\mathbb{C})$ we have an exact sequence of holomorphic bundles

$$
\mathcal{E}: 0 \longrightarrow T f_{\mathbb{C}} \longrightarrow i^{*} T p_{\mathbb{C}} \longrightarrow N_{\mathbb{C}} \longrightarrow 0
$$

Let us choose hermitian metrics on $N$ and $i^{*} T p$. As was noticed in §IV.3.3 (see also [GS3]), by the same construction as in Theorem IV.2, one gets a secondary characteristic class $\widetilde{T d}(\mathcal{E}) \in \tilde{A}(X)$ such that

$$
\begin{equation*}
d d^{c}(\widetilde{T d}(\mathcal{E}))=T d(\overline{T f}) T d(\bar{N})-T d\left(i^{*} \overline{T p}\right) \tag{1}
\end{equation*}
$$

Moreover we have the arithmetic Todd classes $\widehat{T d}\left(i^{*} \widehat{T p}\right) \in \widehat{C H}(X)_{\mathbb{Q}}$ and $\widehat{T d}(\bar{N}) \in \widehat{C H}(X)_{\mathbb{Q}}$ defined in §IV.4.6.

Now we define

$$
\begin{equation*}
\widehat{T d}(f)=\widehat{T d}\left(i^{*} \overline{T p}\right) \widehat{T d}(\bar{N})^{-1}+a\left(\widetilde{T d}(\mathcal{E}) T d(\bar{N})^{-1}\right) \in \widehat{C H}(X)_{\mathbb{Q}} \tag{2}
\end{equation*}
$$

recall that the map $a: \tilde{A}(X) \rightarrow \widehat{C H}(X)$ was defined in Chapter III as sending $\eta$ to the class of $(0, \eta)$. If $f$ is smooth, $\widehat{T d}(f)$ is the Todd class of the relative tangent bundle to $f$. It can be shown in general that it is independent of the choice of $i, p$ and the metrics on $N$ and $i^{*} T p$; see [GS8].

We may now consider the element

$$
\begin{equation*}
\delta(\bar{E})=\hat{c}_{1}\left(\lambda(\bar{E})_{Q}\right)-f_{*}(\widehat{\operatorname{ch}}(E, h) \widehat{T d}(f))^{(1)} \tag{3}
\end{equation*}
$$

in $\widehat{C H}^{1}(X)_{\mathbb{Q}}$, where $\alpha^{(1)}$ denotes the component of degree one of $\alpha \in$ $\widehat{C H}(X)_{\mathbb{Q}}$.

Theorem 1 There is a morphism

$$
\delta: K_{0}\left(X_{\mathbb{Q}}\right) \rightarrow H^{0,0}(Y) / \rho\left(C H^{1,0}(Y)\right)_{\mathbb{Q}}
$$

such that $a(\delta([E]))=\delta(\bar{E})$.
Proof. We first show that $\delta(\bar{E})$ lies in $H^{0,0}(Y) / \rho\left(C H^{(1,0)}(Y)\right)_{\mathbb{Q}}$. Recall from Theorem III. 1 that there is an exact sequence

$$
C H^{1,0}(Y) \xrightarrow{\rho} H^{0,0}(Y) \xrightarrow{a} \widehat{C H}^{1}(Y) \xrightarrow{(z, \omega)} C H^{1}(Y) \oplus A^{1,1}(Y) .
$$

We have to show that $(z, \omega)(\delta(\bar{E}))=0$. The cycle component is

$$
z(\delta(\bar{E}))=c_{1}(\lambda(E))=f_{*}(\operatorname{ch}(E) T d(f))^{(1)} \in C H^{1}(Y)_{\mathbb{Q}}
$$

It vanishes because of the Riemann-Roch-Grothendieck theorem for (classical) Chow groups; see [GBI], [S1].

Let us now compute the form $\omega(\delta(\bar{E}))$. From (1) and (2) we deduce that

$$
\omega(\widehat{T d}(f))=T d\left(i^{*} \overline{T p}\right) T d(\bar{N})^{-1}+d d^{c}\left(\tilde{T} d(\mathcal{E}) T d(\bar{N})^{-1}\right)=T d\left(\overline{T f_{\mathbb{C}}}\right)
$$

in $A(X)$. Therefore

$$
\begin{aligned}
\omega\left(f_{*}(\widehat{\operatorname{ch}}(\bar{E}) \widehat{T d}(f))\right)^{(2)} & =f_{*}(\operatorname{ch}(E, h) \omega(\widehat{T d}(f)))^{(2)} \\
& =f_{*}\left(\operatorname{ch}(E, h) T d\left(T f, h_{f}\right)\right)^{(2)} \\
& =c_{1}\left(\lambda(E)_{Q}\right) \quad \text { by Theorem V.4. }
\end{aligned}
$$

In other words $\omega(\delta(\bar{E}))=0$ and $\delta(\bar{E})$ is the image by $a$ of a class in $H^{0,0}(Y) /(\operatorname{im} \rho)_{\mathbb{Q}}$.

Our second step is to show that $\delta(\bar{E})$ depends only on the class of $E$ in $K_{0}(X)$. Let

$$
\mathcal{E}: 0 \longrightarrow S \longrightarrow E \longrightarrow Q \longrightarrow 0
$$

be an exact sequence of bundles on $X$, endowed with metrics $h^{\prime}, h, h^{\prime \prime}$. We want to show that $\delta(\bar{E})=\delta(\bar{S})+\delta(\bar{Q})$. By the Corollary VI.1, we have

$$
\hat{c}_{1}\left(\lambda(\bar{E})_{Q}\right)=\hat{c}_{1}\left(\lambda(\bar{S})_{Q}\right)+\hat{c}_{1}\left(\lambda(\bar{Q})_{Q}\right)-a\left(\int_{X / Y} \tilde{\operatorname{ch}}(\mathcal{E}) T d\left(\overline{T f_{\mathbb{C}}}\right)\right)^{(0)}
$$

Furthermore, by Proposition IV.1,

$$
\widehat{\operatorname{ch}}(E, h)=\widehat{\operatorname{ch}}\left(S, h^{\prime}\right)+\widehat{\operatorname{ch}}\left(Q, h^{\prime \prime}\right)-a(\widetilde{\operatorname{ch}}(\mathcal{E})),
$$

therefore
$f_{*}(\widehat{\operatorname{ch}}(\bar{E}) \widehat{T d}(f))$

$$
=f_{*}(\widehat{\operatorname{ch}}(\bar{S}) \widehat{T d}(f))+f_{*}(\widehat{\operatorname{ch}}(\bar{Q}) \widehat{T d}(f))+f_{*}(a(\widetilde{\operatorname{ch}}(\mathcal{E})) \widehat{T d}(f))
$$

Finally, using Chapter III, (3), we get

$$
f_{*}(a(\tilde{\operatorname{ch}}(\mathcal{E})) \widehat{T d}(f))=a\left(\int_{X / Y} \tilde{\operatorname{ch}}(\mathcal{E}) T d\left(\overline{T f_{\mathbb{C}}}\right)\right)
$$

We conclude that $\delta(\bar{E})=\delta(\bar{S})+\delta(\bar{Q})$. In other words, $\delta(\bar{E})$ is independent of the metric on $E$, and there is a morphism

$$
\delta: K_{0}(X) \longrightarrow H^{0,0}(Y) /(\operatorname{im} \rho)_{\mathbb{Q}}
$$

such that $a(\delta([E]))=\delta(\bar{E})$.

Finally, let us prove that $\delta$ factors via $K_{0}\left(X_{\mathbb{Q}}\right)$. We have

$$
\operatorname{ker}\left(K_{0}(X) \longrightarrow K_{0}\left(X_{\mathbb{Q}}\right)\right)=\operatorname{im}\left(K_{0}(X)_{\mathrm{fin}} \longrightarrow K_{0}(X)\right)
$$

where $K_{0}(X)_{\mathrm{fin}}=\bigoplus_{p} K_{0}^{X_{p}}(X)$ is the Grothendieck group of $X$ with support in finite fibers. There is a commutative diagram:

where $\varphi$ maps the cycle $Z$ to the class of $(Z, 0)$. If $x \in K_{0}(X)_{\text {fin }}$ the equality

$$
\delta(x)=\varphi\left(\mathrm{c}_{1}\left(f_{*}(x)\right)-f_{*}(\operatorname{ch}(x) T d(f))^{(1)}\right)=0
$$

follows from the Riemann-Roch-Grothendieck theorem with supports [S1]. So $\delta$ factors via $K_{0}\left(X_{\mathbb{Q}}\right)$.
1.2 It follows from Theorem VI. 5 that $\delta([E])$ is independent of the choice of the metric on $T f_{\mathbb{C}}$. In fact there is a precise formula for $\delta$. To state it, we let $\zeta(s)$ be the Riemann zeta function and $\zeta^{\prime}(s)$ its derivative. Given an holomorphic vector bundle $E$ on a complex manifold $X$, we may define as follows a characteristic class $R(E) \in H^{*}(X, \mathbb{R})$ in the real cohomology of $X$. The class $R$ commutes with pull-back $\left(R\left(f^{*}(E)\right)=\right.$ $f^{*}(R(E))$ ), it is additive on exact sequences, and its value on a line bundle $L$ with first Chern class $c_{1}(L) \in H^{2}(X, \mathbb{R})$ is
$R(L)=\sum_{m \text { odd } \geq 1}\left(2 \zeta^{\prime}(-m)+\zeta(-m)\left(1+\frac{1}{2}+\cdots+\frac{1}{m}\right)\right) \frac{c_{1}(L)^{m}}{m!} \in H^{*}(X)$.
In the situation of $\S 1.1$, let $\operatorname{ch}\left(E_{\mathbb{C}}\right) \in H^{*}(X, \mathbb{R})$ be the usual Chern character of the holomorphic bundle $E_{\mathbb{C}}$ induced by $E$, and $T d\left(T f_{\mathbb{C}}\right) \in$ $H^{*}(X, \mathbb{R})$ the Todd class of the relative tangent space. Recall that $H^{p, p}(Y) \subset \widehat{A^{p, p}}(Y)$ is mapped by $a$ into $\widehat{C H}(Y)_{\mathbb{Q}}$.

Theorem 1' [GS7]The following equality holds:

$$
\delta(\bar{E})=a\left(f_{*}\left(\operatorname{ch}\left(E_{\mathbb{C}}\right) T d\left(T f_{\mathbb{C}}\right) R\left(T f_{\mathbb{C}}\right)\right)^{(0)}\right)
$$

1.3 The proof of Theorem $1^{\prime}$ is much harder than the proof of Theorem 1. It was obtained in [GS7] and [GS8] by combining the work of several people ([B2], [B3], [BL], [BGS2], [BGS3], [GS5]). It can be extended to the case where $X$ and $Y$ are only quasi-projective, $Y$ is regular, and the restriction of $f$ to the generic fiber $X_{\mathbb{Q}}$ is smooth (but $X$ need not be regular); [GS7], [GS8] Theorem 7.

In [F4], Faltings extended this result to higher degrees, when $X$ and $Y$ are regular. Namely, under the assumptions of Theorem $1^{\prime}$, using higher degree analogs of the analytic torsion, one can define a direct image group morphism for virtual hermitian vector bundles (in the sense of §IV.4.8)

$$
f_{*}: \widehat{K}_{0}(X) \longrightarrow \widehat{K}_{0}(Y)
$$

(see [GS9], [GS5], [F4], [BKo]; the precise comparison of the different definitions has still to be made). The determinant of $f_{*}(\bar{E})$ is the class of $\lambda(\bar{E})_{Q}$ in $\widehat{\operatorname{Pic}}(Y)$. Theorem 6.1 in [F4] gives a formula for ch $\circ f_{*}$ extending Theorem $1^{\prime}$.
1.4 When $Y=\operatorname{Spec} \mathbb{Z}$, we have, by Chapter III, (7),

$$
\widehat{C H}^{1}(Y)=\widehat{\operatorname{Pic}}(\mathbb{Z})=\mathbb{R},
$$

and $\delta(\bar{E})$ is a real number. Theorems 1 and $1^{\prime}$ appear then as an arithmetic analog of the Riemann-Roch-Hirzebruch theorem $[\mathrm{Hz}]$. Indeed, the following lemma shows that $\hat{c}_{1}\left(\lambda(\bar{E})_{Q}\right)$ is an Euler characteristic. For each $q \geq 0, H^{q}(X, E)$ is a finitely generated abelian group. Let $H^{q}(X, E)_{\text {Tors }}$ be its torsion subgroup and $\operatorname{Vol}_{L^{2}}\left(H^{q}(X, E)\right)$ the volume for the $L^{2}$-norm of the quotient $H^{q}\left(X(\mathbb{C}), E_{\mathbb{C}}\right)^{+} / H^{q}(X, E)$, where (. $)^{+}$ denotes the real subspace invariant under the complex conjugation. Let $\zeta_{q}(s)$ be the zeta function of $\Delta^{q}=\bar{\partial} \bar{\partial}^{*}+\bar{\partial}^{*} \bar{\partial}$ in degree $(0, q)$.
Lemma 1 In $\widehat{C H}^{1}(\mathbb{Z})=\mathbb{R}$ we have

$$
\begin{aligned}
& \hat{c}_{1}\left(\lambda(\bar{E})_{Q}\right) \\
& \quad=\sum_{q \geq 0}(-1)^{q}\left(\log \sharp H^{q}(X, E)_{\text {Tors }}-\log \operatorname{Vol}_{L^{2}}\left(H^{q}(X, E)\right)+\frac{1}{2} q \zeta_{q}^{\prime}(0)\right) .
\end{aligned}
$$

Proof. Since $\operatorname{Spec} \mathbb{Z}$ is affine, we have

$$
\lambda(E)=\bigotimes_{q \geq 0} \operatorname{det} R^{q} f_{*}(E)^{(-1)^{q}}=\bigotimes_{q \geq 0} \operatorname{det} H^{q}(E)^{(-1)^{q}}
$$

By the definition of Quillen metric (Chapter VI), the lemma will follow from the following general fact. Let $\bar{M}$ be a finitely generated $\mathbb{Z}$-module $M$, equipped with an hermitian scalar product on $M \otimes_{\mathbb{Z}} \mathbb{C}$, invariant
under conjugation. Its determinant $\operatorname{det} \bar{M}$ has a degree $\widehat{\operatorname{deg}} \operatorname{det} \bar{M} \in \mathbb{R}$. We claim that

$$
\widehat{\operatorname{deg}} \operatorname{det} \bar{M}=\log \sharp M_{\text {Tors }}-\log \operatorname{Vol}(\bar{M}) .
$$

Since this equality is compatible with direct sums, it is enough to check it in two cases. First, assume that $M$ is torsion free. Then the line $\operatorname{det} M=\Lambda^{\max } M$ is generated by $s_{1} \wedge \ldots \wedge s_{r}$, where $s_{1}, \ldots, s_{r}$ is any basis of $M$. Then

$$
\widehat{\operatorname{deg}} \operatorname{det} \bar{M}=-\log \left\|s_{1}, \wedge \ldots \wedge s_{r}\right\|=-\log \operatorname{Vol} \bar{M} .
$$

On the other hand, if $M=\mathbb{Z} / n$ we have a free resolution

$$
\begin{array}{llll}
0 & \mathbb{Z} & \xrightarrow{\varphi} & \mathbb{Z} \\
s_{1} & \longmapsto & n s_{0}
\end{array} \longrightarrow \mathbb{Z} / n \longrightarrow 0,
$$

where $s_{0}$ and $s_{1}$ are the generators. The line $\operatorname{det} M$ is generated by $s_{0} \otimes s_{1}^{-1}$ and

$$
\widehat{\operatorname{deg}} \operatorname{det} \bar{M}=-\log \left(\left\|s_{0}\right\| /\left\|\varphi\left(s_{1}\right)\right\|\right)=\log n .
$$

This proves Lemma 1.

## 1.5

Questions Does there exist an "arithmetic Lefschetz theorem" generalizing the previous result to the case of group actions?
Can one extend to varieties over number fields Grothendieck's cohomological description of zeta functions of varieties over finite fields [Gro] by means of a Lefschetz theorem?

## 2. Arithmetic ampleness

2.1 Recall from $[\mathrm{H}][\mathrm{GH}]$ that for an algebraic variety $X$ over $\mathbb{C}$, we have the following equivalent definitions for a line bundle $L$ to be ample:
(1) For every coherent sheaf $\mathcal{E}$ over $X$ there is $n_{0}$ such that, for every $n>n_{0}, \mathcal{E} \otimes L^{\otimes n}$ is generated by global sections;
(2) For every coherent sheaf $\mathcal{E}$ over $X$ there is $n_{0}$ such that, for every $n>n_{0}$ and $k>0$,

$$
H^{k}\left(X, \mathcal{E} \otimes L^{\otimes n}\right)=\mathbf{0}
$$

(3) There is $n_{0}$ and some embedding $\varphi: X \hookrightarrow \mathbb{P}^{N}$ such that $L^{\otimes n_{0}}=$ $\varphi^{*}(\mathcal{O}(1))$;
(4) There is a metric $h$ on $L$ such that $c_{1}(L, h)>0$, i.e., for every tangent vector $v \in T_{x}(X)$,

$$
c_{1}(L, h)(v, \bar{v})>0 .
$$

2.2 Let $X$ be a regular, projective, flat scheme over Spec $\mathbb{Z}$. Let $\bar{L}$ be a hermitian line bundle over $X$. We assume that $L$ is ample over $X$, i.e. Property (1) in $\S 2.1$ holds on $X$, and that $c_{1}(L, h)>0$ over $X(\mathbb{C})$. Let $\bar{E}$ be an arbitrary hermitian vector bundle over $X$, and let $r=\operatorname{rank} E$. We shall look for a nontrivial global section $s \in \Gamma\left(E \otimes L^{\otimes n}\right)$ with a uniform bound on $\|s(x)\|, x \in X(\mathbb{C})$.

Let $f: X \longrightarrow \operatorname{Spec} \mathbb{Z}$ be the map of definition. We have two relevant self-intersection numbers: the geometric one

$$
L^{d}=f_{*}\left(c_{1}(L)^{d}\right) \in H^{0}(\operatorname{Spec} \mathbb{C}, \mathbb{Z})=\mathbb{Z}
$$

and the arithmetic one

$$
\bar{L}^{d+1}=f_{*}\left(\hat{c}_{1}(\bar{L})^{d+1}\right) \in \widehat{C H}^{1}(\mathbb{Z})=\mathbb{R}
$$

Theorem 2 Let $n \geq 1$ be an integer and $\epsilon>0$ a real number. Then, the logarithm of the number of sections $s \in H^{0}\left(X, E \otimes L^{\otimes n}\right)$ such that, for every $x \in X(\mathbb{C})$,

$$
\|s(x)\|^{2}<\exp \left(n\left(\epsilon-\bar{L}^{d+1} /(d+1) L^{d}\right)\right)
$$

is at least equal to

$$
\epsilon r L^{d} n^{d+1} / 2 d!+O\left(n^{d} \log n\right)
$$

In particular, when $n$ is big enough there is a nontrivial section satisfying these inequalities.

The proof will actually show that we need not assume that $L$ is ample over $X$, but only that, for all $p>0, H^{2 p}\left(X, E \otimes L^{\otimes n}\right)=0$ for large $n$, and $c_{1}(\bar{L})>0$.

We will reduce the theorem to the following result, which is reminiscent of the Nakai-Moishezon criterion for ampleness; see [H], V, Theorem 1.10.

Theorem 2' Assume that $\bar{E}^{d+1}>0$. Then the logarithm of the number of sections $s \in H^{0}\left(X, E \otimes L^{\otimes n}\right)$ such that, for every $x \in X(\mathbb{C})$, $\|s(x)\|<1$ is greater or equal to

$$
r \bar{L}^{d+1} n^{d+1} /(d+1)!+O\left(n^{d} \log n\right)
$$

To see that Theorem 2 implies Theorem $2^{\prime}$, take $\epsilon=\bar{L}^{d+1} /(d+1) L^{d}$.
To show that Theorem $2^{\prime}$ implies Theorem 2 , let $\bar{L}=(L, h)$. When $\lambda \in \mathbb{R}$, consider the metric $h \mathrm{e}^{\lambda}$, and write $\bar{L}_{\lambda}=\left(L, h \mathrm{e}^{\lambda}\right)$. We first notice that

$$
\begin{equation*}
\bar{L}_{\lambda}^{d+1}=\left[\bar{L} \otimes\left(\mathcal{O}_{X}, \mathrm{e}^{\lambda}\right)\right]^{d+1}=\bar{L}^{d+1}-\frac{1}{2}(d+1) \lambda L^{d} \tag{4}
\end{equation*}
$$

To see this, observe that

$$
\widehat{\mathrm{c}}_{1}\left(\bar{L} \otimes\left(\mathcal{O}_{X}, \mathrm{e}^{\lambda}\right)\right)=\widehat{c}_{1}(\bar{L})-a(\lambda)
$$

where $\lambda \in H^{0}(X(\mathbb{C}), \mathbb{R})$ is sent to $a(\lambda)$ in $\widehat{C H}^{1}(X)$ as in Theorem III.1. From the rule $a(\eta) y=a(\eta \omega(y))$ of $\S$ III.2.3.1 we get $a(\lambda) a(\lambda)=$ $a(\lambda) \omega(a(\lambda))=0$. Therefore

$$
\begin{align*}
\widehat{c}_{1}\left(\bar{L}_{\lambda}\right)^{d+1} & =\widehat{\mathrm{c}}_{1}(\bar{L})^{d+1}+(d+1) a(-\lambda) \cdot \widehat{c}_{1}(\bar{L})^{d} \\
& =\widehat{c}_{1}(\bar{L})^{d+1}+(d+1) a\left(-\lambda c_{1}(L)^{d}\right) . \tag{5}
\end{align*}
$$

Now, from $\S \S$ III.4.2 and 4.3, we get:

$$
\widehat{\operatorname{deg}}\left(f_{*} a(\alpha)\right)=\frac{1}{2} \int_{X(\mathbb{C})} \alpha
$$

So we get (4) by applying $f_{*}$ to (5).
Now choose $\lambda$ so that

$$
\bar{L}_{\lambda}^{d+1}=\bar{L}^{d+1}-\frac{d+1}{2} \lambda L^{d}=(d+1) L^{d} \epsilon>0
$$

From Theorem $2^{\prime}$ applied to $\bar{L}_{\lambda}$ we get

$$
\begin{gathered}
\log \sharp\left\{s \in H^{0}\left(X, E \otimes L^{\otimes n}\right) ; \forall x \in X(\mathbb{C})\|s(x)\|<\mathrm{e}^{-n \lambda / 2}\right\} \\
\geq\left(\epsilon \frac{r}{d!} \frac{L^{d}}{2}\right) n^{d+1}+O\left(n^{d} \log n\right) .
\end{gathered}
$$

2.3 We shall now decribe the proof of Theorem $2^{\prime}$. Let

$$
\Lambda_{n}=H^{0}\left(X, E \otimes L^{\otimes n}\right)
$$

This is a lattice in the real subspace $H^{0}\left(X(\mathbb{C}), E \otimes L^{\otimes n}\right)^{+}$of $H^{0}\left(X(\mathbb{C}), E \otimes L^{\otimes n}\right)$. On this vector space we may consider the $L^{2}$ norm, or the sup-norm. Then take the Haar measure for which the unit ball for the $L^{2}$-norm (resp. the sup-norm) has volume one, and denote by $\operatorname{Vol}_{L^{2}}\left(\Lambda_{n}\right)$ (resp. $\left.\operatorname{Vol}_{\text {sup }}\left(\Lambda_{n}\right)\right)$ the covolume of $\Lambda_{n}$ for this measure. Let $V_{n}$ be the volume of the unit ball in the standard euclidean space of dimension equal to $\operatorname{rank}\left(\Lambda_{n}\right)$. By Minkowski's theorem, see [GL] II.7.2, Theorem 1, we know that:

$$
\begin{align*}
\log \sharp & \left\{s \in H^{0}\left(X, E \otimes L^{\otimes n}\right) ;\|s\|_{\text {sup }} \leq 1\right\}  \tag{6}\\
& \geq-\log \operatorname{Vol}_{\text {sup }}\left(\Lambda_{n}\right)+\log V_{n}-\log 2 \cdot \operatorname{rank}\left(\Lambda_{n}\right) .
\end{align*}
$$

Now $\operatorname{rank}\left(\Lambda_{n}\right)=O\left(n^{d}\right)$ by the classical theory of Hilbert polynomials, see $[\mathrm{H}]$ I.7, and the vanishing of $H^{k}\left(X(\mathbb{C}), E \otimes L^{\otimes n}\right), k>0$. The usual formula for the volume of the euclidean unit ball and Stirling's formula (Chapter V, (2)) imply that

$$
\begin{equation*}
\log V_{n}=O\left(n^{d} \log n\right) \tag{7}
\end{equation*}
$$

Furthermore we shall prove the following inequalities, where $T\left(E \otimes L^{\otimes n}\right)$ is the analytic torsion (Definition VI.3) of $E \otimes L^{\otimes n}$ for the chosen metrics. (8) $-\log \operatorname{Vol}_{\text {sup }}\left(\Lambda_{n}\right) \geq-\log \operatorname{Vol}_{L^{2}}\left(\Lambda_{n}\right)+O\left(n^{d} \log n\right)$

$$
\begin{align*}
& \geq-\log \operatorname{Vol}_{L^{2}}\left(\Lambda_{n}\right)-T\left(E \otimes L^{\otimes n}\right) / 2  \tag{9}\\
& \quad \quad+O\left(n^{d} \log n\right) \\
& =\widehat{c}_{1}\left(\lambda\left(E \otimes L^{\otimes n}\right)_{Q}\right) \\
& \quad-\sum_{q \geq 1}(-1)^{q} \log \sharp H^{q}\left(X, E \otimes L^{\otimes n}\right)+O\left(n^{d} \log n\right) \\
& \geq\left(\frac{r \bar{L}^{d+1}}{(d+1)!}\right) n^{d+1}+O\left(n^{d} \log n\right)+\delta\left(\bar{E} \otimes \bar{L}^{n}\right)
\end{align*}
$$

Recall now Corollary I. 2 stating that $\left[E \otimes L^{\otimes n}\right]=O\left(n^{d}\right)$ in $K_{0}\left(X_{\mathbb{Q}}\right)_{\mathbb{Q}}$. Since we know from Theorem 1 that $\delta$ is induced by a morphism on $K_{0}\left(X_{\mathbb{Q}}\right)$ we get that $\delta\left(\bar{E} \otimes \bar{L}^{n}\right)=O\left(n^{d}\right)$. Combining this with (6), (7), (8), (9), (10) and (11), we get Theorem $2^{\prime}$.

To prove the inequality (11), we use the properties of the Chern character (Theorem IV.3) and compute

$$
f_{*}\left(\widehat{\operatorname{ch}}\left(\bar{E} \otimes \widehat{L}^{n}\right) \widehat{T d}(f)\right)=f_{*}\left(\widehat{\operatorname{ch}}(\bar{E}) \exp \left(n \widehat{c}_{1}(\bar{L})\right) \widehat{T d}(f)^{(d+1)}\right)
$$

The leading term in $n$ is $\left(r \bar{L}^{d+1} /(d+1)!\right) n^{d+1}$, since $\widehat{T d}^{0}(f)=1$ and $\widehat{\operatorname{ch}}^{0}(\bar{E})=r$. From the definition of $\delta$ and the vanishing of $H^{q}$ for each (even) $q>0$ and large $n$ we get (11).

To prove the equality (10), we apply Lemma 1 to the hermitian bundle $\lambda\left(E \otimes L^{\otimes n}\right)_{Q}$ over Spec $\mathbb{Z}$.
2.4 To prove the inequality (9) we need to estimate the analytic torsion of $E \otimes L^{\otimes n}$ as $n$ goes to infinity. This was done by Bismut and Vasserot.

Theorem 3 [BVa] Let $X$ be a compact Kähler manifold, $\bar{E}$ a holomorphic hermitian vector bundle and $\bar{L}$ a holomorphic hermitian line bundle on $X$. Assume that $c_{1}(\bar{L})$ is positive. Then

$$
T\left(E \otimes L^{\otimes n}\right)=O\left(n^{d} \log n\right)
$$

We shall not give a detailed proof of this result but we indicate its main steps. Near every point $x \in X$ consider geodesic coordinates $y_{\alpha}$ and trivializations of $T X, E$ and $L$ by parallel transport. For every $q>0$ the Laplace operator $\Delta^{q}$ can be written explicitly in terms of these coordinates ([BVa], (21)). One makes the (local) change of variable $\delta_{n}: y_{\alpha} \longrightarrow \sqrt{n} y_{\alpha}$ in this expression. It turns out that $\frac{1}{n} \delta_{n}\left(\Delta_{E \otimes L \otimes n}^{q}\right)$ has a limit as $n$ goes to infinity: call it $\mathcal{L}_{x}$. This operator $\mathcal{L}_{x}$ is elliptic,
and the convergence holds in all $C^{k}$ norms. Therefore the heat kernel of $\frac{1}{n} \delta_{n}\left(\Delta_{E \otimes L^{\otimes n}}^{q}\right)$ converges to the heat kernel of $\mathcal{L}_{x}$, its asymptotic development as $t \rightarrow 0$ is uniform in $n$, and its coefficients $a_{i, n}$ converge to those of $\mathcal{L}_{x}$; this follows from the construction of the heat kernel as in $\S$ V.3. But the heat kernel of $\frac{1}{n} \delta_{n}\left(\Delta_{E \otimes L^{\otimes n}}^{q}\right)$ has the same trace as $\exp \left(-(t / n) \Delta_{E \otimes L \otimes n}^{q}\right) /\left(r n^{d}\right)$, which is globally defined. Let

$$
\Theta_{n}^{q}(t)=\operatorname{tr}\left(\exp \left(-(t / n) \Delta_{E \otimes L^{\otimes n}}^{q}\right) /\left(r n^{d}\right)\right)
$$

be this trace.
Using the fact that $c_{1}(\bar{L})$ is positive, Bismut and Vasserot prove that the smallest eigenvalue of $\Delta_{E \otimes L \otimes n}^{q}$ is bounded below by $c n-c^{\prime}$, where $c$ is a positive constant; this step is similar to the classical proof of the Kodaira Vanishing Theorem. It follows that there is a positive constant $c^{\prime \prime}$ such that, when $t$ goes to infinity, $\Theta_{n}^{q}(t)<\exp \left(-c^{\prime \prime} t\right)$. Therefore the sum

$$
\begin{equation*}
\int_{1}^{\infty} \Theta_{n}^{q}(t) \frac{d t}{t}+\int_{0}^{1}\left(\Theta_{n}^{q}(t)-\sum_{i \geq-d} \frac{a_{i, n}}{t^{i}}\right) \frac{d t}{t}+\sum_{i \geq-d} \frac{a_{i, n}}{i}+\gamma a_{0, n} \tag{12}
\end{equation*}
$$

has a finite limit as $n \rightarrow \infty$. From (12) and the formula (11) in Chapter V for $\zeta_{\Delta_{E \otimes L \otimes n}^{q}}^{\prime}(0)$, we conclude that $T\left(E \otimes L^{\otimes n}\right) /\left(n^{d} \log n\right)$ has a finite limit as $n \rightarrow \infty$, and Theorem 3 follows.

In fact a formula can be given for the first two main terms of $T(E \otimes$ $L^{\otimes n}$ ) as $n \rightarrow \infty$, see [BVa]. This leads to a more precise version of Theorem $2^{\prime}$, see [GS8] Theorem 8.
2.5 Finally, to prove (8), we use a result of Gromov to compare the sup-norm with the $L^{2}$-norm on the sections of $E \otimes L^{\otimes n}$.
Lemma 2 (Gromov) Let $X$ be a compact complex manifold, $\bar{E}$ a holomorphic hermitian vector bundle and $\bar{L}$ a holomorphic hermitian line bundle on $X$. Then, for every $n \geq 1$, there is a constant $c$ such that any section $s \in H^{0}\left(X, E \otimes L^{\otimes n}\right)$ satisfies

$$
\|s\|_{\mathrm{sup}} \leq c n^{d}\|s\|_{L^{2}}
$$

This lemma implies that any section $s \in \Lambda^{\max } H^{0}\left(X, E \otimes L^{\otimes n}\right)$ satisfies

$$
\|s\|_{\mathrm{sup}} \leq\left(c n^{d}\right)^{\mathrm{rank} \Lambda_{\mathrm{n}}}\|s\|_{L^{2}}
$$

and, since $\operatorname{rank} \Lambda_{n}=O\left(n^{d}\right)$,

$$
\log \|s\|_{\text {sup }} \leq \log \|s\|_{L^{2}}+O\left(n^{d} \log n\right)
$$

and (8) follows.

To prove Lemma 2 we choose a system of neighborhoods $U_{x} \subset X$ of every point $x \in X$ (varying continuously with $x$ ), with radius bounded below and biholomorphic to the unit ball $B_{1}$ in $\mathbb{C}^{n}$, and a trivialization of $E$ and $L$ on each $U_{x}$. If $x_{0}$ is the point where $\|s(x)\|$ is maximum, and if $\mu$ is the measure on $X$ then, writing $s=\left(f_{1}, \ldots, f_{r}\right)$ in $U_{x_{0}}$ we get

$$
\int_{X}\|s(x)\|^{2} \mu>\int_{B_{1}}|f(x)|^{2} h(x) p(x)^{n} d x
$$

where $h(x)$ is a factor coming from the measure and the metric on $E$, $p(x)$ comes from the metric on $L$, and

$$
|f(x)|^{2}=\sum_{i \geq 0}\left|f_{i}(x)\right|^{2}
$$

is subharmonic. But $h(x)$ is uniformly bounded from below, and $p(x)$ may be bounded from below by $p\left(x_{0}\right)-c_{1} r$, where $r=\left|x-x_{0}\right|$ and $c_{1}$ is a uniform constant; we may need to take smaller neighborhoods for this. Therefore we get

$$
\begin{aligned}
& \int_{X}\|s(x)\|^{2} \mu \\
& \geq c_{2} \|\left. f(0)\right|^{2} \int_{B_{1}}\left(p\left(x_{0}\right)-c_{1} r\right)^{n} d x \geq c_{3} n^{-d}|f(0)|^{2} c_{3}\left(p\left(x_{0}\right)\right)^{n} \\
& \geq c_{4} n^{-2 d}\|s\|_{\text {sup }}^{2}
\end{aligned}
$$

## 3. Remarks

3.1 Theorem 2 was used by Vojta [V2] in his proof of the Mordell conjecture; notice however that, in the case considered in [V2], $\mathrm{c}_{1}(\bar{L})$ is not necessarily positive on the whole of $X$. In the work of Faltings on abelian varieties [F3] and in Bombieri's version of Vojta's proof [Bo], it has been replaced by much more direct arguments.
3.2 The statement in Theorem $2^{\prime}$ asserts that $\bar{E} \otimes \bar{L}^{\otimes n}$ is effective, in an arithmetic sense, when $n$ is big enough. For $\bar{L}$ to be arithmetically ample would require that the sections of sup-norm less than one generate $E \otimes L^{\otimes n}$. Results of this kind have been obtained by Kim [Ki] and Zhang [Z] for arithmetic surfaces.
3.3 Theorem $2^{\prime}$ can be generalized to the case where $X_{\mathbb{Q}}$ is smooth but $X$ is not necessarily regular, [GS8] Theorem 8. It would be interesting to remove the smoothness assumption on $X_{\mathbb{Q}}$.

In this result, one would also like to be able to replace $E$ by a coherent sheaf. For instance, one can look for small sections of $L^{\otimes n}$ with high order of vanishing at a given finite set $S$ of points. This problem is wellknown in the context of diophantine approximation, where it leads to the construction of auxiliary polynomials. Assume there are more small sections of $L^{\otimes n}$ than the number of values that their derivatives can take at $S$. By taking the difference of two such sections one gets a nontrivial small section of $L^{\otimes n}$ whose derivatives vanish at $S$; this argument is known as Dirichlet's box principle. The reader is referred to [Lf] for a precise result combining this principle with Theorem 2, thus generalizing the classical Siegel's Lemma. When $E$ is an arbitrary coherent sheaf, no general result exists yet.
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