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Preface

In this rather short lecture notes, we try to provide concise introductions

to selected topics on the important basic and also the most useful part of

Lie group and Lie algebra theory, highlighting the major achievements of

Lie, Killing, Cartan and Weyl.

As it is traditionally well-known, probably due to the remarkably early

appearance of the wonderful classification theory of semi-simple Lie algebras

of Killing–Cartan, which consists of an extremely impressive “tour de force”

of linear algebra techniques, most books on the theory of Lie groups and

Lie algebras as well as on symmetric spaces are essentially following the

original steps of Killing–Cartan and hence often become mainly algebraic,

consisting of long sequences of intricate, refined techniques of linear algebra.

Somehow, even the beautiful geometric-algebraic duet of Cartan theory on

Lie groups and symmetric spaces was somewhat obscured by the burden

of algebraic technicalities. I think such presentations often make such a

wonderful and useful theory quite difficult to learn and then to apply, say,

for graduate students of mathematics or physics.

In retrospect, with the benefit of hindsight, the theory of compact con-

nected Lie groups turns out to be the central part of the entire theory

on semi-simple Lie groups and Lie algebras, as well as the theory on Lie

groups and symmetric spaces on the one hand, and on the other, it is also

technically much simpler and conceptually much more natural to develop a

properly balanced combination of geometric-algebraic approach. Anyhow,

this is the route that we are presenting in this short lecture notes.

v
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We note here that the orbital geometry of the adjoint actions of sim-

ply connected compact Lie groups that we discussed in Lecture 3, in fact,

already constitutes the central core of the entire structural as well as classi-

fication theory on semi-simple Lie groups and Lie algebras, as well as that

of symmetric spaces. In the compact theory, the Frobenious–Schur charac-

ter theory of linear representations, the maximal tori theorem of É. Cartan

and Weyl’s reduction fit beautifully, while the determination of the vol-

ume function of the principal orbits (i.e. of G/T -type) of the adjoint action

naturally leads to the remarkable Weyl’s character formula (cf. Lecture 3),

which achieves a far-reaching improvement of É. Cartan’s highest weight

theory on representation of semi-simple Lie algebras.

In this lecture notes, we provide a concise, naturally developing discus-

sions of the compact theory in Lectures 1–6, and then treat the Killing–

Cartan semi-simple theory as a kind of natural extension of the compact

theory in Lectures 7–8, the beautiful duet of Lie groups and symmetric

space (i.e. Cartan’s monumental contribution) as the concluding Lecture 9

of this series of selected topics on Lie theory. It is the sincere hope of the

author that such a presentation of the basic core part of Lie group theory

will make it easier to understand and to apply Lie theory to study geometry

and physics, etc.
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Lecture 1

Linear Groups and
Linear Representations

1. Basic Concepts and Definitions

Definitions 1. A topological (resp. Lie) group consists of a group

structure and a topological (resp. differentiable) structure such that

the multiplication map and the inversion map are continuous (resp.

differentiable).

2. A topological (resp. Lie) transformation group consists of a topolog-

ical (resp. Lie) group G, a topological (resp. differentiable) space X and

a continuous (resp. differentiable) action map Φ: G × X → X satisfying

Φ(1, x) = x, Φ(g1,Φ(g2, x)) = Φ(g1g2, x).

3. If the above space X is a real (resp. complex) vector space and, if for

all g ∈ G, the maps Φ(g) : X → X : x �→ Φ(g, x) are linear maps, then G

is called a real (resp. complex) linear transformation group.

Notation and Terminology 1. A space X with a topological

(resp. differentiable, linear) transformation of a given group G shall be

called a topological (resp. differentiable, linear) G-space. In case there is

1
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no danger of ambiguity, we shall always use the simplified notation, g · x,
to denote Φ(g, x). In such a multiplicative notation, the defining condi-

tions of the action map Φ become the familiar forms of 1 · x = x and

g1 · (g2 · x) = (g1g2) · x.
2. A map f : X → Y between two G-spaces is called a G-map if for all

g ∈ G and all x ∈ X , f(g · x) = g · f(x).
3. A linear transformation group Φ : G × V → V , or equivalently, a

homomorphism φ : G→ GL(V ), is also called a linear representation of G

on V . Two linear representations of G on V1 and V2 are said to be equivalent

if V1 and V2 are G-isomorphic, namely, there exists a linear isomorphism

A: V1 → V2 such that for all g ∈ G and all x ∈ V1, A ·Φ1(g, x) = Φ2(g,Ax),

or equivalently, one has the following commutative diagrams:

G

φ1

φ2

GL(V1)

σ
A

GL(V2)

G × V
1

G × V
2

1
G

× A

Φ1

Φ2

V
1

V
2

A

where σA(B) = ABA−1 for B ∈ GL(V1).

4. For a given G-space X , we shall use Gx to denote the isotropy sub-

group of a point x and use G(x) to denote the orbit of x, namely

Gx = {g ∈ G : g · x = x},
G(x) = {g · x : g ∈ G}.

It is clear that Gg·x = gGxg
−1 and the map g �→ g · x induces a bijection

of G/Gx onto G(x).

Definitions 1. A (linear) subspace U of a given linear G-space V is called

an invariant (or G-) subspace, if

G · U = {g · x : g ∈ G, x ∈ U} ⊆ U.

2. A linear G-space V (or its corresponding representation of G on V )

is said to be irreducible if {0} and V are the only invariant subspaces.
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3. A linear G-space V (or its corresponding representation of G on V )

is called completely reducible if it can be expressed as the direct sum of

irreducible G-subspaces.

4. The following equations define the induced linear G-space structures

of two given linear G-spaces V and W .

(i) direct sum: V ⊕W with g · (x, y) = (gx, gy).

(ii) dual space: V ∗ with 〈x, g · x′〉 = 〈g−1 · x, x′〉. (Notice that the

inverse in the above definition is needed to ensure that 〈x, g1 ·
(g2 · x′)〉 = 〈x, (g1 · g2) · x′〉 for all x ∈ V , x′ ∈ V ∗.)

(iii) tensor product: V ⊗W with g · (x⊗ y) = g · x⊗ g · y.
(iv) Hom(V,W ): A ∈ Hom(V,W ), (g ·A)x = gA(g−1 · x).

It follows from the above definition that the usual canonical isomor-

phisms such as

Hom(V,W ) ∼= V ∗ ⊗W,
(V ⊗W )∗ ∼= V ∗ ⊗W ∗,

U ⊗ (V ⊕W ) ∼= (U ⊗ V )⊕ (U ⊗W )

are automatically G-isomorphisms. Moreover, an element A ∈ Hom(V,W )

is a fixed point if and only if it is a G-linear map. g−1 · A = A ⇔ for all

g ∈ G, g−1A(gx) = A(x), i.e. A(gx) = gA(x).

Of course, one may also define the induced G-space structure for the

other linear algebra constructions such as Λk(V ), Sk(V ), etc., and again

the canonical isomorphisms such as V ⊗ V ∼= Λ2(V ) ⊕ S2(V ) will also be

G-isomorphisms.

Schur Lemma Let V, W be irreducible (linear) G-spaces and A :

V →W be a G-linear map. Then A is either invertible or A = 0.

Proof: Both kerA ⊆ V and ImA ⊆W are clearly G-subspaces; it follows

from the irreducibility assumption that

kerA =

{
{0}
V,

ImA =

{
{0}
W.

Therefore, the only possible combinations are exactly either (i) kerA = {0}
and ImA = W , i.e. A is invertible, or (ii) kerA = V and ImA = {0}, i.e.
A = 0. �
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In the special case of V =W and the base field C, one has the following

refinement.

Special Form If V is an irreducible G-space over C and A is a G-

linear self-map of V, then A is a scalar multiple, i.e. A = λ0 ·I for a suitable

λ0 ∈ C.

Proof: It is obvious that A − λI is also G-linear for any λ ∈ C. Let λ0
be an eigenvalue of A; this exists because C is algebraically closed. Then

A− λ0I is not invertible and hence must be zero, i.e. A = λ0I. �

Corollary A complex irreducible representation of an Abelian group G

is always one-dimensional.

Proof: Let φ : G → GL(V ) be a complex irreducible representation.

Since G is commutative, φ(g) ·φ(g0) = φ(g0) ·φ(g) for all g0, g ∈ G. Hence,
for each g, φ(g) is a G-linear self-map of V and therefore φ(g) = λ(g) · I
for a suitable λ(g) ∈ C. g, however, is an arbitrary element of G, thus

Imφ = {φ(g) : g ∈ G} ⊂ C∗ · I, the set of non-zero scalar multiples.

Therefore any subspace of V is automatically G-invariant, and hence it can

be irreducible only when dimV = 1. �

2. A Brief Overview

Before proceeding to the technical discussion of linear representation theory,

let us pause a moment to reflect on some of the special features of linear

transformation groups, to think about what are some of the natural prob-

lems that one might pursue and to have a brief overview of the fundamental

results of such a theory.

Among all kinds of mathematical models, vector space structure is

undoubtedly one of the most basic and most useful type; it is a kind of

ideal combination of straightforward algebraic operations and simple, nat-

ural geometric intuitions. Correspondingly, linear transformation groups

also inherit many advantageous and nice features. For example, they are

conceptually rather elementary and concrete; they are easily accessible to

algebraic computations; they can be readily organized by the canonical

constructions of linear algebra, e.g., direct sum, tensor product, dual space,
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etc., and moreover, they also enjoy the beneficial help of geometric inter-

pretation and imagination. Therefore, they are a kind of ideal material to

serve as the “films” for taking “reconnaisance pictures”.

The theory of representations of groups by linear transformation was

created by G. Frobenius, here in Berlin during the years 1896–1903. His

basic idea is that one should be able to obtain a rather wholesome under-

standing of the structure of a given group G by a systematic analysis of the

totality of its “linear pictures”. Next, let us try to formulate some natural

problems along the above lines of thinking.

1. Problem on complete reducibility

If all representations of a given group G happen to be automatically

completely reducible, then the study of linear G-spaces can easily be

reduced to that of irreducible ones. Therefore, it is natural to ask “What

type of groups have the property that all representations of such groups are

automatically completely reducible”?

2. Problem on irreducibility criterion

How to determine whether a given representation is irreducible?

3. Problem on classification

How to classify irreducible representations of a given group G up to

equivalence?

Finally, let us have a preview of some of the remarkable answers to the

above basic problems obtained by G. Frobenius and I. Schur.

Theorem 1. If G is a compact topological group, then any real (resp.

complex) representation of G is automatically completely reducible.

The key to the classification theory of linear representations of groups

is the following invariant introduced by G. Frobenius.

Definition Let φ : G→ GL(V ) be a given complex representation of G.

The complex-valued function

χφ : G
φ→ GL(V )

tr→ C : g �→ trφ(g)

is called the character (function) of φ.
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1. χφ(g) = trφ(g) is the sum with multiplicities of the eigenvalues of

φ(g). Hence, it is quite obvious that equivalent representations have iden-

tical character functions, namely, the character function is an invariant of

equivalent classes of representations.

2. If g1, g2 are conjugate in G, i.e. there is some g ∈ G such that

g1 = gg2g
−1, then

χφ(g1) = χφ(gg2g
−1) = tr(φ(g)φ(g2)φ(g)

−1) = trφ(g2) = χφ(g2).

Hence, the character function of an arbitrary representation φ of G has the

special property of constancy on each conjugacy class of G.

3. If ψ = φ1 ⊕ φ2, then it is easy to see that for all g ∈ G,
χψ(g) = χφ1(g) + χφ2(g),

namely, χψ = χφ1 + χφ2 as functions.

The most remarkable result of Frobenius–Schur theory is the following

classification theorem.

Theorem 2. If G is a compact topological group, then two representations

φ and ψ are equivalent if and only if χφ = χψ as functions.

3. Compact Groups, Haar Integral and the Averaging

Method

Let G be a finite group and V be a given linear G-space. Then, to each

point x ∈ V , the center of mass of the orbit G(x) is clearly a fixed point of

V . Hence, the map

x �→ x̄ = the center of mass of G(x) =
1

|G|
∑
g∈G

g · x

is a canonical projection of V onto V G, the subspace of fixed points in V .

In terms of a chosen coordinate system, the ith coordinate of x̄ is simply

the average value of the ith coordinate of {g · x : g ∈ G}. We shall proceed

to generalize the above useful method of producing fixed elements, namely,

the averaging method, to the general setting of compact topological groups.

Of course, the key step is to establish the correct meaning of the average

value of a given continuous function f : G→ R.
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3.1. Haar integral of functions defined

on compact groups

Let G be a given compact topological group and C(G) be the linear

space of all (real-valued) continuous functions of G equipped with the sup-

norm topology. It is not difficult to show that every continuous function

f ∈ C(G) is automatically uniformly continuous, i.e. to any given δ > 0,

there exists a neighborhood U of the identity in G such that xy−1 ∈ U ⇒
|f(x)− f(y)| < δ.

The translational transformation of G×G on G, namely,

T : (G×G)×G→ G : (g1, g2) · x �→ g1xg
−1
2

naturally induces a continuous linear transformation of G × G on C(G),

namely,

[(g1, g2) · f ](x) = f(g−1
1 xg2), f ∈ C(G), (g1, g2) ∈ G×G.

Theorem 3. There exists a unique G-projection I : C(G) → R (the

subspace of constant functions). [I(f) is called the average value, or Haar

integral, of f.]

Proof: (a sketch) (i) Let A be a finite subset of G×G with multiplicities

and f ∈ C(G). Set Γ(A, f) to be the center of mass of A · f , namely,

Γ(A, f) =
1

|A|
∑
a∈A

m(a) · a · f,

where m(a) is the multiplicity of a and |A| = ∑m(a) is the total weight.

For two finite subsets A, B of G × G with multiplicities, A · B is again a

finite subset with multiplicities and it is easy to check that Γ(A,Γ(B, f)) =

Γ(A · B, f).
(ii) Set ∆f = {Γ(A, f) : A is a finite subset with multiplicities of G×G}.

For each h ∈ C(G), set

ω(h) = max{h(x) : x ∈ G} −min{h(x) : x ∈ G}.
Let C(f) be the greatest lower bound of {ω(h) : h ∈ ∆f} and {hn} be a

minimizing sequence, namely, ω(hn) → C(f) as n → ∞. It is straightfor-

ward to check that ∆f is a family of equicontinuous functions, namely, to
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any given δ > 0, there exists a neighborhood U of the identity in G such

that

(∀h ∈ ∆f )xy
−1 ∈ U ⇒ |h(x) − h(y)| < δ.

Therefore, there exists a converging subsequence of {hn} and hence one

may assume that {hn} is itself convergent to begin with.

(iii) Set h̄ = lim hn. Then it is clear that ω(h̄) = C(f). Finally, one

proves by contradiction that ω(h̄) = C(f) = 0! For otherwise, one can

always choose a suitable finite subset A ∈ G×G such that

ω(Γ(A, h̄)) < ω(h̄) = C(f) .

Moreover, it is straightforward to check that Γ(A, hn) converges to

Γ(A, h̄) and lim ω(Γ(A, hn)) = ω(Γ(A, h̄)). But all Γ(A, hn) are obvi-

ously also element of ∆f , which contradicts the fact that C(f) is

the greatest lower bound for all ω(h). (We refer to L. S. Pontria-

gin’s book Topological Groups for the details of the above proof due to

von Neumann.) �

The above continuous G×G-equivariant, linear functional I : C(G)→
R uniquely determines a G × G-invariant measure of total measure 1

on G (called the Haar measure) such that I(f) =
∫
G f(g)dg for all

f ∈ C(G).

3.2. Existence of invariant inner (resp. Hermitian)

product

As the first application of the averaging method, let us establish the fol-

lowing basic fact which includes Theorem 1 as an easy corollary.

Theorem 4. Let V be a given real (resp. complex) linear G-space. If G

is a compact topological group, then there exists a G-invariant inner (resp.

Hermitian) product on V, namely

(g · x, g · y) = (x, y) for all x, y ∈ V, g ∈ G.
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Proof: Let 〈x, y〉 be an arbitrary inner (resp. Hermitian) product on

V . Set

(x, y) =

∫
G

〈g · x, g · y〉dg.

It is straightforward to verify that (x, y) is again an inner (resp. Hermitian)

product on V , and moreover

(a · x, a · y) =
∫
G

〈ga · x, ga · y〉dg.

Letting g′ = ga, dg′ = dg, then

(a · x, a · y) = ∫
G
〈g′ · x, g′ · y〉dg′ = (x, y). �

Definition A real (resp. complex) linear G-space with an invariant inner

(resp. Hermitian) product is called an orthogonal (resp. unitary) G-space,

and the corresponding representation is called an orthogonal (resp. unitary)

representation.

In an orthogonal (resp. unitary) G-space V , the perpendicular subspace

to an invariant subspace is automatically also an invariant subspace.

Proof of Theorem 1: By Theorem 4, one may equip V with an invari-

ant inner (resp. Hermitian) product. Let U by a positive dimensional irre-

ducible sub-G-space of V and U⊥ be its perpendicular subspace. Then

V = U ⊕ U⊥ is a decomposition of V into the direct sum of sub-G-spaces,

dim U⊥ < dim V . From here, the proof of Theorem 1 follows by a simple

induction on dim V . �

Exercises 1. Let O(n) ⊂ GL(n,R) (resp. U(n) ⊂ GL(n,C)) be the sub-

group of orthogonal (resp. unitary) matrices. Show that they are compact.

2. LetG ⊂ GL(n,R) (resp. GL(n,C)) be a compact subgroup. Show that

there exists a suitable element A in GL(n,R) (resp. GL(n,C)) such that

AGA−1 ⊂ O(n) (resp. U(n)).

3. Show that O(n) (resp. U(n)) is a maximal compact subgroup of

GL(n,R) (resp. GL(n,C)) and any two maximal compact subgroups of

GL(n,R) (resp. GL(n,C)) must be mutually conjugate.

4. Let φ, ψ be two complex representations of a compact group G. Then

χφ⊗ψ(g) = χφ(g) · χψ(g) for all g ∈ G. (Thanks to Theorem 4, φ(g) and

ψ(g) are always diagonalizable.)
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4. Frobenius–Schur Orthogonality and the Character

Theory

Now let us apply the averaging method to analyze the deep implications of

the Schur lemma.

Case 1: Let φ : G → GL(V ), ψ : G → GL(W ) be two non-equivalent,

irreducible complex representations of a compact group G. Then it follows

from the Schur lemma that

HomG(V,W ) = Hom(V,W )G = {0}.
(Recall that XG denotes the fixed point set of a G-space X .) Therefore, it

follows from the averaging method that for all A ∈ Hom(V,W )∫
G

g · Adg =

∫
G

ψ(g) ·A · φ(g)−1dg = 0,

because
∫
G
g ·Adg is the center of mass of G(A) and, of course, it is always

a fixed point!

By Theorem 4, one may equip both V and W with invariant Hermitian

products and compute the above powerful equation in its matrix form with

respect to chosen orthonormal bases in V and W . Let Eik be the linear

map which maps the kth base vector of V to the ith base vector of W and

all the other base vectors of V to zero.

Since the above equation is linear with respect to the parameter A

and {Eik : 1 ≤ i ≤ dim W, 1 ≤ k ≤ dim V } already forms a basis of

Hom(V,W ), one needs only to compute the special cases of A = Eik. Set

φ(g) = (φkl(g)), ψ(g) = (ψij(g)).

(φkl(g), ψij(g) ∈ C(G) are called representation functions.) One has

0 =

∫
G

g ·Eabdg =

∫
G

(ψij(g)) · Eab · (φ̄kl(g))tdg

=

∫
G

(ψia(g) · φ̄kb(g))dg .

Hence ∫
G

ψia(g) · φ̄kb(g)dg = 0 ,

for 1 ≤ i, a ≤ dim W , 1 ≤ k, b ≤ dim V .
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Case 2: The special form of the Schur lemma asserts that

HomG(V, V ) = Hom(V, V )G = {λ · I : λ ∈ C∗}.
Hence, it again follows from the averaging method that∫

G

g ·Bdg =

∫
G

φ(g) ·B · φ(g)−1dg = λB · I,

where λB is a yet-to-be-determined complex number solely depending on

B. Exploiting the linearity and the conjugate invariance of the trace, one

has

λB · dim V = trλB · I = tr

∫
G

φ(g) ·B · φ(g)−1dg

=

∫
G

tr(φ(g) · B · φ(g)−1)dg =

∫
G

trBdg

= trB

which determines the value of λB , namely

λB =
1

dim V
trB.

From here, the same computation as that of Case 1 will yield the following

set of equations, namely∫
G

φij(g) · φ̄kl(g)dg =
1

dim V
δikδjl,

for 1 ≤ i, j, k, l ≤ dim V .

Summarizing the above fundamental results, we state them as the fol-

lowing theorem:

Theorem 5. Let φ(g) = (φkl(g)), ψ(g) = (ψij(g)) be two non-equivalent

irreducible unitary representations of a compact group G. Then∫
G

ψij(g) · φ̄kl(g)dg = 0,

∫
G

φij(g) · φ̄kl(g)dg =
1

dim V
δikδjl.
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Corollary 1. ∫
G

χφ(g) · χ̄φ(g)dg = 1,

∫
G

χψ(g) · χ̄φ(g)dg = 0.

Proof: By Definition,

χφ(g) =

dim φ∑
k=1

φkk(g), χψ(g) =

dim ψ∑
i=1

ψii(g).

Hence, the above statements follow from a direct application of

Theorem 5. �

Let Ĝ be the set of equivalence classes of complex irreducible repre-

sentations of a given compact group G. It follows from Theorem 1 that

every complex representation ρ of G can be expressed as the direct sum of

irreducible ones, namely

ρ =
∑
φ∈Ĝ
⊕m(ρ;φ) · φ ,

where m(ρ;φ) is the multiplicity of irreducible representations of the equiv-

alence class φ in the decomposition of ρ.

Corollary 2.

m(ρ;φ) =

∫
G

χρ(g) · χ̄φ(g)dg,

∫
G

χρ1(g) · χ̄ρ2(g)dg =
∑
φ∈Ĝ

m(ρ1;φ) ·m(ρ2;φ).

Proof:

χρ(g) =
∑
φ∈Ĝ

m(ρ;φ)χφ(g).

Hence, the above two equations follow immediately from Corollary 1. �

Theorem 6 follows easily from Corollary 2; we restate it in the following

slightly more precise form.
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Theorem 6. Two complex representations ρ, ψ of a compact group G are

equivalent if and only if χρ = χψ (as functions). A complex representation

ρ is irreducible if and only if∫
G

χρ(g) · χ̄ρ(g)dg = 1.

Proof: It is obvious that ρ ∼ ψ ⇒ χρ(g) = χψ(g), namely

χρ(g) = tr ρ(g) = tr(Aρ(g)A−1) = trψ(g) = χψ(g).

Conversely, χρ = χψ (as functions) implies that

m(ρ;φ) =

∫
G

χρ(g) · χ̄φ(g)dg =

∫
G

χψ(g) · χ̄φ(g)dg = m(ψ;φ),

for all φ ∈ Ĝ. Hence ρ ∼ ψ. Finally,∫
G

χρ(g) · χ̄ρ(g)dg =
∑
φ∈Ĝ

m(ρ;φ)2 = 1

simply means that there is exactly one m(ρ;φ) = 1 and the rest of them

are all zero! Hence ρ is itself irreducible. �

A Classical Example G = S1 = {eiθ; 0 ≤ θ < 2π}. To each integer

n ∈ Z, there is a one-dimensional complex representation

φ : S1 × C1 → C1 : eiθ · z = einθz,

or equivalently,

S1 φ→ U(1) = S1, eiθ �→ einθ.

In this special case, the above results specialize into the well-known facts in

the Fourier series, namely, that {einθ : n ∈ Z} forms an orthonormal basis

of L2(S
1).

Exercises 1. Use the completeness of {einθ : n ∈ Z} in L2(S
1) to show

that the above collection of representations of S1 already forms a complete

set of representatives of Ŝ1.

2. Generalize the above result of S1 to products of several copies of S1,

namely, the torus group of rank k:

T k = S1 × S1 × · · · × S1 (k copies).



March 21, 2017 16:20 Lectures on Lie Groups 9in x 6in b2380-ch01 page 14

14 Lectures on Lie Groups

Hint: Exhibit a collection of explicit irreducible complex representations

of T k (notice that they must all be one-dimensional!) and then apply the

above theory on representation functions to check whether you have already

obtained a complete collection of representatives of T̂ k.

5. Classification of Irreducible Complex

Representations of S3

Among all compact connected non-Abelian topological groups, the multi-

plicative group of unit quaternions, S3, is certainly the simplest one and is

also one of the most basic. As a preliminary application of the character

theory of Sec. 4, let us work out the classification problem of irreducible

complex representations of S3 as follows.

Let H = {a + jb : a, b ∈ C} be the skew field of quaternions and

S3 = {a+ jb : aā+ bb̄ = 1} be the multiplicative group of unit quaternions.

We shall consider H as a right C-module and let S3 act on H via left

multiplications. (In this setting, the associative law of H shows that the

S3-action on H is indeed C-linear.) Choose {1, j} as the C-basis of H.

Then the above S3-action gives a two-dimensional representation:

φ1 : S3 → U(2) : φ(a+ jb) =

(
a −b̄
b ā

)
.

(Note (a + jb) · j = aj + jbj = −b̄ + jā.) In fact, the above map is an

isomorphism of S3 onto SU(2), the subgroup of U(2) with determinant 1.

We can interpret the above matrix as the following linear substitution:(
z1

z2

)
�→
(
a −b̄
b ā

)(
z1

z2

)
,

and hence it induces a linear transformation on the space of polynomials

C[z1, z2] =

∞∑
k=0

⊕Vk,

where Vk is the subspace of homogeneous polynomials of degree k. Each

Vk is clearly an invariant subspace of the above SU(2)-action and it is

of dimension k+1. Thus, the restricted SU(2)-action on Vk produces a

complex representation of dimension k + 1 for each k = 0, 1, 2, . . . .
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Theorem 7. Let φk be the above complex representation of S3 on Vk.

Then each φk is irreducible and they form a complete set of representatives

of Ĝ for G = S3.

Proof: (i) Since all character functions are automatically constant along

each conjugacy class of G, a good understanding of the orbital geometry of

the adjoint transformation, namely

Ad : G×G→ G : (g, x) �→ gxg−1

will be very helpful in the actual computation of integration of such func-

tions over G.

Consider H as a four-dimensional real vector space with inner product

and let S3 act on it as follows:

S3 ×H→ H : (g, x) �→ g · x · g−1 (quaternion multiplication).

It leaves the line of real numbers pointwise fixed and it preserves the norm.

Hence it is an orthogonal representation of the form 1⊕ψ where 1 denotes

the trivial representation acting on the real line and ψ is the restriction of

the above S3-action on the R3 of pure quaternions. Therefore

ψ : S3 → SO(3),

and it is easy to see kerψ = {±1}. Since dimSO(3) = 3 = dim S3/{±1},
it is clear that ψ is an epimorphism.

The adjoint transformation of S3 is exactly the restriction of the above

S3-action of H to the unit sphere S3(1). Hence, every conjugacy class of S3

intersects the subgroup S1 of unit complexes perpendicularly at conjugate

points and the conjugacy class of e±iθ is the “latitude” two-sphere passing

through e±iθ, which is intrinsically a two-sphere of radius sin θ. (See Fig. 1.)

(ii) Since

φ1(e
iθ) · z1 = eiθ · z1, φ1(e

iθ) · z2 = e−iθ · z2,
it is easy to see that

zk1 , z
k−1
1 z2, . . . , z

k−j
1 zj2, . . . , z

k
2

are eigenvectors of φk(e
iθ) with

eikθ , ei(k−2)θ, . . . , ei(k−2j)θ , . . . , e−ikθ
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i

eiθ

e−iθ
G(eiθ)

 j, k

−1 1
θ

S3(1) ⊂ H ≅ 4

Fig. 1.

as their respective eigenvalues. Hence

χk(e
iθ) = χφk

(eiθ) =
ei(k+1)θ − e−i(k+1)θ

eiθ − e−iθ .

(iii) The total volume of S3(1) is 2π2. Let dσ be the volume element of

the Riemannian manifold S3(1) and dg be the normalized Haar measure.

Then dg = 1
2π2 dσ.

(iv) The nice orbit geometry of (i) enables us to exploit the orbital

constancy property of the character functions to simplify the integrations

over S3, namely∫
G

χk(g) · χ̄k(g)dg

=
1

2π2

∫
S3(1)

χk(g) · χ̄k(g)dσ

=
1

2π2

∫ π

0

χk(e
iθ) · χ̄k(eiθ) · 4π sin2 θdθ

=
1

4π

∫ 2π

0

χk(e
iθ) · χ̄k(eiθ) · |eiθ − e−iθ|2dθ
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=
1

4π

∫ 2π

0

|ei(k+1)θ − e−i(k+1)θ |2dθ

= 1.

Hence, by Theorem 6, φk is irreducible!

(v) Finally, we shall prove the completeness of {φk} by contradiction.

Suppose ψ is an irreducible complex representation of dimension k+ 1 but

it is non-equivalent to φk. Then

0 =

∫
G

χψ(g) · χ̄l(g)dg

=
1

4π

∫ 2π

0

χψ(e
iθ) · χ̄l(eiθ) · |eiθ − e−iθ|2dθ

=
1

4π

∫ 2π

0

χψ(e
iθ) · (eiθ − e−iθ) · (ei(l+1)θ − e−i(l+1)θ)dθ,

for all non-negative integers l because ψ is not equivalent to any φl. (Note

that dimφl �= dim ψ if l �= k.)

Observe that χψ(e
iθ) = χψ(e

−iθ) and hence it is an even function of

θ. Therefore χψ(e
iθ) · (eiθ − e−iθ) is a non-zero odd function of θ which,

by the above equation, is orthogonal to all {(ei(l+1)θ − e−i(l+1)θ) : l =

0, 1, 2, . . .}. This is a contradiction to the well-known fact that they already

form a basis of the subspace of odd L2-functions of S1. Hence, such

an irreducible representation ψ cannot possibly exist. This proves that

the family {φk} already constitutes a complete representatives of Ĝ for

G = S3 ∼= SU(2). �

Exercise Using the fact SO(3) ∼= S3/{±1}, every irreducible represen-

tation φ : SO(3) → GL(V ) can always be “pulled back” to an irreducible

representation with kerφ ⊃ {±1}, namely

φ̃ : S3 π→ SO(3)
φ→ GL(V ), φ̃ = φ ◦ π.

Conversely, every irreducible representation of S3 whose ker contains {±1}
can be considered as such a pull-back. Use the above relation to classify

complex irreducible representations of SO(3).
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6. L2(G) and Concluding Remarks

The results of Frobenius–Schur theory clearly indicate that L2(G) should

be a proper setting for further development of representation theory of

compact groups. Therefore, we shall conclude our rather brief discussion on

representation theory by mentioning some pertinent results along this line.

1. Theorem 5 proves that{√
dim φ · φij : φ ∈ Ĝ, 1 ≤ i, j ≤ dim φ

}
is a natural collection of orthonormal vectors in L2(G) and

{χφ : φ ∈ Ĝ}
is a natural collection of orthonormal vectors in L2(G)

Ad ∼= L2(G/Ad).

Of course, it would be nice if they actually formed orthonormal bases of

L2(G) and L2(G/Ad) respectively. Indeed, this is exactly the assertion of

the Peter–Weyl theorem. We refer to Pontriagin’s book Topological Groups

for a proof of this basic theorem.

2. Let G = G1 ×G2 and φ1, φ2 be complex irreducible representations

of G1, G2 on V1, V2 respectively. Then G has a natural induced action on

V1 ⊗ V2, namely

(g1, g2) · (x1 ⊗ x2) = φ1(g1)x1 ⊗ φ2(g2)x2.
We shall call it the outer tensor product of φ1 and φ2 and will be denoted

by φ1⊗̂φ2. It is easy to check that

χφ1⊗̂φ2
(g1, g2) = χφ1(g1) · χφ2(g2).

Hence∫
G1×G2

|χφ1⊗̂φ2
(g1, g2)|2dg =

∫
G1×G2

|χφ1(g1)|2 · |χφ2(g2)|2dg1 · dg2

=

∫
G1

|χφ1(g1)|2dg1 ·
∫
G2

|χφ2(g2)|2dg2

= 1 · 1 = 1.

This proves that the outer tensor product of two complex irreducible rep-

resentations of G1, G2 is always an irreducible complex representation of

G1 ×G2.

Caution! Notice the difference between the outer tensor product and

the previous tensor product defined for two representations of the same
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group. In fact, if φ and ψ are two representations of the same group G,

then one has the following commutative diagram of homomorphisms:

G

G × G

d

φ ⊗ ψ

φ ⊗̂ψ

GL(V ⊗ W )

d(g) = (g, g)

3. We just showed that

φ ∈ Ĝ1, ψ ∈ Ĝ2 ⇒ φ ⊗̂ψ ∈ G1×̂G2 .

In fact, ̂G1 ×G2 = {φ ⊗̂ψ : φ ∈ Ĝ1, ψ ∈ Ĝ2}. The proof of this fact is as

follows:

{χφ(g1) : φ ∈ Ĝ1} forms an orthonormal basis of L2(G1/Ad),

{χψ(g2) : ψ ∈ Ĝ2} forms an orthonormal basis of L2(G2/Ad),

G1 ×G2

Ad
∼= (G1/Ad)× (G2/Ad) with product measure.

Hence, it follows from the well-known general fact that

{χφ(g1) · χψ(g2) : φ ∈ Ĝ1, ψ ∈ Ĝ2}
also forms an orthonormal basis of L2(G1/AD × G2/Ad) ∼= L2(

G1×G2

Ad ).

This proves that

{φ ⊗̂ψ : φ ∈ Ĝ1, ψ ∈ Ĝ2} = ̂G1 ×G2.

4. The G×G-action of G given by (g1, g2) ·x = g1xg
−1
2 induces a G×G-

action on L2(G). It is not difficult to see that L2(G) decomposes into the

direct sum of the following irreducible G × G-subspaces, namely, for each

φ ∈ Ĝ, one has the subspace spanned by {φij : 1 ≤ i, j ≤ dim φ}.
5. In the special case that G is a finite group, one has

(i) dimL2(G) = |G| (the order of G),

(ii) |Ĝ| = dim L2(G/Ad) = |G/Ad|, i.e. the number of distinct com-

plex irreducible representations is equal to the number of conju-

gacy classes.
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(iii) The decomposition of L2(G) yields the following interesting

equation:

|G| =
∑
φ∈Ĝ

(dim φ)2.

Exercises 1. Find the relationship between the irreducible represen-

tation φ of G and the above irreducible representation of G × G on the

subspace in L2(G) spanned by {φij(g) : 1 ≤ i, j ≤ dim φ}.
2. Apply the character theory to classify complex irreducible representa-

tions of the polyhedral groups, i.e., the symmetry groups of regular solids.
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Lie Groups and Lie Algebras

A Lie group G is, by definition, a differentiable group; it consists of a group

structure and a manifold structure such that the multiplication map and

the inversion map are differentiable. One might say that the vector space

structure is a natural focal point of various branches of mathematics at its

elementary level. The Lie group structure is another natural focal point

at its higher ground. Intuitively speaking, the differentiability of the group

structure should provide a way to “linearize” the group structure at the

“infinitesimal level” and the “linear object” so obtained should be a useful

invariant in analyzing the original Lie group structure. This decisive step

was accomplished by S. Lie in the late nineteenth century. The linear object

he obtained was originally called the “infinitesimal group” by himself and

was later renamed to “Lie algebra” by H. Weyl.

Methodologically, it is rather interesting to note that the scheme that

we are going to use is exactly the dual of the scheme that one uses in

representation theory, namely, instead of taking “reconnaissance pictures”

for analyzing a given structure, one sends “spies” into the structure to probe

it directly! In fact, even the analytical tools that one uses in the above two

21
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approaches are also dual to each other, namely, integration and averaging

for the former, differentiation and existence and uniqueness of solutions of

ordinary differential equations for the latter.

1. One-Parameter Subgroups and Lie Algebras

Suppose one is planning to send a probing agent to study the structure of

a given Lie group G. Of course, the success of the whole program depends

on the selection of an effective agent. It is a mere common sense that such

an agent should be both simple and flexible so that is can easily submerge

itself into almost everywhere in G without disturbing the structure of G.

A moment of reflection along this line will lead us to call for the help of

our wonderful old friend the additive group of real numbers, which is the

simplest Lie group.

Definition A differentiable homomorphism of (R,+) into a given Lie

group G, φ : R→ G, is called a one-parameter subgroup of G.

The initial velocity of φ, dφdt |t=0, is an element in the tangent space of G

at the identity e, TeG. One of the first natural basic questions is, of course,

the following existence and uniqueness problem.

Uniqueness Is a one-parameter subgroup φ : R→ G uniquely deter-

mined by its initial velocity vector?

Existence Can every element of TeG be realized as the initial velocity

vector of a one-parameter subgroup of G?

The following analysis will naturally lead to an affirmative answer of

the above problems in both the uniqueness and the existence.

Let φ : R→ G be a given one-parameter subgroup. Then one may com-

bine it with the right (resp. left) translation to obtain a left- (resp. right-)

invariant R-action on G, namely

Φ : R×G→ G : Φ(t, x) = x · φ(t) (resp. φ(t) · x).
The left- (resp. right-) invariance means that

Φ(t, a · x) = a · Φ(t, x) (resp. Φ(t, x · a) = Φ(t, x) · a),
which, of course, follows from the associativity. Following the usual

convention, we shall always use the right translation so that the corre-

sponding R-action is left-invariant.
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The velocity vectors of the above R-action constitute a left-invariant

vector field X̃ on G, i.e. for every left translation la : G→ G : la(x) = a ·x,
dla(X̃x) = X̃ax. Moreover, it is quite obvious that a left-invariant vector

field X̃ on G is uniquely determined by its value at the identity, namely,

the map

{left invariant vector fields X̃} → {X = X̃e ∈ TeG}

is a bijection. For all x ∈ G, X̃x = dlx(X̃e).

Let X̃ be a given left-invariant vector field on G. Then applying the

usual existence and uniqueness theorem on systems of first-order ODE,

passing through every point x ∈ G there exists a unique integral curve

whose velocity vectors all belong to X̃. Let φ : R → G be the unique

integral curve of X̃ with φ(0) = e. It follows from the left-invariance of X̃

that la ◦ φ : R → G : t �→ a · φ(t) is the unique integral curve of X̃ with a

as its initial point. Hence in particular

φ(s) · φ(t) = φ(s + t),

namely, φ : R→ G is, in fact, a one-parameter subgroup of G.

Summarizing the above discussions, one has the following natural bijec-

tions between the following four types of related objects:

{          }left-invariant
vector fields X̃

{                }one-parameter subgroups
φ : → G

{               }left-invariant -actions
Φ : × G → G

{         }X ∈ T
e
G

initial velocity

evaluation transplantationΦ(t, x) = x · φ(t)

differentiation

integration

The only unmarked arrow “←” is the composition of transplantation, inte-

gration and restriction to the integral curve with e as its initial point.
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As one might notice, our old friend R skillfully uses four different “pass-

ports” in carrying out his mission successfully. Furthermore, in analyzing

the above beautiful final report of his mission, one finds that it inherits a

vector space structure from TeG and a bracket operation from that of left

invariant vector fields, because the bracket [X̃, Ỹ ] of two left-invariant vec-

tor fields is clearly also left-invariant. Therefore the final result one obtains

is a vector space TeG with an additional bilinear anti-commutative bracket

operation satisfying the usual Jacobi identity:

[[X,Y ], Z] + [[Y, Z], X ] + [[Z,X ], Y ] ≡ 0.

This is exactly the linearized object of a given Lie group structure which S.

Lie called it the infinitesimal group of G, but nowadays, we call it the Lie

algebra of G, denoted by G.

As it turns out, the above type of “Lie algebra” structure is not only

important for the study of Lie groups, but it is also a powerful tool in

many other branches of mathematics. Therefore it certainly deserves an

independent standing and an independent theory for its own sake. Actually,

this was exactly the reason why H. Weyl proposed to change the name

“infinitesimal group” to the more independent-looking name “Lie algebra”.

Definition A Lie algebra over a field F is a vector space, which may

be infinite dimensional, together with a bilinear, anti-commutative binary

operation satisfying the Jacobi identity.

In fact, it is possible to organize the totality of all one-parameter sub-

groups of a given Lie group G into a single map of G into G.

Definition For each X ∈ G, set ExpX = φX(1), where φX is the unique

one-parameter subgroup of G with X as its initial velocity vector. The map

so defined

Exp : G→ G : X �→ φX(1)

is called the exponential map of G.

Observe that µc : R→ R : µc(t) = c·t is obviously a Lie homomorphism.

Hence, φX ◦µc is again a one-parameter subgroup of G and it follows from

the chain rule of differentiation that φX ◦µc = φcX . Therefore for all t ∈ R,

Exp tX = φtX(1) = φX(t).
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To put the above organization into perspective, one has the following com-

mutative diagram. For each X ∈ G, one has

φ
X

l
X

G

Exp

G

where lX is the unique linear map R → G with lX(1) = X and

φX is the unique one-parameter subgroup with X as initial velocity.

Thus Exp: G → G is actually the “universal map” for all one-parameter

subgroups of G.

Let f be an arbitrarily given smooth function on G. Then fXa (t) =

f(a · Exp tX) ∈ C∞(R) is the pull-back of f , namely

× G G

× {a} ≅

Φ(t, g) = g · Exp tX

fΦ

f
a
X

and moreover, DfXa (t) = Xf(a · Exp tX). Therefore, the usual Taylor’s

formula with remainder, applied to fXa (t), can be translated as follows:

f(a · Exp t0X) = fXa (t0)

= fXa (0) +DfXa (0)t0 +
1

2
D2fXa (0)t20 + · · ·

+
1

k!
DkfXa (0)tk0 +

1

(k + 1)!
Dk+1fXa (θ)tk+1

0

= f(a) +Xf(a)t0 + · · ·+ 1

k!
Xkf(a)tk0

+
tk+1
0

(k + 1)!
Xk+1f(a · Exp θX),

where θ is a suitable number between 0 and t0.
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Based upon the above Taylor’s formula for smooth functions on G, it is

straightforward to show that

Exp sX · Exp tY ≡ Exp(sX + tY ) (mod second-order terms)

Exp sX · Exp tY · Exp(−sX) · Exp(−tY ) ≡ Exp st[X,Y ]

(mod third-order terms).

To be more precise, the above “≡” means the coordinates of both sides are

equal modulo second- (resp. third-) order infinitesimals. Hence, the vector

space structure of G approximates the group operation of G up to the first

order of infinitesimal, and the bracket operation of G records the leading

term of the non-commutativity of G which is a second-order infinitesimal.

Summarizing the above discussions, we state the results obtained so far

as the following theorem.

Theorem 1. (i) To each tangent vector X ∈ TeG at the identity e, there

exists a unique one-parameter subgroup φX : R → G with X as its initial

velocity.

(ii) There exist canonical bijections between the following four sets of

objects associated with a given Lie group G : TeG = {tangent vectors at e},
{one-parameter subgroups}, {left-invariant R-actions}, {left-invariant vec-
tor fields}.

(iii) The vector space G = TeG has an additional bracket operation

(obtained from its canonical bijection with the space of left-invariant vector

fields of G) which is bilinear, anti-commutative and satisfying the Jacobi

identity. It is called the Lie algebra of G.

(iv) The totality of all one-parameter subgroups of G can be organized

into an exponential map Exp : G→ G, such that φX(t) = Exp tX.

(v) For each f ∈ C∞(G), a ∈ G, t0 ∈ R, one has the following Taylor

expansion with remainder:

f(a · Exp t0X) = f(a) + t0Xf(a) + · · ·+ tk0
k!
Xkf(a)

+
tk+1
0

(k + 1)!
Xk+1f(a · Exp θX).

(vi) To each Lie homomorphism h : G1 → G2, its differential at e,

dhe : G1 → G2 is a Lie algebra homomorphism.
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Examples 1. In the case of GL(n,R) (resp. GL(n,C)), the following

exponential power series of matrices

ExpA = I +A+
1

2
A2 + · · ·+ 1

k!
Ak + · · ·

defines a map Exp : Mn,n(R) → GL(n,R) (resp. Mn,n(C) → GL(n,C)).

It is well-known that φA(t) = Exp tA is a one-parameter subgroup with
d
dt (Exp tA)|t=0 = A. Hence Mn,n(R) (resp. Mn,n(C)) is exactly the Lie

algebra of GL(n,R) (resp. GL(n,C)) and the above map, explicitly defined

in terms of converging power series, is its exponential map. (This is the

origin of the name “exponential map”.) It is then not difficult to verify

that

[A,B] = AB −BA,
for A, B ∈Mn,n(R) (resp. Mn,n(C)).

2. Suppose A ∈ Mn,n(R) (resp. Mn,n(C)) and Exp tA ∈ O(n)

(resp. U(n)) for all t ∈ R, that is 〈Exp tA · x, Exp tA · y〉 = 〈x, y〉 for
all t ∈ R. Then

d

dt

∣∣∣∣
t=0

〈Exp tA · x,Exp tA · y〉 = 〈A · x, y〉+ 〈x,A · y〉 = 0.

Hence, A is skew symmetric (resp. skew hermitian). Actually Exp tA ⊂
O(n) (resp. U(n)) is equivalent to A being skew symmetric (resp. her-

mitian). Therefore the Lie subalgebra corresponding to the Lie subgroup

O(n) ⊂ GL(n,R) (resp. U(n) ⊂ GL(n,C)) is the Lie subalgebra of skew

symmetric (resp. skew hermitian) matrices.

2. Lie Subgroups and the Fundamental Theorem of Lie

The study of one-parameter subgroups of a Lie groupG enables us to obtain

a linear object, namely, its Lie algebra G. It is undoubtedly a structure

of much simpler type than that of the Lie group structure. However, the

true value of such an “invariant” shall depend more on how powerful it is

rather than how elementary its structure is. Therefore, our next topic of

discussion is to apply this “newly gained” invariant to some basic problems

of Lie groups in order to test its powerfulness. Our experiences both in

abstract group theory and in Galois theory clearly indicate the importance

of studying the subgroups of a given group. Therefore, it is natural to test

its power on the problem of Lie subgroups.
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Definition (H, ι) is called a Lie subgroup of a Lie group G if H is a Lie

group and ι : H → G is an injective differentiable homomorphism.

Caution! The image set ι(H) ⊂ G may not be closed. For example

(R, ι) with ι(t) = (t,
√
2t)modZ2 is a Lie subgroup in T 2 = R

2/Z2. But

ι(R) is a dense subset in T 2.

Formulation of a Basic Testing Problem Suppose ι : H → G is a

given Lie subgroup. Then the left cosets of H in G form a left-invariant foli-

ation of G whose tangent subspace at x ∈ G is exactly dlx(dι(H)). Locally,

one may choose a suitable coordinate neighborhood U of e such that the

restriction of the above foliation to U is simply the foliation of “coordinate

slices”, namely, its leaves are given by

xi = const., dimH < i ≤ dimG.

From here, it is easy to verify that dι(H) ⊂ G is a Lie subalgebra, i.e. a

subspace ofG closed under bracket operation. Therefore, the following prob-

lem on the uniqueness and the existence of connected Lie subgroups with

a given Lie subalgebra as its Lie algebra is naturally a fundamental testing

problem.

Problem Let G be the Lie algebra of G and H be a Lie subalgebra of

G. Does there always exist a connected Lie subgroup H with H as its Lie

algebra? Is such a connected Lie subgroup necessarily unique?

The following fundamental theorem of Lie provides the affirmative

answer to the above problem and thus convincingly demonstrates the power

of Lie algebras as an invariant for studying Lie groups.

Theorem 2. Let G be the Lie algebra of a Lie group G and let H be a Lie

subalgebra of G. Then there exists a unique connected Lie subgroup (H, ι)

which makes the following diagram commutative:

Gh

GH

Exp Exp

ι
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As expected, the proof of the above fundamental theorem of Lie relies

heavily on the higher dimensional generalization of the existence and

uniqueness theorems of ODE, namely, the Frobenius theorem on the com-

plete integrability of involutive distributions. Therefore we shall first give

a proof of the Frobenius Theorem and then deduce Theorem 2 from it. Let

us first begin with a few needed definitions.

Definition Let X1, . . . , Xk be k smooth vector fields defined on an open

neighborhood U such that {X1(x), . . . , Xk(x)} is linearly independent for

every x ∈ U . Set ∆x equal to the span of {X1(x), . . . , Xk(x)} ⊂ TxM .

Then the k-plane field ∆ on U which assigns the k-dimensional subspace

∆x to each x ∈ U , is called a smooth k-dimensional distribution spanned

by {X1(x), . . . , Xk(x)}.

Definition A k-dimensional distribution ∆ onM assigns a k-dimensional

subspace ∆x of TxM to each x ∈ M , namely, it is simply a k-plane field

defined on M . It is called smooth if it can always be locally spanned be k

smooth vector fields.

Definition A k-dimensional smooth distribution ∆ on M is called invo-

lutive if every set of local generating vector fields {X1, . . . , Xk} always

satisfies the following condition:

[Xi, Xj](x) ∈ ∆x ∀ x ∈ U 1 ≤ i, j ≤ k,
or equivalently,

[Xi, Xj] =

k∑
l=1

f lijXl, f lij ∈ C∞(U).

It is easy to check that the above involutivity does not depend on the choice

of generating vector fields, and hence it is a property of the distribution ∆.

Definition A k-dimensional distribution ∆ on M is called completely

integrable if, to every point x0 ∈ M , there always exists a suitable local

coordinate neighborhood U such that ∆|U is spanned by ∂
∂x1 , . . . ,

∂
∂xk .

Frobenius Theorem A k-dimensional distribution ∆ on M is com-

pletely integrable if and only if it is involutive.

Proof: The “only if” part is obvious. We shall only prove the “if ” part by

induction on the dimension k of the distribution. Notice that the starting
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point of k = 1 is essentially the usual existence-uniqueness theorem of ODE,

namely, an everywhere non-vanishing smooth vector field X can always

be locally expressed as X = ∂
∂x1 with respect to a suitably chosen local

coordinate system. Therefore we begin our inductive proof by assuming

that k > 1, X1 = ∂
∂x1 and the above theorem already holds for smooth

distribution of dimension ≤ k − 1.

Let { ∂
∂x1 , X2, . . . , Xk} be a given set of local generating vector fields

of an involutive distribution ∆|U , and x1, . . . , xn are the local coordinate

functions defined on U . Set

X̃i = Xi − (Xi · x1) · ∂

∂x1
, 2 ≤ i ≤ k.

Then { ∂
∂x1 , X̃2, . . . , X̃k} is also a set of generating vector fields of ∆|U and

X̃ix
1 ≡ 0, 2 ≤ i ≤ k. Let U0 be the (n − 1)-dimensional submanifold of

U defined by x1 = 0. Then the restrictions of {X̃2, . . . , X̃k} onto U0 span

an involutive distribution of dimension k − 1. Therefore, by the induction

assumption, there exists a local coordinate system, say (y2, . . . , yn), such

that for all y ∈ U0,

〈X̃2(y), . . . , X̃k(y)〉 =
〈

∂

∂y2
, . . . ,

∂

∂yk

〉
.

To each point p ∈ U , let q be the unique point of intersection of U0 with

the x1-curve passing through p, and (y2, . . . , yn) be the coordinates of q in

U0. Then (x1, y2, . . . , yn)↔ p constitutes a new local coordinate system of

U and we shall show that for x ∈ U
∆x =

〈
∂

∂x1
,
∂

∂y2
, . . . ,

∂

∂yk

〉
.

Or equivalently, what we need to show is that

X̃iy
l ≡ 0, 2 ≤ i ≤ k, k + 1 ≤ l ≤ n.

Of course, one needs only to show that the restrictions of the above functions

to every x1-curve are all identically zero. Let Γ be an arbitrary x1-curve

and set

f li (x
1) = X̃iy

l|Γ.

Then it follows from the involutivity of ∆ that there exist smooth functions

{hij : 2 ≤ i, j ≤ k} such that[
∂

∂x1
, X̃i

]
=

k∑
j=2

hijX̃j , 2 ≤ i ≤ k.
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It is crucial to note that [ ∂
∂x1 , X̃i]x

1 = ∂
∂x1 X̃ix

1−X̃i1 = 0−0 = 0. Applying

the above equations to yl and then restricting to the x1-curve Γ, one gets

d

dx1
f li (x

1) =

[
∂

∂x1
, X̃i

]
yl
∣∣∣∣
Γ

=

k∑
j=2

hij |Γ · f lj(x1).

For fixed l, the above equations constitute a system of homogeneous first-

order ODE and {f li(x1) : 2 ≤ i ≤ k} is its unique set of solutions with zero

initial values, i.e. f li (0) = 0. It follows easily from the homogeneity that this

unique set of solutions must be {f li(x1) ≡ 0}! This completes the proof of

the Frobenius Theorem by induction. �

Definition A k-dimensional submanifold Y ⊂M is said to be an integral

submanifold of a k-dimensional smooth distribution ∆ on M if TyY = ∆y

for all y ∈ Y .

Definition A connected integral submanifold Y is said to be a maximal

integral submanifold of ∆ if it cannot be properly contained in another

connected integral submanifold of ∆.

Corollary If ∆ is an involutive distribution on M, then to each given

point x ∈ M, there exists a unique maximal integral submanifold of ∆

passing through x.

Proof: Locally, the above theorem proves that integral submanifolds of

an involutive ∆ are simply the coordinate slices. Therefore one has the

strongest possible local existence-uniqueness that two connected integral

submanifolds with a single point in common can be pieced together to

become a bigger one. Hence the unique maximal integral submanifold of ∆

passing through a given point x ∈M is exactly the one obtained by pushing

the above piecing together analytic continuation of the local coordinate slice

of x to its utmost limit. �

Proof of Theorem 2: Let H ⊂ G be a given Lie subalgebra and

{X1, . . . , Xk} be an arbitrary basis of H. Interpret them as left-invariant

vector fields. Then they, in fact, globally generate a left-invariant distri-

bution ∆(H) of dimension k on G. Since H is assumed to be closed under

bracket operation, ∆(H) is involutive. Hence, it is completely integrable. Let

H be the unique maximal integral submanifold of ∆(H) passing through
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the identity. It follows from the left-invariance of ∆(H) that la(H) = a ·H is

exactly the unique maximal integral submanifold of ∆(H) passing through

a. Let h ∈ H be an arbitrary element of H . Then

e ∈ H ∩ h−1 ·H ⇒ H = h−1 ·H ⇒ H =
⋃
h∈H

h−1H = H−1H.

Hence H is a connected Lie subgroup of G whose tangent space at e is

exactly H. This proves the unique existences of a connected Lie subgroup

of G corresponding to the given Lie subalgebra H of G. �

Exercises 1. Show that a connected topological group G can always

be generated by an arbitrary neighborhood of the identity. (To a given

neighborhood U of e, choose another smaller one V with V = V −1. Then⋃∞
n=1 V

n is an open subgroup of G.)

2. Show that there exists a sufficiently small neighborhood W of the

origin in G such that ExpW is a neighborhood of the identity in G, and

moreover, the only subgroups of G contained in ExpW is the trivial one,

H = {e}.

3. Lie Homomorphisms and Simply Connected

Lie Groups

Next let us extend our general investigation of the relationship between Lie

algebras and Lie groups to the case of Lie homomorphisms. Let G1, G2

be two connected Lie groups with G1, G2 as their Lie algebras. Suppose

φ : G1 → G2 is a given Lie algebra homomorphism. Does there always exist

a Lie group homomorphism Φ, such that φ = dΦ|e, namely

G
2

G
1

G
2

G
1

Exp Exp

∃Φ ?

φ

Does there exist Φ which makes the above diagram commutative?
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As it turns out, the answer for the above problem is not universally

affirmative. For example, if we take the simple case of G1 = S1 and G2 = R,

both of their Lie algebras are R and

µc : R→ R : t �→ ct, c ∈ R

are all the Lie algebra homomorphisms. However, the only Lie group homo-

morphism Φ : S1 → R is the trivial one. (R contains no compact sub-

groups except the trivial one.) But if we interchange the positions, namely,

G1 = R,G2 = S1, then it is not difficult to see that corresponding to each µc
there is

Φc : R→ S1 : t �→ eict

with dΦc|e = µc.

What is the crucial point that makes the difference? Let us make use of

Theorem 2 to help us to analyze the situation. Observe that the Lie algebra

of G1 ×G2 is just G1 ⊕G2, and moreover, corresponding to each given Lie

algebra homomorphism φ : G1 → G2, its graph

Γ(φ) = {(X,φ(X)) : X ∈ G1}
is a Lie subalgebra of G1⊕G2. Hence, by Theorem 2, there exists a unique

connected Lie subgroup H ⊂ G1×G2 with Γ(φ) as its Lie algebra. We need

the following commutative diagram to put the whole situation in clear view.

G
1
⊕ G

2G
1

G
2

G
1

G
2

P
2

P
1

H Φ
2

Φ
1

p
1

h

G
1
× G

2

φ
1

φ
2

p
2

where the four vertical maps are Exp and

φ1 : Γ(φ)
⊂→ G1 ⊕G2

p1→ G1

is, by definition, invertible and φ = φ2 ◦φ−1
1 . Now here is the crucial point.

Suppose that Φ1 also happens to be invertible. Then Φ = Φ2 ◦ Φ−1
1 will
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clearly be the desired Lie group homomorphism. The fact that φ1 is an iso-

morphism, however, only implies that Φ1 is a covering homomorphism. One

needs the topological condition thatG1 is simply connected, i.e. π1(G1) = 0,

to ensure that Φ1 is also an isomorphism. Therefore one has the general

existence of the corresponding Lie homomorphism for the special case that

G1 is a simply connected Lie group.

Theorem 3. If G1 is a simply connected Lie group, then to any given

Lie algebra homomorphism φ : G1 → G2, there exists a unique Lie group

homomorphism Φ : G1 → G2 such that dΦe = φ, namely

G
2

G
1

G
2

G
1

Exp Exp

Φ

φ

A theorem of Ado asserts that any finite dimensional (abstract) Lie algebra

over R can be realized as (or rather, is isomorphic to) a Lie subalgebra of

the Lie algebra of GL(n,R) for sufficiently large n. Therefore it follows from

Theorem 2 that any finite dimensional (abstract) Lie algebra over R can be

realized as the Lie algebra of a Lie group.

It is a well-known fact that every connected smooth manifold M has a

unique universal covering manifold M̃ , f : M̃ → M is a covering map and

π1(M̃) = 0. A generic way of constructing M̃ directly fromM is as follows:

Choose a fixed base point x0 ∈ M . Let P (M,x0) be the set of all

paths inM with x0 as their initial point. Introduce the equivalence relation

that γ1 ∼ γ2 if they also have the same terminating point and they are

homotopic with the end points stationary. Then M̃ is naturally bijective to

P (M,x0)/ ∼.
In view of Theorem 3, it is quite natural to ask whether every finite

dimensional Lie algebra over R can be realized as the Lie algebra of a

simply connected Lie group. The following lemma provides the missing link

for a proof of the affirmative answer to the above question.



March 21, 2017 16:20 Lectures on Lie Groups 9in x 6in b2380-ch02 page 35

Lie Groups and Lie Algebras 35

Lemma Let G be a given connected Lie group and h : G̃ → G is the

universal covering manifold of G. Then there is a unique group structure

on G̃ which makes G̃ into a Lie group and h into a Lie homomorphism.

Proof: Consider G̃ as the space of equivalence classes of P (G, e). One

may define a natural, induced multiplication among elements of P (G, e),

namely, for the two paths

γi : [0, 1]→ G, i = 1, 2,

one defines the product γ1 · γ2 by the following formula:

(γ1 · γ2)(t) = γ1(t) · γ2(t).
It is easy to check that γ1 ∼ γ′1 and γ2 ∼ γ′2 implies γ1 · γ2 ∼ γ′1 · γ′2. Hence,
the above multiplication induces a multiplication on G̃. From here, it is

straightforward to check that the above multiplication makes G̃ into a Lie

group and h into a Lie homomorphism, namely, it makes h : G̃→ G into a

covering Lie group. �

Summarizing the discussion of this section, one may restate the results

in terms of categorical language as follows. Let

1. LG be the category of Lie groups and Lie homomorphism,

2. LG0 be the category of simply connected Lie groups and Lie homomor-

phisms,

3. LA be the category of Lie algebras and Lie algebra homomorphisms.

Then, the above results show that the linearization functor

L : LG→ LA

becomes an isomorphism if restricted to the subcategory of LG0, namely

LG LA

LG
0

≅

Exercises 1. Show that π1(G), G a Lie group, is necessarily commutative.

2. Show that a discrete normal subgroup of a connected Lie group G

must be contained in the center of G.

3. Classify all connected Lie groups whose Lie algebras have trivial

bracket operations, i.e. [X,Y ] ≡ 0 for all X,Y ∈ G.
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4. Adjoint Actions and Adjoint Representations

In the study of the structure of a given Lie group G, the major task lies in

analyzing its “non-commutativity”. It is intuitively advantageous to orga-

nize the non-commutativity of a Lie group G into the geometric object of

its adjoint action, namely

Ad : G×G→ G, (g, x) �→ gxg−1.

As one shall see in later discussions, the study of the orbit structure of the

adjoint transformation of G on itself is exactly the focal point of the whole

structure theory of Lie groups.

Formally, the above action map Ad(g, x) = gxg−1 is a map of two

“variables”, namely, g and x. Therefore, in the spirit of the Lie algebra, one

should look into its two stages of linearization as follows.

The First Stage For each g ∈ G, Ad(g, ·) : G→ G is a Lie automor-

phism. Hence, there corresponds a Lie algebra automorphism, Adg : G→ G

which makes the following diagram commutative

GG

GG

Exp Exp

Ad(g, ⋅)

Adg

namely, Exp tAdg(X) = g(Exp tX)g−1. Therefore, one has a linear trans-

formation group, Ad: G × G → G, which maps G into the automorphism

group of G, i.e.

Ad : G→ Aut(G) ⊂ GL(G).



March 21, 2017 16:20 Lectures on Lie Groups 9in x 6in b2380-ch02 page 37

Lie Groups and Lie Algebras 37

The Second Stage Let GL(G) be the Lie algebra of GL(G). Then

the above Lie homomorphism, again, induces a Lie algebra homomorphism

ad: G→ GL(G), which makes the following diagram commutative;

GL (G)G

GL(G)G

Exp Exp

Ad

ad

Theorem 4. ad(X) · Y = [X,Y ], for all X,Y ∈ G.

Proof: By the above definitions, one has

Exp sX · Exp tY · Exp(−sX)

= Exp t[Ad(Exp sX) · Y ]

= Exp t[Exp s · ad(X) · Y ]

≡ Exp t[Y + s · ad(X) · Y ] (mod terms of order ≥ 3)

≡ Exp tY · Exp st · ad(X) · Y (mod terms of order ≥ 3).

Hence

Exp st · [X,Y ] ≡ Exp sX · Exp tY · Exp(−sX) · Exp(−tY )

≡ Exp st · ad(X) · Y (mod terms of order ≥ 3).

Therefore,

ad(X) · Y = [X,Y ]. �

Examples 1. G = GL(n,R), G =Mn,n(R).

In the special case, for each g ∈ G and X ∈ G, one has

Exp tAd(g)X = gExp tXg−1

= g

{
I + tX +

1

2
(tX)2 + · · ·+ 1

k!
tXk + · · ·

}
g−1

= I + tgXg−1 +
t2

2
(gXg−1)2 + · · ·+ T k

k!
(gXg−1)k + · · ·

= Exp t(gXg−1).
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Therefore Ad(g) · X = gXg−1. If we denote the birth certificate repre-

sentation of GL(n,R) on Mn,1(R) � R
n by ρ̃n, then the above adjoint

representation is equivalent to ρ̃n ⊗R ρ̃
∗
n.

2. G = GL(n,C), G =Mn,n(C).

Exactly the same reasoning will show that

Ad(g)X = gXg−1,

for g∈GL(n,C) and X ∈Mn,n(C). And moreover, if we denote the

birth certificate representation of GL(n,C) on Mn,1(C) by µ̃n, then

Ad = µ̃n ⊗C µ̃
∗
n.

3. G = O(n), G = the space of skew-symmetric n× n matrices.

Again, one has for g ∈ O(n) and X ∈ G

Ad(g)X = gXg−1.

If one denotes the birth certificate representation of O(n) on Rn by ρn,

i.e. ρn = ρ̃n|O(n), then
AdO(n) = Λ2ρn

the restriction of the O(n)-conjugation to skew-symmetric matrices.

4. G = U(n), G = the space of skew-hermitian n× n matrices.

Again, one has

Ad(g)X = gXg−1.

Observe that every element A ∈ Mn,n(C) can be uniquely expressed as

the sum of its hermitian part and its skew hermitian part, namely, A =
1
2 (A +A∗) + 1

2 (A −A∗); and moreover, B is hermitian if and only if iB is

skew hermitian. Hence G⊗ C �Mn,n(C).

Let µn = µ̃n|U(n). Then for X ∈ G

Ad(g)X = gXg−1 ⇒ Ad(g)(X + iY ) = g(X + iY )g−1.

Hence the complexification of the adjoint representation of U(n) is exactly

the above conjugation transformation of U(n) on Mn,n(C), namely,

AdU(n) ⊗ C = µn ⊗C µ
∗
n.
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Orbital Geometry of the
Adjoint Action

Roughly speaking, the linear representation theory that we discussed in

the first lecture is a kind of extrinsic linearization; and the basic Lie group

theory that we discussed in the second lecture is a kind of intrinsic lin-

earization. The former is based on the compactness of the group and the

technique of averaging provided by the Haar integral; and the latter is based

upon the differentiability of the group structure and technically relies on the

existence-uniqueness theory of ordinary differential equations, in the form

of Frobenius theorem on complete integrability of distributions. Therefore,

in the case of compact connected Lie groups, one naturally expects that

they can be combined to provide a rather satisfactory understanding of

both the structural theory and the representation theory of this important

family of groups. This shall be exactly the topic of our discussion for the

next few lectures.

As it had already been pointed out in the previous lecture, the central

issue in the study of group structure is the non-commutativity and it is

advantageous to organize it in the form of adjoint action. Therefore, we shall

begin our study of compact connected Lie groups by focusing our attention

on the orbital geometry of the adjoint action, namely, the geometry of

39
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conjugacy classes. For example, S3 ∼= SU(2) is one of the simplest, non-

commutative, compact connected Lie group, the orbital geometry of the

conjugacy classes of S3 had already been worked out in Lecture 1, which

is exactly the crucial geometric input that enable us to apply the character

theory of Frobenius–Schur to obtain a neat classification of the complex

irreducible representations of S3. In fact, this simple special case will serve

as a good prototype for the general theory of compact connected Lie groups.

1. Bi-Invariant Riemannian Structure on a Compact

Connected Lie Group and the Maximal Tori

Theorem of É. Cartan

In this lecture, we shall always assume that G is a compact connected

Lie group and G is its Lie algebra. The compactness of G ensures the

existence of adjoint-invariant inner products on G. Fix such an invariant

inner product on G and then choose an orthonormal basis of G, say {Xi; 1 ≤
i ≤ dimG}. Let X̃i be the left invariant vector field on G with Xi as its

value at the identity e. This frame field {X̃i; 1 ≤ i ≤ dimG} uniquely

determines a Riemannian structure on G such that {X̃i(x); 1 ≤ i ≤ dimG}
is an orthonormal basis of TxG for all x in G.

Lemma 1. The above Riemannian metric on G is bi-invariant, namely,

both left and right translations are isometries.

Proof: Observe that the inner product of a vector space is uniquely deter-

mined by one of its orthonormal basis. Therefore, a linear map A : V →W

is an isometry if and only if A maps an orthonormal basis of V to an

orthonormal basis of W . Let la (resp. ra) be the left (resp. right) transla-

tion of G by a, i.e. la(x) = a·x (resp. ra(x) = x·a). Then, the left invariance
of X̃i simply means that dla : TxG→ TaxG maps X̃i(x) to X̃i(ax). Hence,

all left translations, la, a ∈ G, are obviously isometric. Next, let us consider

the following diagram of linear maps.

T
e
G

T
xa

G

dl
x

dr
a

Ad(a − 1)
T

e
G

T
x
G

dl
xa
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It is commutative because

xa(a−1ga) = xga⇒ lxa ◦Ad(a−1) = ra ◦ lx.
Therefore, the fact that dlx, dlxa and Ad(a−1) are all isometries implies

that dra is also an isometry. �

From now on, a compact connected Lie group G is always assumed to be

equipped with such a bi-invariant Riemannian metric. Hence, in particular,

the adjoint action of G on the Riemannian manifold G is an isometric

transformation group whose orbits are exactly the conjugacy classes of the

group G. The key result in the geometric structure of conjugacy classes of a

compact connected Lie group G is the maximal tori theorem of É. Cartan.

Recall that the group of unit complexes, i.e., the circle group S1, is the only

one-dimensional compact connected Lie group, and moreover, the products

of several copies of the circle group S1 are the only commutative, compact

connected Lie groups. The product of k copies of S1 is called a torus group

of rank k and shall be denoted by T k or simply by T if its rank does not

need to be specified.

Definition A torus subgroup T ⊂ G is called a maximal torus of G if it

cannot be properly contained in any other torus subgroup of G.

Lemma 2. Let T be a torus subgroup of G and F (T,G) (resp. F (T,G))

be the fixed point set of adjoint action of T on G (resp. G). Then T is a

maximal torus of G if and only if either dimF (T,G) = dimT or F (T,G)

contains T as one of its connected components.

Proof: Let M be the Lie algebra of T . Then it follows from the definition

of the adjoint action of T on G that

F (T,G) ⊃M.

If T is not maximal, say T is properly contained in another torus subgroup

T1 with M1 as its Lie algebra, then

F (T,G) ⊃M1 ⇒ dimF (T,G) ≥ dimM1 > dimT.

Conversely, suppose dimF (T,G) > dimT . Then, there exists

X ∈ F (T,G)\M
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and hence M1 = 〈X,M〉 is a Lie subalgebra of G with identically

zero bracket operation. By Theorems 2.2 and 2.3, there exists a unique

commutative connected Lie group H with M1 as its Lie algebra. The clo-

sure of H is certainly a torus subgroup of G, i.e. a commutative compact

connected subgroup of G, which properly contains T . Hence T is not a

maximal torus. This completes the proof that

T is a maximal torus ⇔ dimF (T,G) = dim T.

The second condition is closely related to the above one because the identity

component of F (T,G) is clearly a Lie subgroup of G whose Lie algebra is

exactly F (T,G). �

Examples 1. The subgroup of unit complexes, S1, is a maximal torus in

the group of unit quaternions S3.

2.

SO(2) =


 cos θ −sin θ 0

sin θ cos θ 0

0 0 1

; 0 ≤ θ < 2π


is a maximal torus of SO(3).

3.

T n =





eiθ1

eiθ2

. . .

eiθj

. . .

eiθn


; 0 ≤ θj < 2π


is a maximal torus of U(n).

4. Let T ⊂ U(n) be an arbitrary torus subgroup of U(n). Then it follows

from a corollary of the Schur Lemma that the above unitary representation,

(T,Cn), splits into the direct sum of one-dimensional ones. Therefore, there

exists a suitable orthonormal basis {bj ; 1 ≤ j ≤ n} which consists of com-

mon eigenvectors of all elements of T . Let {ej; 1 ≤ j ≤ n} be the canonical
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basis of Cn, i.e., ej = (0, . . . , 0, 1, 0, . . . , 0) and set B be the element of U(n)

with B(ej) = bj , 1 ≤ j ≤ n. Then, for each A ∈ T , 1 ≤ j ≤ n,

B−1AB(ej) = B−1A(bj) = B−1(λjbj) = λjej , |λj | = 1,

namely, one has

B−1TB ⊂ T n.

Exercises 1. Show that the subgroups in the above Examples 1–3 are

indeed maximal torus in the respective groups.

2. Let A ∈ U(n) be an arbitrary element in U(n). Show that there

always exists a suitable B ∈ U(n) such that B−1AB ∈ T n, i.e. B−1AB is

a diagonal unitary matrix.

3. Exhibits a maximal torus of SO(4).

Theorem 1 (É. Cartan). Let T be a maximal torus of G. Then T inter-

sects every conjugacy class of G, i.e. every element g ∈ G is conjugate to a

suitable element in T .

Proof: Let ϕ = Ad |T be the restriction of the adjoint representation of G

to T and h ⊂ G be the Lie algebra of T . Since T is a maximal torus, it follows

from Lemma 2 that F (T,G) = h. Recall that every complex irreducible

representation of a torus group must be one-dimensional, it follows readily

that every non-trivial real irreducible representation of a torus group is

always two-dimensional. Hence

ϕ = dim h · 1⊕ ϕ1 ⊕ · · · ⊕ ϕl,

where 1 denotes the one-dimensional trivial representation and ϕj , 1 ≤
j ≤ l, are non-trivial homomorphisms of T onto SO(2). Therefore, ker(ϕj),

1 ≤ j ≤ l, are all codimension one closed Lie subgroup of T ; the complement

of their union,
⋃
ker(ϕj), is an open dense submanifold of T , say denoted

by W .

Let t0 ∈ W be an arbitrary element in W . Then each ϕj(t0) is a non-

trivial rotation and hence F (ϕ(t0),G) = h. Let Gt0 = {g ∈ G; gt0g−1 = t0}
be the centralizer of t0 and Exp sX be an arbitrary one-parameter subgroup
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of Gt0 . Then

Exp sX = t0 Exp sXt
−1
0 = Exp sAd(t0)X, ∀ s ∈ R

⇒ X ∈ F (ϕ(t0),G) = h.

Hence, the connected component of the identity ofGt0 is equal to T and,

of course, dimG(t0) = dimG− dimGt0 = dimG− dimT , namely, the con-

jugacy class of t0, i.e. G(t0), and the maximal torus T are submanifolds of

complementary dimensions. The key geometric fact that the entire proof is

based upon is that T and G(t0) intersect perpendicularly and transversally!

We shall prove the above fact by analyzing the action of T on Tt0G.

Observe that lt0 commutes with the conjugation of t, t ∈ T , namely,

lt0 ◦ σt(x) = t0txt
−1 = tt0xt

−1 = σt ◦ lt0(x) for all x ∈ G. Therefore, dlt0
is an equivariant linear map of G = TeG onto Tt0G with respect to the

induced T -actions. Recall that

G = h⊕ h⊥

with ϕ|h = dim h · 1 and ϕ|h⊥ = ϕ1 ⊕ · · · ⊕ ϕl. It is clear that dlt0(h)

is exactly the tangent space of T at t0. Hence, in order to show that the

tangent space of G(t0) at t0 is exactly the orthogonal complement to that of

T , it suffices to prove that the induced T -action on that of G(t0) contains

no fixed directions. This is an easy corollary of the following simple but

useful lemma. �

Lemma 3. Let H be a compact Lie subgroup of G. Then the induced

H-action on the tangent space of G/H at the based point, T0(G/H), is

equivalent to the restriction of the adjoint H-action on G to the (orthogonal)

complement of h.

Proof: Let G be the Lie algebra of G equipped with an AdH -invariant

inner product and h⊥ be the orthogonal complement of the Lie subalgebra

h. Let p : G→ G/H be the canonical projection, i.e., p(x) = x ·H ∈ G/H .

Observe that,

p ◦ σh(x) = p(hxh−1) = hxh−1 ·H = hx ·H = lh(x ·H),

for all h ∈ H , namely, p is, in fact, an H-equivariant differentiable map

with respect to the adjoint action of H on G and the left translation of H

on G/H . Therefore,

dpe : G = h⊕ h⊥ → T0(G/H)

maps h⊥ isomorphically onto T0(G/H) as H-linear spaces. �
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Summarizing the above discussions, we have already obtained the following

key geometric facts, namely

(i) T is a connected component of F (T,G) and hence it is a totally geodesic

submanifold of G. [Recall that the fixed point set of an isometric trans-

formation group is always a totally geodesic submanifold. It is a direct

consequence of the uniqueness of geodesic with given initial point and

direction.]

(ii) The tangent spaces of T and G(t0) at t0 are orthogonal complements

of each other.

Based upon the above two facts, it is then an easy matter to complete

the proof of Theorem 1 as follows.

Let G(y) be any other G-orbit, i.e. conjugacy class. Then G(t0) and

G(y) are two compact submanifolds in the complete Riemannian manifolds

G. Hence, by Hopf–Rinow Theorem, there always exists a geodesic interval,

say x1y1, which realizes the shortest distance between them, and therefore,

it must be perpendicular to both. Let g be a suitable element of G such that

g(x1) = gx1g
−1 = t0. Then g(x1y1) = t0g(y1) is again a geodesic interval

which is also perpendicular to both. Therefore, by (i) and (ii), the whole

geodesic interval t0g(y1) lies in T and hence g(y1) = gy1g
−1 ∈ T ∩ G(y).

This completes the proof of Theorem 1.

Remark In fact, the above proof actually provides much more informa-

tions on the orbital geometry of the adjoint action other than just the inter-

section property stated in Theorem 1. For examples, the following useful

geometric facts are already included in the above proof.

(1) For every element t0 ∈ W , G(t0) and T are of complementary dimen-

sions and they intersect perpendicularly and transversally at t0.

(2) For each element t1 ∈
⋃
ker(ϕj), dimGt1 = dimF (ϕ(t1),G) ≥ dim

h+ 2. Hence

dimG(t1) ≤ dimG− dim T − 2,

dim
{⋃

ker(ϕj)
}
= dimT − 1,

dim ∪
{
G(t1); t1 ∈

⋃
ker(ϕj)

}
≤ dimG− 3.

(3) In fact, to an arbitary, fixed top dimensional orbit such as G(t0), the

totality of maximal tori ofG can be characterized as the set of complete,
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totally geodesic normal submanifolds. Therefore, any two maximal tori

of G are mutually conjugate. [Suppose T1, T2 are respectively such

normal submanifolds of G(t0) at x1, x2 and x2 = gx1g
−1. Then gT1g

−1

and T2 are both such normal submanifolds of G(t0) at x2 and hence

gT1g
−1 = T2.]

Corollary 1. All maximal tori of a compact connected Lie group G are

mutually conjugate. [The common rank of maximal tori of G is defined to

be the rank of G.]

Corollary 2. Let S be a torus subgroup of G and ZG(S) be the centralizer

of S in G. Then ZG(S) is equal to the union of all maximal tori of G

containing S (and hence it is connected ), namely,

ZG(S) =
⋃
{T ;T ⊃ S}

=
⋃
{T ;T ⊃ S and maximal}.

Proof: Clearly,
⋃{T ;T ⊃ S} ⊂ ZG(S) and⋃
{T ;T ⊃ S} =

⋃
{T ;T ⊃ S and maximal}.

Hence, one need only to show that every x ∈ ZG(S) is contained in a

maximal torus T ⊃ S.
Let H be the subgroup generated by {x, S} and H̄ be its closure; H̄ is

clearly Abelian and compact. If it is also connected, then H̄ is a torus and we

have nothing to prove. Next let us consider the case that H̄ is disconnected.

Let H̄0 be its identity component and H̄/H̄0 be the quotient group which

is generated by x · H̄0, namely, H̄ ∼= Zl × H̄0 where H̄0 is a torus group

and Zl is a cyclic group of order l. Choose a suitable element a in H̄0 such

that the cyclic group generated by a is dense in H̄0 (such a “topological

generator” always exists for torus group, a theorem of Kronecker). Let b be

a generator of Zl and c ∈ H̄0 with cl = a. Then (b · c)l = bl · cl = a and

hence the cyclic group generated by b · c, 〈b · c〉, is dense in the whole H̄ ,

namely,

〈b · c〉 ⊃ 〈a〉 = H̄0 ⇒ b ∈ 〈b · c〉 ⇒ 〈b · c〉 = H̄.
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Now, by Theorem 1, b · c is contained in a maximal torus T and hence

x ∈ H̄ = 〈b · c〉 ⊂ T . This proves that⋃
{T ;T ⊃ S and maximal} ⊃ ZG(S),

and thus

ZG(S) =
⋃
{T ;T ⊃ S and maximal},

which is clearly connected. �

Corollary 3. ZG(T ) = T for a maximal torus T .

Proof: By Lemma 2, T is equal to the identity component of F (T,G) =

ZG(T ). Hence the connectedness of ZG(T ) implies ZG(T ) = T . �

Definition W (G) = NG(T )/T is called the Weyl group of G, where

NG(T ) is the normalizer of T in G.

Remarks (i) The restriction of the adjoint action map to NG(T ) × T

naturally induces an action map of W (G)× T → T , namely,

Φ

Φ
~

N
G
(T) × T ⊂ G × G G

TW(G) × T

Ad

(ii) A torus group of rank k, T ∼= (R/Z)k ∼= Rk/Zk. Therefore, the auto-
morphism group of T is given by the group of invertible integral matrices

of rank k, i.e. Aut(T ) ∼= GL(k,Z).

(iii) The action map Φ : NG(T ) × T → T induces a homomorphism

ϕ : NG(T ) → Aut(T ) with ker(ϕ) = ZG(T ) = T . Therefore, its effec-

tive quotient gives an injective map ϕ̃ : W (G) → Aut(T ) ∼= Gl(k,Z).

Hence, W (G) is a compact subgroup in a discrete group, namely, a finite

group.
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Weyl Reduction We shall use G/Ad to denote the orbit space of the

adjoint action on G, namely, the quotient space of conjugacy classes of G.

The maximal tori theorem proves that a maximal torus T intersects every

conjugacy class and hence the composition of T ⊂ G→ G/Ad is surjective.

Moreover, it clearly factors through T/W , the orbit space of the Weyl group

action on T , namely, one has the following commutative diagram.

T

G/Ad
≅?

⊂
G

T/W

Naturally, one would like to know whether the above surjection is also

injective?

Theorem 2. Both T/W → G/Ad and h/W → G/Ad in the following

commutative diagrams are bijective, namely,

T

G/Ad
≅

⊂
G

T/W

h

G/Ad
≅

⊂
G

h/W

Proof: Since F (T,G) = ZG(T ) = T [Corollary 3],

T ∩G(x0) = F (T,G(x0)), x0 ∈ T
for any given conjugacy class G(x0). Let x1 = gx0g

−1 be another point of

F (T,G(x0)). Then

T ⊂ Gx1 = gGx0g
−1 ⇒ T and g−1Tg ⊂ Gx0 ,

namely, both T and g−1Tg are maximal tori of Gx0 . Hence, by Corollary 1,

there exists y ∈ Gx0 such that

yTy−1 = g−1Tg ⇒ (gy)−1Tgy = T.
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Therefore, gy ∈ NG(T ) and x1 = gx0g
−1 = gyx0y

−1g−1 (y ∈ Gx0 implies

yx0y
−1 = x0), namely x0 and x1 are on the same W -orbit. This proves the

injectivity and hence the bijectivity of T/W → G/Ad.

Since both (W, h) and (G,G) are respectively the local linearization of

(W,T ) and (G,G) at the identity, the injectivity of h/W → G/Ad follows

directly from that of the former. �

2. Root System and Weight System

The combination of the above Theorem 1 and the character theory of

Frobenius–Schur enable us to reduce the study of representations of a

compact connected Lie group G to that of their restrictions to a maximal

torus T .

Basic Fact 1. Two representations of G, ϕ and ψ, are equivalent if

and only if their restrictions to a maximal torus T, i.e. ϕ|T and ψ|T, are
equivalent, namely

ϕ ∼ ψ ⇔ ϕ|T ∼ ψ|T.

Proof: Recall that the character functions of representations always take

constant values on each conjugacy class and T intersects every conjugacy

class. Therefore,

χϕ = χψ ⇔ χϕ|T = χψ|T,
and hence,

ϕ ∼ ψ Thm1.2⇐⇒ χϕ = χψ

� Thm3.1

ϕ|T ∼ ψ|T Thm1.2⇐⇒ χψ|T = χψ|T. �

Observe that the complex representations of a torus group T always

splits into the direct sum of one-dimensional ones, the above reduction is,

indeed, a rather advantageous one. Let ϕ be a given complex representation

of G, T be a maximal torus of G and h be the Lie algebra of T . Let

ϕ|T = ϕ1 ⊕ ϕ2 ⊕ · · · ⊕ ϕn, n = dimϕ

be the splitting of ϕ|T into one-dimensional representations, namely, each

ϕi is a one-dimensional unitary representation. Recall that h is simply a
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real vector space of dimension k = dim T = rk(G) and ϕj : T → U(1) � S1

is uniquely determined by ϕ̃j = dϕj |e, namely,

U(1)

h ≅ k
ϕ∼

j

T

1

k

ϕ
j

ExpExp

where ϕ̃j is an integral linear functional of h (“integral” means ϕ̃j(Z
k) ⊂ Z)

which is an integral element of the dual space h∗ with respect to a specified

basis.

Definition of Weight System The weight system of a complex repre-

sentation ϕ of G is defined to be the collection of the above integral linear

functionals {ϕ̃j; 1 ≤ j ≤ n}. It is a set of integral elements in h∗ with

multiplicities.

The weight system of a real representation of G is defined to be the

weight system of its complexification.

Remark The weight system of ϕ is a complete set of invariants of ϕ

and it is simply a convenient book-keeping device of ϕ. We shall use the

notation Ω(ϕ) to denote the weight system of ϕ and m(ω, ϕ) or simply

m(ω) to denote the multiplicity of ω in Ω(ϕ).

Definition of Root System In the special case that ϕ is the adjoint

representation of G, its system of non-zero weights is called the root system

of G.

Remark The multiplicity of zero weight in Ω(Ad ⊗ C) is equal to the

rank of G, and the multiplicity of every non-zero weight in Ω(Ad ⊗C) will
be proved to be 1 in the next section. Therefore, it is convenient to exclude

the zero weight in the definition of the root system of G, for it then becomes

a set of uniform multiplicities equal to 1. Hence the root system of G is, in
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fact, just a set! We shall use the notation ∆(G) to denote the root system

of G.

Basic Fact 2. The weight system Ω(ϕ) and the character function

χϕ|T = χϕ|T are both complete invariants of ϕ|T, and hence also of ϕ

itself. They are clearly related as follows.

Let H be a generic element in h. Then it follows from the following

diagram

U(1)       e2πit

H ∈ h
ϕ∼

j

Exp H ∈ T

t

ϕ
j

ExpExp

∈

∈

that χϕj (ExpH) = e2πiϕ̃j(H). Hence

χϕ(ExpH) =
∑

χϕj (ExpH)

=
∑

ω∈Ω(ϕ)

e2πiω(H) (sum with multi .).

Basic Fact 3. One has the following convenient formulas for the char-

acter functions, namely,

(i) χϕ⊕ψ = χϕ + χψ,

(ii) χϕ⊗ψ = χϕ · χψ,
(iii) χϕ∗ = χ̄ϕ.

Correspondingly, one has the following useful relationships among the

weight systems, namely,

(i) Ω(ϕ⊕ ψ) = Ω(ϕ) ∪Ω(ψ), (with multi.)

(ii)

Ω(ϕ⊗ ψ) = Ω(ϕ) + Ω(ψ)

= {ω1 + ω2;ω1 ∈ Ω(ϕ), ω2 ∈ Ω(ψ)}, (with multi.)

(iii) Ω(ϕ∗) = Ω̃(ϕ) = {−ω;ω ∈ Ω(ϕ)} (with multi.).
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Examples 1. Let G = S3. Then S1 = {e2πiθ} is a maximal torus of S3.

Let ϕk be the irreducible representation of dimension k + 1. Then

χϕk
(e2πiθ) = e2πikθ + e2πi(k−2)θ + · · ·+ e−2πikθ.

Hence,

Ω(ϕk) = {kθ, (k − 2)θ, . . . ,−kθ}.
Moreover, since Ad ⊗ C = ϕ2,

∆(S3) = {2θ,−2θ}.
2. Let G = U(n). Then

T =




e2πiθ1

e2πiθ2

. . .

e2πiθn




is a maximal torus of U(n). Let µn be the birth certificate representation

of the U(n) action on Mn,1(C). Then

µn|T = ϕ1 ⊕ ϕ2 ⊕ · · · ⊕ ϕn,
where ϕ̃j = θj . Hence

Ω(µn) = {θj ; 1 ≤ j ≤ n with m(θj) = 1},
and correspondingly

χµn |T =
n∑
j=1

e2πiθj .

By Basic Fact 3,
Ω(µ∗

n) = {−θj; 1 ≤ j ≤ n with m(−θj) = 1},

χ∗
µn
|T =

n∑
j=1

e−2πiθj .

3. The complexification of AdU(n) is equal to µn ⊗ µ∗
n. Therefore

χAd⊗C|T =

 n∑
j=1

e2πiθj

 ·( n∑
k=1

e−2πiθk

)

= n+
∑
j �=k

e2πi(θj−θk),
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and hence

∆(U(n)) = {(θj − θk), 1 ≤ j �= k ≤ n}.

4. G = SO(3). Then

SO(2) =




cos 2πα − sin 2πα 0

sin 2πα cos 2πα 0

0 0 1


 is a maximal torus.

The adjoint representation of S3 is a covering homomorphism:

S3 Ad→ SO(3), ker = {±1},

whose restriction to S1 is a two-fold winding, namely,

S1 → SO(2), e2πiθ �→

 cos 4πθ − sin 4πθ 0

sin 4πθ cos 4πθ 0

0 0 1

.
Every complex irreducible representation of SO(3) pulls back to that of S3

with ker ⊃ {±1}; and conversely, every complex irreducible representation

of S3 with ker ⊃ {±1} can also be pushed to that of SO(3). It is easy to

see that ker(ϕk) ⊃ {±1} if and only if k is even. Therefore to each odd

dimension 2l + 1 there exists a unique complex irreducible representation

of SO(3), ψl such that

S3

Ad

SO(3)

ϕ
2l

ψl

U(2l + 1)

whose weight system is given as follows:

Ω(ψl) = {j · α,−l ≤ j ≤ l}.

Notice that ∆(S3) = {±2θ}, ∆(SO(3)) = {±α} and 2θ ↔ α in the covering

map.
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5. G = SO(2l). Then

T =





cos 2πθ1 −sin2πθ1
sin 2πθ1 cos 2πθ1

. . .

cos 2πθl −sin2πθl
sin 2πθl cos 2πθl




∼= [SO(2)]l

is a maximal torus of SO(2l). Let ρ2l be the birth certificate representation

of SO(2l) on M2l,1(R). Then

ρ2l|T = ψ1 ⊕ ψ2 · · · ⊕ ψl,
where ψj : T → SO(2) by the projection to its jth factor. Therefore

Ω(ρ2l ⊗ C) =
l⋃

j=1

Ω(ψj ⊗ C) = {±θj, 1 ≤ j ≤ l},

χρ2l⊗C(ExpH) =

l∑
j=1

(e2πiθj(H) + e−2πiθj(H)).

6. G = SO(2l). Then Ad = Λ2ρ2l. Therefore

Ad ⊗ C|T = Λ2ρ2l ⊗ C|T = Λ2(ρ2l ⊗ C|T )

= Λ2

 l∑
j=1

ψj ⊗ C
 = Λ2

 l∑
j=1

(ϕj ⊕ ϕ′
j)

,
where Ω(ϕj) = θj , Ω(ϕ

′
j) = −θj . From here, it is straightforward to show

that

∆(SO(2l) = {±θj ± θk, j < k}.

Exercise To compute ∆(SO(2l + 1)).
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3. Classification of Rank 1 Compact Connected

Lie Groups

So far, we have already encountered three compact connected Lie groups

of rank 1, namely, S1, S3 and SO(3). Are there any others? Let us try to

find out.

SupposeG is such a Lie group, namely, compact connected and of rank 1.

Let G be its Lie algebra and T ∼= S1 be a maximal torus of G. Restricting

the adjoint action of G on G to T , one gets the decompositionAd |T = 1 + ψ1 + · · · ,
G = R1 ⊕ R2(ψ1) + · · · ,

where the non-trivial irreducible real representations {ψ1, . . .} are all of

the form

ψj : T → SO(2); eit �→
(
cosnjt − sinnjt

sinnjt cosnjt

)
.

Of course, one may assume that

0 < n1 ≤ n2 ≤ · · · ≤ nj ≤ · · · ,
if there are more than one such ψ’s.

Examples 1. In the case G = S3, the above decomposition has only one

two-dimensional one with n1 = 2.

2. In the case G = SO(3), the above decomposition has only one two-

dimensional one with n1 = 1.

Lemma G1 = R1 ⊕R2(ψ1) is a Lie subalgebra of G and it is isomorphic

to the Lie algebra of S3.

Proof: Let H ∈ R1 such that Exp tH = eit ∈ T ∼= S1 and X1, Y1 be an

orthonormal basis of R2(ψ1), namely{
Ad(Exp tH)X1 = cosn1t ·X1 + sinn1t · Y1,
Ad(Exp tH)Y1 = −sinn1t ·X1 + cosn1t · Y1.
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Let us compute the bracket operations of H , X1, Y1 as follows. Differentiate

the above equation with respect to t at t = 0, one gets
[H,X1] =

d

dt

∣∣∣∣
t=0

Ad(Exp tH) ·X1 = n1Y1,

[H,Y1] =
d

dt

∣∣∣∣
t=0

Ad(Exp tH) · Y1 = −n1X1.

Hence, by Jacobi identity, we have

[H, [X1, Y1]] = [[H,X1], Y1] + [X1, [H,Y1]] = 0.

Therefore, [X1, Y1] must be a non-zero multiples of H , for otherwise, G will

contain a two-dimensional Abelian Lie subalgebra which clearly contradicts

the assumption that G is of rank one! Set [X1, Y1] = c ·H . We shall show

that c > 0. Recall that Ad(Exp tX1) are orthogonal transformation for all

t ∈ R. Hence
〈Ad(Exp tX1) · Y1,Ad(Exp tX1) ·H〉 ≡ 〈Y1, H〉.

Differentiate the above equation at t = 0, one obtains

〈[X1, Y1], H〉+ 〈Y1, [X1, H ]〉 = 0,

which implies that

c · 〈H,H〉 = 〈[X1, Y1], H〉 = −〈Y1,−n1Y1〉 = n1〈Y1, Y1〉

⇒ c =
n1|Y1|2
|H |2 > 0.

From here, it is easy to show that {H,X1, Y1} spans a Lie subalgebra iso-

morphic to the Lie algebra of S3 (cf. Ex., Lecture 2). �

Theorem 3. Let G be a compact connected Lie group of rank 1. Then G

is isomorphic to one of the following examples, namely, S1, S3 or SO(3).

Proof: If G is commutative, then it is obvious that G ∼= S1. Let us assume

that G is non-commutative. Then, by the lemma, its Lie algebra G contains

a Lie subalgebra G1 isomorphic to that of S3. Therefore, by Theorem 2.3

and the fact that S3 is simply connected, there exists a compact connected

Lie subgroup G1, with G1 as its Lie algebra, which is either isomorphic to

S3 or isomorphic to SO(3). [In fact, G1
∼= S3 if n1 = 2; G1

∼= SO(3) if

n1 = 1.] We shall show that G = G1, namely, dimG = 3.
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Suppose the contrary that dimG > 3, i.e. there are more than one two-

dimensional irreducible components in the above decomposition of AdTG.

Set

V =
∑
j≥2

R2(ψj) = G⊥
1 , ϕ = (G1, V ).

Then

Ω(ϕ⊗ C) = Ω(ϕ|T ⊗ C)

= Ω

∑
j≥2

ψj ⊗ C
 =

⋃
j≥2

{Ω(ψj ⊗ C)}.

Recall that any complex irreducible representation of SO(3) always con-

tains one zero weight. Hence, the case G � G1
∼= SO(3) is impossible

because the above weight system contains no zero weight. Finally, the case

G � G1
∼= S3 is again impossible, because in this case, n1 = 2 and

Ω(ψj ⊗ C) = {±njθ), nj ≥ n1 = 2

⇒ Ω(ψ ⊗ C) contains no weight of the form ±θ or 0 which is again a

contradiction to Theorem 1.6 (cf. Example 1 in the above section). Hence

G must be equal to G1, namely, G ∼= S3 or SO(3). �

Theorem 4. The multiplicity of every non-zero weight in Ω(AdG⊕C) is
always equal to 1, and moreover, for each root α ∈ ∆(G), kα ∈ ∆(G) if and

only if k = ±1.

Proof: Let G be the Lie algebra of G, T be a maximal torus of G and h be

the Lie algebra of T . Then one has the following orthogonal decomposition

of G as AdT -invariant spaces

G = h⊕
∑

R2
(±α),

where {±α} runs through pairs of non-zero weights in Ω(Ad ⊗ C) with

multiplicities. For H ∈ h, the action of Ad(ExpH) on R2
(±α) is given by(

cos 2πα(H) − sin 2πα(H)

sin 2πα(H) cos 2πα(H)

)
.

Let hα be the kernel of α : h → R1, Tα be the subtorus of T with hα
as its Lie algebra, Gα = Z0

G(Tα) be the connected centralizer of Tα and

G̃α = Gα/Tα. [In fact, Corollary 2 of Theorem 1 already proves that ZG(Tα)
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is automatically connected; it is, however, not needed in this proof.] Let Gα
be the Lie algebra of Gα. Then

Gα = F (Tα,G) = h⊕
∑

R2
(±β),

where {±β} runs through those pairs of non-zero weights in Ω(Ad ⊗ C)
with hβ = hα, namely, proportionate to α. Hence

G̃α ∼= Gα/hα = h/hα ⊕
∑

R2
(±β),

and T/Tα ∼= S1 is a maximal torus of G̃α, namely, G̃α is a rank 1 compact

connected Lie group. Thus, it follows from Theorem 3 that R2
(±α) is, in fact,

the only component in the above direct sum. �

Remarks (i) From now on, the root system ∆(G) is proved to be a set

with uniform multiplicity of 1.

(ii) The usual Cartan decomposition is exactly the complexification of

the above decomposition of G, namely,

G⊗ C = h⊗ C⊕
∑

α∈∆(G)

Cα, Ad(ExpH)Xα = e2πiα(H) ·Xα,

for H ∈ h and Xα ∈ Cα. If one substitutes H by tH and then differentiates

the above equation at t = 0, one gets

[H,Xα] = 2πiα(H) ·Xα.

(iii) In the original decomposition of G over the real, one has

G = h⊕
∑

R2
(±α),

and

[H,Yα] = 2πα(H) · Zα,
[H,Zα] = −2πα(H) · Yα,

where {Yα, Zα} is an orthonormal basis of R2
(±α).
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Coxeter Groups, Weyl Reduction
and Weyl Formulas

In this lecture, we shall continue the study of the orbital geometry of the

adjoint transformation of G on both the manifold G and its Lie algebra G.

Based upon the maximal tori theorem of É. Cartan and the Weyl reduc-

tion, i.e. G/Ad ∼= T/W and G/Ad ∼= h/W , it is rather natural to consider

the Weyl transformation groups (W,T ) and (W, h) as the “vital core” of

the geometry of non-commutativity of G. On the one hand, they are far-

reaching simplifications of the adjoint actions of G on both G and G, and

yet on the other hand, they retain the vital point of the orbit structures

of the original adjoint transformations which is actually the geometric ver-

sion of the totality of the non-commutativity of G. It is an added blessing

that (W, h) are generated by reflections, namely, Coxeter groups. This nat-

urally makes the basic geometry of Coxeter groups to become an important

component of the structural theory of Lie groups.

59
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1. Geometry of Coxeter Groups

Definition A reflection is a differentiable involution r : M → M on a

connected manifold M such that its fixed point set F (r) is a codimen-

sion one submanifold which separates M into two connected regions inter-

changed by r.

Definition A finite differentiable transformation group W ×M →M is

called a group generated by reflections, or simply a Coxeter group, if W is

generated by a collection of reflections.

Examples 1. Let Sn be the symmetric group of n letters and it acts on

Rn = {(x1, x2, . . . , xn); xj ∈ R} by permuting the coordinates. Then it

is a Coxeter group (generated by those reflections which are exactly those

transpositions).

2. Let Rn−1 be the subspace in the above Rn which is defined by∑
xj = 0. Then it is an invariant subspace of the above Sn-action and

(Sn,R
n−1) is again a Coxeter group.

3. If the angle between two intersecting lines l1, l2 is π/n, then the

subgroup of isometries generated by the two reflections with respect to l1,

l2 is a group of order 2n. It is one of the simplest example of Coxeter group.

4. Let G = U(n), T be the subgroup of diagonal matrices and h be the

Lie algebra of T . Then T is a maximal torus of G and h is the vector space

of diagonal skew hermitian matrices, namely,

h =




iθ1

iθ2

. . .

iθn

 ; θj ∈ R


∼= R

n.

Let g ∈ NG(T ) be an arbitrary element of NG(T ), i.e. g
−1Tg = T . Then

g(ej), 1 ≤ j ≤ n, are again eigenvectors of all elements of T and hence are

multiples of a suitable el, namely,

g(ej) = λjelj , 1 ≤ j ≤ n
where |λj | = 1 and (l1, l2, . . . , ln) is a permutation of (1, 2, . . . , n). From

here, it is not difficult to see that the Weyl transformation group (W, h) is,

in fact, isomorphic to the above example (Sn,R
n).
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5. Let G = SU(n), T be the subgroup of diagonal matrices and h be the

Lie algebra of T . The T is a maximal torus of G and

h =



iθ1

iθ2
. . .

iθn

; θj ∈ R,
∑

θj = 0

 ∼= R
n−1.

In this case, the Weyl transformation group (W, h) is isomorphic to the

(Sn,R
n−1) of Example 2.

6. Let (W,M) be a Coxeter group, r ∈W be a reflection and σ ∈W be

an arbitrary element ofW . Then σrσ−1 is also a reflection and F (σrσ−1) =

σF (r).

Lemma 1. Let ∆̃ be the set of all reflections in a Coxeter group (W,M).

Then W acts transitively on the set of connected components of M\∪{F (r);
r ∈ ∆̃}.

Proof: Since σ∆̃σ−1 = ∆̃ and F (σrσ−1) = σF (r), it is clear that⋃
{F (r); r ∈ ∆̃} and M\

⋃
{F (r); r ∈ ∆̃}

are both invariant subsets of W . Therefore, the connected components of

M\⋃{F (r); r ∈ ∆̃} are permuted among themselves under the action ofW .

We shall call the above components chambers and prove the transitivity of

the above W -action on the set of all chambers.

Observe that if C, C′ are two chambers separated by a wall supported

by F (r), namely,

dim C̃ ∩ F (r) ∩ C̄ ′ = dimF (r),

then r(C) = C′. Therefore, if {C0, C1, . . . , Cl} is a sequence of chambers

such that each consecutive pair {Ci, Ci+1} are separated by a wall, say on

F (ri), then

Ci+1 = ri(Ci) and Cl = rl−1 · rl−2 · · · r0(C0).

Hence, what one needs to show is that any two chambers can be linked by a

sequence of chambers with common walls between consecutive ones, where

such sequences are called chains.
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For a pair of distinct reflections r, r′ ∈ ∆̃, it is clear that

dimF (r) ∩ F (r′) ≤ dimM − 2,

and hence, the union of all such subsets∑
=
⋃
{F (r) ∩ F (r′); r �= r′ ∈ ∆̃}

is of codimension = 2. Therefore, M\∑ is still connected because a sub-

set of codimension > 1 cannot separate a connected manifold even locally.

This means that one can always go from one chamber to any other cham-

ber by a pathway which only crosses the common walls between two

consecutive chambers. This shows that any two chambers can be con-

nected by a chain of chambers and hence the W -action on chambers is

transitive. �

Remarks (i) The transitivity of the W -action on the set of chambers

shows that all chambers are of equal standing. Hence it is convenient to fix

one of them as the base chamber. We shall denote it by C0 and call it the

(chosen) Weyl chamber of (W,M).

(ii) To each r ∈ ∆̃, M\F (r) consists of two connected components. We

shall denote the “half-space” containing the above C0 byM+
r and the other

one byM−
r .M±

r are respectively called the positive and negative half-space

of the reflection r. It is not difficult to see that

C0 =
⋂
{M+

r ; r ∈ ∆̃}.

Definition Let π be the subset of reflections in ∆̃ whose fixed point set

contains a wall of C̄0, namely,

dimF (r) ∩ C̃0 = dimM − 1.

Lemma 2. π also forms a generator system of W .

Proof: Let W ′ be the subgroup of W generated by π. We shall show that

W ′ ⊃ ∆̃ and hence W ′ =W .

Let C0, C1, . . . , Cl be a chain and F (r) contains a wall of Cl. We shall

prove by induction on l that r ∈ W ′. Let r′ be the reflection such that F (r′)
contains the wall between Cl−1 and Cl. Then, by the induction assumption,
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r′ ∈ W ′. Since r′(Cl) = Cl−1, F (r
′rr′) = r′(F (r)) contains a wall of

r′(Cl) = Cl−1. Again, by the induction assumption, r′rr′ also belongs to

W ′. Hence r ∈W ′. �

Definition π is called a simple system of generators of W , its elements

will be henceforth denoted by {ri; 1 ≤ i ≤ k} and called the simple gen-

erators of W . To each σ ∈ W , l(σ) is defined to be the minimal length of

expressing σ as a product of the simple generators.

Lemma 3. Let σ = ri1 · ri2 · · · ril , l = l(σ), be a given expression of σ of

minimal length. Set

σj = ri1 · ri2 · · · rij , Fj = σj−1F (rij ) = F (σj−1rijσ
−1
j−1),

and

Cj = σj(C0), 0 ≤ j ≤ l.
Then

(i) C0, C1, . . . , Cj , . . . , Cl = σ(C0) is a shortest chain linking C0 to

σ(C0),

(ii) the set of hyperplanes {Fj , 1 ≤ j ≤ l} is exactly the set of those

hyperplanes separating C0 and σ(C0) and hence it only depends on

σ.

Proof: By definition, C̄0 ∩ F (ri) is a wall of C̄0. Hence

σj−1(C̄0 ∩ F (rij )) = C̄j−1 ∩ Fj , Fj = F (σjσ
−1
j−1)

is a common wall between Cj−1 and Cj = σj(C0) = σjσ
−1
j−1(Cj−1) and

thus {C0, C1, . . . , Cj , . . . , Cl = σ(C0)} is a chain. In fact, it is not diffi-

cult to see that above construction establishes a bijective correspondence

between the expressions of σ in terms of the simple generators and the set

of chains linking C0 to σ(C0). Therefore, a given expression is one of the

shortest if and only if the corresponding chain is a shortest one linking C0

to σ(C0).

Let F (r) be a “hyperplane” that separates C0 and σ(C0). Then any

chain linking C0 and σ(C0) must cross it at least once, namely, at least one

of the common walls between consecutive chambers of the chain is contained

in F (r).
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Cj1 + 1

Cj1 Cj2 + 1

Cj2
Cj3 + 1

Cj3

C0

symmetric subchain

subchain

F = F(r)

σ(C0)

Fig. 2.

On the other hand, we claim that a shortest chain from C0 to σ(C0) can

only cross each separating hyperplane between C0, σ(C0) exactly once!

For otherwise, the chain can be shortened as indicated in Fig. 2, namely,

simply by replacing the subchain indicated above by its symmetric sub-

chain, one obtains a chain with two less chambers. This proves the second

assertion. �

Theorem 1. Let (W,M) be a group generated by reflections on M . Then

W acts simply, transitively on the set of chambers and the closure of a

chamber, say C̄0, forms a fundamental domain, i.e. C̄0 intersects every

W -orbit exactly once.

Proof: By Lemma 1, W acts transitively on the set of chambers. There-

fore, what remains to be shown is that σ(C0) = C0 implies that σ = Id.

This follows easily from Lemma 3 and the fact that C0 is, of course, a chain

of zero length linking C0 to σ(C0) = C0. Thus, by Lemma 3, l(σ) = 0 and

σ = Id.

Next suppose x0 and σ(x0) both belong to C̄0. Then σ(x0) ∈ C̄0 ∩
σ(C̄0)⇒ C0 ∪ {σ(x0)}∪ σ(C0) is connected. Hence, every hyperplane sepa-

rating C0 and σ(C0) must cut through σ(x0). Therefore, by Lemma 3, σ(x0)

is, in fact, fixed under σ, i.e. σ2(x0) = σ(x0), and hence x0 = σ−1σ2(x0) =

σ(x0). This proves that everyW -orbit can intersect C̄0 at most in one point.

On the other hand,

W · C0 =M\
⋃
{F (r); r ∈ ∆̃} ⇒W · C̄0 =M,
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namely, C̄0 intersects every W -orbit at least once. This shows that C̄0

intersects everyW -orbit exactly once, namely, C̄0 is a fundamental domain

of (W,M). ��

Corollary 1. The isotropy subgroup of a point x0, Wx0 , is exactly the

subgroup generated by those reflections whose fixed point set contains x0.

2. Geometry of (W, h) and the Root System

It is natural and convenient to equip the Lie algebra G of a compact Lie

group G with an Ad-invariant inner product. Thus, the restriction to (W, h)

is a finite group of isometric transformations.

Theorem 2. The Weyl transformation group (W, h) is a Coxeter group

generated by those reflections {rα;±α ∈ ∆(G)} where rα is the reflection

with respect to the hyperplane hα = kerα.

Proof: To each pair of roots {±α}, one has the Lie subgroup Gα whose

Lie algebra

Gα = h⊕ R
2
(±α) = hα ⊕ {R1 ⊕ R

2
(±α)} = hα ⊕ G̃α,

where R1 is the perpendicular line of hα in h and G̃α is isomorphic to the

Lie algebra of S3. Let G̃α (resp. Tα) be the Lie subgroup with G̃α (resp. hα)

as its Lie algebra and f : S3 → G̃α be the covering homomorphism. Then

the following composition

Tα × S3 s×f−→ Gα ×Gα m→ Gα

is a covering homomorphism. Therefore, the Weyl group of Gα and that

of Tα × S3 are identical transformation groups on h, namely, W (Gα) � Z2

and acts on h as the reflection with respect to the hyperplane hα.

Let W ′ be the subgroup in W generated by the collection of reflections

{rα ∈ W (Gα);±α ∈ ∆(G)}. Since the root system ∆(G) ⊂ h∗ is clearly

an invariant subset under the induced W -action on h∗, W ′ is a normal

subgroup of W .

Let {Ci} be the set of chambers of (W ′, h), namely, the connected com-

ponents of h\⋃{hα;±α ∈ ∆(G)} and C0 be a chosen Weyl chamber. Both

W ′ and W act on the above set of chambers as permutation groups and,
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by Lemma 3, W ′ acts simply transitively. Let W0 be the subgroup of W

which leaves C0 invariant. Then W = W ′ if and only if W0 is the trivial

subgroup of identity. Suppose the contrary that W0 is non-trivial. Recall

that C0 is an open convex subset of h, the center of mass of a W0-orbit in

C0 is again in C0, thus producing a fixed point, say X0, in C0. Therefore,

G0
X0

= T but GX0/T ⊃W0,

namely, GX0 is disconnected. Let S be the closure of {Exp tX0; t ∈ R}.
Then S is a torus subgroup of G and GX0 = ZG(S). Hence, by Corollary 2

of Theorem 3.1, GX0 = ZG(S) is connected. The above contradiction proves

that W0 must be trivial and hence W ′ =W . �

Next let us apply the results of Section 1 to the above special case of

Weyl transformation group (W, h). Since h has already been equipped with

a W -invariant inner product, it is convenient to consider the root system

∆(G) as a subset of h via the following identification, namely,

ι : h∗ ∼= h, α(H) = (ι(α), H), H ∈ h.

In this setting, W is an orthogonal transformation group generated by the

reflections with respect to roots, namely,

rα(H) = H − 2(α,H)

(α, α)
α,±α ∈ ∆̃,

F (rα, h) = 〈α〉⊥ = {H ∈ h, (α,H) = 0}.
By choosing a Weyl chamber C0, then a root α ∈ ∆ is said to be positive

(resp. negative) if α and C0 is at the same (resp. opposite) side of 〈α〉⊥,
namely,

α ∈ ∆+(resp. ∆−)⇔ (α,C0) > 0 (resp. < 0).

Conversely, C0 and C̄0 can also be characterized as follows:

C0 = {H ∈ h; (α,H) > 0, α ∈ ∆+},
C̄0 = {H ∈ h; (α,H) ≥ 0, α ∈ ∆+}.

Moreover, the system of simple roots, π, corresponding to the choice of C0

is exactly the minimal subset of ∆+ such that

C0 = {H ∈ h; (αi, H) > 0, αi ∈ π}.
Geometrically, they are exactly those positive roots αi such that 〈αi〉⊥
contains a wall of C̄0. Algebraically, they are exactly the “indecomposable
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elements” of ∆+, namely, those positive roots which cannot be decomposed

into the sum of positive roots. For example, if α = α1 + α2, α, α1, α2 ∈
∆+, then the condition (α,H) > 0 is already implied by (α1, H) > 0 and

(α2, H) > 0 and hence can be omitted from the defining condition of C0. We

shall prove later that the set of indecomposable elements of ∆+ is linearly

independent, (cf. the remark following Lemma 6).

Lemma 4. Let Ω(ϕ) be the weight system of a complex representation, ϕ,

of G. Then

(i) 2(ω,α)
(α,α) ∈ Z for ω ∈ Ω(ϕ) and α ∈ ∆(G),

(ii) m(ω, ϕ) ≤ m(ω − jα, ϕ) for all 0 ≤ j ≤ 2(ω,α)
(α,α) or 2(ω,α)

(α,α) ≤ j ≤ 0.

Proof: The restriction of ϕ to Gα can be considered as a representa-

tion of Tα × S3. Every complex irreducible representation of Tα × S3 is an

outer tensor product of a one-dimensional representation of Tα and an irre-

ducible representation of S3. Therefore, by Theorem 1.7, the weight system

of any irreducible representation of Gα forms an α-string invariant under

rα. Therefore, the weight system Ω(ϕ) is a union of such rα-symmetric

α-string which clearly satisfies both (i) and (ii). �

Lemma 5. In the special case of ϕ = AdG ⊗ C, one has

(i) 2(α,β)
(α,α) = −(p+ q) for α, β ∈ ∆(G), where {β+ jα; p ≥ j ≥ q} is the
unique α-string containing β,

(ii) (αi, αj) ≤ 0 for αi �= αj ∈ π (i.e., distinct simple roots).

Proof: (i) Since the multiplicities of roots are always 1, there is a unique

α-string passing through a given β. It follows from the rα-invariance that

β + qα = rα(β + pα) = β + pα− 2(α, β + pα)

(α, α)
· α

= β − 2(α, β)

(α, α)
α− pα.

Hence

2(α, β)

(α, α)
= −(p+ q).

(ii) Since simple roots are indecomposable, αi − αj �∈ ∆. For otherwise,

either αi − αj or αj − αi is a positive root and hence, either αi or αj is
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decomposable. Therefore, q = 0 and

2(αi, αj)

(αi, αi)
= −(p+ q) = −p ≤ 0. �

Lemma 6. The system of simple roots, π, is a linearly independent set

and the angle between a pair of simple roots is either π/2, 2π/3, 3π/4 or

5π/6.

Proof: (i) Suppose the contrary that there exists a non-trivial linear rela-

tion among the simple roots. Then the coefficients cannot be all of the same

sign because (αi, H) > 0 for all αi ∈ π and H ∈ C0. Let the non-trivial

linear relation be∑
αi∈π′

λiαi −
∑
αj∈π′′

µjαj = 0, λi, µj > 0.

Then ∣∣∣∣∣ ∑
αi∈π′

λiαi

∣∣∣∣∣
2

=
(∑

λiαi,
∑

µjαj

)
=
∑

λiµj(αi, αj) ≤ 0, [all (αi, αj) ≤ 0].

This is clearly a contradiction because
∑
λiαi is a linear combination of

uniform positive coefficients and hence must be non-zero.

(ii) Since 2(αi, αj)/(αi, αi) are non-positive integers and

0 ≤ 2(αi, αj)

(αi, αi)
· 2(αi, αj)
(αj , αj)

≤ 3,

it is easy to see that there are only the following four cases:

{
2(αi, αj)

(αi, αi)
,
2(αi, αj)

(αj , αj)

}
=


{0, 0}
{−1,−1}
{−1,−2}
{−1,−3}

; angle =



π

2
,

2π

3
,

3π

4
,

5π

6
.

�
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Remark Then above lemma still holds if one replace π by the subset of

indecomposable elements in ∆+.

Lemma 7. (i) ri(∆
+) = (∆+\{αi}) ∪ {−αi},

(ii) Set δ = 1
2

∑
α∈∆+ α. Then 2(αi, δ)/(αi, αi) = 1 for all αi ∈ π.

Proof: Let β be an arbitrary element in ∆+\{αi}. Then C0 and ri(C0)

are both at the positive side of 〈β〉⊥ because 〈αi〉⊥ is the only hyperplane

which separates C0 and ri(C0). Hence

(β, ri(C0)) > 0⇒ (ri(β), C0) > 0⇒ ri(β) ∈ ∆+,

namely, ri permutes elements of ∆+\{αi} and sends αi to −αi. Therefore,
ri(∆

+) = (∆+\{αi}) ∪ {−αi}.

δ − 2(αi, δ)

(αi, αi)
αi = ri(δ) =

1

2

∑
α∈∆+

ri(α)

=
1

2

∑
α∈∆+

α− 1

2
αi − 1

2
αi = δ − αi,

and hence

2(αi, δ)

(αi, αi)
= 1 for all αi ∈ π. �

Remark The above inner product implies that δ ∈ C0 and hence

W (δ) = {σ(δ);σ ∈ W} consists of |W | distinct points.

Examples: Root Systems of Rank 2 The cardinal number of

the system of simple roots π ⊂ ∆+ ⊂ ∆ is defined to be the rank

of a root system ∆. There are the following four possibilities for root

system of rank 2, according to the angle between α1, α2 is π/2, 2π/3,
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3π/4 or 5π/6:

(i) π
2 -case:

α
2

C0

−α
1

α
1

−α
2

(ii) 2π
3 -case:

α
2 C0

−α
1

α
1

−α
2

β

−β

β = α1 + α2

(iii) 3π
4 -case:

α
2

C0

−α
1

α
1

−α
2

β
2

β
1

−β
2

−β
1

β1 = α1 + α2, β2 = 2α1 + α2
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(iv) 5π
6 -case:

α2
C0

α1

β4

β1 β
2 β3

β1 = α2 + α1, β2 = α2 + 2α1, β3 = α2 + 3α1, β4 = 2α2 + 3α1.

Exercises: 1. Compute the Weyl groups for each of the above cases.

2. Use Lemma 5 to show the above four cases are the only possible

cases.

3. The Volume Function and Weyl Integral Formula

In applying the character theory to study the representations of a given

compact group G, one needs to compute the hermitian products of char-

acter functions in L2(G) which are, by definition, integrals of the following

form ∫
G

χϕ(g) · χψ(g)dg

with respect to the Haar measure of total measure 1. In the nice situation

of a compact connected Lie group G, one may equip G with a bi-invariant

Riemannian metric with total volume 1 and effectively reduce the above

integration of an AdG-invariant function over G to a much simpler integra-

tion of a W -invariant function over a maximal torus T .

Theorem 3. Let f(g) be an AdG-invariant function defined on G and

f(t) be its restriction to a given maximal torus T which is, of course,
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W -invariant. Then ∫
G

f(g)dg =
1

|W |
∫
T

f(t) · v(t)dt,

where |W | is the order of W and v(t) is the m-dimensional volume of the

orbit G(t), m = dimG− dimT .

Proof: As has already been pointed out in Remark (2) following the proof

of Theorem 1 of Lecture 3 (see page 45), the union of all orbits of dimensions

lower than m is a subset of measure zero and hence can be omitted without

affecting the values of the above integral.

Everym-dimensional G-orbit intersects T perpendicularly and transver-

sally at exactly |W |-points and T is a totally geodesic submanifold of G.

Since f(g) is assumed to be AdG-invariant, i.e., constant along each orbit,

it is convenient to integrate firstly along the orbital directions and then

along the T -directions. Hence∫
G

f(g)dg =

∫
T/W

f(t)v(t)dt =
1

|W |
∫
T

f(t)v(t)dt. �

In order to fully exploit the above reduction formula of H. Weyl, one needs

to compute a nice, explicit form of the above volume function. Every m-

dimensional G-orbit is a homogeneous Riemannian manifolds of the same

type of G/T . Let us take a fixed homogeneous metric on G/T with total vol-

ume 1. Then, to each given m-dimensional orbit G(t), one has the following

equivariant bijection:

G/T
Bt−−−−−−→ G(t)

g · T −−−−−−→ g(t) = gtg−1.

Notice that all the tangent spaces at points in both G/T and G(t) are

already equipped with inner products, (i.e. the Riemannian structures on

both G/T and G(t)), and the Jacobian, i.e. det(dBt|x), x ∈ G/T , records
the magnification factor of the volume element at x. Since Bt is an equiv-

ariant map between homogeneous Riemannian manifolds, the Jacobian

function of Bt:

J(t) = det(dBt|x), x ∈ G/T
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is a constant function, namely, Bt is a map of uniform magnification. Hence,

v(t) = volm(G(t)) : volm(G/T ) = det(dBt|x0),

where x0 (= the coset e · T ) is the base point of G/T . This enables us to

reduce the computation of v(t) to that of det(dBt|x0).

To each pair of roots {±α}, one has the subgroup Gα. Notice that Gα/T
is a round two-sphere imbedded in G/T , say denoted by S2

α, and its tangent

space at the base point x0 is exactly the T -irreducible subspace R2
(±α) in

Tx0(G/T ). Therefore, one has the following commutative diagrams of maps,

namely,

G/T
Bt−−−−−−→ G(t)

∪ ∪
S2
α = Gα/T

Bα
t−−−−−−→ Gα(t) = S2

α(t),

and its linearization at x0

Tx0(G/T ) = ⊕
∑

Tx0(S
2
α)

dBt−−−−−−→ ⊕
∑

TtS
2
α(t) = TtG(t)

∪ ∪
Tx0(S

2
α)

dBα
t−−−−−−→ TtS

2
α(t).

Hence

v(t) = det(dBt) =
∏
α∈∆+

det(dBαt ).

Notice that the geometric meaning of each factor is that

det(dBαt ) = Area(S2
α(t)) : Area(S

2
α),

where Area(S2
α) is a constant and S2

α(t) are conjugacy classes in Gα. Set

t = ExpH , H ∈ h, and Tα × S3 → Gα be the covering homomorphism.

Then the area of S2
α(ExpH) in Gα and that of its inverse image are only

differed by a constant. Therefore

Area(S2
α(ExpH)) = c sin2 πα(H) or c · sin2 π(α,H).

[Recall that the root of S3 is ±2θ and the area of S2(ExpH) in S3 is

4π sin2 2πθ(H).]
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Theorem 3′. Let v(ExpH), H ∈ h, be the m-dimensional volume of the

conjugacy class of ExpH, m = dimG− rk(G), as a submanifold in G with

a bi-invariant Riemannian metric of total volume 1. Then

v(ExpH) =
∏
α∈∆+

(4 sin2 π(α,H))

= Q(H) ·Q(H),

Q(H) =
∑
σ∈W

sign(σ)e2πi(σ·δ,H), δ =
1

2

∑
α∈∆+

α.

Proof: It follows from the above discussion that

v(ExpH) = c ·
∏
α∈∆+

(4 sin2 π(α,H))

= c ·
∏
α∈∆+

|eπi(α,H) − e−πi(α,H)|2

for a suitable constant c. Set

Q(H) =
∏
α∈∆+

(eπi(α,H) − e−πi(α,H)).

We shall prove that c = 1 and

Q(H) =
∑
σ∈W

sign(σ)e2πi(σ·δ,H).

Let us first establish the above identity, where sign(σ) = (−1)l(σ). Observe

that, for each reflection rj with respect to the simple root αj ,

Q(rjH) =
∏
α∈∆+

(eπi(α,rjH) − e−πi(α,rjH))

=
∏
α∈∆+

(eπi(rjα,H) − e−πi(rjα,H)),

and it follows from Lemma 7, i.e. rj(∆
+) = (∆+\{αj}) ∪ {−αj}, that the

actual difference between the above product and the original product is

that

(i) (eπi(αj ,H) − e−πi(αj ,H)) is replaced by its negative,

(ii) other factors are permuted in their ordering.

Therefore

Q(rjH) = −Q(H),
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and hence

Q(σH) = sign(σ)Q(H),

namely, Q(H) is an alternating function with respect to the W -action on h.

In expanding the product form of Q(H), the leading term is∏
α∈∆+

eπi(σ,H) = eπi(2δ,H) = e2πi(δ,H).

Hence, by the alternating property of Q(H),

Q(H) =
∑
σ∈W

sign(σ)e2πi(σδ,H) + possible other terms.

However, the fact

2(δ, αi)

(αi, αi)
= 1 for all αi ∈ π

show that δ is the only vector of the forms

1

2

∑
α∈∆+

±α (with all possible choices of signs)

which belongs to C0. Therefore, there is, in fact, no other terms.

Finally, let us show that c = 1. Substitute c ·Q(H) ·Q(H) for v(ExpH)

into the formula of Theorem 3 with f ≡ 1, one gets

1 =

∫
G

1 · dg =
1

|W |
∫
T

c ·Q(H) · Q̄(H)dt

=
c

|W | ·
∣∣∣∣∣ ∑
σ∈W

sign(σ)e2πi(σδ,H)

∣∣∣∣∣
2

L2(T )

.

Notice that {e2πi(σδ,H), σ ∈ W} is a set of |W | orthonormal vectors in

L2(T ). Hence ∣∣∣∣∣∑σ∈W sign(σ)e2πi(σδ,H)

∣∣∣∣∣
2

= |W | ⇒ c = 1. �
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4. Weyl Character Formula and Classification

of Complex Irreducible Representations

Let ϕ be a complex irreducible representation of G, T be a maximal torus

with h as its Lie algebra. Let Ω(ϕ) be the weight system of ϕ and χϕ be its

character function. Then

χϕ(ExpH) =
∑

ω∈Ω(ϕ)

m(ω, ϕ)e2πi(ω,H), H ∈ h,

and it is a W -invariant function. We shall apply the integration formula

of Theorem 3 in Sec. 3 to compute the following integral criterion of irre-

ducibility, namely,

1 =

∫
G

χϕ · χ̄ϕdg =
1

|W |
∫
T

χϕ(ExpH) · χ̄ϕ(ExpH) ·Q(H) · Q̄(H)dt

=
1

|W | |χϕ(ExpH) ·Q(H)|2L2(T ).

Since χϕ(ExpH) isW -invariant and Q(H) isW -alternating, it is clear that

χϕ(ExpH) ·Q(H) is a W -alternating function.

Set

σ · f(t) = f(σ−1t), σ ∈W, t ∈ T, f ∈ L2(T ).

Then

P =
1

|W |
∑
σ∈W

sign(σ)σ : L2(T )→ L2(T )

is an orthogonal projection of L2(T ) onto the subspace of W -alternating

L2-functions. [It is easy to verify that P 2 = P and for any f ∈ L2(T ), Pf

is W -alternating.]

Let Γ be the set of all ω ∈ h with

2(ω, αi)

(αi, αi)
∈ Z

and Γ̇0 = Γ ∩ C0. Then

{e2πi(ω,H);ω ∈ Γ}
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forms an orthonormal basis of L2(T ) and it is not difficult to see that{√
|W | · Pe2πi(ω,H), ω ∈ Γ0

}
forms an orthonormal basis of the subspace of alternating L2-functions.

[Notice that |P · e2πi(ω,H)|2 = 1/|W | for ω ∈ Γ0.]

For the following discussion, it is convenient to introduce an ordering

on h as follows.

Definition Fix an ordering of the simple roots and then extend them to

a basis of h by adding vectors if necessary. An element of h is defined to be

positive if its first non-zero coordinate with respect to the above ordered

basis is positive.

Remark The above ordering is clearly rather arbitrarily fixed. It depends

on the choice of C0 and the ordering of simple roots. Anyhow, it will only

serve the limited purpose of providing some convenience in book-keeping.

Definition The highest element in Ω(ϕ) is called the highest weight of

ϕ, and shall be denoted by Λϕ.

Theorem 4. (i) The multiplicity of the highest weight of a complex irre-

ducible representation ϕ is always 1.

(ii) Two complex irreducible representations, ϕ and ψ, of G are equiva-

lent if and only if Λϕ = Λψ.

(iii)

χψ(ExpH) =

∑
σ∈W signσe2πi(σ(Λϕ+δ),H)∑

σ∈W signσe2πi(σδ,H)
.

Proof: Let m0 be the multiplicity of the highest weight, Λϕ, in Ω(ϕ).

Then

χϕ(ExpH) = m0e
2πi(Λϕ,H) + terms of lower order,

Q(H) = e2πi(δ,H) ± terms of lower order.

Hence

χϕ(ExpH) ·Q(H) = m0 · e2πi(Λϕ+δ,H) ± terms of lower order.
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Therefore, by its alternating property,

χϕ(ExpH) ·Q(H) = m0 ·
∑
σ∈W

signσe2πi(σ(Λϕ+δ),H)

+ possible other alternating sums.

However, it follows from the integral criterion of the irreducibility of ϕ that

|W | = |χϕ(ExpH) ·Q(H)|2L2(T ) = m2
0 · |W |+ |possible terms|2.

Hence, the only possibility is that m0 = 1 and

χϕ(ExpH) ·Q(H) = m0 ·
∑
σ∈W

signσe2πi(σ(Λϕ+δ),H),

namely,

χψ(ExpH) =

∑
σ∈W signσe2πi(σ(Λϕ+δ),H)∑

σ∈W signσe2πi(σδ,H)
.

Since the character function χϕ(ExpH) is a complete invariant of ϕ, the sec-

ond assertion follows readily from the above character formula of expressing

χϕ(ExpH) purely in terms of its highest weight Λϕ. �

Corollary

dimϕ =
∏
α∈∆+

(Λϕ + δ, α)

(δ, α)
.

Proof: The value of χϕ at the identity e is, of course, just dimϕ. There-

fore, one expects to obtain dimϕ simply by substituting H = 0 into the

above formula. However, such a substitution makes the above formula into

an indeterminant form of 0
0 ! Of course, that does not mean that the above

formula cannot be suitably exploited to give us dimϕ. A typical way to

get around such indeterminant forms is to find the limit of the quotient as

H → 0. As it turns out, the best way is to set H = t · δ and then com-

pute the limit of quotient as t→ 0, because one can again make use of the
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identity of (iii) as follows,∑
σ∈W

signσe2πi(σ(δ),tδ) =
∏
α∈∆+

(eπi(α,δ)t − e−πi(α,δ)t),

∑
σ∈W

signσe2πi(σ(Λϕ+δ),tδ) =
∑
σ∈W

signσe2πi(σ(δ),t(Λϕ+δ))

=
∏
α∈∆+

(eπi(α,Λϕ+δ)t − e−πi(α,Λϕ+δ)t).

Hence

dimϕ = lim
t→0

χϕ(Exp tδ)

=
∏
α∈∆+

lim
t→0

2i · sinπ(α,Λϕ + δ)t

2i · sinπ(α, δ)t

=
∏
α∈∆+

(α,Λϕ + δ)

(α, δ)
.

�

Remarks (i) Theorem 4 is a far-reaching generalization of Theorem 1.7.

(ii) Theorem 4 only settles the uniqueness aspect of the classification

problem of irreducible representations.

(iii) The existence aspect amounts to determine which vector in Γ0 can

be realized as the highest weight of a complex irreducible representations of

G. This depends on the structure of G and hence can only be satisfactorily

answered after more structural theory of compact connected Lie groups,

(cf. Lecture 5).
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Structural Theory of Compact
Lie Algebras

A Lie algebra G over R is called a compact Lie algebra if it can be realized

as the Lie algebra of a compact Lie group G. Let us analyze the algebraic

implications of the above rather geometric definition in order to obtain

algebraic characterization of compact Lie algebras.

1. Characterization of Compact Lie Algebras

Lemma 1. If G is a compact Lie algebra, then there exists an inner prod-

uct ( , ) on G such that

([X,Y ], Z) + (Y, [X,Z]) ≡ 0, (1)

for all X, Y, Z in G.

Proof: Suppose G is the Lie algebra of a compact Lie group G. Then

there exists an AdG-invariant inner product ( , ) on G. Let X , Y , Z be

arbitrary elements of G. Then

(Ad(Exp tX)Y,Ad(Exp tX)Z) = (Y, Z), t ∈ R. (2)

80
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Differentiate the above equation at t = 0, one gets

([X,Y ], Z) + (Y, [X,Z]) ≡ 0. �

Definition An inner product ( , ) on G is called invariant if it satisfies

the above identity.

Theorem 1. A compact Lie algebra G splits, uniquely, into the direct sum

of its center and its simple ideals, namely

G = C⊕G1 ⊕ · · · ⊕Gl ,

when Gj are distinct simple ideals of G. Moreover, each component is itself

a compact Lie algebra.

Proof: Let G be a compact Lie group with G as its Lie algebra and

assume that G is already equipped with an invariant inner product. Set

C = {X ∈ G; [X,G] = 0} (the center of G)

and G′ = C⊥.
(3)

Then, it follows easily from (1) and (3) that

[G,G′] ⊂ G′
(4)

[G,G]⊥ ⊂ C,

and hence G = C⊕G′ as Lie algebra and moreover,

[G,G] = [G′,G′] = G′. (5)

Suppose G1 is a simple ideal of G′. Then it is also a simple ideal of G

and it follows from (1) that

G′′ = (C⊕G1)
⊥

is also an ideal of G, namely,

G = C⊕G1 ⊕G′′ (as Lie algebra) .

Let G1, G
′′ be the connected Lie subgroups of G with G1, G

′′ as their Lie
algebras. Let ZoG(G1), Z

o
G(G

′′) and Zo be the connected centralizer of G1,

G′′ and G respectively. Then it is easy to see that their Lie algebras are

respectively

C⊕G′′, C⊕G1 and C,

and hence, G1 and G′′ are the respective Lie algebras of

ZoG(G
′′)/Zo and ZoG(G1)/Z

o ,
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which are clearly compact Lie groups. This proves that both G1 and G′′ are
themselves compact Lie algebras and it is then easy to complete the proof

by induction on the dimension of G. �

Definition The Cartan–Killing form of a Lie algebra G is defined to be

B(X,Y ) = tradX ◦ adY , X, Y ∈ G. (6)

Lemma 2. B(X,Y ) is a symmetric bilinear form and

B(AX,AY ) = B(X,Y ),

for any automorphism A of G.

Proof: It is straightforward to check that B is both symmetric and bilin-

ear. Let A be an automorphism of G. Then A[X,Y ] = [AX,AY ] simply

means

A · adX = adAX · A or adAX = A · adX · A−1.

Therefore

B(AX,AY ) = tr adAX · adAY
= trA adXA

−1 · A adYA
−1

= tr adX · adY = B(X,Y ). �

Corollary B([X,Y ], Z) +B(Y, [X,Z]) ≡ 0.

Proof: Exp(t adX) is a one-dimensional subgroup of automorphism

of G. Hence

B(Exp(t adX) · Y, Exp(t adX) · Z) ≡ B(Y, Z), t ∈ R.

Differentiate the above equation at t = 0, one gets

B([X,Y ], Z) +B(Y, [X,Z]) ≡ 0. �

Lemma 3. If G is a simple compact Lie algebra, then B is negative

definite.

Proof: Equipped G with an invariant inner product. Then adX is an

anti-symmetric linear transformation of G and hence all its eigenvalues are

purely imaginary. Therefore

B(X,X) = tr(adX)2 ≤ 0,

and equals to zero only when adX = 0, i.e. X = 0, namely, B is negative

definite. �
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Lemma 4. If G is a Lie algebra with negative definite Cartan–Killing

form and D is a derivation of G, then there exists Z ∈ G with D = adZ .

Proof: Recall that Exp(tD) is a one-parameter subgroup of automor-

phisms of G if and only if D is a derivation of G, namely,

D[X,Y ] = [DX,Y ] + [X,DY ], X, Y ∈ G. (7)

Therefore, the set of all derivations of G, saysD, is a Lie subalgebra of gl(G)

and it contains adG as one of its Lie subalgebras. Moreover, for D ∈ D and

X ∈ G,

[D, adX ]Y = D · adX(Y )− adX(DY )
(8)

= D[X,Y ]− [X,DY ] = [DX,Y ] = adDX(Y ),

namely,

[D, adX ] = adDX , [D, adG] ⊂ adG.

Let B̃ and B be the Cartan–Killing form of D and adG respectively. Then

it follows from [D, adG] ⊂ adG that

B̃(X,Y ) = B(X,Y ) for X,Y ∈ adG.

Set

I = {D ∈ D; B̃(D, adG) = 0}.

Then it is easy to see that I is also an ideal of D and it follows from the

negative definiteness of the Cartan–Killing form of G that ad : G → adG

is an isomorphism and I ∩ adG = {0}, [I, adG] = {0}.
Let D be an arbitrary element of I. Then

[D, adX ] = adDX = 0 for all X ∈ G

⇒ DX = 0 for all X ∈ G⇒ I = {0}
⇒ D = adG. �

Theorem 2. A simple Lie algebra G is compact if and only if either (i)

its Cartan–Killing form is negative definite, or (ii) it has an invariant inner

product.
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Proof: It is quite obvious that (i) ⇔ (ii). The “only if” part is already

proved in Lemma 3. Therefore, what remains to be proved is that (i) implies

that G is compact.

Let adG be the image of ad : G → gl(G). The simplicity of G implies

that adG ∼= G and condition (i) or (ii) implies that adG is a Lie subalgebra

of the Lie algebra of anti-symmetric matrices, namely, the Lie algebra of the

orthogonal group of G, O(G). On the other hand, adG is also the Lie algebra

of all derivations of G and hence, it is exactly the Lie algebra of the auto-

morphisms groups of G, Aut(G), which is clearly a closed subgroup of O(G).

Therefore, G ∼= adG is the Lie algebra of the compact Lie group Aut(G).��

Theorem 3 (H. Weyl). Let G be a compact connected Lie group and G̃

be its universal covering group. If its Lie algebra G has no center, then G̃

is also compact.

Remarks (i) In the special case of rank one, it follows from the classifi-

cation theorem that G̃ = S3. Hence the above theorem is a generalization

of the above known special case.

(ii) In case G has non-trivial center, namely, G = C⊕G′, dimC = d > 0,

then G̃ contains a factor of Rd and hence non-compact. Therefore, the above

theorem, in fact, asserts that G̃ is compact if and only if G has no center.

Proof of Theorem 3: Let π : G̃ → G be the universal covering of G.

We shall first equip G with a bi-invariant Riemannian metric and G̃ with

the induced covering metric which is, of course, also bi-invariant. Let T be

a maximal torus of G and G(t0), t0 ∈ U ∩T , be an orbit of the generic type

which is contained in an evenly covered neighborhood of the identity in G

(cf. Section 1 of Lecture 3). Let h be the Lie algebra of T , T̃ = Exph in

G̃ and t̃0 be the unique lifting of t0 in the neighborhood of identity in G̃.

Then, it is easy to see that G̃(t̃0) is the unique lifting of G(t0) in the neigh-

borhood of identity in G̃. The following commutative diagram summarizes

the above situation:
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where both {T,G(t0)} and {T̃ , G̃(t̃0)} intersect transversally and perpen-

dicularly at t0 and t̂0, respectively.

Since T̃ is again totally geodesic in G̃ and G̃ is complete, it follows from

the same simple geometric reason that T̃ intersects every conjugacy class

of G̃. In particular,

T̃ ⊃ Z(G̃) ⊃ kerπ,

namely, T̃ = π−1(T ) and hence G̃ is a finite sheet covering if and only if T̃

is still a torus, i.e., still compact. Suppose the contrary that T̃ 
 T1 × Rd,

d > 0. Then, for each pair of root ±α ∈ ∆,

G̃α = π−1(Gα) ∼ S3 × T̃α
⇒ R

d ⊂ T̃α = Exphα,

where hα is the kernel of α : T → R. Therefore, the Lie algebra of Rd lies

in ⋂
{hα;α ∈ ∆} = the center of G,

which is clearly a contradiction to the assumption that G has no

center. �
Summarizing the above discussion on compact Lie algebras, we state

the result of this section as follows:

(1) A Lie algebra (over R) is compact if and only if it possesses an invariant

inner product.

(2) Every compact Lie algebra G can be uniquely decomposed into the

direct sum of its center and a semi-simple compact Lie algebra, namely,

G = C⊕G′, where G′ is a direct sum of simple compact Lie algebras.

(3) A center-less Lie algebra G is compact if and only if its Cartan–Killing

form is negative definite.

(4) For every center-less compact Lie algebra G, its connected automor-

phism group is a compact linear group with adG as its Lie algebra; the

simply connected Lie group with G as its Lie algebra is also a compact

Lie group.

2. Cartan Decomposition and Structural Constants

of Compact Lie Algebras

By Theorem 1, the structure of a compact Lie algebra G can easily be

reduced to that of its simple components. Hence, for simplicity and without
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loss of generality, we shall always assume that a compact Lie algebra G is

simple to begin with in the following discussion.

Let G be a given compact simple (or semi-simple) Lie algebra and G

be either the connected automorphism group of G (with adG 
 G as its

Lie algebra) or the simply connected Lie group with G as its Lie algebra

(by Theorem 3, it is compact). Recall that the Cartan–Killing form of G

is negative definite and hence it provides an intrinsic inner product on G,

namely, (X,Y ) = −B(X,Y ) = −tr adX · adY . Let T be a maximal torus of

G, h be its Lie algebra (i.e. a Cartan subalgebra of G) and ∆ ⊂ h∗ be the

root system of G. In fact, it is slightly more convenient to use the above

intrinsic inner product to identify h∗ with h and to consider ∆ as a subset

of h itself.

Cartan Decomposition of G ⊗ C and G Recall that the adjoint

transformation

Ad : G×G→ G

is actually the geometric representation of the totality of the non-

commutativity of G. The adjoint representation of G

Ad : G×G→ G

and the adjoint representation of G

ad : G×G→ G

are exactly the two stages of linearization of the above adjoint transforma-

tion. The restriction of Ad ⊗ C to T gives the following decomposition of

G⊗ C, namely,

G⊗ C = h⊗ C⊕
∑
α∈∆

Cα (9)

such that {
Ad(Exp tH) · Zα = e2πi(α,H)t · Zα,
[H,Zα] = adH · Zα = 2πi(α,H) · Zα,

(10′)

for all H ∈ h and Zα ∈ Cα. Correspondingly, the restriction of AdG to T

gives the following Cartan decomposition of G, namely,

G = h⊕
∑

±α∈∆

R
2
(±α), (10)
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such that
Ad(Exp tH) ·Xα = cos 2π(α,H)t ·Xα + sin 2π(α,H)t · Yα,
Ad(Exp tH) · Yα = − sin 2π(α,H)t ·Xα + cos 2π(α,H)t · Yα,
[H,Xα] = adH ·Xα = 2π(α,H) · Yα,
[H,Yα] = adH · Yα = −2π(α,H) ·Xα,

(11′)

for H ∈ h and orthonormal basis {Xα, Yα} in R2±α.

Lemma 5. Let Gα be the connected Lie subgroup of G with Gα = h⊕R2
±α

as its Lie algebra (cf. Theorem 4.2). Then the restriction of AdG⊗C to Gα
has the following decomposition into its complex inreducible components,

namely

G⊗ C = 〈α〉⊥ ⊕ {〈α〉 ⊕ Cα ⊕ C−α}
⊕

∑
α-string

{Cβ+pα ⊕ · · · ⊕ Cβ+qα}, (12)

where {β + jα; q(α, β) ≤ j ≤ p(α, β)} is the α-string in ∆ passing

through β.

Proof: T ⊂ Gα ⊂ G, ∆(Gα) = {±α} and there is a covering

homomorphism of S3×Tα onto Gα. Therefore, an irreducible complex rep-

resentation of Gα can also be considered as an irreducible complex repre-

sentation of S3×Tα via the pull-back, and hence, its weight system forms an

α-string reflectionally symmetric with respect to the Lie algebra of Tα, i.e.

hα = 〈α〉⊥, (cf. Theorem 4.2). Since the multiplicity of each root β ∈ ∆ is 1,

each root β belongs to a unique α-string of roots passing through it, namely,

{β + jα; q(α, β) ≤ j ≤ p(α, β)}. �

Remark In fact, the lengths of the above α-strings of roots are at most

3 and α-strings of length 3 only occur in the case ∆(G) is of G2-type

(cf. Lecture 6).

Lemma 6. For a pair of roots α, β ∈ ∆, α+ β �= 0,
[Cα,Cβ] = 0 if α+ β �∈ ∆,

[Cα,Cβ] = Cα+β if α+ β ∈ ∆,

2(β, α)

(α, α)
= −(p(α, β) + q(α, β)).

(13′)
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Proof: Let Zα, Zβ be non-zero elements of Cα, Cβ, respectively, and H

be an arbitrary element of h. Then

[H,Zα] = 2πi(α,H) · Zα,
[H,Zβ] = 2πi(β,H) · Zβ,

and hence

[H, [Zα, Zβ]] = [[H,Zα], Zβ] + [Zα, [H,Zβ]]

= 2πi(α+ β,H) · [Zα, Zβ ].

Therefore, [Zα, Zβ] = 0 if α + β �∈ ∆ and [Zα, Zβ ] ∈ Cα+β if α + β ∈ ∆,

and moreover [Zα, Zβ] �= 0 in the latter case. For otherwise,

Cβ+qα ⊕ · · · ⊕ Cβ

already forms aGα-invariant subspace ofG⊗C, which contradicts Lemma 5.

Finally, since {β + jα; q(α, β) ≤ j ≤ p(α, β)} is an α-string of roots

reflectionally symmetric with respect to 〈α〉⊥, one has

β + q(α, β)α = β + p(α, β)α − 2(β + p(α, β)α, α)

(α, α)
· α,

namely,

2(β, α)

(α, α)
· α = −(p(α, β) + q(α, β)) · α .

This proves that

2(β, α)

(α, α)
= −(p(α, β) + q(α, β)). �

Structural Constants Recall that G is a given compact simple (or

semi-simple) Lie algebra equipped with the intrinsic inner product (X,Y ) =

−B(X,Y ) = −tr adX · adY , and

G⊗ C = h⊗ C⊕
∑
α∈∆

Cα,

G = h⊕
∑

±α∈∆

R
2
±α

are the Cartan decomposition of G ⊗ C and G respectively. Let Zα be a

unit vector of Cα and {Xα, Yα} be an orthonormal basis of R2
(±α) such that
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Z−α = Z̄α and 
Xα =

1√
2
(Zα + Z−α),

Yα =
i√
2
(Zα − Z−α),

(14)


Zα =

1√
2
(Xα − iYα),

Z−α =
1√
2
(Xα + iYα).

(14′)

Then, one has [Xα, Yα] ∈ h and

([Xα, Yα], H) = (Yα, [H,Xα]) = 2π(α,H), (15)

for all H ∈ h. Hence {
[Xα, Yα] = 2πα,

[Zα, Z−α] = 2πiα.
(15′)

Lemma 7. For α, β, α + β ∈ ∆, set Nα,β to be the structural constant

such that [Zα, Zβ] = Nα,βZα+β. Then

(i) Nα,β = −Nβ,α,
(ii) N−α,−β = N̄α,β,

(iii) If α+ β + γ = 0, then Nα,β = Nβ,γ = Nγ,α.

(iv) If α+ β + γ + δ = 0 and there are no opposite roots in the above four

roots, then

Nα,βNγ,δ +Nβ,γNα,δ +Nγ,αNβ,δ = 0.

(v) |Nα,β|2 = Nα,β ·N−α,−β = 2π2p(α, β)(1 − q(α, β)) · (α, α).

Proof:

(i) [Zβ, Zα] = −[Zα, Zβ]⇒ Nβ,α = −Nα,β.
(ii) [Z−α, Z−β] = [Z̄α, Z̄β] = N̄α,β · Z̄α+β = N̄α,β · Z−(α+β)

⇒ N−α,−β = N̄α,β.

(iii) Suppose that α, β, γ ∈ ∆ and α+ β + γ = 0. Then

Nα,β = (Nα,β · Z−γ , Zγ) = ([Zα, Zβ], Zγ)

= (Zα, [Zβ, Zγ ]) = (Zα, Nβ,γZ−α) = Nβ,γ .

Hence Nα,β = Nβ,γ = Nγ,α.
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(iv) Let α, β, γ, δ ∈ ∆, α+ β + γ + δ = 0 and there are no opposite pairs

among them. Suppose that β + γ ∈ ∆. Then α+ (β + γ) + δ = 0 and

hence

[Zα, [Zβ, Zγ ]] = Nβ,γNα,β+γZ−δ = −Nβ,γNα,δZ−δ.

[The above still holds if we set Nβ,γ = 0 for the case β + γ �∈ ∆.]

Therefore, it follows from the Jacobi identity that

−{Nβ,γNα,δ +Nγ,αNβ,δ +Nα,βNγ,δ} · Z−δ
= [Zα, [Zβ , Zγ ]] + [Zβ, [Zγ , Zα]] + [Zγ , [Zα, Zβ]] = 0 ,

which clearly implies that

Nα,βNγ,δ +Nβ,γNα,δ +Nγ,αNβ,δ = 0 .

(v)

[Z−α, [Zα, Zβ+qα]] = [[Z−α, Zα], Zβ+qα] + 0

= [−2πiα, Zβ+qα] = −(2πi)2 · (α, β + qα) · Zβ+qα
= 4π2 · 1

2
(q − p) · (α, α) · Zβ+qα.

[Notice that [Z−α, Zβ+qα] = 0 and (α, β) = −(p + q)(α, α)/2.] Set Zq =

Zβ+qα and inductively Zj+1 = [Zα, Zj]. Then

[Z−α, [Zα, Zj+1]] = [[Z−α, Zα], Zj+1] + [Zα, [Z−α, Zj+1]]

= [−2πiα, Zj+1] + [Zα, [Z−α, [Zα, Zj]]] .

Therefore, it is quite straightforward to prove by induction that

[Z−α, [Zα, Zj]] = 2π2(j − p)(1− q + j)(α, α) · Zj .
In particular, one has

[Z−α, [Zα, Zβ]] = 2π2p(q − 1)(α, α)Zβ ,

and hence

2π2p(q − 1)(α, α) = Nα,βN−α,α+β
= Nα,βN−β,−α = −|Nα,β|2 ,

namely

|Nα,β |2 = 2π2p(1− q)(α, α). �
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Theorem 4 (Chevalley). Let G be a simple compact Lie algebra, ∆ be its

root system and π = {α1, . . . , αk} be a chosen system of simple roots. Then,

there exists a basis of the Cartan decomposition of G⊗ C

{Hj ∈ h, 1 ≤ j ≤ k;Z ′
α ∈ Cα, α ∈ ∆},

with the following structural constants:

(i) [Hj , Z
′
α] =

2(αj ,α)
(αj ,αj)

iZ ′
α,

(ii) [Z ′
α, Z

′−α] = iHα = iα
π(α,α) , Hα is an integral linear combination of Hj ,

1 ≤ j ≤ k,
(iii) [Z ′

α, Z
′
β] = 0 if α+ β �∈ ∆,

(iv) [Z ′
α, Z

′
β] = ±(1− q)Zα+β if α, β, α+ β ∈ ∆ and {β+ jα; q ≤ j ≤ p} is

the α-string in ∆ containing β.

Proof: (i) Set

Hα =
α

π(α, α)
and Hj = Hαj , 1 ≤ j ≤ k,

Z ′
α =

1

π
√

2(α, α)
Zα, X ′

α =
1

π
√
2(α, α)

Xα, Y ′
α =

1

π
√

2(α, α)
Yα.

Then

[X ′
α, Y

′
α] =

2πα

2π2(α, α)
=

α

π(α, α)
= Hα,

[Z ′
α, Z

′
−α] =

2πiα

2π2(α, α)
=

αi

π(α, α)
= iHα,

[Hα, X
′
β] = 2π(β,Hα)Y

′
β =

2(α, β)

(α, α)
Y ′
β ,

[Hα, Y
′
β ] = −2π(β,Hα)X

′
β = −2(α, β)

(α, α)
X ′
β,

[Hα, Z
′
β] = 2πi(β,Hα)Z

′
β =

2(α, β)

(α, α)
iZ ′
β.

(ii) Set N ′
α,β = 0 if α+ β �∈ ∆, and

[Z ′
α, Z

′
β ] = N ′

α,βZ
′
α+β,

if α, β, α+ β ∈ ∆. Then

N ′
α,β =

|α+ β|√
2π|α||β|Nα,β,
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and hence

|N ′
α,β|2 =

|α+ β|2
2π2|α|2|β|2 |Nα,β |

2

= p(1− q) |α+ β|2
|β|2 [by (v) of Lemma 7].

On the other hand, it is easy to check the list of root systems of rank 2 that

p
|α+ β|2
|β|2 = (1− q)

holds in general. Therefore

|N ′
α,β |2 = (1− q)2.

(iii) For 1 ≤ i, j ≤ k, one has

ri(Hj) = Hj − 2(αi, Hj)

(αi, αi)
αi

= Hj − 2(αi, αj)

π(αi, αi)(αj , αj)
αi = Hj − 2(αi, αj)

(αj , αj)
Hi.

Since everyHα, α ∈ ∆ can be transformed into anHj by a suitable sequence

of such reflections, it is easy to see that Hα is always an integral linear

combination of {Hj; 1 ≤ j ≤ k}.
(iv) Observe that one may still adjust each pair {Z ′

α, Z
′−α} by a fac-

tor of unit complex numbers without disturbing all the above result,

namely

{Z ′
α, Z

′
−α} → {eiθZ ′

α, e
−iθZ ′

−α}.

Therefore, the final part of the proof is to show that it is always possible to

adjust all the pair consistently so that all N ′
α,β are real! This can be accom-

plished by a simple procedure of inductive tune-up and (iv) of Lemma 7 as

follows.

Let us again adopt an ordering in h and set

∆γ = {α ∈ ∆;−γ < α < γ}.
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Inductively, we shall assume that {Z ′
α, Z

′
−α}, α ∈ ∆γ , have already been

chosen such that

N ′
α,β ∈ R for all α, β, α+ β ∈ ∆γ .

If γ is an indecomposable positive root, then any choice of {Z ′
γ , Z

′−γ} will
also satisfy

N ′
α,β ∈ R for all α, β, α+ β ∈ ∆γ ∪ {±γ}.

Otherwise, let γ = α + β be the decomposition of γ with the smallest

possible α. We shall re-adjust {Z ′
γ , Z

′
−γ} so that

N ′
α,β ∈ R

+.

Therefore, what remains to verify is that such an adjustment will make all

other

N ′
α1,β1

, α1 + β1 = γ

also real. Suppose γ = α1 + β1 is another decomposition of γ. Then α +

β + (−α1) + (−β1) = 0 and Lemma 7 (iv) applies. Hence

Nα,βN−α1,−β1 +Nβ,−α1Nα,−β1 +N−α,αNβ,−β1 = 0.

The other five structural constants are real, this certainly implies that

N−α,−β1 = N̄α,β is also real. �

Remark If one set H ′
j = i · Hj , then the structural constants of G ⊗ C

with respect to the basis {H ′
j, 1 ≤ j ≤ k;Z ′

α, Z
′−α, α ∈ ∆+} are all integers.

This basis enable us to obtain a Lie algebra over a field of characteristic p.

The above theorem is usually called the Chevalley’s basis theorem.
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Lecture 6

Classification Theory
of Compact Lie Algebras and
Compact Connected Lie Groups

Let G be a given compact connected Lie group and G be its Lie algebra.

Then, by Theorem 5.1, G splits into the direct sum of its center and its

simple ideals, namely

G = C⊕G1 ⊕ · · · ⊕Gl,

where each Gj is also a compact Lie algebra. The connected Lie subgroup,

Gj , with Gj as its Lie algebra is a compact subgroup of G. Let Zo be the

connected center of G. Then it follows from the above direct sum decom-

position of G that

Zo ×G1 × · · · ×Gl → G, (g0, g1, . . . , gl) �→ g0 · g1 · · · gl
is a covering homomorphism with a finite kernel. This enable us to reduce

the classification of compact connected Lie group to that of simple com-

pact Lie algebras and that of simply connected, simple compact Lie groups

(cf. Theorem 5.3) together with the determination of their centers.

94
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1. Classification of Simple Compact Lie Algebras

Let us first summarize the results on the structures of simple compact Lie

algebras that have already been established in the previous lectures.

(1) The Cartan–Killing form, B(X,Y ) = tradX · adY , of a simple com-

pact Lie algebra G is negative definite. Hence G has an intrinsic inner

product, (X,Y ) = −B(X,Y ), which is invariant, i.e. ([X,Y ], Z) +

(Y, [X,Z]) ≡ 0.

(2) It follows from the maximal tori theorem that any two maximal Abelian

subalgebras of a given compact Lie algebra G are conjugate under the

action of AdG. Therefore, the geometric properties of the root sys-

tem, ∆, are independent of the choice of the Cartan subalgebra h

(or the maximal torus T ) and hence are, in fact, structure invariants

of G.

(3) The Weyl group W acts on the Cartan subalgebra h as a group gen-

erated by the reflections {rα;±α ∈ ∆} where rα(H) = H − 2(α,H)
(α,α) α,

H ∈ h. It acts simply transitively on the set of chambers. Therefore,

any two simple root systems (based on the choices of different Weyl

chambers) of a given root system are W -conjugate.

(4) Theorem 5.4 has already gone a long way in determining the structure

of a simple compact Lie algebra, G, solely in terms of the homothetic

property of ∆. The following classification theorem is actually a slight

up-grading of Theorem 5.4.

Theorem 1. Two simple compact Lie algebras G and G′ are isomorphic

if and only if their simple root systems π and π′ are homothetic, namely,

G ∼= G′ ⇔ π ∼ π′.

Proof: Let ι : G ∼= G′ be a given isomorphism of G onto G′, h and h′ be
given Cartan subalgebras of G and G′ respectively. Then ι(h) and h′ are two
maximal Abelian subalgebras of G′ and hence there exists, by Corollary 3.1,

an adjoint automorphism σ : G′ → G′ such that σι(h) = h′. Therefore σι
maps the root system, ∆, of G with respect to h isometrically onto the root

system, ∆′, of G′ with respect to h′. Let π be a chosen simple root system

in ∆. Then σι(π) is also a simple root system in ∆′ which is W ′-conjugate
to any other simple root system π′ in ∆′. Hence, π and π′ must be

isometric.
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Next let us proceed to prove that π ∼ π′ implies G ∼= G′. We shall

denote the corresponding element of αj ∈ π by α′
j , namely

2(αi, αj)

(αi, αi)
=

2(α′
i, α

′
j)

(α′
i, α

′
i)
, 1 ≤ i, j ≤ k.

It is straightforward to check that the above homothety, αj ↔ α′
j , extends

linearly to an equivariant isomorphism between (W, h) and (W ′, h′) whose
restriction to ∆ is, of course, also a homothety between ∆ and ∆′. We shall

choose the orderings on h′ to be compatible with that of h and shall denote

the corresponding root of α ∈ ∆ simply by α′ ∈ ∆′.

Let {Hj , 1 ≤ j ≤ k;Zα, α ∈ ∆} and {H ′
j , 1 ≤ j ≤ k, Z ′

α, α
′ ∈ ∆′} be

respectively the Chevalley basis of G⊗ C and G′ ⊗ C such that

Nα,β = (1− q) = N ′
α′,β′ ,

whenever γ = α + β (resp. γ′ = α′ + β′) is the decomposition of γ

(resp. γ′) with the smallest possible α (resp. α′). Then it follows from (iv)

of Lemma 5.7 that

Nα,β = N ′
α′,β′ ,

for all α, β, α+ β ∈ ∆. Therefore, the homothety

ι : h→ h′, ι(Hj) = H ′
j , 1 ≤ j ≤ k

extends to an isomorphism of complex Lie algebras

ι∗ : G⊗ C→ G′ ⊗ C, ι∗(Zα) = Z ′
α′

and moreover, ι∗(Z̄) = ι∗(Z) for all Z ∈ G⊗ C.

Hence, the restriction of ι∗ to G is an isomorphism of G onto G′. In
fact, it maps the vectors

Xα =
1√
2
(Zα + Z−α) and Yα =

i√
2
(Zα − Z−α)

to

X ′
α′ =

1√
2
(Z ′

α′ + Z ′
−α′) and Y ′

α′ =
i√
2
(Z ′

α′ − Z ′
−α′),

respectively. �

In the special case of G = G′, it is not difficult to refine the above

isomorphism theorem into an automorphism theorem.
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Theorem 2. Let G be a given simple compact Lie algebra, h be a Cartan

subalgebra of G and π be a simple root system of G. Let Aut(G) be the

group of all automorphisms of G, Ad(G) be the connected Lie subgroup of

Gl(G) with ad(G) as its Lie algebra. Then

(i) Ad(G) is exactly the connected component of the identity in Aut(G),

i.e. Ad(G) = Auto(G).

(ii) Aut(G)/Ad(G) ∼= Isom(π), the group of isometries of π.

Proof: (i) Let D be the Lie algebra of Aut(G) and D be an arbitrary

element of D. Then

Exp tD · [X,Y ] = [Exp tD ·X,Exp tD · Y ] ; X,Y ∈ G.

Therefore, by differentiation at t = 0,

D · [X,Y ] = [DX,Y ] + [X,DY ], X, Y ∈ G,

namely, D is a derivation of G. Hence, by Lemma 5.4, D = ad(G) and

hence Auto(G) = Ad(G).

(ii) For the proof of the second assertion, it is convenient to identify G

with ad(G) and denote Ad(G) simply byG. Let T be the maximal torus ofG

with the given h as its Lie algebra and a be an arbitrary element of Aut(G).

Then a(h) is again a maximal Abelian subalgebra ofG and, by Corollary 3.1,

there exists g ∈ G such that ga(h) = h, ga(∆) = ∆. Hence, ga permutes

the set of chambers. Let C0 be the Weyl chamber corresponding to the

chosen simple root system π. Then, by Lemma 4.1, there exists an element

n ∈ N(T ) such that nga(C0) = C0. Moreover, if a ∈ G, then ga(h) = h

implies that ga ∈ N(T ) and it follows from the simple transitivity of the

W -action on the set of chambers that nga(C0) = C0 implies that nga ∈ T .
Therefore, in the case a ∈ G, the restriction of the above nga to C0 (resp. π)

is the identity map.

The above discussion shows that Aut(G)/Ad(G) has a natural induced

isometric action on C0 as well as on π, namely, it defines a homomorphism

ρ : Aut(G)/Ad(G)→ Isom(π).
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The above homomorphism is surjective because any isometry of π can be

extended to an automorphism of G, by Theorem 1.

Suppose that a ∈ Aut(G) and its restriction to C0 is the identity map.

Then, in the Cartan decomposition of G ⊗ C, Cαj , 1 ≤ j ≤ k, are all

invariant subspaces of a. Hence, there exists suitable {θj , 1 ≤ j ≤ k} such
that

a(Zαj ) = e2πiθjZαj , 1 ≤ j ≤ k.
Set H ∈ h be the element such that

(H,αj) = −θj , 1 ≤ j ≤ k.
Then ExpH ∈ T andExpH · a|C0 = IdC0 ,

ExpH · a(Zαj ) = Zαj , ExpH · a(Z−αj ) = Z−αj .

Since {h, Zαj , Z−αj , 1 ≤ j ≤ k} already generates G ⊗ C, ExpH · a = Id,

i.e. a = Exp(−H) ∈ T . This proves the injectivity of ρ and hence the

isomorphism

Aut(G)/Ad(G) ∼= Isom(π). �

2. Classification of Geometric Root Patterns

Theorem 1 effectively reduces the classification of simple compact Lie alge-

bra to that of the homothety-types of their simple root systems.

Lemma 1. A compact Lie algebra G is simple if and only if its simple root

system π spans h and has no non-trivial splitting into mutually orthogonal

subsets.

Proof: It is easy to see that G is semi-simple if and only if π spans h. If

G is semi-simple but non-simple, then

G = G1 ⊕ · · · ⊕Gl, π(G) = π(G1)⊕ · · · ⊕ π(Gl),
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where π(Gj), 1 ≤ j ≤ l are mutually orthogonal. Conversely, suppose π

splits into two mutually orthogonal non-trivial subsets, namely

π = π′ ∪ π′′, π′ ⊥ π′′.

Let α ∈ π′, β ∈ π′′ and hαβ = 〈α, β〉⊥, Tαβ to be the subtorus with hαβ as its

Lie algebra. Let Gαβ be the centralizer of Tαβ and G̃αβ = Gαβ/Tαβ. Then

G̃αβ is a compact connected Lie group of rank 2 and ∆(G̃αβ) = {±α,±β}.
Therefore, G̃αβ is covered by S3 × S3 and hence

[R2
(±α),R

2
(±β)] = 0,

for α ∈ π′ and β ∈ π′′. Set G′ and G′′ to be the subalgebras generated by

{R2
(±α), α ∈ π′} and {R2

(±β), β ∈ π′′}

respectively. Then it is not difficult to see that G = G′ ⊕ G′′ and hence

non-simple. �

Schematically, it is convenient to record the angles between the simple

roots αj ∈ π by a diagram defined as follows.

(i) Each simple root is simply represented by a dot.

(ii) Two dots are joined by 0, 1, 2, or 3 lines according to the angle

between the two corresponding roots, that is, π/2, 2π/3, 3π/4 or

5π/6 (cf. Lemma 4.5).

Remarks (i) π is non-splitable if and only if its associated diagram is

connected.

(ii) One may also consider the above diagram as the book-keeping device

of the geometry of the Weyl chamber C̄0, namely, each dot denotes a wall

and the number of lines joining two dots records the angle between the two

walls, i.e., {0, 1, 2, 3} ↔ {π/2, π/3, π/4, π/6}.
The following is a simple classification result in the realm of elementary

Euclidean geometry.

Theorem 3. The following is a complete list of all geometrically feasible

connected diagrams:
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(i) Ak:

(ii) Bk or Ck:

(iii) Dk:

(iv) E6:

E7:

E8:

(k dots)

(k dots, k ≥ 2)

(k dots, k ≥ 4)

(v) F4:

(vi) G2:

Remark Two simple roots joined by a single bond are always of the same

length. Two simple roots joined by a multiple bond are of different lengths,

one usually adds a direction to the multiple bond to indicate that the latter

one is shorter. In fact, only the second case will make an essential difference

in this refined diagram, namely,

B
k
:

C
k
:

they are different for k > 3

Proof: The above theorem is a purely geometric fact in Euclidean space,

namely, the possibilities of having k linearly independent unit vectors

{ej , 1 ≤ j ≤ k} with specifically prescribed angles. We shall call a geo-

metrically realizable diagram an admissible diagram. It is not difficult to

see that such a set of unit vectors {ej , 1 ≤ j ≤ k} exists if and only if∣∣∣∣∣
k∑
j=1

xjej

∣∣∣∣∣
2

=
k∑

i,j=1

xixj(ei, ej) ≥ 0,
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and is equal to zero only when all xj = 0. By taking special values of xj ,

it is easy to obtain the following necessary conditions on the admissible

diagrams.

(1) Subdiagrams of an admissible diagram are still admissible.

(2) An admissible diagram contains at most (k − 1) bonds.

Proof: ∣∣∣∣∣
k∑
j=1

ej

∣∣∣∣∣
2

= k + 2
∑
i<j

(ei, ej) > 0

implies that the number of non-zero terms in (ei, ej) is at most (k − 1).

(3) (1) and (2) imply that there is no cycles in the diagram.

(4) No more than three lines can be joined to a single dot.

Proof: Suppose e1, . . . , el are joined to el+1. Then by (3), e1, . . . , el are

orthonormal. Extend them to an orthonormal basis of 〈e1, . . . , el, el+1〉 by
adding ẽl+1. Then

el+1 =

l∑
i=1

(ei, el+1) · ei + (ẽl+1, el+1)ẽl+1.

Hence ∑
(ei, el+1)

2 = 1− (ẽl+1, el+1)
2 < 1,

namely,
∑

4(ei, el+1)
2 < 4. �

(5) The diagram obtained by contracting a subdiagram of the type

◦—◦ · · · ◦—◦ in an admissible diagram to a single dot is still admissible.

Proof: Suppose e1, . . . , el are the unit vectors with a subdiagram of the

above type. Then e1 + · · ·+ el is again a unit vector and the diagram of

{(e1 + · · ·+ el), el+1, . . . , ek}
is exactly the contracted diagram. [It is easy to see the case l = 2.]

It follows easily from (1)–(5) that

(i) is the only admissible diagram with a triple bond.

(ii) An admissible diagram contains no subdiagram of the following type,

namely,
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they contract to

and hence contradicts (4).

Finally, let us determine which diagrams of the following type are admis-

sible, namely,

e
1

p ≥ q ≥ 1,e
2

e
p f

q
f

q−1
f

1

b
1

p ≥ q ≥ r ≥ 2.
b

2

a

c
1

d
r−1

d
1

c
q−1

b
p−1

Set

ẽ =

p∑
i=1

iei, f̃ =

q∑
j=1

jfj ,

b̃ =

p−1∑
i=1

ibi, c̃ =

q−1∑
i=1

ici, d̃ =

r−1∑
i=1

idi.

Then straightforward computations will show that

(i)



(ẽ, ẽ) =
p(p+ 1)

2
, (f̃ , f̃) =

q(q + 1)

2
,

(ẽ, f̃)2 = p2q2(ep, fq)
2 =

p2q2

2
,

(ẽ, f̃)2 < (ẽ, ẽ) · (f̃ , f̃)⇒ (p− 1)(q − 1) < 2⇒
{
(p, q) = (2, 2)

q = 1
,
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(ii)



(b̃, b̃) =
1

2
p(p− 1), (c̃, c̃) =

1

2
q(q − 1), (d̃, d̃) =

1

2
r(r − 1),

(b̃, a)2/(b̃, b̃) =
1

2

(
1− 1

p

)
(c̃, a)2/(c̃, c̃) =

1

2

(
1− 1

q

)
(d̃, a)2/(d̃, d̃) =

1

2

(
1− 1

r

)


⇒ 1

p
+

1

q
+

1

r
> 1

⇒
{
q = r = 2, p arbitrary

r = 2, q = 3, 3 ≤ p ≤ 5.

Summarizing the above rather elementary detail discussions, one shows

that the diagrams listed in Theorem 3 are, indeed, the only admissible

connected diagrams. It is not difficult to construct an explicitly given

set of unit vectors to demonstrate that all of them are geometrically

realizable. �

Remark Of course, it is a problem of different order of magnitude to

determine whether they can all be realized as the diagram for the simple

root system of compact Lie algebras. However, the remarkable final results

of the classification theory of compact Lie algebras is exactly that each

one of the above diagram can be realized as the diagram of π for a unique

simple, compact Lie algebra (up to isomorphism)!

Exercises 1. Construct explicit sets of unit vectors whose diagrams are

exactly Ak, Bk, Dk, E6, E7, E8, F4, G2, respectively.

2. Show that an isometry of two simple root systems uniquely extends

to an isometry of the root system.

3. Classical Compact Lie Groups and Their

Root Systems

(I) U(n) and SU(n)

Let U(n) be the group of n × n unitary matrices and SU(n) be the

subgroup of n × n unitary matrices with determinant 1. Let µn be the
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representation of U(n) on Cn � Mn,1(C) via matrix multiplication and

µ′
n = µn|SU(n). Then

T n = {diag(e2πiθ1 , . . . , e2πiθn), 0 ≤ θj ≤ 1}
is a maximal torus of U(n) and the subtorus T n−1 ⊂ T n defined by the

condition θ′1 + θ′2 + · · ·+ θ′n = 0 is a maximal torus of SU(n). Hence

Ω(µn) = {θj ; 1 ≤ j ≤ n},

Ω(µ′
n) = {θ′j ; 1 ≤ j ≤ n},

∑
θ′j = 0.

The Lie algebra of U(n) consists of all skew hermitian matrices and

hence its complexification of gl(n,C) =Mn,n(C). Therefore,

AdU(n) ⊗ C = µn ⊗C µ
∗
n,

AdSU(n) ⊗ C = µ′
n ⊗C µ

′∗
n − 1,

and hence

∆(U(n)) = {(θj − θk), 1 ≤ j �= k ≤ n},
∆(SU(n)) = {(θ′j − θ′k), 1 ≤ j �= k ≤ n},

∑
θ′j = 0.

It is quite natural to choose the ordering such that

θ′1 > θ′2 > · · · > θ′n−1 (for the case SU(n)).

Then

∆+(SU(n)) = {(θ′j − θ′k), 1 ≤ j < k ≤ n},
and

π = {θ′j − θ′j+1, 1 ≤ j ≤ n− 1}.
The Weyl group acts on

h =
{
(θ′1, θ

′
2, . . . , θ

′
n),
∑

θ′j = 0
}

as the permutations of the n coordinates. It is convenient to regard θ′j =

θj − 1
n

∑
θi where {θi; 1 ≤ i ≤ n} is an orthonormal basis. Therefore, one

has the following diagram.

θ′
1
− θ′

2

(A
n − 1

)
θ′

2
− θ′

3
θ′

j
− θ′

j + 1
θ′

n − 1
− θ′

n
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(II) SO(n)

Let O(n) be the group of n× n orthogonal matrices. It consists of two

connected components with determinants of ±1 respectively; SO(n) is the

subgroup of n × n orthogonal matrices of determinant 1. Let ρn be the

representation of SO(n) on Rn =Mn,1(R) via matrix multiplication. Then

AdSO(n) = Λ2ρn,

namely, the conjugation of anti-symmetric matrices by orthogonal matrices.

It is convenient to choose the maximal torus of SO(n) as follows.

n = 2k:T k =





cos 2πθ1 −sin2πθ1
sin 2πθ1 cos 2πθ1

. . .

cos 2πθk −sin2πθk
sin 2πθk cos 2πθk




,

n = 2k + 1:

T k =





cos 2πθ1 −sin2πθ1
sin 2πθ1 cos 2πθ1

. . .

cos 2πθk
sin 2πθk

−sin 2πθk
cos 2πθk

1




.

Then

Ω(ρ2k) = {±θj, 1 ≤ j ≤ k},
Ω(ρ2k+1) = {±θj, 1 ≤ j ≤ k; 0}.

Therefore

∆(SO(2k)) = {±θj ± θj , 1 ≤ i ≤ j ≤ k},
∆(SO(2k + 1)) = {±θi ± θj , 1 ≤ i < j ≤ k;±θi, 1 ≤ i ≤ k},

and hence the Weyl group action on h = {(θ1, . . . , θk)} is as follows.
W (SO(2k)): permutations with even number of sign-changings.

W (SO(2k + 1)): permutations with arbitrary sign-changings.
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It is convenient to fix the ordering such that

θ1 > θ2 > · · · > θk

and regard {θi; 1 ≤ i ≤ k} as an orthonormal basis.

Therefore,

∆+(SO(2k)) = {θi ± θj , 1 ≤ i < j ≤ k},
∆+(SO(2k + 1)) = {θi ± θj , 1 ≤ i < j ≤ k; θi, 1 ≤ i ≤ k},

π(SO(2k)) = {θj − θj+1, 1 ≤ j ≤ k − 1; θk−1 + θk},
π(SO(2k + 1)) = {θj − θj+1, 1 ≤ j ≤ k − 1; θk}.

Hence one has the following diagrams.

SO(2k), k ≥ 4:

(D
k
)

θ
k − 1

+ θ
k

θ
k − 2

− θ
k − 1

θ
k − 1

− θ
k

θ
1
− θ

2
θ

2
− θ

3

SO(2k + 1), k ≥ 2:

(B
k
)

θ
k

θ
k − 1

− θ
k

θ
1
− θ

2
θ

2
− θ

3

Remark The diagram of SO(6) is the same as SU(4). In fact, this implies

that the above two groups are locally isomorphic. Actually, Λ2µ4 : SU(4)→
SO(6) ⊂ SU(6).

(III) Sp(n) (The symplectic group of rank n)

Let H be the skew field of quaternions and

Hn = {(q1, q2, . . . , qn) : qj ∈ H}
be the right free H-module of rank n. We shall equip it with the following

hermitian product:

〈(q1, q2, . . . , qn), (q′1, q′2, . . . , q′n)〉 :=
n∑
j=1

q̄jq
′
j .

Then, the group of all isometries of Hn is called the sympletic group of

rank n and shall be denoted by Sp(n).
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Examples 1. Sp(1) is exactly the multiplicative group of unit quater-

nions, acting on H1 via left multiplications, namely,

Sp(1) = S3 = {q ∈ H; qq̄ = 1},
and S3 ×H→ H is given by (q, q1) = q · q1.

2. Let e1 = (1, 0, . . . , 0), . . . , ej = (0, . . . , 1, . . . , 0), . . . , en = (0, . . . , 1)

and g be an arbitrary element of Sp(n). Then {bj = g(ej), 1 ≤ j ≤ n} is
clearly an orthonormal basis of Hn, namely

〈bi,bj〉 = 〈gei, gej〉 = 〈ei, ej〉 = δij .

Conversely, let {bj, 1 ≤ j ≤ n} be an arbitrary orthonormal basis in

Hn. Then there exists a unique element g ∈ Sp(n) with g(ej) = bj ,

1 ≤ j ≤ n. Furthermore, it follows from the usual Gram–Schmidt orthogo-

nalization that any unit vector b1 ∈ Hn can be extended to an orthonormal

basis {b1,b2, . . . ,bn} in Hn. Therefore, Sp(n) acts transitively on the unit

sphere, namely

S4n−1 =

{
u = (q1, . . . , qn); |u|2 =

n∑
j=1

q̄iqj = 1

}
.

3. Let Gen be the subgroup of Sp(n) which fixes en. Then it is clear

that Gen � Sp(n− 1). Therefore

S4n−1 = G(en) ∼= Sp(n)/Sp(n− 1),

and hence

dimSp(n) = dimSp(n− 1) + (4n− 1)

= dimSp(n− 2) + (4n− 5) + (4n− 1)

=

n∑
j=1

(4j − 1) =
1

2
n(4n+ 2) = 2n2 + n.

4. One may also consider Hn as a right C-module of rank 2n, namely,

identifying (q1, q2, . . . , qn) with

(u1, u2, . . . , un; v1, v2, . . . , vn), ql = ul + jvl, 1 ≤ l ≤ n.
Then Sp(n) is a subgroup of U(2n) leaving a non-degenerate skew symmet-

ric form invariant. We shall denote the above representation of Sp(n) on

C2n by νn (cf. Ch I. Chavalley’s Lie group Theory).

Lemma 2. νn = ν∗n and AdSp(n) ⊗ C = S2νn.
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Proof: Since Sp(n) acts transitively over the unit sphere of C2n, νn is

clearly an irreducible representation.

νn ⊗ νn = Λ2νn ⊕ S2νn,

and Λ2νn contains a trivial copy because Sp(n) keeps a skew symmetric

form invariant. Hence, it follows from the Schur lemma that νn = ν∗n.

Sp(n) is a subgroup of U(2n) and νn = µ2n|Sp(n). Hence AdSp(n) ⊗ C

is a component of (AdU(2n)|Sp(n)) ⊗ C, and

(AdU(2n) ⊗ C)|Sp(n) = νn ⊗ ν∗n = νn ⊗ νn
= Λ2νn ⊕ S2νn,

where dimS2νn = 2n2+n, dimΛ2νn = 2n2−n. Therefore, the irreducibility
of AdSp(n) ⊗ C will certainly imply that AdSp(n) ⊗ C = S2(νn). We shall

prove the irreducibility of AdSp(n) ⊗ C by induction on n as follows. The

case n = 1 is simple and well-known. Let us begin with the case n = 2.

Recall that Sp(2) is a subgroup of SU(4) and

(i) Λ2µ4 : SU(4)→ SO(6) ⊂ U(6),

(ii) Λ2µ4|Sp(2) = Λ2ν2 contains a trivial copy,

(iii) dimSp(2) = 10 = dimSO(5).

Therefore, (Λ2ν2−1) : Sp(2)→ SO(5) is a covering homomorphism and

hence AdSp(2) ⊗ C is irreducible because AdSO(5) ⊗ C is already known to

be irreducible.

The general case n ≥ 3: Let Sp(n−1)(j) be the subgroup of Sp(n) which

fixes ej = (0, . . . , 1, . . . , 0) and G(j) be the Lie subalgebra of Sp(n−1)(j). By
the induction assumption that AdSp(n−1) ⊗ C is irreducible, each G(j) ⊗C

must be contained in an irreducible subspace of G ⊗ C say Vj , 1 ≤ j ≤ n.

Therefore

Vj ∩ Vl ⊃ (G(j) ∩G(l))⊗ C �= {0},

for all 1 ≤ j, l ≤ n and hence Vj = Vl for all 1 ≤ j, l ≤ n, namely,

Vj = G⊗ C and hence AdSp(n) ⊗ C is irreducible. �
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Let T n = U(1)n ⊂ (Sp(1))n ⊂ Sp(n). Then

Ω(νn|T n) = {±θi, 1 ≤ i ≤ n},
Ω(S2νn|T n) = {±θi ± θj , 1 ≤ i < j ≤ n;±2θi, 1 ≤ i ≤ n and 0

with multi. n}.
This shows that T n is in fact a maximal torus of Sp(n) and

∆(Sp(n)) = {±θi ± θj , 1 ≤ i < j ≤ n;±2θi, 1 ≤ i ≤ n}.
Again, it is convenient to fix the ordering such that

θ1 > θ2 > · · · > θn

and regard {θi, 1 ≤ i ≤ n} as an orthonormal basis of h. [The Weyl group

is, in fact, isomorphic to that of SO(2n + 1) as a transformation group.]

Therefore

∆+(Sp(n)) = {θi ± θi, 1 ≤ i < j ≤ n; 2θi, 1 ≤ i ≤ n},
π = {θi − θi+1, 1 ≤ i ≤ n− 1; 2θn},

and one has the following diagram of Cn-type.

θ
1
− θ

2

(C
n
)

2θ
n

θ
n − i

− θ
n

θ
2
− θ

3
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Lecture 7

Basic Structural Theory of
Lie Algebras

In this lecture, we shall study the basic structural theory of Lie algebras

in general, namely, beyond the rather special case of compact Lie algebras.

For example, the set of linear transformations of a vector space V over k

constitutes a Lie algebra with [A,B] = AB − BA, denoted by gl(V ) or

gl(n, k), while a sub-Lie algebra g ⊂ gl(V ) will be regarded as a linear

representation of g on V . In the special, but of basic importance, case of

k = C, one has the well-known theorem of Jordan canonical form and

Jordan decomposition for a single linear transformation A (cf. Section 1.1).

It is natural to seek ways of generalizing such a wonderful result beyond

a single linear transformation, thus asking what would be a proper setting

for such a generalization? As one shall find out in the discussion of this

lecture, representations of Lie algebras will provide an advantageous setting

for such a task and it naturally leads to the basic structure theory of Lie

algebras.

110
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1. Jordan Decomposition: A Review and an Overview

1.1. Jordan decomposition

Let V be a complex vector space and A ∈ gl(V ) a given linear transforma-

tion on V . One has the following remarkable theorem, namely,

Theorem 1 (Jordan). There exists a unique decomposition of A into the

sum of semi-simple (resp. nilpotent) linear transformations satisfying the

following properties, namely,

A = s(A) + n(A) and [s(A) + n(A)] = 0

where n(A) is nilpotent and s(A) is semi-simple (i.e. its minimal polynomial

has no multiple roots), while V has the following direct sum decomposition

of A-invariant subspaces, namely,

V =
l⊕
i=1

Vi, Vi = ker(A− λiI)αi .

Proof: (sketchy) First of all, the following seemingly trivial fact plays a

crucial role, namely,

[A,B] = 0 =⇒ ker B is A-invariant

(i.e. BX = 0 =⇒ BAX = ABX = 0).

On the other hand, to any polynomial f(x) ∈ C[x], f(A) is obviously com-

muting with A, thus bringing the well-known theorems on complex coeffi-

cient polynomials as a powerful tool in analyzing the decomposition of V

into a direct sum of A-invariant subspaces. Let

mA(x) =

l∏
i=1

(x − λi)αi

be the minimal polynomial of A, where {λi} are its distinct roots (i.e.

eigenvalues). Then

V =

l⊕
i=1

Vi, Vi = ker(A− λiI)αi .

Set

fi(x) =
mA(x)

(x− λi)αi
=
∏
j �=i

(x− λj)αj .
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For λi �= 0, xfi(x) and (x − λi)
αi are relatively prime. Therefore, there

exists gi(x), hi(x) such that

gi(x)xfi(x) + hi(x)(x − λi)αi = λi.

Set

SA(x) =
l∑
i=1

gi(x)xfi(x), NA(x) = x− SA(x).

Then, it is quite straightforward to verify the following:

(i) SA(0) = NA(0) = 0,

(ii) A = SA(A)+NA(A), namely, SA(x)+NA(x) ≡ x (mod mA(x)),

(iii) NA(A) is nilpotent and SA(A) is semi-simple (i.e. its minimal

polynomial has no multiple root),

(iv) suppose A = S + N, [S,N ] = 0, and S is semi-simple and N is

nilpotent. Then S = SA(A) and N = NA(A). �

Remark A simple modification of the proof will also show the unique

existence of another semi-simple element, say denoted by s̄(A), such that

s̄(A)|Vi = λ̄iI, 1 ≤ i ≤ l.
Namely, let ĝi(x), ĥi(x) be a pair of polynomials such that

ĝi(x)xfi(x) + ĥi(x)(x − λi)αi = λ̄i.

Then one has s̄(A) = S̄A(x), where

S̄A(x) =
l∑
i=1

ĝi(x)xfi(x).

Thus, one has the following useful lemma, namely,

Lemma 1. A ∈ gl(V ) is nilpotent if and only if Tr(As̄(A)) = 0.

Proof: Tr(As̄(A)) =
∑l
i=1 dim Vi|λi|2 = 0 holds if and only if l = 1 and

λ1 = 0, i.e., A is nilpotent. �

Remarks (i) The Jordan canonical form is a refinement of the above the-

orem, which amounts to prove a simple additional lemma on the canonical

form of nilpotent linear transformations which, in fact, holds for arbitrary

coefficient field k.
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(ii) Theorem 1 itself can also be generalized to the case of an arbitrary

field k, and essentially by the same method of proof, namely,

V =

l⊕
i=1

Vi, Vi = ker(pi(A)
αi )

where

mA(x) =

l∏
i=1

pi(x)
αi

is the primary factorization of mA(x).

(iii) For a given collection of mutually commutative linear transforma-

tions, say {Ai}, it is quite straightforward to show the same kind of decom-

position of V into common invariant subspace. Here, the commutativity

is crucial and the seemingly trivial fact that we start with in the proof of

Theorem 1 again plays the major rule.

1.2. A review and an overview

An analytical review of the result of Section 1.1 from the geometric point of

view of linear transformations indicates that the central topic of the kind

of generalization that we are seeking for non-commutative collections of

linear transformations should be the structure of common invariant sub-

spaces, while the special case of commutative collections makes such an

analysis much easier (cf. Section 1.1). Let {Aj} be such a collection and g

be the sub-Lie algebra generated by {Aj}. Then it is obvious that a {Aj}-
invariant subspace is also a g-invariant subspace, while the operation [..] of g

is exactly a systematic total accounting of the non-commutativity of {Aj}.
Therefore, the representation theory of Lie algebras should be a proper set-

ting for studying the structure of common invariant subspaces, because the

Lie algebra structure highlights the non-commutativity and also provides

various kinds of measurements of the degree of non-commutativity, such as

nilpotency, solvability and semi-simplicity.

First, we shall give a brief overview of basic structural theory of Lie

algebras.

1.2.1. Basic definitions

(i) A subspace a ⊆ g is called an ideal of g if [g, a] ⊆ a.
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(ii) If a is an ideal, then [g, a] is also an ideal. One has

[g, [g, a]] ⊂ [g, g], a]] + [g, [g, a]] ⊂ [g, a] + [g, a] = [g, a].

(iii) Set

Dg = [g, g], Dn+1g = [Dng, Dng]

C1g = g, Cn+1g = [g, Cng].

Definition A Lie algebra g is called a nilpotent (resp. solvable) Lie algebra,

if there exists an n such that Cng = {0} (resp. Dng = {0}).

(iv) Suppose a and b are both solvable ideals of g. Then it is easy to

verify that a + b is also a solvable ideal of g. Therefore, there is a

maximal solvable ideal of g containing all the others. It is defined to

be the radical of g.

Definition A Lie algebra g is defined to be semi-simple if its radical is

trivial, i.e. {0}.
In general, the quotient Lie algebra of g by its radical, say denoted by

g/r, is semi-simple. Therefore, a Lie algebra, in general, is an extension of

a semi-simple one by a solvable one, namely, one has the following exact

sequence

0→ r→ g→ g/r→ 0.

1.2.2. Examples of solvable (resp. nilpotent) Lie algebras

Example 1. Let V be a vector space of dimension n, and

{0} ⊂ V1 ⊂ V2 ⊂ · · ·Vi ⊂ · · · ⊂ Vn = V, dim Vi = i,

be a sequence of subspaces. Set g to be a sub-Lie algebra of gl(V ) which

keeps each of Vi invariant. Then g is solvable.

Proof: Let {bj ; 1 ≤ j ≤ n} be a basis for V such that {bj; 1 ≤ j ≤ i} is
a basis for Vi. Then the matrices of X ∈ g are upper triangular, namely,

Xbi = λi(X)bi (mod Vi−1), 1 ≤ i ≤ n.
Therefore

[X,Y ]bi ≡ 0 (mod Vi−1), 1 ≤ i ≤ n
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and furthermore, it is easy to prove inductively that, for ω ∈ Dmg, one has

ωVi ⊆ Vi−m, 1 ≤ i ≤ n.
Hence, Dng = {0}, i.e. g is solvable. �

Example 2. Suppose that g0 ⊂ gl(V ) consists only of elements with

Xbi ≡ λ(X)bi (modVi−1), 1 ≤ i ≤ n,
namely, all the diagonal elements of its upper triangular matrices are equal

to each other. Then g0 is nilpotent.

Proof: The same kind of computation will provide an inductive verifica-

tion that

ω ∈ Cmg =⇒ ωVi ⊆ Vi−m+1, 1 ≤ i ≤ n. �

Example 3. Suppose g ⊂ gl(V ) has a g-invariant direct sum decomposi-

tion, say

V = U1 ⊕ U2 ⊕ · · · ⊕ Ul
such that g|Uj , 1 ≤ j ≤ l , are all of the kind of Example 2. Then g is, of

course, also nilpotent.

1.2.3. Some remarkable generalizations of Theorem 1

in the setting of Lie algebras and their linear

representations

First of all, in the special but of basic importance case of k = C, one has the

following remarkable results generalizing the Jordan theorem in the setting

of linear Lie algebras and their structures of invariant subspaces, namely,

the following two theorems.

Theorem 2 (Lie). A solvable sub-Lie algebra of gl(n,C) is necessarily of

the kind of Example 1, or equivalently, g ⊂ gl(n,C) is solvable if and only

if g is conjugate to a sub-Lie algebra of that of upper triangular matrices.

Theorem 3. Let g ⊂ gl(V ) be a nilpotent sub-Lie algebra. Then g is

necessarily an example of Example 3, namely, there exists a decomposition
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of V into g-invariant subspaces

V =
l⊕
i=1

Ui,

with g|Ui , 1 ≤ i ≤ l, which are examples of the type of Example 2.

Moreover, Theorem 3 can be further generalized to the general case of

arbitrary coefficient field k (cf. Theorem 3̃), thus achieving a direct general-

ization of Theorem 1 from a single linear transformation to that of nilpotent

linear Lie algebras over an arbitrary coefficient field k.

As one shall see in the discussions of the following sections of this lecture,

the study of invariant subspaces of linear representations of Lie algebras

also provides a natural way of developing the basic structure theory of Lie

algebras.

2. Nilpotent Lie Algebras and Solvable Lie Algebras

2.1. Nilpotent Lie algebras

2.1.1. Theorem of Engel

Let g ⊂ gl(V ), k arbitrary field. If all elements of g are nilpotent, then there

exists a common eigenvector b with zero eigenvalue, namely,

Xb = 0, ∀X ∈ g.

Proof: We shall prove this by induction on dim g, while the beginning

case of dim g = 1 is trivial and the induction assumption is that the above

theorem holds for dim g = m− 1 in arbitrary gl(V ).

(i) Suppose dim g = m and h is a proper sub-Lie algebra of g. Set

W = g/h to be the quotient space. Let X to be a given element in h and X∗

be the induced linear transformation of adXg. (Note that h is, of course,

invariant under adX .) On the other hand, one has

LX (resp. RX , adXgl(V )): gl(V )→ gl(V )

LXY = XY, RXY = Y X, adXgl(V ) = LX −RX
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are commuting linear transformations on gl(V ) and LX (resp. RX) are by

assumption nilpotent. Hence,

adXg = adXgl(V )|g
and X∗ ∈ gl(W ) are also nilpotent for X ∈ h. Thus

h∗ = {X∗;X ∈ h}
is a sub-Lie algebra in gl(W ) with dim h∗ < m. Hence, by induction

assumption,

W0 = {w ∈W ;X∗w = 0, ∀X∗ ∈ h∗} �= {0},
thus having

g ⊇ g1 = π−1(W0) � h = π−1(0)

where g1 is a sub-Lie algebra of g and h is an ideal of g1.

(ii) Now, let g′ be a maximal proper sub-Lie algebra of g. By (i) g′ is
an ideal of g and moreover, g/g′ must be one-dimensional, lest g′ will not
be maximal. Therefore, again by induction assumption,

V0 = {v ∈ V ;Xv = 0, ∀X ∈ g′} �= {0}.
Note that

g = g′ + 〈Y 〉 �= g′

and V0 is Y -invariant because

X(Y v ) = Y (Xv) + [X,Y ]v = 0, X ∈ g′, v ∈ V0.
By the assumption of the theorem, Y is nilpotent and hence Y |V0 is also

nilpotent, thus having an eigenvector b in V0 with zero eigenvalue, namely,

a common eigenvector of g with zero eigenvalue. �

Corollary 1. Such a g is nilpotent and of the type of Example 2.

Proof: A straightforward proof by induction on dim V . �

Corollary 2. A Lie algebra g is nilpotent if and only if the operators adX
are nilpotent for all X ∈ g.
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2.1.2. Generalization of Jordan decomposition for nilpotent

Lie algebras, primary decomposition

For a single given A ∈ gl(V ), k arbitrary, let

mA(X) =

l∏
i=1

pi(X)αi

where pi(X) are irreducible in k[X ] and relatively prime to each other.

Then V has a decomposition into A-invariant subspaces, namely,

V =

l⊕
i=1

Vi, Vi = ker(pi(X)αi),

often referred to as the primary decomposition of A, which is a direct gen-

eralization of Theorem 1 in the special case of k = C.

In the setting of Lie algebra representations, the following theorem is

a far-reaching direct generalization of primary decomposition for a single

A ∈ gl(V ) to that of a nilpotent sub-Lie algebra g ⊂ gl(V ).

Theorem 3̃. Let g ⊂ gl(V ) be a nilpotent sub-Lie algebra. Then g is nec-

essarily an example of Example 3. Then there exists a decomposition of V

into g-invariant subspaces

V =
l⊕
i=1

Vi,

such that the minimal polynomial of Ai = A|Vi are primary for all A ∈ g

(i.e. having only one primary factor).

Proof: The important step of the proof is the following:

Let A,B ∈ g and

mA(x) =

lA∏
i=1

pi(x)
αi , V =

lA⊕
i=1

Vi

be the primary decomposition of A. What we need to prove is that there

exists an N such that

pi(A)
N (Bv ) = 0, ∀v ∈ Vi.

We shall use the following identity of associative algebra: Let a be an

associative algebra and a ∈ a. Set

ada : a→ a, ada(b) = ab− ba
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and hence

ada(bc) = (ab − ba)c+ b(ac− ca) = ada(b)c+ bada(c).

Therefore, if we use the shorthand notation denoting ada(∗) just by (∗)′
(i.e. view ada as a derivation operator on a), then one has the following

identity, namely

akb = bak +

(
k

1

)
b′ak−1 +

(
k

2

)
b′′ak−2 + · · ·+ b(k).

Therefore, straightforward linear combination of the above identities for

k = 1, 2, . . . will give the following identity for polynomials of a, namely,

f(a)b = bf(a) + b′f ′(a) + b′′
1

2!
f ′′(a) + · · ·+ b(k)

1

k!
f (k)(a).

Now, since g is nilpotent, there exists an m such that

(adA)
m+1B = B(m+1) = 0.

Set N = m+ αi, f(x) = pi(x)
N , a = A and b = B. One has

f(A)B = Bf(A) +B′f ′(A) + · · ·+B(m) 1

m!
f (m)(A).

Therefore, one has, for all v ∈ Vi
pi(A)

NBv = Bf(A)v +B′f ′(A)v + · · · = 0

and hence Vi is B-invariant. From here, Theorem 3̃ follows readily. �

2.2. Solvable Lie algebras

2.2.1. Theorem of Lie

Let g ⊂ gl(V ), k = C, be a solvable Lie algebra. Then there exists a common

eigenvector of g, namely

b �= 0, Xb = λ(X)b, ∀X ∈ g.

Proof: The solvability assumption implies that

Dg = [g, g] � g, g/Dg is abelian,

thus having a codimension one ideal g1 ⊇ Dg, which is also solvable. Let us

prove the theorem by induction on dim g. Applying the induction assump-

tion to g1, one has a common eigenvector b ∈ V for g1, namely,

Xb = λ(X)b, ∀X ∈ g1.
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Set Wλ to be the subspace of V satisfying

Wλ = {v ∈ V ;Xv = λ(X)v , ∀X ∈ g1}

and let Y /∈ g1 be a chosen element of g outside of g1. Moreover, for a

chosen v0 �= 0 in Wλ, there exists an l such that

{Y jv0; 0 ≤ j ≤ l− 1} is linearly independent, but

{Y jv0; 0 ≤ j ≤ l} is linearly dependent.

Set U to be the span, which is clearly Y -invariant. It is easy to check that,

for Z ∈ g1, one has

Z(Y jv0) ≡ λ(Z)Y jv0 (mod v0, . . . , Y
j−1v0),

thus proving that U is also g1-invariant and

Tr(Z|U ) = lλ(Z), ∀Z ∈ g1.

In particular, one has

Tr([Y,X ]|U ) = lλ([Y,X ]), ∀X ∈ g1.

On the other hand, it follows from the Y and X-invariance property of U

that Tr([Y,X ]|U ) = 0, thus having

λ([Y,X ]) = 0, ∀X ∈ g1

and hence

X(Y v) = Y (Xv)− [X,Y ]v = λ(X)Y v , ∀v ∈Wλ, X ∈ g1

(i.e. Wλ is Y -invariant). Since k = C, there exists an eigenvector b ∈ Wλ

of Y |Wλ
, which is a common eigenvector of g that we are seeking. �

Corollary 3. There exists a suitable basis of V so that g consists of upper

triangular matrices, i.e. of the type of Example 1.

Corollary 4. Let g ⊂ gl(V ) be a solvable sub-Lie algebra, k = C. Then

Dg = [g, g] is nilpotent.
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2.2.2. Cartans criterion of solvability

Theorem 4 (Cartan). Let g ⊂ gl(V ) and char(k) = 0. Then g is solvable

if and only if

Tr(XY ) = 0, ∀X ∈ g, Y ∈ Dg.

Proof: First of all, it is easy to check that both solvability and the above

trace condition are preserved under the extension of coefficient field k ⊂ C,
thus the proof of Theorem 4 can be reduced to the special case of C.

Secondly, if g is solvable and k = C, it follows from Corollaries 3 and 4

of Theorem of Lie that g (resp. Dg) are conjugate to sub-Lie algebras of

upper triangular (resp. upper triangular with zeros along the diagonal)

matrices, and hence

Tr(XY ) = 0, ∀X ∈ g, Y ∈ Dg.

Therefore it suffices to prove the sufficiency as follows:

Let us first state and prove the following lemma.

Lemma 2. Let u ∈ gl(V ), adu : gl(V )→ gl(V ), adu(x) = [u, x]. Then the

Jordan decompositions of u (resp. adu) satisfy the following relationship,

namely

s(adu) = ads(u), n(adu) = adn(u), s(adu) = ads(u).

Proof: By Theorem 1, both of the components of u (resp. adu) are

characterized by their properties. Therefore, it suffices to check that

{ads(u), adn(u), and ads(u)} actually satisfy that of {s(adu), n(adu), and
s(adu)}.

It is easy to see that adn(u) is nilpotent by Engel’s Theorem, and both

ads(u) and ads(u) are semi-simple with respective the basis of e(bi, bj) of

gl(V ) canonically associated with the eigenbasis of s(u), namely, having

e(bi, bj) · bk = δikbj ,

ads(u)(e(bi, bj)) = (λj − λi)e(bi, bj),
ads(u)(e(bi, bj)) = (λj − λi)e(bi, bj),

and, of course, also having the commutativity and

adu = ads(u) + adn(u).

Therefore, Lemma 2 follows from the uniqueness of Theorem 1. �
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Proof: Now, by Lemmas 1 and 2, the proof of sufficiency amounts to

prove that the above condition implies

Tr(us(u)) = 0, ∀u ∈ Dg (i.e. u =
∑

ci[xiyi]).

Using the well-known formula that

Tr([A,B]C) = Tr(B[C,A])

one has,

Tr(us(u)) =
∑

ciTr(yi[s(u), xi]) =
∑

ciTr(yiads(u)(xi)).

By Lemma 2 and adu(g) ⊂ Dg, ads(u) = s(adu) is a polynomial of adu
without constant term, thus proving that

Tr(us(u)) = 0, ∀u ∈ Dg

=⇒ Dg is nilpotent (by Lemma 1)

=⇒ g is solvable. �

3. Semi-Simple Lie Algebras

Recall that the radical of a Lie algebra g, denoted by r, is the unique

maximal solvable ideal of g; g/r is semi-simple and g is an extension of g/r

by r, namely,

0→ r→ g→ g/r→ 0.

In the case of char(k) = 0, there is the following criterion of semi-simplicity,

corresponding to that of solvability.

Theorem 5 (Cartan). A Lie algebra g over a characteristic zero field is

semi-simple if and only if the Killing bilinear form B(X,Y ) = Tr(adXadY )

is non-degenerate.

Proof: Necessity: Let g be a semi-simple Lie algebra. Let a be the follow-

ing linear subspace, namely,

a = {X ∈ g;B(X,Y ) = 0, ∀Y ∈ g}.
Note that the Killing bilinear form has the following basic invariance

property:

B([Z,X ], Y ) +B(X, [Z, Y ]) = 0.

It is easy to check that a is an ideal of g, containing the center of g. There-

fore, a direct application of Theorem 4 to adg|a ⊂ gl(V ) proves that adg|a
is solvable, and hence a itself is also solvable.
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Hence, the semi-simplicity of g implies that a = {0}, i.e. B(X,Y ) is

non-degenerate.

Sufficiency: Suppose g is not semi-simple. Then its radical r is non-

trivial. Note that the last non-zero one of {Dnr} is a commutative ideal,

say denoted by a, of g. Let X ∈ a, Y ∈ g and A = adXadY . Then

Ag ⊂ a, Aa = 0, A2 = 0

B(X,Y ) = TrA = 0.

This proves that B(−,−) is degenerate and also proves the sufficiency. �

Corollary 5. Suppose g is semi-simple and a is an ideal of g. Then

a⊥ = {X ∈ g;B(X,Y ) = 0, ∀Y ∈ a}
is also an ideal of g and g = a⊕ a⊥.

Proof: It follows readily from the non-degeneracy and invariance property

of the Killing bilinear form. �

Corollary 6. A semi-simple Lie algebra g, char(k) = 0, has a direct sum

decomposition

g =
l∑
i=1

gi

where the gi, are simple Lie algebras (i.e. containing no non-trivial ideals).

Corollary 7. Let g be a semi-simple Lie algebra, char(k) = 0. Then g⊗kK

is also semi-simple for any field K ⊃ k.

For example, the complexification of a compact semi-simple Lie algebra

u, i.e. g = u⊗ C, is of course, a semi-simple complex Lie algebra.
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Lecture 8

Classification Theory of Complex
Semi-Simple Lie Algebras

Historically, the classification theory of complex semi-simple Lie algebras is

the monumental contribution of W. Killing, achieved at a very early stage

of such studies. It has been traditionally the important core part of the

theory of Lie groups and Lie algebras. In retrospect, the final result of his

classification can be concisely restated as follows:

Theorem 1 (Killing). A complex semi-simple Lie-algebra g is always the

complexification of a compact semi-simple Lie algebra, namely,

g = u⊗ C

and moreover,

g1 � g2 ⇐⇒ u1 � u2.

In this lecture, we shall present a proof of the above theorem with

the benefits of hindsight and the knowledge of compact Lie algebras (cf.

Lectures 5 and 6). In fact, the proof of the above theorem amounts to show

that g has a decomposition which is exactly the same as the complexified

Cartan decomposition of u⊗ C (cf. Section 2, Lecture 5).

124
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1. Cartan Subalgebras and Cartan Decompositions

for the General Case of an Infinite Field k

Let g be a Lie algebra over k, which has infinite number of elements. In the

special case of a compact Lie algebra u, a Cartan subalgebra (resp. decom-

position) is a maximal abelian subalgebra h (resp. the primary decomposi-

tion of adu|h). Therefore, it is quite natural to seek their generalization in

the setting of nilpotent subalgebras (resp. their primary decompositions),

namely,

Definition A nilpotent subalgebra h of g is called a Cartan subalgebra of

g if

[X, h] ⊆ h =⇒ X ∈ h.

Let {ei; 1 ≤ i ≤ m = dim g} be a basis of g and X =
∑
ξiei be a generic

element of g. Set

fX(λ) = det(adX − λI) = (−1)m[λm + g1(ξ)λ
m−1 + · · ·+ gm−l(ξ)λm−l]

where gi(ξ), 1 ≤ i ≤ m − l, are homogeneous polynomials in ξ =

(ξ1, . . . , ξm), gm−l(ξ) �= 0 but gi(ξ) ≡ 0 for i > (m − l). Note that

adX(X) ≡ 0, thus having l ≥ 1.

Definition An element a ∈ g is called a regular element if gm−l(a) �= 0.

Such regular elements exist because |k| =∞.

Lemma 1. Let a be a regular element of g and h be the nilpotent subspace

of ada, namely,

h = {X ∈ g; (ada)
mX = 0}.

Then h is a Cartan subalgebra of g.

Proof: First of all, h is a sub-Lie algebra. Suppose X,Y ∈ h. Then

(ada)
mX = 0, (ada)

my = 0 =⇒ (ada)
2m[X,Y ] = 0.

Secondly, we shall show that h is nilpotent. Let b ∈ h be an element of h; it

suffices to show that adb|h is nilpotent as follows (i.e. by Engel’s Theorem).
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Let mA(X) be the minimal polynomial of A = ada

mA(X) = Xα0g(X), g(0) �= 0

and

g = h⊕ V1, V1 = ker g(A).

Let B = adb, b ∈ h. Then, (adA)
α0B = 0, thus having (cf. the proof of

Theorem 3̃)

g(A)α0+1Bv = 0, ∀v ∈ V1
=⇒ Bv = [b, v] ∈ ker g(A)α0+1 = V1.

Now, choose bases in h and V1, respectively, to have a combined basis of g.

It follows from the {A,B} invariance of both h and V1 that the matrices of

A and B are of the following block form, namely

A→
(
(α1) 0

0 (α2)

)
, B →

(
(β1) 0

0 (β2)

)
, det(α2) �= 0.

We claim that (β1) must be also nilpotent. For otherwise,

det(λIm − c1A− c2B)

= det(λIl − c1(α1)− c2(β1)) · det(λIm−l − c1(α2)− c2(β2))
= f1(λ, c1, c2) · f2(λ, c1, c2)

while the factor of λ in f1(λ, 0, 1) is lower than l and f2(λ, 1, 0) has no λ

factor whatsoever. Therefore, there exists (c1, c2) in k so that the charac-

teristic polynomial of c1A+ c2B = ad(c1a+c2b) does not have a factor of λl ,

contradicting the minimality of l in the definition of regular element.

Finally, let us verify that [X, h] ⊆ h as follows:

ada(X) = [a,X ] ∈ h

=⇒ (ada)
m+1(X) = 0⇒ X ∈ h. �

We shall call the primary decomposition of adg|h a Cartan decomposi-

tion of g.

Remark. The above results hold in general as long as the coefficient field

k contains infinitely many elements.
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2. On the Structure of Cartan Decomposition

of Complex Semi-Simple Lie Algebras

In this section we shall specialize to the specific case of complex semi-simple

Lie algebras g. Let h be a Cartan subalgebra of such a g (cf. Lemma 1) and

g = h⊕
∑
α∈∆

gα

where α ∈ ∆ are those non-zero complex linear functions of h with

gα = {X ∈ g; (adH − α(H)Ig)
NX = 0, ∀H ∈ h} �= {0}.

Naturally, the non-degenerate Killing bilinear form will play a major role

in the discussion of this section, while our task is to show the above decom-

position also has the same kind of properties as that of u⊗C (cf. Section 2

of Lecture 5).

(i) [gα, gβ ] ⊆ gα+β, (gα+β = h in case α+ β = 0).

Proof: Let H ∈ h, Xα ∈ gα and Xβ ∈ gβ, namely,

(adH − α(H)Ig)
mXα = (adH − β(H)Ig)

mXβ = 0.

Note that

adH([u, v]) = [adH(u), v] + [u, adH(v)]

and hence

(adH − α(H)Ig − β(H)Ig)[u, v]

= [(adH − α(H)Ig)(u), v] + [u, (adH − β(H)Ig)(v)].

Therefore, one has, by a kind of Leibniz formula

(adH − α(H)Ig − β(H)Ig)
2m[Xα, Xβ ]

=

2m∑
i=0

(
2m

i

)
[(adH − α(H)Ig)

2m−iXα, (adH − β(H)Ig)
iXβ ] = 0

namely, [gα, gβ] ⊆ gα+β . �

(ii) Corollary of (i) Suppose that α, β ∈ ∆ ∪ {0}, α+ β �= 0. Then

B(Xα, Xβ) = 0, Xα ∈ gα, Xβ ∈ gβ .

Proof: For Yγ ∈ gγ (resp. h in case γ = 0), one has

(adXαadXβ
)Yγ ∈ gα+β+γ .
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Therefore, the diagonal elements of adXαadXβ
with respect to a basis of g

compatible with the Cartan decomposition are all zero, thus having

B(Xα, Xβ) = Tr(adXαadXβ
) = 0. �

(iii) Corollary of (ii) The restriction of B(−,−) onto h is also non-

degenerate; α ∈ ∆ =⇒ −α ∈ ∆, and moreover, to an Xα �= 0 in gα, ∃X−α ∈
g−α with B(Xα, X−α) �= 0.

Proof: Straightforward verification based on (ii) and the non-degeneracy

of B(−,−). �

(iv) For H1, H2 ∈ h, one has

B(H1, H2) =
∑
α∈∆

dim gαα(H1)α(H2).

Proof: Note that every gα is adHi invariant and matrices of adHi |gα are

upper triangular with α(H) along the diagonal. Hence,

B(H1, H2) = Tr(adH1adH2) =
∑
α∈∆

dim gαα(H1)α(H2). �

Lemma 2. The Cartan subalgebras of a complex semi-simple Lie algebra

g is commutative.

Proof: Let H ∈ [h, h], namely,

H =
∑

ci[Hi, H
′
i], Hi, H

′
i ∈ h.

Then, it is easy to see that the matrices of adH |gα are all upper triangular

and with zero along their diagonals. Therefore,

B(H,H ′) = Tr(adHadH′) = 0 ∀H ′ ∈ h

and hence, by (iii), H = 0. This proves that [h, h] = 0. �

Notation By (iii), there exists a unique Hα ∈ h such that

B(Hα, H) = α(H), ∀H ∈ h.

(v) It follows from (iii) and (iv) that⋂
α∈∆

ker(α) = {0}

and {Hα, α ∈ ∆} forms a generator system of h.
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(vi) Let Xα �= 0 be a common eigenvector of adh, namely,

[H,Xα] = α(X)Xα, ∀H ∈ h.

Then

B([Xα, X−α], H) = B(X−α, [H,Xα])

= B(X−α, α(H)Xα) = B(X−α, Xα)B(Hα, H).

Therefore,

B([Xα, X−α]−B(Xα, X−α)Hα, H) = 0, ∀H ∈ h,

and hence

[Xα, X−α] = B(Xα, X−α)Hα.

(We may choose X−α such that B(Xα, X−α) = 1.)

Lemma 3. For each α ∈ ∆, one has α(Hα) �= 0, dim gα = 1 and jα ∈ ∆

if and only if j = ±1.

Proof: Let Xα �= 0 be a common eigenvector of adh. Set

W = CXα + CHα +
∑

j=1,2,...

g−jα.

By (vi), W is a sub-Lie algebra of g. Let us first prove α(Hα) �= 0 by

contradiction. Suppose the contrary that α(Hα) = 0. Then

W0 = CHα +
∑

g−jα ⊂W
would be a solvable ideal ofW and henceW would also be solvable. Apply-

ing Theorem 7.2 to adW , there exists a basis of g with respect to which the

matrices of all {adY , Y ∈W} are upper triangular. Therefore the matrix of

adHα = [adXα , adX−α ]

is upper triangular with zero along the diagonal, namely, β(Hα) = 0

∀β ∈ ∆, which contradicts the fact Hα �= 0 and (iii).

Note that W is invariant under both adXα and adX−α and we may

choose X−α so that Hα = [Xα, X−α]. Therefore,

Tr(adHα |W ) = 0

on the one hand, and on the other hand

Tr(adHα |W ) = α(Hα) · {1− dim g−α − 2 dim g−2α − · · · }
where dim g−α �= 0. Hence, dim g−α = 1 and moreover dim gα = 1, and

dim g−jα = 0 for j > 1. �
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Summary At this junction, let us pause for a moment for a brief sum-

mary of the above algebraic structure of the specific features of Cartan

decompositions of the special but also of basic importance case of complex,

semi-simple Lie algebras.

(1) Lemmas 2 and 3 show that the Cartan decomposition of complex semi-

simple Lie algebras also have the main features of the complex Cartan

decomposition of compact semi-simple Lie algebras (cf. Section 2 of

Lecture 5).

(2) Technically, such remarkable special features of the Cartan decompo-

sition of u ⊗ C are direct consequences of the maximal tori theorem

and Schur’s Lemma, while the proofs of Lemmas 1, 2 and 3 involve

sequences of intricate applications of basic theorems on nilpotent, solv-

able and semi-simple Lie algebras, a “tour de force” of linear algebra

on linear transformations.

(3) As a corollary of Lemma 3, for each α ∈ ∆

Wα = CXα ⊕ CHα ⊕ CX−α

is a sub-Lie algebra isomorphic to that of SL(2,C), namely, the com-

plexification of that of SU(2), having a basis {X ′
α, H

′
α, X

′
−α} with

X ′
α = Xα, H

′
α =

2

α(Hα)
Hα, X

′
−α =

2

α(Hα)
X−α

satisfying

[X ′
α, X

′
−α] = H ′

α, [H
′
α, X

′
α] = 2Xα, [H

′
α, X

′
−α] = 2X ′

−α.

Therefore, just in one stroke, it brings in the complex linear represen-

tation theory of SU(2) as a powerful tool in further detail analysis on

the structure of the Cartan decomposition of g, just the identical way

as in that of u⊗C. Anyhow, such an identical analysis also proves the

existence of Chevalley basis (cf. Theorem 4 of Lecture 5) for g, thus

giving a very precise explicit isomorphism of g � u ⊗ C, namely, the

Theorem of Killing reformulated.
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Lecture 9

Lie Groups and Symmetric Spaces,
the Classification of Real
Semi-Simple Lie Algebras
and Symmetric Spaces

Historically, in the development of the theory of Lie algebras, the great

work of W. Killing on the classification of complex semi-simple Lie alge-

bras was soon followed up by É. Cartan, on the classification theory of real

semi-simple Lie algebras. On the other hand, in the study of Riemannian

geometry, spaces of constant sectional curvature are outstanding impor-

tant examples which are characterized by the symmetry property that the

local isometry groups, ISO(Mn, pt), are of the maximal possibility of O(n)

everywhere. In the case of simply connected ones, they are exactly those

reflectionally symmetric spaces En, Sn, and Hn. A far-reaching general-

ization will be those spaces which are centrally symmetric with respect

to every point p ∈ Mn, namely, ISO(Mn, pt) ⊃ {±Id}, nowadays simply

referred to as symmetric spaces. Such a seemingly rather weak symmetry

property everywhere turns out to be already extremely restrictive and can

be effectively studied via Lie group theory. In fact, such symmetric spaces

131
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can be classified and the classification theory of symmetric spaces is inti-

mately correlated with that of real semi-simple Lie algebras. This is the

great contribution of É. Cartan, one of the most wonderful performances

of geometric and algebraic theories developing hand in hand, almost like a

beautiful musical duet.

We shall conclude our lectures on selected topics of Lie group theory by

a concise presentation of some of the highlights of Cartan’s contributions.

1. Real Semi-Simple Lie Algebras

Let g be a real semi-simple Lie algebra and gC be its complexification, i.e.,

gC = g ⊕ ig, which is complex semi-simple Lie algebra that has already

been classified by W. Killing. In particular, gC also contains a compact

semi-simple Lie algebra u0 whose complexification is also gC, namely,

gC = g⊕ ig = u0 ⊕ iu0
as Lie algebras over R.

First of all, let us construct some examples of real semi-simple Lie alge-

bras g which are non-compact but have the same complexification as that

of a given compact semi-simple Lie algebra u0.

Example 1. Let u be a given compact semi-simple Lie algebra and σ be

an involutive automorphism of u (i.e. of order 2, or σ2 = Id). Then, one has

u = ker(σ − Id)⊕ ker(σ + Id) = k⊕ p,

k = {X ∈ u;σ(X) = X}
p = {X ∈ u;σ(X) = −X}.

It is easy to check that

[k, k] ⊆ k, [p, p] ⊆ k, [k, p] ⊆ p

and hence B(k, p) = 0, while the Killing form B(−,−) is negative definite

because u is compact semi-simple.

Set

g = k+ ip = {X + iY ;X ∈ k, Y ∈ p}.
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It is easy to check that g ⊂ u⊗ C is a sub-Lie algebra over R and g⊗ C =

u⊗ C, but it is a non-compact semi-simple Lie algebra. Note that

B(iY1, iY1) = −B(Y1, Y1) > 0 ∀Y1 �= 0 in p.

The following theorem of É. Cartan proves that all real semi-simple Lie

algebras can be obtained this way, namely,

Theorem 1 (Cartan’s Lemma). Let g be a given real semi-simple Lie

algebra and gC be its complexification, that is,

gC = g⊗ C = g⊕ ig (over R),

and let σ : gC → gC be the conjugation with respect to g. Then there exists

a compact semi-simple subalgebra u (of the real Lie algebra structure of gC)

such that u⊗ C = gC and u is invariant under σ.

Proof: Let σ (resp. τ0) be the conjugation of gC with respect to g (resp.

u0), which are only R-linear by themselves, but ρ = στ0 is an automor-

phism of the complex Lie algebra gC. However, u0 is, in general, not invari-

ant under σ. Therefore, the proof of Theorem 1 amounts to produce an

automorphism ϕ of gC such that ϕ(u0) is invariant under σ.

Suppose that ϕ is such a complex automorphism of gC. Then τ =

ϕτ0ϕ
−1 is a conjugation of gC with the fixed point set of τ , say denoted by

F (τ), equal to ϕ(u0), namely,

F (ϕτ0ϕ
−1) = ϕF (τ0) = ϕ(u0).

Therefore, u = ϕ(u0) is σ-invariant if στ = τσ, namely,

σF (τ) = στF (τ) = F (στττσ) = F (τ).

Set ρ = στ0, which is a complex automorphism of gC, and set

〈X,Y 〉 = −B(X,Y ), X, Y ∈ u0,

which is an inner product on u0. Therefore,

〈X,Y 〉 = −B(X, τ0Y ), X, Y ∈ gC
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is a Hermitian inner product on gC. It follows from the invariant property

of B(−,−)
B(ρX, τ0Y ) = B(X, ρ−1τ0Y ) = B(X, τ0στ0Y ) = B(X, τ0ρY ),

namely, ρ is a Hermitian linear transformation of gC and hence P = ρ2 is

a positive definite Hermitian linear transformation of gC. Therefore, there

exists a basis of gC consisting of eigenvectors of ρ (resp. P ), namely,

ρXi = µiXi, µi ∈ R;PXi = λiXi, λi = µ2
i > 0

for 1 ≤ i ≤ m = dim gC = dimR g.

Set {Ckij} to be the set of structure constants of gC with respect to such

a basis {Xi, 1 ≤ 1 ≤ m}, namely,

[Xi, Xj ] =

m∑
k=1

CkijXk, 1 ≤ i, j ≤ m.

Since P is an automorphism of gC, we have

m∑
k=1

λiλjC
k
ijXk = [λiXi, λjXj ] = [PXi, PXj]

= P [Xi, Xj] = P

(
m∑
k=1

CkijXk

)
=

m∑
k=1

λkC
k
ijXk,

namely,

λiλjC
k
ij = λkC

k
ij , 1 ≤ i, j, k ≤ m,

and hence

λtiλ
t
jC

k
ij = λtkC

k
ij , ∀t ∈ R,

thus having P t, ∀t ∈ R, are complex automorphisms of gC and moreover, it

is easy to check that

τ0Pτ0 = P−1, τ0P
tτ0 = P−t.

Set ϕ = P 1/4, τ = ϕτ0ϕ
−1. One has

στ = σP 1/4τ0P
−1/4 = στ0P

−1/2 = ρP−1/2

τσ = (στ)−1 = P 1/2ρ−1
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and it is straightforward to check that

ρP−1/2Xi =
µi√
λi
Xi = sign(µi)Xi

P 1/2ρ−1Xi =

√
λi
µi

Xi = sign(µi)Xi

thus having στ = τσ, u = P 1/4(u0) is σ-invariant. �

Corollary. To a given real semi-simple Lie algebra g, there exists a unique

compact semi-simple Lie algebra u and an involutive automorphism σ such

that

u = k⊕ p, g = k⊕ ip,
where

k = ker(σ − Id), p = ker(σ + Id).

2. Lie Groups and Symmetric Spaces

Definition 1. A Riemannian manifold Mn is called a symmetric space

if it is central symmetric with respect to every point p ∈ Mn, namely, the

local isometry group ISO(Mn, p) ⊃ {±Id}, ∀p ∈Mn.

Note that those classical spaces of constant curvatures such as

En, Sn, and Hn are characterized by the symmetry property of having

ISO(Mn, p) � O(n), ∀p ∈ Mn. Conceptually, the ultimate weakening of

the symmetry condition from ISO(Mn, p) � O(n) to that of ISO(Mn, p) ⊇
{±Id} for the definition of symmetric spaces presents a program of very

far-reaching generalization of those reflectionally symmetric spaces. At first

glance, it is almost unbelievable that such a bold program will naturally

lead to a clean list of classification, together with that of real semi-simple

Lie algebras.

Let M be a symmetric space, G(M) be the isometry group of M which

is a differentiable transformation group of M , and this will, of course, be

our embarkation point of the journey of studying the structure of symmetric

spaces.

Theorem 2. Let M be a symmetric space. Then

(i) M is a complete Riemannian manifold.
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(ii) G(M) acts transitively on M, i.e., M is a homogeneous space of the

Lie group G(M).

(iii) The isotropy subgroup K = Gp0 is a compact Lie group; K =

ISO(M,p0) ⊆ O(Tp0M) � O(n) is the orthogonal isotropy representa-

tion of G/K.

(iv) To a given geodesic γ(t) of M, there exists a unique one-parameter

subgroup ϕγ : R→ G(M) such that

ϕγ(t1)γ(t2) = γ(t1 + t2)

dϕγ(t1)|Tγ(t2)M = ||γ(t2, t1 + t2).

Proof: (i) Let us first prove the completeness ofM . It suffices to show that

any geodesic curve, γ, of M is infinitely prolongable [H-R]. Let γ : [a, b]→
M be a geodesic parametrized by arc-length, and choose ε < 1

2 (b − a). Set
s to be the central symmetry of M at γ(b − ε). Then γ and s(γ) has a

matching segment of length 2ε and extending a segment of (b − a − 2ε)

beyond γ(b).

(ii) Let {p, q} be any given pair of points on M . By the completeness,

there exists a shortest geodesic curve γ with γ(0) = p and γ(d(p, q)) = q. Set

s to be the central symmetry of M at γ(12d(p, q)). Then s(p) = q, s(q) = p,

thus proving the transitivity of G(M) on M .

(iii) Let K = ISO(M,p0), k ∈ K. Then dk|p0 ∈ O(Tp0M), and it follows

from the unique existence of geodesics with given initial point and velocity,

k is uniquely determined by dk|p0 . Hence, the map K → O(n), k �→ dk|p0
is injective, and it is exactly the isotropy representation of G/K.

(iv) Let γ : R → M be a given geodesic curve parametrized by arc-

length and st be the central symmetry of M at γ(t). Set X(t) to be a

parallel vector field defined on the segment γ([t1, t2]). Then

st1X(t) = X ′(2t1 − t), X ′(t1) = −X(t1)

is a parallel vector field defined on γ([2t1 − t2, t1]). Set
ϕγ(t1) = st1/2s0.

It is easy to see that

ϕγ(t1)γ(t2) = γ(t1 + t2)

dϕγ(t1)|Tγ(t2)M = ‖γ(t2, t1 + t2)
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where ‖γ is the parallel translation along γ. Therefore, it follows that

ϕγ(t1)ϕγ(t
′
1) = ϕγ(t1 + t′1),

ϕγ : R→ G(M)

forms a one-parameter subgroup of G(M). Such a one-parameter subgroup

of isometries, if it exists, is often referred to as the transvections along the

geodesic γ. �

Corollary. To any g ∈ G(M), if g(p0) �= p0 (i.e. g not in K), then there

exists a geodesic γ with γ(d(p0, g(p0)) = g(p0)) and hence, gϕγ(−d) ∈ K.

Theorem 3. Let M be a symmetric space, G(M) be its isometry group.

For a chosen base point p0, set s0 to be central symmetry of M with p0 as

its center and set K = Gp0 . Then

(i) M ∼= G(M)/K,K is a compact Lie group.

(ii) σ : G(M) → G(M), σ(g) = s0gs0, ∀g ∈ G(M) is an involutive auto-

morphism of G(M).

(iii) Set F (σ) (resp. F 0(σ)) to be the set of fixed elements of σ in G(M)

(resp. the identity component of F (σ)). Then

F 0(σ) ⊆ K ⊆ F (σ).

(iv) Let g (resp. k) be the Lie algebra of G(M) (resp. K). Then, one has

g = k⊕ p, k = ker(dσ − Id), p = ker(dσ + Id).

(v) To any given X ∈ p, γ(t) = Exp (tX(p0)) is exactly the one-parameter

subgroup of transvections along the unique geodesic with p0 (resp.

X(p0)) as the initial position (resp. velocity).

Proof: (i) By Theorem 2, ι : K → O(Tp0M) = O(n) is an injective

isomorphism of K to a closed subgroup of O(n) and hence K is a compact

Lie group, M = G(M)/K is a homogeneous Riemannian manifold.

(ii) Note that ι(s0) = −Id ∈ O(n). Therefore, one has

ι(s0ks0) = ι(k), i.e. σ(k) = k, ∀k ∈ K,K ⊆ F (σ).
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On the other hand, suppose that Exp tX is a one-parameter subgroup of

G(M) satisfying

s0(Exp tX)s0 = Exp tX, i.e. Exp tX · s0 · Exp − tX = s0.

Then

s0(Exp tX · p0) = Exp tXs0Exp − tX(Exp tXp0)

= Exp tXp0 ∀t ∈ R,

namely, Exp tXp0 is a connected subset of the fixed point set of s0 contain-

ing p0. However, p0 is clearly an isolated point of the fixed point set of s0.

Hence

Exp tX ∈ K, K ⊇ F 0(σ,G(M)).

(iii) dσ : g→ g is an involutive automorphism of g. Set

k = ker(dσ − Id), p = ker(dσ + Id)

g = k⊕ p.

By (iii), k is the Lie algebra of K while

X ∈ p⇐⇒ s0 Exp tXs0 = Exp − tX, ∀t ∈ R.

(iv) Let X0 be the tangent vector of Exp tX0 · p0 at p0 and γ be the unique

geodesic curve with the initial point p0 and X0 as its initial velocity. Then,

one has

ϕγ(t) = st/2 · s0
s0(ϕγ(t))s0 = s0st/2 · s0s0 = s0st/2 = ϕγ(−t)

thus having

Exp tX0 = ϕγ(t), γ(t) = Exp tX0(p0). �

3. Orthogonal Involutive Lie Algebras

Theorems 2 and 3 of Sec. 2 naturally lead to the study of the following type

of Lie algebra structure, namely,
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Definition. A real Lie algebra g together with an involutive automorphism

σ, and moreover, the decomposition

g = k⊕ p; k = ker(σ − Id), p = ker(σ + Id)

has the following properties, namely,

adp : k→ gl(p), adp(X)Y = [X,Y ]

is injective and p is equipped with an adpk invariant inner product Q, i.e.

Q([X,Y ], Z) +Q(Y, [X,Z]) ≡ 0, ∀X ∈ k and Y, Z ∈ p.

Such a triple (g, σ,Q) will be, henceforth, referred to as an orthogonal invo-

lutive Lie algebra.

Lemma 1. Let C(g) be the center of g. Then

C(g) ∩ k = {0}
and the restriction of the Killing form of g to k is non-degenerate.

Proof: Let X (resp. Y ) be elements of C(g) ∩ k (resp. p). Then

adp(X) ·Y = [X,Y ] = 0 and by the injective assumption X = 0. More-

over, k is a compact Lie algebra and p is equipped with an adpk-invariant

inner product. Therefore,

B(X,X) ≤ 0 ∀X ∈ k

and equality holds when and only when adX = 0, thus X is equal to 0,

namely, B|k is negative definite. �

3.1. Examples of orthogonal involutive Lie algebras

Example 2 (cf. Example 1 of Sec. 1). Let u be a compact simple Lie

algebra and σ be an involutive automorphism of u.

u = k⊕ p; k = ker(σ − Id), p = ker(σ + Id).

Set −B(., .) to be the inner product on u and Q to be its restriction on p.

Then (u, σ,Q) is an orthogonal involutive Lie algebra.

Example 3. g = k⊕ ip, where k and p are the same as in Example 1. It is

easy to see that (g, σ,Q) with Q(Y1, Y2) = B(Y1, Y2) is again an orthogonal

involutive Lie algebra.
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Example 4. Let M be a symmetric space and g be the Lie algebra of

G(M). By Theorems 2 and 3, one has

g = k⊕ p, p ∼= Tp0M (as inner product spaces).

Therefore (g, σ,Q) is an orthogonal involutive Lie algebra, where Q is just

the inner product of Tp0M and σ is the differential of that of G(M) (cf.

Theorem 3).

Example 40. In the very special case of the Euclidean space En,

G(M) ∼= O(n) � T n

g = o(n)⊕ Rn = k⊕ p

where T n is the subgroup of translations, thus having [p, p] = 0. Further-

more, it is easy to check that direct sums of orthogonal involutive Lie alge-

bras are again orthogonal involutive Lie algebras.

3.2. On the direct sum decomposition of orthogonal

involutive Lie algebra

The additional (σ,Q)-structure of an orthogonal involutive Lie algebra

(g, σ,Q) makes the following direct sum decomposition readily available:

(1) Let us start with the Q-inner product structure on p. Note that B(·, ·)
is invariant and adpK

0 is Q-orthogonal. Therefore, there exists an

orthonormal basis, {Xi, 1 ≤ i ≤ dim p = n}, of p with respect to

Q such that

B

(
n∑
i=1

ξiXi,

n∑
i=1

ξiXi

)
=

n∑
i=1

λiξ
2
i

B

(
n∑
i=1

ξiXi,

n∑
i=1

ηiXi

)
=

n∑
i=1

λiξiηi. (1)

Set 
p0 = the span of Xi with λi = 0

p+ = the span of Xi with λi > 0

p− = the span of Xi with λi < 0.

Then

p = p0 ⊕ p+ ⊕ p−,
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where {p0, p+, p−} are adpk invariant and

B(p0, p) = 0, B(p+, p−) = 0 and B(k, p) = 0. (2)

Therefore

p0 = {X ∈ g; B(X, p) = 0}
is an ideal of g and moreover, commutative because

[p0, p] ⊂ k and B(k, [p0, p0]) = 0

⇒ [p0, p0] = {0}.
(2) Set

k+ = [p+, p+], k− = [p−, p−]

and k0 to be the orthogonal complement of k+ + k− in k. Then, the

following straightforward checking will show that {k+, k−, k0} are ideals
of k and

k = k+ ⊕ k− ⊕ k0,

namely,

(i) [p+, p−] ⊂ k and B(k, [p+, p−]) = 0⇒ [p+, p−] = 0.

(ii) [k, p±] ⊂ p± and

[k, k±] = [k, [p±, p±]] ⊆ [[k, p±], p±] ⊆ k±.

Theorem 4. An orthogonal involutive Lie algebra (g, σ,Q) has the fol-

lowing direct sum decomposition, namely,

(g, σ,Q) = (g0, σ0, Q0)⊕ (g+, σ+, Q+)⊕ (g−, σ−, Q−)

where

g0 = k0 ⊕ p0, g+ = k+ ⊕ p+, g− = k− ⊕ p−

σ0 = σ|g0, σ+ = σ|g+, σ− = σ|g−
Q0 = Q|p0, Q+ = Q|p+, Q− = Q|p−

and moreover, B|p+ (resp. B|p−) are positive (resp. negative) definite.

Proof: It suffices to check that

[k0, p±] = {0}, [k±, p0] = {0}, [k±, p∓] = {0}
as follows, namely,

(i) [k0, p±] ⊆ p± and B([k0, p±], p±) = 0⇒ [k0, p±] = 0.
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(ii) [k±, p0] = [[p±, p±], p0] ⊆ [p±, [p±, p0]] = {0}.
(iii) [k±, p∓] = [[p±, p±], p∓] ⊂ [p±, [p±, p∓]] = {0}. �

Corollary 1. Let (g, σ,Q) be an orthogonal involutive Lie algebra. Then

g is compact semi-simple if and only if g = g−.

Corollary 2. Let (g, σ,Q) be an orthogonal involutive Lie algebra and

g = g+. Then (g∗, σ∗, Q∗) with

g∗ = k⊕ ip, σ∗ = Idk ⊕ (−Idp),
Q∗(iX, iY ) = Q(X,Y ) ∀X,Y ∈ p

is a compact semi-simple orthogonal involutive Lie algebra.

Corollary 3. An orthogonal involutive Lie algebra (g, σ,Q) can be decom-

posed into the direct sum (g0, σ0, Q0) and those irreducible components of

(g+, σ+, p+) (resp. (g−, σ−, Q−)).

4. Classification Theory of Symmetric Spaces and Real

Semi-Simple Lie Algebras

4.1. A brief summary and overview

Before we proceed to the final stage of classification theory of É. Cartan

on symmetric spaces and real semi-simple Lie algebras, let us begin with a

brief summary and overview of the structure theory on real semi-simple

Lie algebras, symmetric spaces and orthogonal involutive Lie algebras

(cf. Secs. 1–3).

(1) The structure of an orthogonal involutive Lie algebra naturally

emerges from that of the isometry group of a given symmetric space M

(cf. Theorems 2 and 3 and Example 3 of Sec. 3.1). Conceptually, it is just

the linearization of {G(M), the conjugation of s0 and the inner product Q

on Tp0M}, almost the same way as that of the Lie algebra structure of a

given Lie group. Moreover, it is easy to see the universal covering manifold

of a symmetric space M , say denoted by M̃ , equipped by the induced met-

ric is again a symmetric space and having the same orthogonal involutive

Lie algebra. Thus, the correspondence between simply connected symmet-

ric spaces and their associated orthogonal involutive Lie algebras becomes
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one-to-one. [Note that the isometry subgroup of the Euclidean factor of M̃ ,

if any, should be that of Example 40.]

Anyhow, the classification of symmetric spaces can simply be reduced to

that of semi-simple orthogonal involutive Lie algebras, which can be further

reduced to that of irreducible ones (cf. Theorem 4).

(2) By Corollaries 1 and 2, one has a duality between irreducible orthog-

onal involutive Lie algebras of compact type (i.e. with g = g−) and of non-

compact type (i.e. with g = g+). Thus, it suffices to consider either one

of the above two types. Let us just consider the case of non-compact ones,

namely, g is a simple real Lie algebra of non-compact type.

(3) Let g be a simple real Lie algebra of non-compact type and gC = g⊗C
be its complexification. Then, gC is either a simple complex Lie algebra or

gC ∼= u1 ⊗ C⊕ u1 ⊗ C, g = u1 ⊕ iu1.
Thus, the classification of orthogonal involutive Lie algebras of non-compact

type can be further reduced to the case that gC are still simple, and more-

over, by Theorem 1, such an (g, σ,Q) has a unique dual one (g∗, σ∗, Q∗)
of compact type, where g∗ is a simple compact Lie algebra classified in

Lecture 6.

In this way, both the classification of symmetric spaces and that of real

semi-simple Lie algebras can be naturally fitting into the classification of

simple compact Lie algebras together with an involutive automorphism.

4.2. On the automorphism group of a simple compact

Lie algebra and the conjugacy classes

of involutive automorphisms

In this subsection, we shall use g to denote a given simple compact Lie alge-

bra and G to be the simply connected Lie group with g as its Lie algebra.

By Theorem 3 (Weyl) of Lecture 5, G is compact. Set Z(G) to be the center

of G,Aut(G) = Aut(g) to be the automorphism group of g (and also that

of G) and Ad to be the adjoint representation of G. Then

Z(G) ↪→ G
Ad−→ G/Z(G) ⊆ Aut(G) = Aut(g)

where G/Z(G) is the identity component of Aut(g) which is often referred

to as the group of inner automorphisms and denoted by Aut0(g) = AdG.
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The discussion of Sec. 4.1 shows that the classification of both the sym-

metric spaces and the real semi-simple Lie algebras can be neatly reduced

to that of simple compact Lie algebras together with an involutive auto-

morphism. In other words, the climax of such a grand classification theory

actually lies in the determination of the conjugacy classes of those invo-

lutive (i.e. order 2) elements of Aut(G) with respect to the adjoint action

of AdG = Aut0(g). Technically, this is just a small step of further refine-

ment of the structure and classification theory of compact Lie groups that

we have thoroughly discussed in Lectures 3–6. Therefore, let us go back to

review the results of the “compact” theory now, with such a far-reaching,

wonderful specific application in mind.

(1) The case of involutive inner automorphisms :

Let σ be an order two element in Aut0(g) = AdG and C(σ) be the

conjugacy class of σ in AdG. By Theorem 1 (É. Cartan) of Lecture 3 and

the surjectivity of the following maps, namely

g
Exp−→ G

Ad−→ AdG = G/Z(G)

there exists a Cartan subalgebra h of g such that

σ ∈ Ad · Exp h = AdT = T̃ , σ2 = Id

where T = Exp h, T̃ = AdT are, respectively, the maximal tori of G and

AdG = G/Z(G), namely, there exists H ∈ h such that

Ad · Exp 2H = σ2 = Id⇔ Exp2H ∈ Z(G).
Furthermore, by the Weyl reduction (cf. Theorem 2 of Lecture 3), we may

assume that H actually belongs to the fundamental domain of (W,T ),

namely, the closed Cartan polyhedron P 0 characterized by

(αi, H) ≥ 0, αi ∈ π(g) and (β,H) ≤ 1 (3)

where β is the highest root of g; β =
∑l

i=1miαi.

It follows from the classification of simple compact Lie algebras that

the diagram of P 0 together with the coefficients {mi} for β are as listed in

Table 1, where the black dot {·} denotes the hyperplane of β = 1, while the

others denote the hyperplane of αi = 0, αi ∈ π(g).
In retrospect, the orbital geometry of the adjoint action of simply con-

nected compact Lie group that we discussed in Lecture 3, in fact, constitutes

the central core of the entire structural as well as classification theory

on semi-simple Lie groups and Lie algebras. The maximal tori theorem
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of É. Cartan and Weyl’s reduction provides a clean-cut geometric structure

of AdG-action on both G (resp. g), namely, the Cartan’s polyhedron P 0

(resp. the Weyl’s chamber C0) intersect every conjugacy class perpendicu-

larly and at a unique point. First of all, such a wonderful, simple geometry

on AdG-orbital structure naturally fits perfectly well for applications of

linear representation theory to analyze the structure as well as the classi-

fication theory of compact connected Lie groups (cf. Lectures 3–6), while

the result can be concisely summarized in Table 1, which simply recording

Table 1

1 1 1

1

1

21

1

An

Bn

Cn

Dn

G2

F4

E6

E7

E8

22

21

1

1 2

1 2 3

1

1

2

2 3

1 2
2

3

1 2

2 4 6 5 4 3 2 1

3

3

4 3 2 1

2 1

4 2

2 2 2

2 1

1

1

2

2



March 21, 2017 16:31 Lectures on Lie Groups 9in x 6in b2380-ch09 page 146

146 Lectures on Lie Groups

the geometry of P 0 (resp. C0) of a simply connected compact Lie group

(resp. its Lie algebra). Another direct application of the orbital geometry

of AdG-action is an almost straightforward proof of the Weyl’s character

formula, which just amounts to the computation of the volume function of

principal orbits (i.e. of G/T -type).

In fact, the diagrams of Table 1 already encode many more results

on the orbital geometry of AdG-action, i.e. the assemblage of conjugacy

classes. For example, let q = ExpH be a given point in P 0 and Z(q,G) be

the centralizer of q in G,Z0(q,G) be its connected component of identity.

Then, Z0(q,G) ⊇ T and its root system is exactly the subset of ∆(G) with

α(H) ≡ 0 (mod 1). In particular, one has the following lemma on the

center of G.

Lemma 2. Let G be a simply connected simple compact Lie group. Then

Z(G) ⊆ P 0 consists of those opposite vertices of the hyperplanes in its

diagram of Table 1 with label 1.

Therefore, one has

(i) Z(G) = 1 (i.e trivial) for G2, F4 and E8.

(ii) Z(G) ∼= Z2 for Bn, Cn and E7.

(iii) Z(E6) ∼= Z3, Z(An) ∼= Zn+1.

(iv) Z(B2k) ∼= Z2 ⊕ Z2, Z(B2k+1) ∼= Z4.

Corollary. In the case Z(G) �= 1, let vi = ExpHi be such a vertex and

Mi = Exp 1
2Hi be the middle point of the edge ovi. Then Ad(Mi) is an

involutive automorphism of AdG = Aut0(g).

Theorem 5. Let vj = ExpHj be the vertex of P 0 opposite to the hyper-

plane of αj(H) = 0 with mj = 2. Then σj = AdExpHj is an involution

(i.e. of order 2).

Conversely, an involution σ ∈ AdG is conjugate to either one of such

σj , or one of that of the above corollary of Lemma 2.

Proof: Straightforward verification. �

Let q be one of such a vertex vj (i.e. with mj = 2) or one of the kind

of middle point of ovi with vi ∈ Z(G), and σ = Ad(q) be its corresponding

involution in Aut0(g). Then k = ker(dσ − Id) is exactly the Lie algebra of
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Z0(q,G) and the corresponding symmetric space of compact type is just

the orbit of q, namely,

G(q) = G/Z(q,G)↔ (g, dσ,Q)

where p is naturally identified with the tangent space of G(q) at q equipped

with the induced inner product.

Therefore, as a direct application of the above determination of invo-

lutions of Aut0(G) = AdG and Table 1, one has the following theorem

of classification of this type of irreducible compact symmetric spaces (i.e.

corresponding to involutive inner automorphisms), namely

Theorem 6. The following is the list of compact symmetric spaces corre-

sponding to involutive inner automorphisms of compact simple Lie algebras:

(i) An, (n ≥ 1) : SU(n+ 1)/S(U(k)× U(n+ 1− k)).
(ii) Bn, (n ≥ 2) : SO(2n+ 1)/SO(2k)× SO(2(n− k) + 1).

(iii) Cn, (n ≥ 3) : Sp(n)/Sp(k)× Sp(n− k); Sp(n)/U(n).

(iv) Dn, (n ≥ 4) : SO(2n)/SO(2k)× SO(2n− 2k); SO(2n)/U(n).

(v) E6 : E6/A1 × A5;E6/U(1)× Spin(10).

(vi) E7 : E7/SU(8);E7/SU(2)× SO(12);E7/U(1)× E6.

(vii) E8 : E8/Spin(16);E8/SU(2)× E7.

(viii) F4 : F4/Spin(9);F4/SU(2)× Sp(3).

(ix) G2 : G2/SU(2)× SU(2)/Z2.

Proof: Z0(q,G) = K, of course, containing the maximal torus, T , of G,

and moreover, the root system of K,∆(K), consists of the subset of those

roots of G with α(q) ≡ 0 (modZ). �

Therefore, in the case that q = vj with mj = 2, the Weyl’s chamber of

K is isometric to the cone of P 0 at vj , whose diagram is just that of the

extended diagram of G with the dot of αj deleted, thus having K semi-

simple. On the other hand, in the case that q = Mi, the middle point of

ovi with mi = 1, K contains the circle group, Exp t �ovi, as Z
0(K) and the

diagram of K/Z(K) is just that of G with the dot of αi deleted. Hence,

the list of Theorem 6 is just the results of case by case verifications of

Table 1. �
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(2) The case of involutive outer automorphism:

Let G (resp. g) be a given simply connected, simple compact Lie group

(resp. its Lie algebra). By the fundamental theorem of Lie (cf. Lecture 2).

Aut(G) ∼= Aut(g), Aut0(g) = AdG = G/Z(G).

By the maximal tori theorem and the structure theorem of compact con-

nected Lie groups (resp. simple compact Lie algebras), the induced map

of an automorphism ϕ ∈ Aut(g) on C0 (and hence also on D(g)) is the

identity if and only if Q ∈ AdG = Aut0(g), namely,

Aut(g)/Aut0(g)→ ISO(D(g))

is injective. On the other hand, it is a corollary of Theorem 4 (Chevalley)

of Lecture 5 that an isometry, p, of D(g) can be uniquely extended to that

of ∆(g) and then to an automorphism of g ⊗ C (resp. g) that maps the

Chevalley basis as follows, namely

Zα → Zp(α)
(resp. {Xα, Yα} → {Xp(α)

, Yp(α)
})

thus proving

Lemma 3. Let g be a simple compact Lie algebra. Then

ι ↪→ AdG = Aut0(g) ↪→ Aut(g)→ ISO(D(g))→ ι

is a splitting extension of groups.

Corollary. (i) Aut(g) = Aut0(g) for g = Bn, Cn, G2, F4, E7 and F8.

(ii) Aut(g)/Aut0(g) ∼= Z2 for g = An, Dn(n �= 4) and E6 while

Aut(D4)/Aut
0(D4) ∼= S3 (the symmetry group of 3).

Therefore, in the study of involutive outer automorphisms, it suffices to

consider the case of g = An, Dn and E6. We note here that D(D4) has a

triple of Z2-elements but they are mutually conjugate, thus can be treated

just the same way as the other Dn(n �= 4). Moreover, the cases of An and

Dn are, in fact, quite simple and well-known, namely,

(i) Aut(An) ∼= AdG extended by the addition of the involution induced

by the conjugation of C.

(ii) Aut(Dn) ∼= O(2K)/{±Id}, for n �= 4, while Aut(D4) contains a triple

of conjugating subgroups of O(8)/{±Id}.
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Therefore, for the purpose of this subsection, it remains to study the

case of Aut(E6) in detail.

On the structure of Aut(E6)

D(E6):
α1 α2 α5α3

α4

α6

Let p0 be specific involution that permuting the pairs {α1, α6}, {α2, α5}
of simple roots and then accordingly the roots and their Chevalley basis,

namely, starting with

p0(α1) = α6, p0(α2) = α5, p0(α3) = α3, p0(α4) = α4.

Then, the fixed point set of p0, say denoted by g0, is a subalgebra of F4

whose simple root system with the fixed point set of p0 in h, i.e. h0 = g0∩h,
as the Cartan subalgebra is given by

α′
1 =

1

2
(α1 + α6), α′

2 =
1

2
(α2 + α5), α′

3 = α3, α′
4 = α4.

Now, let us analyze the orbital geometry of AdE6-action on the con-

nected component of Aut(E6) containing p0.

First of all, we shall denote AdE6 simply by G̃ just for the sake of

notational simplicity and the coset of p0 in Aut(E6) by p0G̃, which is natu-

rally equipped with a G̃-bi-invariant Riemannian metric. Set G̃p0 to be the

stability (i.e. isotropy) subgroup of such an adjoint G̃-action, its connected

component of identity is the above F4. The restricted adjoint F4-action on

Tp0(p0G̃) (the tangent space of p0G̃ at p0) is isomorphic to AdE6 |F4 on

the one hand, and on the other hand, it is the orthogonal direct sum of

the isotropy representation of G̃/F4 = G̃(p0) and the slice representation

on the normal vectors of G̃(p0) at p0. Therefore, the slice representation is

isomorphic (or equivalent) to AdF4 .

Let T1 be a chosen maximal torus of F4. Then, the principal, isotropy

subgroups of the F4-action on the slice is (T1), i.e. the conjugacy class of T1
in F4, and the same kind of proof as that of the proof maximal tori theorem

in Lecture 3 will show that p0F4 intersects every Ad− G̃ orbit of p0G̃ (i.e.

non-empty).
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Therefore, again by the Weyl’s reduction applying to AdF4 , it is not

difficult to show that the only other involutive outer automorphism of E6

is given by p0e
adH4/2 whose fixed subgroup is C4 ⊂ F4.

Theorem 7. The following is the list of compact symmetric spaces cor-

responding to the involutive outer automorphisms of compact simple Lie

algebras:

(i) SU(k + 1) : SU(k + 1)/SO(k + 1).

(ii) SU(2k) : SU(2k)/Sp(k).

(iii) SO(2k) : SO(2k)/SO(2i+ 1)× SO(2k − 2i− 1).

(iv) E6 : E6/F4; E6/C4.

Proof: The case of (iv) is the result of the above analysis on outer invo-

lutions of E6, while the cases of (i)–(iii) are the result of simple, explicit

structures of Aut(An) and Aut(Dk) which make the classification of order

2 elements in them quite simple. �

5. Concluding Remarks

(1) The concept of Lie group structure was originated as the proper struc-

ture of group of symmetries in various mathematical structures, nowadays,

often referred as Lie transformation groups. In retrospect, the concept of

Lie groups is a natural fusion of geometric, algebraic and analytical struc-

tures that leads to a profound theory with many far-reaching applications.

I think the prospects should be that there will be many more important

applications of Lie group theory, especially in the realm of studying struc-

tures and problems with natural symmetries.

(2) The study of symmetric spaces was started as a bold attempt to gen-

eralize the spaces of constant curvatures, i.e. the classical geometry of

Euclidean, spherical and hyperbolic spaces commonly characterized by the

universality of reflectional symmetries, or equivalently, ISO(Mn, p) � O(n)
for all points of p ∈ Mn, namely, by such a drastic weakening, from

ISO(Mn, p) = O(n) to mere ISO(Mn, p) ⊇ (±Id) for all points p ∈ Mn. It

is truly amazing as well as a wonderful surprise that such a giant step of

generalization actually leads to a neat list of classification, Cartan’s mon-

umental contribution on Lie groups and symmetric spaces. Naturally, they
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constitute an outstanding family of spaces in the realm of geometry and

geometric analysis. Anyhow, the geometry of symmetric spaces is naturally

a rich gold mine for geometers, with abundance of natural but challenging

problems, especially in the realm of profound interplays between symmetric

properties and various basic geometric objects.

(3) Let M = G/K be a symmetric space, namely, G = ISO(M) and

K = ISO(M,p). Then, the orbital geometry of the K-action on M can

be regarded as the localized symmetry property ofM . Note that a compact

connected Lie group G1 (with bi-invariant metric) is, itself, a symmetric

space, namely, with

G = ISO(M) = G1×G1/∆Z(G1) and K = ISO(M, Id) = ∆(G1/Z(G1)).

In such a special case, the K-action on M (i.e. G1) is exactly the adjoint

action of G1. Therefore, the orbital geometry of K-action onM is a natural

generalization of the orbital geometry of AdG1-action on G1, and hence,

what we are looking for is a generalization of maximal tori theorem and

Weyl’s reduction in the context of symmetric spaces.

(4) Morse theory on symmetric spaces [B-S] : Geodesics are clearly the sim-

plest and the most basic geometric objects on Riemannian manifolds in

general. The Morse theory of geodesics studies the global behaviors of

geodesics, while the fundamental equation is the Jacobi’s equation along

geodesics. In the special case of symmetric spaces, the Jacobi’s equation

becomes ODE of constant coefficients because of the existence of transvec-

tions along geodesics in symmetric spaces, thus making the analysis of non-

uniqueness of shortest pathways in the case of compact symmetric spaces

much simpler than otherwise. Such analysis in [B-S] shows that Jacobi vec-

tor fields which contribute to focal points are already provided by Killing

vector fields (this is exactly the variational completeness of [B-S]), thus

making the orbital geometry of K-action on a compact symmetric space

M , a powerful tool in the analysis of Morse theory of geodesics. Further-

more, such study naturally led Bott to the discovery of Bott’s periodicity

[B].

(5) Observe that geodesics are optimal geometric objects of 1-dimensional

variational problem, while isoperimetric regions are the optimal geometric

objects of the top dimensional variational problem. Let us conclude our

remarks by the following problem on isoperimetric regions in non-compact

symmetric spaces, namely,
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Problem Let M = G/K be a non-compact symmetric space and Ω ⊂ M

is an isoperimetric region. Is Ω necessary K-invariant?

Suppose that the answer of the above problems turns out to be affir-

mative in general. That will be a spectacular generalization of the classical

isoperimetric problem that plays a central role on geometric variation the-

ory dated way back to antiquity Greek geometry in the simplest case of E2.

On the other hand, if it holds for certain non-compact symmetric spaces

but no longer holding in general, i.e. it needs certain modification. Then

such theorems would be even more interesting and inspiring toward the

deeper understanding of the interplay between symmetry and optimization.
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