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Preface

At the present time, many strange (or singular) objects in various fields
of mathematics are known, and no working mathematician is greatly sur-
prised if he meets some objects of this type during his investigations. In
connection with strange (singular) objects, classical mathematical analysis
must be noticed especially. It is sufficient to recall here the well-known
examples of continuous nowhere differentiable real-valued functions, ex-
amples of Lebesgue measurable real-valued functions nonintegrable on any
nonempty open subinterval of the real line, examples of Lebesgue integrable
real-valued functions with everywhere divergent Fourier series, and others.

There is a very powerful technique in modern mathematics by means
of which we can obtain various kinds of strange objects. This is the so-
called category method based on the celebrated Baire theorem from general
topology. Obviously, this theorem plays one of the most important roles
in mathematical analysis and its applications. Let us recall that, according
to the Baire theorem, in any complete metric space E (also, in any locally
compact topological space E) the complement of a first category subset of
E is everywhere dense in E, and it often turns out that this complement
consists precisely of strange (in a certain sense) elements. Many interesting
applications of the category method are presented in the excellent textbook
by Oxtoby [202] in which the deep analogy between measure and category is
thoroughly discussed as well. In this connection, the monograph by Morgan
[192] must also be pointed out where an abstract concept generalizing the
notions of measure and category is introduced and investigated in detail.

Unfortunately, the category method does not always work and we some-
times need an essentially different approach to questions concerning the
existence of singular objects.

This book is devoted to some strange functions (and point sets) in real
analysis and their applications. Those functions can be frequently met
during various studies in analysis and play an essential role there, especially
as counterexamples to numerous statements that at first sight seem to be
very natural but, finally, fail to be true in certain extraordinary situations
(see, e.g., [78]). Another important role of strange functions, with respect to

ix
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given concepts of analysis, is to show that those concepts are, in some sense,
not satisfactory and hence have to be revised, generalized, or extended in
an appropriate direction. In this context, we may say that strange functions
(point sets) stimulate and inspire the development of analysis.

The book deals with a number of important examples and constructions
of strange functions. Primarily, we consider strange functions acting from
the real line into itself. Notice that many such functions can be obtained by
using the category method (for instance, a real-valued continuous function
defined on the closed unit interval of the real line, which does not possess
a finite derivative at each point of this interval). But, as mentioned above,
there are some situations where the classical category method cannot be
applied, and thus, in such a case, we have to appeal to an appropriate
individual construction.

We begin with functions that can be constructed within the theory

ZF & DC,

where ZF denotes the Zermelo–Fraenkel set theory without the Axiom of
Choice and DC denotes a certain weak form of this axiom: the so-called
Axiom of Dependent Choices, which is enough for most domains of clas-
sical mathematics. Among strange functions whose existence can be es-
tablished in ZF & DC, the following ones are of primary interest: Cantor
and Peano type functions, semicontinuous functions that are not countably
continuous, singular monotone functions, everywhere differentiable nowhere
monotone functions, and Jarnik’s continuous nowhere approximately differ-
entiable functions.

Then we examine various functions whose constructions need essentially
noneffective methods, i.e., they need an uncountable form of the Axiom of
Choice: functions nonmeasurable in the Lebesgue sense, functions without
the Baire property, functions associated with a Hamel basis of the real line,
Sierpiński–Zygmund functions that are discontinuous on each subset of the
real line having the cardinality continuum, etc.

Finally, we consider a number of examples of functions whose existence
cannot be established without the aid of additional set-theoretical axioms.
However, it is demonstrated in the book that the existence of such func-
tions follows from (or is equivalent to) certain widely known set-theoretical
hypotheses (e.g., the Continuum Hypothesis).

Among other topics presented in this book and closely connected with
strange functions in real analysis, we wish to point out the following ones:
the construction (under Martin’s Axiom) of absolutely nonmeasurable solu-
tions of the Cauchy functional equation and their application to the measure
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extension problem raised by Banach; Egorov type theorems on the uniform
convergence of sequences of measurable functions; some relationships be-
tween the classical Sierpiński partition of the Euclidean plane and Fubini
type theorems; the existence of a function on a second category subset of
a topological space, which cannot be extended to a function defined on the
whole space and possessing the Baire property; sup-measurable and weakly
sup-measurable functions with their applications in the theory of ordinary
differential equations.

In Chapter 22 of our book, we consider the family of all continuous non-
differentiable functions from the positions of category and measure. We
present one general approach illuminating the basic reasons which necessar-
ily imply that the above-mentioned family of functions has to be large in
the sense of category or measure. Notice that, in connection with continu-
ous nondifferentiable functions, a short scheme for constructing the classical
Wiener measure is discussed in this chapter, too, and some simple but use-
ful statements from the general theory of stochastic (random) processes are
demonstrated.

This book is based on the course of lectures repeatedly given by the au-
thor at I. Vekua Institute of Applied Mathematics of Tbilisi State University
and entitled

Some Pathological Functions in Real Analysis.

These lectures (their role is played by the corresponding chapters of the
book) are, in fact, mutually independent from the logical point of view
but are strictly related from the point of view of the topics discussed and
the methods applied (such as purely set-theoretical arguments and con-
structions, measure-theoretical methods, the Baire category method, and
so forth).

The material presented in the book is essentially self-contained and,
consequently, is accessible to a wide audience of mathematicians, including
graduate and postgraduate students. For the reader’s convenience, the In-
troduction (i.e., Chapter 0) gives an overview of the subject. Here some
preliminary notions and facts are presented that are useful in our further
considerations. The reader can ignore this introductory chapter, returning
to it if the need arises. In this connection, the standard graduate-level text-
books and well-known monographs (for instance, [26], [85], [86], [92], [97],
[105], [146], [149], [153], [194], [196], [202], [212], [225]) should be pointed out
containing all auxiliary notions and facts from set theory, general topology,
classical descriptive set theory, integration theory, and real analysis.

In Chapter 0 we begin with basic set-theoretical concepts, such as bi-
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nary relations of special type (namely, equivalence relations, orderings, and
functional graphs), ordinal numbers and cardinal numbers, the Axiom of
Choice and the Zorn Lemma, some weak forms of the Axiom of Choice (es-
pecially, the countable form of AC and the Axiom of Dependent Choices),
the Continuum Hypothesis, the Generalized Continuum Hypothesis, and
Martin’s Axiom as a set-theoretical assertion which is essentially weaker
than the Continuum Hypothesis but rather helpful in various constructions
of set theory, topology, measure theory, and real analysis (cf. [18], [146]).

Then we briefly present some basic concepts of general topology and
classical descriptive set theory, such as the notion of a first category set in
a topological space, the Baire property (the Baire property in the restricted
sense) of subsets of a topological space, the notion of a Polish space, Borel
sets in a topological space, analytic (Suslin) subsets of a topological space,
and the projective hierarchy of Luzin, which treats the Borel and analytic
sets as the first two steps of this hierarchy. It is also stressed that Borel and
analytic sets have a nice descriptive structure but this feature fails to be true
for general projective sets (because, in certain models of set theory, there
exist projective subsets of the real line that are not Lebesgue measurable
and do not have the Baire property).

The final part of Chapter 0 is devoted to some classical facts and state-
ments from real analysis. Namely, we recall here the notion of a real-valued
lower (upper) semicontinuous function and demonstrate basic properties of
such functions, formulate and prove the fundamental Vitali covering the-
orem, introduce the notion of a density point for a Lebesgue measurable
set, and present the Lebesgue theorem on density points as a consequence
of the above-mentioned Vitali theorem. In addition, we give a short proof
of the existence of a real-valued continuous nowhere differentiable function,
starting with the well-known Kuratowski lemma on closed projections. Let
us emphasize once more that the problem of the existence of real-valued
continuous nondifferentiable functions, with respect to various concepts of
generalized derivative, is one of the central questions in this book. We de-
velop this topic gradually and, as mentioned earlier, investigate the question
from different points of view. However, we hope that the reader will be able
to see that the main kernel is contained in purely logical and set-theoretical
aspects of the question.

The third edition of this book differs from the first and second ones.
The text of the manuscript is essentially revised and a lot of details are
improved in order to reach a more clear presentation of the material. As
before, many exercises are included in the text. Notice that relatively dif-
ficult exercises are marked by asterisks and, quite often, are provided with
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necessary hints or explanations. They contain valuable information about
the topics discussed in the book and show deep relationships between them.

Moreover, five new chapters and two appendices are added. These new
chapters highlight the following themes: a characterization of constant func-
tions on the real line R via Dini’s derived numbers, the cardinality of first
Baire class within ZF set theory, connections between summation meth-
ods and Lebesgue nonmeasurable functions on R, the distinction between
the Riemann and Lebesgue iterated integrals, a construction (under Mar-
tin’s Axiom) of an absolute null subset of the plane R

2 whose orthogonal
projections on all straight lines lying in R

2 are absolutely nonmeasurable.
Appendix 1 is devoted to Luzin’s theorem on the existence of a primitive

for any real-valued Lebesgue measurable function on R that is finite almost
everywhere.

In Appendix 2 a construction of a Banach limit on the family of all
bounded real sequences is presented by starting with a nontrivial ultrafilter
in the power set P(N) of the set N of all natural numbers.

The Bibliography is significantly expanded by adding some relatively
recent works devoted to strange functions in real analysis and their appli-
cations.

A. B. Kharazishvili
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Chapter 0

Introduction: Basic concepts

In this introductory chapter we would like to fix the notation and present
some auxiliary facts from set theory, general topology, classical descriptive
set theory, measure theory, and real analysis. We shall systematically utilize
those facts in our further considerations.

The symbol ZF denotes the Zermelo–Fraenkel set theory, which is one
of the most important formal systems of axioms for the whole of modern
mathematics (in this connection, see [97], [146], and [153]; cf. also [26]). The
basic notions of the Zermelo–Fraenkel system are sets and the membership
relation ∈ between them. Of course, the system ZF consists of several
axioms, which formalize various properties of sets in terms of ∈. We do
not present here a list of these axioms and, actually, we shall work in the
so-called naive set theory (cf. [86]).

The symbol ZFC denotes the Zermelo–Fraenkel theory with the Axiom
of Choice. In other words, ZFC is the theory ZF &AC, whereAC denotes,
as usual, the Axiom of Choice (the precise formulation of AC will be given
later with several of its equivalents).

At the present time, it is widely known that ZFC theory is a basis
of modern mathematics, i.e., almost all fields of mathematics can be de-
veloped by starting with ZFC. The Axiom of Choice is a very powerful
set-theoretical assertion which implies many extraordinary and interesting
consequences. Sometimes, in order to get a required result, we do not need
the whole power of the Axiom of Choice. In such cases, it is sufficient to
apply various weak forms (versions, variants) of AC. Some of these forms
will be discussed below.

If x and X are any two sets, then the relation x ∈ X means that x
belongs to X . In this situation, we also say that x is an element of X .

One of the axioms of set theory implies that any set y is an element of
some set Y (certainly, depending on y). Thus, the notion of an element is
equivalent to the notion of a set.

The relation X ⊂ Y means that a set X is a subset of a set Y , i.e., each

1
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element of X is also an element of Y .

If X ⊂ Y and X 6= Y , then we say that X is a proper subset of Y .

If R(x) is a relation depending on an element x (or, in other words, R(x)
is a property of an element x), then the symbol {x : R(x)} denotes the set
(the family, the class) of all those elements x for which the relation R(x)
holds. In our further considerations we always suppose that R(x) is such
that the corresponding set {x : R(x)} does exist. For example, a certain
consequence of the axioms of ZF theory states that there always exists a
set of the type

{x : x ∈ X & S(x)},

where X is an arbitrarily given set and S(x) is an arbitrary relation. In
this case we write {x ∈ X : S(x)} instead of {x : x ∈ X & S(x)}. Also, if
we have two relations R1(x) and R2(x), then we write {x : R1(x), R2(x)}
instead of {x : R1(x) & R2(x)}.

The symbol ∅ denotes, as usual, the empty set, i.e., ∅ = {x : x 6= x}.
If X is any set, then the symbol P(X) denotes the family of all subsets

of X , i.e., we have P(X) = {Y : Y ⊂ X}.
Notice that the existence of P(X) is stated by one of the axioms of ZF

theory (see, e.g., [97], [146], [153]). The set P(X) is also called the power
set of a given set X .

If x and y are any two elements, then the set {x, y} is defined by the
equality

{x, y} = {z : z = x ∨ z = y}

and is called the unordered pair consisting of x and y. In addition, if x = y,
then the short notation {x} is used instead of {x, y} and {x} is called the
singleton whose unique element coincides with x.

The set (x, y) = {{x}, {x, y}} is called the ordered pair (or, simply, the
pair) consisting of x and y. The reader can easily check that the implication

((x, y) = (x′, y′)) ⇒ (x = x′ & y = y′)

is valid for all elements x, y, x′, y′.

Let X and Y be any two sets. Then, as usual,

X ∪ Y denotes the union of X and Y ;

X ∩ Y denotes the intersection of X and Y ;

X \ Y denotes the difference of X and Y ;

X△Y denotes the symmetric difference of X and Y , i.e.,

X△Y = (X \ Y ) ∪ (Y \X).
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We also put X × Y = {(x, y) : x ∈ X, y ∈ Y }. The set X × Y is called
the Cartesian product of two given sets X and Y . In a similar way, by using
recursion, one can define the Cartesian product X1 ×X2 × ... ×Xn of a
finite family {X1, X2, ... , Xn} of arbitrary sets.

If X is a set, then the symbol card(X) denotes the cardinality of X .
Quite often, card(X) is also called the cardinal number of X .

ω (= ω0) is the first infinite cardinal (ordinal) number. In fact, ω is
the cardinality of the set N = {0, 1, 2, ..., n, ...} of all natural numbers.
Sometimes, it is convenient to identify the sets ω and N and we always
assume such an identification in our further considerations (cf. [97], [146],
[153]).

A setX is finite if card(X) < ω; accordingly,X is infinite if card(X) ≥ ω.
A set Y is (at most) countable if card(Y ) ≤ ω; accordingly, Y is un-

countable if card(Y ) > ω.
For an arbitrary set E, we put:
[E]<ω = the family of all finite subsets of E;
[E]≤ω = the family of all countable subsets of E.
ω1 is the first uncountable cardinal (ordinal) number. Notice that ω1

is often identified with the set of all countable ordinal numbers (countable
ordinals).

Various ordinal numbers (ordinals) are denoted by symbols α, β, γ, ξ,
ζ, η, ... .

Let α be an ordinal number. We say that α is a limit ordinal if

α = sup{β : β < α}.

The cofinality of a limit ordinal α is the smallest ordinal ξ such that
there exists a family {αζ : ζ < ξ} of ordinals satisfying the relations

(∀ζ < ξ)(αζ < α), α = sup{αζ : ζ < ξ}.

The cofinality of a limit ordinal α is denoted by the symbol cf(α).
Clearly, we have the inequality cf(α) ≤ α for all limit ordinals α.
A limit ordinal number α is called a regular ordinal if cf(α) = α.
Accordingly, a limit ordinal number α is called a singular ordinal if

cf(α) < α.
Starting with the definitions of regular and singular limit ordinals, one

can define, in the usual manner, regular infinite cardinals and singular infi-
nite cardinals. For example, ω and ω1 are regular ordinals (cardinals) and
ωω is a singular ordinal (cardinal).

As mentioned above, in many considerations it is convenient to identify
every ordinal α with the set of all those ordinals which are strictly less
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than α. Such an approach to the theory of ordinal numbers is due to von
Neumann (see, e.g., [97], [146]). It is also convenient to identify every
cardinal κ with the smallest ordinal number α such that card(α) = κ.

If κ is an arbitrary infinite cardinal number, then the symbol κ+ denotes
the smallest cardinal among all those cardinals which are strictly greater
than κ. For example, we have ω+ = ω1, ω2 = (ω1)

+, ... .
The symbol Z denotes the set of all integers.
The symbol Q denotes the set of all rational numbers.
The symbol R denotes the set of all real numbers.
If the set R is equipped with its standard structures (order structure,

algebraic structure, topological structure), then R is usually called the real
line. This object is basic for classical mathematical analysis. The so-called
extended real line R∗ = {−∞} ∪ R ∪ {+∞} is also frequently used in
different topics of real analysis.

The symbol c denotes the cardinality of the continuum, i.e., we have

c = 2ω = card(R).

The Continuum Hypothesis (denoted CH) is the assertion c = ω1.
The Generalized Continuum Hypothesis (abbreviation GCH) asserts

that 2ωα = ωα+1 for all ordinals α.
At the present time, it is well known that ZFC theory is consistent if

and only if both theories

ZFC & (the Continuum Hypothesis),

ZFC & (the negation of the Continuum Hypothesis)

are consistent (see, e.g., [97], [146]). Moreover, it is also well known that
ZFC theory is consistent if and only if the theory

ZFC & (c is a singular cardinal)

is consistent. More precisely, it was established that, for an infinite cardinal
number ωα satisfying the relation cf(ωα) > ω, there exists a model of ZFC
in which we have the equality c = ωα. Actually, if one starts with an
arbitrary countable transitive model of ZFC (strictly speaking, of a relevant
fragment of ZFC) satisfying the Generalized Continuum Hypothesis, then
the above-mentioned equality is true in a certain Cohen model of ZFC

extending the original model (for details, see [97], [146]).
The Generalized Continuum Hypothesis holds in a special model of set

theory, first constructed by Gödel. This model is called the Constructible
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Universe of Gödel and usually denoted by L. Actually, the Constructible
Universe L is a subclass of the well-known von Neumann Universe, which
is a natural model of set theory. Various facts and statements concerning L

are discussed in [97] and [146] (see also [18]). It is reasonable to notice here
that, in L, some effectively defined subsets of the real line are bad from the
point of view of Lebesgue measure and Baire property (i.e., they are not
measurable in the Lebesgue sense and do not possess the Baire property).

Let n be a fixed natural number. The symbol Rn denotes, as usual,
the n-dimensional Euclidean space. If n = 0, then Rn is the one-element
set consisting of zero only. If n > 0, then it is sometimes convenient to
consider Rn as a vector space V over the field Q of all rational numbers.
According to a fundamental statement of the theory of vector spaces (over
arbitrary fields), there exists a basis in the space V (see, e.g., [52] where
more general assertions are discussed for universal algebras). This basis is
usually called a Hamel basis of V . Obviously, the cardinality of any Hamel
basis of V is equal to the cardinality of the continuum. Notice also that the
existence of a Hamel basis of V cannot be established without the aid of
uncountable forms of the Axiom of Choice, because the existence of such a
basis immediately implies the existence of a subset ofR nonmeasurable with
respect to the standard Lebesgue measure λ given on R. Some nontrivial
applications of Hamel bases will be discussed in Chapter 11 of this book.

Let X and Y be any two sets. A binary relation between X and Y is an
arbitrary subset G of the Cartesian product of X and Y , i.e., G ⊂ X × Y .
In particular, if we have X = Y , then we say that G is a binary relation on
the base (ground) set X . For any binary relation G ⊂ X × Y , we put

pr1(G) = {x : (∃y)((x, y) ∈ G)}, pr2(G) = {y : (∃x)((x, y) ∈ G)}.

It is clear that G ⊂ pr1(G)× pr2(G).
The Axiom of Dependent Choices is the following set-theoretical state-

ment:

If G is a binary relation on a nonempty set X and, for each element
x ∈ X , there exists an element y ∈ X such that (x, y) ∈ G, then there
exists a sequence (x0, x1, ..., xn, ...) of elements of X , such that

(∀n ∈ N)((xn, xn+1) ∈ G).

The Axiom of Dependent Choices is usually denoted by DC. Actually,
the statement DC is a weak form of the Axiom of Choice. This form is
completely sufficient for most fields of classical mathematics: geometry of a
finite-dimensional Euclidean space, mathematical analysis on the real line,
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Lebesgue measure theory, etc. We shall deal with the axiom DC many
times in our further considerations and we shall discuss some nontrivial
applications of this axiom.

It was established by Blair that the following two assertions are equiva-
lent in ZF theory:

(a) the Axiom of Dependent Choices (DC);

(b) no nonempty complete metric space is of first category on itself (the
classical Baire theorem).

In connection with the equivalence of (a) and (b), see Exercise 1 for this
chapter.

Let X be an arbitrary set. A binary relation G ⊂ X × X is called an
equivalence relation on X if the following three conditions hold:

(1) (x, x) ∈ G for all elements x ∈ X ;

(2) (x, y) ∈ G and (y, z) ∈ G imply (x, z) ∈ G;

(3) (x, y) ∈ G implies (y, x) ∈ G.

If G is an equivalence relation on X , then the pair (X,G) is called a set
equipped with an equivalence relation. In this case, the set X is also called
the base (ground) set for the given equivalence relation G.

Obviously, if G is an equivalence relation on X , then we have a partition
of X canonically associated with G. This partition consists of the sets G(x),
where x ranges over X and G(x) denotes the section of G corresponding to
x, i.e., G(x) is defined by the formula G(x) = {y : (x, y) ∈ G}.

Conversely, every partition of X canonically determines an equivalence
relation G on X . Namely, one may put (x, y) ∈ G if and only if x and y
belong to the same element of the partition.

Let X be an arbitrary set and let G be a binary relation on X . It is said
that G is a partial order on X if the following three conditions hold:

(i) (x, x) ∈ G for each element x ∈ X ;

(ii) (x, y) ∈ G and (y, z) ∈ G imply (x, z) ∈ G;

(iii) (x, y) ∈ G and (y, x) ∈ G imply x = y.

Suppose that G is a partial order on a set X . As usual, we write x ≤ y
iff (x, y) ∈ G. The pair (X,≤) is called a set equipped with a partial order
(or, simply, a partially ordered set). The set X is called the base (ground)
set for the given partial order ≤.

Let (X,≤) be a partially ordered set and let x and y be any two elements
of X . We say that x and y are comparable (with respect to ≤) if x ≤ y or
y ≤ x. According to this definition, we say that x and y are incomparable
if x 6≤ y and y 6≤ x.

Further, we say that elements x and y of X are consistent (in X) if there
exists an element z of X such that z ≤ x and z ≤ y. Now, it is clear that
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elements x and y of X are inconsistent (in X) if there does not exist an
element z of X having the above property.

Obviously, if x ∈ X and y ∈ X are inconsistent, then they are incompa-
rable. The converse assertion is not true in general.

A subset Y of X is called a chain in X (or a subchain of X) if any two
elements of Y are comparable with respect to ≤.

A subset Y of X is called an antichain in X if any two distinct elements
of Y are incomparable with respect to ≤. In this case, Y is also called a
free subset of X with respect to ≤.

A subset Y of X is called consistent if, for any two elements y1 and y2
of Y , there exists an element y of Y such that y ≤ y1 and y ≤ y2. From
this definition it immediately follows, by induction, that if a nonempty set
Y ⊂ X is consistent, then, for every finite set {y1, y2, ... , yn} ⊂ Y , there
exists y ∈ Y satisfying the relations y ≤ y1, y ≤ y2, ..., y ≤ yn.

A subset Y of X is called totally inconsistent if any two distinct elements
of Y are inconsistent in X .

The following definition is important for modern set theory and its var-
ious applications to general topology and measure theory (see, e.g., [97],
[146]).

We say that a partially ordered set (X,≤) satisfies the countable chain
condition (or the Suslin condition) if every totally inconsistent subset of X
is at most countable.

We say that a subset Y of a partially ordered set (X,≤) is coinitial in X
if, for each element x of X , there exists an element y of Y such that y ≤ x.

Martin’s Axiom is the following set-theoretical statement:

If (X,≤) is a partially ordered set satisfying the countable chain condi-
tion and F is a family of coinitial subsets of X , such that card(F) < c, then
there exists a consistent subset Y of X which intersects every set from the
family F , i.e., (∀Z ∈ F)(Y ∩ Z 6= ∅).

Martin’s Axiom is usually denoted by MA. One can easily show that the
Continuum Hypothesis CH implies Martin’s Axiom. On the other hand, it
was established by Martin and Solovay that if the theory ZFC is consistent,
then the theory

ZFC & MA & (the negation of CH)

is consistent, too (see [97] or [146]). Moreover, it was established that Mar-
tin’s Axiom is a set-theoretical statement much weaker than the Continuum
Hypothesis, because it does not bound from above the size of the contin-
uum. At the present time, many applications of Martin’s Axiom to the
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theory of infinite groups, to general topology, to measure theory and real
analysis are known (see, e.g., [12], [18], [47], [48], [66], [83], [114], [131],
[146], [230]). Some nontrivial applications of MA will be discussed below.
Notice, in addition, that MA can also be formulated in purely topological
terms (see [18], [146]).

Let (X,≤) be again a partially ordered set. We say that (X,≤) is a
linearly ordered set if any two elements of X are comparable with respect
to ≤. A linearly ordered set is also called a chain.

An element x of a partially ordered set (X,≤) is called maximal if, for
each element y of X , we have the implication x ≤ y ⇒ x = y. In a similar
way one can define a minimal element of X .

The next set-theoretical statement is a well-known equivalent of the Ax-
iom of Choice, formulated in terms of partially ordered sets. This statement
is usually called the Zorn lemma (or the Kuratowski–Zorn lemma).

Let (X,≤) be a partially ordered set such that each subchain of X is
bounded from above. Then there exists at least one maximal element in X .
Moreover, if x is an arbitrary element of X , then there exists at least one
maximal element y in X satisfying the inequality x ≤ y.

Sometimes, it is convenient to apply the Zorn lemma instead of the
Axiom of Choice whose standard formulation looks as follows:

For any family Z of nonempty sets which pairwise have no common
elements, there exists a set Z such that every set from Z has one and only
one common element with Z.

The proof of the fact that AC is equivalent to the Zorn lemma (within
ZF theory) is not difficult and can be found in many textbooks (see, e.g.,
[107] or [153]).

Let (X,≤) be a partially ordered set and let x ∈ X . We say that x is
a smallest (first, least) element of X if x ≤ y for all y ∈ X . In a similar
way we can define a largest (last, greatest) element of X . It is easy to
check that a smallest (respectively, largest) element of X is unique. More-
over, the smallest (respectively, largest) element of X is a unique minimal
(respectively, unique maximal) element of X .

We say that a partially ordered set (X,≤) is well-ordered if any nonempty
subset of X , equipped with the induced order, has a smallest element.

Obviously, every well-ordered set is linearly ordered, but not conversely.

Well-ordered sets are very important in the class of all partially ordered
sets, because one can directly apply the principle of transfinite induction
and the method of transfinite recursion to well-ordered sets.
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It is known that, for every well-ordered set (X,≤), there exists a unique
ordinal number α such that (X,≤) and α are isomorphic as partially ordered
sets. Thus, without loss of generality, well-ordered sets can be identified
with corresponding ordinal numbers.

Let (X,≤) be an arbitrary linearly ordered set. It is not difficult to
prove, by using the Zorn lemma, that there exists a set Y ⊂ X well-ordered
with respect to the induced order and cofinal in X (i.e., for each element x
of X , there is an element y of Y such that x ≤ y).

This fact immediately implies that the Zorn lemma can be formulated
in its weaker version:

Let (X,≤) be a partially ordered set such that every well-ordered subset
of X is bounded from above. Then there exists a maximal element in X .
Moreover, if x is an arbitrary element of X , then there exists a maximal
element y in X such that x ≤ y.

Now, we shall consider some simple facts concerning the fundamental
notion of a partial function (partial mapping).

Let X and Y be any two sets. Suppose that G is a binary relation
between X and Y , i.e., G ⊂ X × Y . We say that G is a functional graph if
the implication ((x, y) ∈ G & (x, y′) ∈ G) ⇒ (y = y′) holds for all elements
x, y, y′. It is easy to see that a binary relation G ⊂ X × Y is a functional
graph if and only if (∀x)(card(G(x)) ≤ 1).

We say that a triple g = (G,X, Y ) is a partial function (or a partial
mapping) acting from X into Y if G is a functional graph and G ⊂ X × Y .
In this case, we also say that the set G is the graph of a partial function g.
Quite often, it is convenient to identify a partial function with its graph.

Furthermore, we say that a triple g = (G,X, Y ) is a function (mapping)
acting from X into Y if g is a partial function acting from X into Y and
X = pr1(G). In this case, we also write g : X → Y . If x is an arbitrary
element of X , then the symbol g(x) denotes the unique element y of Y for
which (x, y) ∈ G. The element g(x) is called the value of g at x. Hence we
can write

g : x → g(x) (x ∈ X, g(x) ∈ Y ).

One may use a similar notation for any partial function g = (G,X, Y ),
too. For example, it is sometimes convenient to write g : X → Y for this
partial function. But it should be emphasized that the symbol g(x) can be
applied only in the case when x ∈ pr1(G).

Let g = (G,X, Y ) be again a partial mapping acting from X into Y .
If A ⊂ X , then we put g(A) = {g(x) : x ∈ pr1(G) ∩ A}. The set g(A)

is usually called the image of A under (with respect to) g. Obviously, one
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can introduce, by the same definition, the set g(A) for an arbitrary set A.
If B ⊂ Y , then we put g−1(B) = {x : x ∈ pr1(G), g(x) ∈ B}. The

set g−1(B) is usually called the pre-image of B under (with respect to) g.
Clearly, one can introduce, by the same definition, the set g−1(B) for any
set B.

If A is a subset of X , then the symbol g|A denotes the restriction of g to
this subset, i.e., g|A = (G ∩ (A × Y ), A, Y ). Evidently, the same definition
can be applied to an arbitrary set A.

We say that a partial function g is an extension of a partial function f
if f is a restriction of g.

Let g be a partial function whose graph is G.
The set pr1(G) is called the domain of g. It is denoted by dom(g).
The set pr2(G) is called the range of g. It is denoted by ran(g).
Obviously, we have the equality ran(g) = g(dom(g)).
We say that a partial function g = (G,X, Y ) is an injective partial

function (or, simply, injection) if the implication g(x) = g(x′) ⇒ x = x′

holds true for all elements x and x′ from the domain of g.
If g = (G,X, Y ) is injective, then we can consider a partial function g−1

acting from Y into X , whose graph is G−1 = {(y, x) : (x, y) ∈ G}. This
partial function is called the partial function inverse to g.

We say that g = (G,X, Y ) is a surjective partial function (or, simply, a
surjection) if the equality ran(g) = Y is fulfilled.

Finally, we say that a function g = (G,X, Y ) is a bijective function (or,
simply, a bijection) if g is an injection and a surjection simultaneously. In
this case, we also say that g is a one-to-one correspondence between the sets
X and Y .

A transformation of a set X is an arbitrary bijection acting from X onto
X . The set of all transformations of X becomes a group with respect to the
natural operation ◦ of composition of transformations. This group is called
the symmetric group of X and denoted by the symbol Sym(X).

The group Sym(X) is universal in the following sense: if (Γ, ·) is an
abstract group such that card(Γ) ≤ card(X), then there exists a subgroup
of Sym(X) isomorphic to (Γ, ·).

Suppose now that I is a set and g is a function with dom(g) = I. Then
we say that (g(i))i∈I (or {g(i) : i ∈ I}) is a family of elements indexed by I.
In this case, we also say that I is the set of indices of the above-mentioned
family.

Moreover, suppose that E is a fixed set and, for each index i ∈ I, the
element g(i) coincides with a subset Fi of E. Then we say that {Fi : i ∈ I}
is an indexed family of subsets of E. Actually, in such a case, we have a
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certain mapping F : I → P(E) where P(E) denotes the family of all subsets
of E. A mapping of this type is usually called a set-valued mapping (or a
multi-valued mapping). As we know, the graph of F is the set

{(i, F (i)) : i ∈ I} ⊂ I × P(E).

But if one treats F as a set-valued mapping, then it is sometimes useful to
consider another notion of the graph of F . Namely, the graph of a set-valued
mapping F is (by definition) the set {(i, e) ∈ I × E : e ∈ F (i)}.

The concept of a set-valued mapping is more general (in some sense)
than the concept of an ordinary mapping.

Indeed, every ordinary mapping f : X → Y can be regarded as a set-
valued mapping Ff : X → P(Y ) of a special type:

Ff (x) = {f(x)} (x ∈ X).

In this way we come to a canonical one-to-one correspondence between all
ordinary mappings f acting from X into Y and all set-valued mappings
F : X → P(Y ) satisfying the condition (∀x ∈ X)(card(F (x)) = 1).

Evidently, there are various set-valued mappings canonically associated
with the given ordinary mapping f : X → Y . For instance, we can define
a set-valued mapping F f : Y → P(X) by the following formula:

F f (y) = f−1(y) (y ∈ Y ).

Let {Xi : i ∈ I} be a family of sets. In the usual way, the union

∪{Xi : i ∈ I} = {x : (∃i ∈ I)(x ∈ Xi)}

of this family is introduced. If I 6= ∅, then one may define the intersection

∩{Xi : i ∈ I} = {x : (∀i ∈ I)(x ∈ Xi)}

of this family. Further, if J is an arbitrary subset of I, then {Xi : i ∈ J}
is called a subfamily of the family {Xi : i ∈ I} (in fact, a subfamily of a
given family is some restriction of the function determining this family).

We say that a family of elements {xi : i ∈ I} is a selector of a family
of sets {Xi : i ∈ I} if the relation (∀i ∈ I)(xi ∈ Xi) holds true. A selector
{xi : i ∈ I} is called injective if the corresponding function

i → xi (i ∈ I, xi ∈ Xi)

is injective.
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The set of all selectors of a given family {Xi : i ∈ I} is called the
Cartesian product of this family and denoted by the symbol

∏
{Xi : i ∈ I}.

We recall that a family of sets {Xi : i ∈ I} is disjoint if the equality
Xi ∩Xj = ∅ holds for all indices i ∈ I, j ∈ I, i 6= j. Every selector of such
a family is trivially injective.

Let X and Y be any two sets. The symbol Y X denotes the set of all
mappings acting from X into Y . Obviously, the set Y X can be regarded as
a particular case of the Cartesian product of a family of sets.

In fact, the Axiom of Choice states that the relation (∀i ∈ I)(Xi 6= ∅)
implies the relation

∏
{Xi : i ∈ I} 6= ∅. Kelley demonstrated in [106] that

within ZF theory the Axiom of Choice is equivalent to the statement that
the product space of an arbitrary family of quasi-compact topological spaces
is quasi-compact, too. For more details about this equivalence, see Exercise
6.

The countable form of the Axiom of Choice is the restriction of this
axiom to all countable families of sets:

If {Xn : n ∈ ω} is an arbitrary countable family of nonempty pairwise
disjoint sets, then there exists a selector of {Xn : n ∈ ω}.

Obviously, the countable form of the Axiom of Choice is a weak version
of this axiom. It is not difficult to show within ZF theory that

(*) DC implies the countable form of AC;
(**) the countable form of AC is sufficient to prove the equivalence of

the Cauchy and Heine definitions of the continuity of a partial function
f : R → R at a point t ∈ dom(f);

(***) the countable form of AC implies that the union of a countable
family of countable sets is a countable set.

Actually, the countable form of the Axiom of Choice is completely suffi-
cient for classical mathematical analysis, Euclidean geometry, and even for
elementary topology of point sets in Rn.

Now, we are going to present some notions and facts from general topol-
ogy (these facts will be needed for our further purposes).

We recall that a topological space is any pair (E, T ) where E is a ground
set and T is a topology (or a topological structure) defined on E (see [27],
[64], [107]).

If T is fixed in our considerations, then we simply say that E is a topo-
logical space.

Let E be a topological space and let X be a subset of E. We put
cl(X) = the closure of X ;

int(X) = the interior of X ;
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bd(X) = the boundary of X .

Consequently, closed subsets of E are all those sets X ⊂ E for which we
have cl(X) = X , and open subsets of E are all those sets Y ⊂ E for which
we have int(Y ) = Y .

We say that a set X ⊂ E is an Fσ-subset of E if X can be represented
as the union of a countable family of closed subsets of E.

We say that a set Y ⊂ E is a Gδ-subset of E if Y can be represented as
the intersection of a countable family of open subsets of E.

The Borel σ-algebra of a topological space E is the σ-algebra of subsets
of E, generated by the family of all open sets in E. This σ-algebra is denoted
by the symbol B(E). Obviously, one may say that B(E) is generated by the
family of all closed subsets of E. Elements of B(E) are called Borel subsets
of a space E.

In most cases below we assume (without special pointing out) that, for
topological spaces E which are under consideration, the following property
is valid: all singletons in E are closed (hence, Borel) in E.

We also recall that a topological space E is Lindelöf if any open covering
of E contains a countable subcovering. Evidently, every quasi-compact
space (see Exercise 6) is Lindelöf. In addition, any topological space with a
countable base is Lindelöf (and, moreover, is hereditarily Lindelöf).

We say that a topological space E is Polish if E is homeomorphic to a
complete separable metric space.

We have the following topological characterization of all Polish spaces: a
topological space E is Polish if and only if it is homeomorphic to a Gδ-subset
of the Hilbert cube [0, 1]ω (see, e.g., [64], [149], [202]).

We say that a metrizable topological space E is an analytic (or Suslin)
space if E can be represented as a continuous image of a Polish space. There
is also another definition of analytic spaces starting with the so-called (A)-
operation applied to the family of all closed subsets of a Polish space (for
the concept of (A)-operation and its basic properties, see [105], [149], [153],
[167], [169]).

Let X be a Polish topological space. The family of all analytic subsets
of X is denoted by the symbol A(X). This family is closed under count-
able unions and countable intersections. Moreover, we have the inclusion
B(X) ⊂ A(X). If a given Polish space X is uncountable, then the inclusion
mentioned above is proper. This classical result is due to Suslin (for a proof,
see [105], [149] or Chapter 1 of the present book).

Another important result, due to Alexandrov and Hausdorff, states that
any uncountable analytic set A ⊂ X contains a subset which is homeo-
morphic to the Cantor discontinuum {0, 1}ω. Consequently, the equality
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card(A) = c holds. In particular, for each uncountable Borel set B ⊂ X ,
we also have the equality card(B) = c (the proofs of these statements can
be found in [105] and [149]).

Let E be a topological space and let µ be a measure given on E.
We recall that µ is a Borel measure (on E) if dom(µ) = B(E).
We also say that µ is a Radon measure on a Hausdorff topological space

E if µ is σ-finite, dom(µ) = B(E), and, for each Borel subset B of E, the
relation

µ(B) = sup{µ(K) : K ⊂ B, K is compact}

holds true.
Finally, we say that a Hausdorff topological space E is a Radon space if

every σ-finite Borel measure on E is Radon.
According to the well-known result from topological measure theory, all

Polish spaces turn out to be Radon spaces. More generally, any analytic
space is Radon. In addition, if E is a Polish space and A is an arbitrary
analytic subset of E, then the space E \ A is Radon, too. In other words,
all co-analytic subsets of a Polish space are Radon. For more information
about Radon measures and Radon spaces, see, e.g., [23], [28], [57], [90],
[105], [196]. These measures and spaces play an important role in various
questions of mathematical analysis and probability theory.

Let X and Y be any two topological spaces and let f be a mapping
acting from X into Y . We say that f is a Borel mapping if, for each Borel
subset B of Y , the pre-image f−1(B) is a Borel subset of X .

Clearly, every continuous mapping acting from X into Y is a Borel
mapping. Also, the composition of Borel mappings is a Borel mapping.

We say that a mapping f : X → Y is a Borel isomorphism from X onto
Y if f is a bijection and both mappings f and f−1 are Borel. In this case,
we say that the spaces X and Y are Borel isomorphic.

Obviously, if two topological spaces are homeomorphic, then they are
Borel isomorphic. The converse assertion is not true in general.

Let Z be a Borel subset of a Polish topological space, let Y be a metriz-
able topological space, and let f be an injective Borel mapping acting from
Z into Y . Then the image f(Z) is a Borel subset of Y . Consequently, the
family of all Borel subsets of a Polish space E is invariant under the family
of all injective Borel mappings acting from E into E.

More generally, let Z be a Borel subset of a Polish space, Y be a metriz-
able topological space, and let f : Z → Y be a Borel mapping such that

(∀y ∈ Y )(card(f−1(y)) ≤ ω).

Then the set f(Z) is Borel in Y (see [105], [149], [167], [169]).
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This profound result will be essentially used in Chapter 18 of the present
book, which is devoted to bad functions given on second category sets.

The above-mentioned facts are rather deep theorems of classical descrip-
tive set theory and their proofs are heavily based on the so-called separation
principle of analytic sets (for details, see again [105], [149], [167], [169]).

We also have the following important result:

If X and Y are any two uncountable Borel subsets of a Polish topological
space E, then there exists a Borel isomorphism from X onto Y .

Because all infinite countable subsets of a Polish space E are Borel sets,
trivially being Borel isomorphic to each other, one can easily deduce from
the result mentioned above that, for any Borel subsets X and Y of E, these
two conditions are equivalent:

(′) card(X) = card(Y );

(′′) X and Y are Borel isomorphic.

Unfortunately, we do not have (in ZFC theory) the analogous nice equiv-
alence for analytic subsets of Polish topological spaces.

Notice also that if Z is a Borel subset of a Polish topological space and
f is a Borel mapping acting from Z into a Polish space E, then the image
f(Z) is an analytic subset of E.

The theory of Borel subsets and analytic subsets of Polish topological
spaces is considered in detail in the fundamental monograph by Kuratowski
[149] (see also [105], [167], [169]).

Let E be an arbitrary Polish topological space. We define the classes

Pr0(E), Pr1(E), ..., Prn(E), ...

of subsets of E by recursion. Namely, first of all, we put Pr0(E) = B(E).
Suppose now that, for a natural number n > 0, the class Prn−1(E) has al-
ready been defined. If n is an odd number, then, by definition, Prn(E) is the
class of all continuous images (in E) of sets from the class Prn−1(E). If n is
an even number, then, by definition, Prn(E) is the class of all complements
of the sets from the class Prn−1(E).

Finally, we put Pr(E) = ∪{Prn(E) : n < ω}.

Sets from the class Pr(E) are called projective subsets of a space E.
The notion of a projective set was introduced by Luzin and, independently,
by Sierpiński in 1925. At the present time, there are many remarkable
works devoted to the theory of projective sets. Elements of this theory
are presented in the monograph by Kuratowski mentioned above (a more
detailed discussion of logical aspects of this subject can be found in [18],
[37], [97], [101], [105], [153], [169]).
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We thus see that Borel subsets of E (i.e., sets from the class Pr0(E))
and analytic subsets of E (i.e., sets from the class Pr1(E)) are very special
cases of projective sets.

Notice that many natural problems concerning projective sets cannot be
solved in ZFC theory. For example, it cannot be proved in ZFC that each
uncountable set from the class Pr2(R) contains a subset homeomorphic to
the Cantor discontinuum, and it cannot be proved in ZFC that each set
from the class Pr3(R) is measurable in the Lebesgue sense (or possesses the
Baire property).

Now, let us recall some elementary facts about the Baire property of
subsets of general topological spaces.

Let E be an arbitrary topological space.

We say that a set X ⊂ E is nowhere dense (in E) if int(cl(X)) = ∅.
For example, if V is any open subset of E, then the set bd(V ) is nowhere

dense in E.

We say that a set X ⊂ E is a first category subset of E (or X is a meager
subset of E) if X can be represented in the form X = ∪{Xn : n ∈ ω}, where
all Xn (n ∈ ω) are nowhere dense subsets of E.

We say that a set X ⊂ E is of second category in E if X is not of first
category in E.

Finally, we say that a set X ⊂ E is residual (co-meager) in E if the set
E \X is of first category in E.

The family of all first category subsets of E is denoted by the symbol
K(E). If E is not a first category space, then K(E) forms a certain σ-ideal of
subsets of E, which plays an important role in many questions of functional
analysis and general topology.

We say that a set X ⊂ E has (possesses) the Baire property in E if X
can be represented in the form X = (U ∪Y ) \Z, where U is an open subset
of E and both Y and Z are first category subsets of E.

It is easy to check that a set X ⊂ E has the Baire property if and only
if X can be represented in the form X = V△P , where V is an open subset
of E and P is a first category subset of E.

The family of all those subsets of a space E, which possess the Baire
property in E, is denoted by the symbol Ba(E).

Obviously, Ba(E) coincides with the σ-algebra of subsets of E generated
by the family T (E)∪K(E), where T (E) is the topology of E (i.e., the family
of all open subsets of E). Hence we have the inclusion B(E) ⊂ Ba(E). As
a rule, this inclusion is proper. But there are some interesting examples of
topological spaces E for which this inclusion becomes the equality.

For instance, if E is a classical Luzin subset of R everywhere dense in R,
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then we have K(E) = [E]≤ω . Consequently, in this case, we trivially obtain
the equality B(E) = Ba(E). Extensive information on Luzin subsets of R
is contained in [105], [145], [149], [184], [192], and [202]. We shall deal with
Luzin sets in subsequent sections of this book. At the moment, we only
wish to notice that the existence of Luzin subsets of R cannot be proved in
ZFC theory. On the other hand, the existence of such subsets of R easily
follows from the Continuum Hypothesis (see Chapter 13).

Another interesting example (within ZFC theory) of a topological space
E, for which the equality B(E) = Ba(E) holds, can be obtained if one takes
the set of all real numbers equipped with the so-called density topology (see
information on this topology in [184], [202], [266]). We shall consider in the
sequel some elementary properties of the density topology.

It can be proved that the Baire property and the measurability of sets are
preserved under (A)-operation (see, for instance, [105], [149], [225]). This
gives, in particular, that all analytic subsets of a Polish space E possess the
Baire property and are universally measurable in E (the latter means that
they are measurable with respect to the completion of any σ-finite Borel
measure on E).

Concerning measure and category, let us mention two important conse-
quences of Martin’s Axiom that will be often applied in the present book.
Namely, under this axiom, the σ-ideal K(R) of all first category subsets of
R and the σ-ideal I(λ) of all Lebesgue measure zero subsets of R are c-
additive. In other words, the union of strictly less than c members of K(R)
(respectively, of I(λ)) is again a member of K(R) (respectively, of I(λ)).

This also yields, under the same axiom, that the σ-algebra Ba(R) of sub-
sets of R with the Baire property and the σ-algebra dom(λ) of all Lebesgue
measurable subsets of R are c-additive (for more details, see [18], [43], [97]).

Let E be again an arbitrary topological space and let X be a subset of
E. We say that X has the Baire property in the restricted sense if, for each
subspace Y of E, the set X ∩ Y has the Baire property in the space Y .

Clearly, the family of all subsets of a space E, having the Baire property
in the restricted sense, is a σ-algebra of subsets of E. We denote this σ-
algebra by Bar(E). Obviously, we have the inclusion Bar(E) ⊂ Ba(E). It
is also easy to check that B(E) ⊂ Bar(E). Moreover, it can be shown that
A(E) ⊂ Bar(E), i.e., all analytic subsets of E have the Baire property in
the restricted sense (see, for instance, [149]).

Notice that, for the class of all complete metric spaces, the Baire prop-
erty in the restricted sense is a topological invariant, i.e., if E and E′ are
two complete metric spaces, X ⊂ E has the Baire property in the restricted
sense, and Y ⊂ E′ is a homeomorphic image of X , then Y also has the
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Baire property in the restricted sense (see again [149]).

Let X and Y be any two topological spaces and let f be a mapping
acting from X into Y . We say that f has the Baire property if, for each
Borel subset B of Y , the set f−1(B) has the Baire property in X .

Evidently, every Borel mapping acting from X into Y has the Baire
property.

The composition of two mappings, each of which has the Baire property,
can be a mapping without the Baire property. Moreover, it is not difficult to
give an example of two functions f : R → R and g : R → R, each of which
has the Baire property, but their composition g ◦ f does not possess this
property (the analogous phenomenon can be observed for the composition
of two Lebesgue measurable functions acting from R into R).

However, if X, Y, Z are three topological spaces, f : X → Y has the
Baire property, and g : Y → Z is a Borel mapping, then g ◦ f has the
Baire property, too.

In a similar way one can define a mapping with the Baire property in the
restricted sense. Namely, one says that f : X → Y has the Baire property
in the restricted sense if, for each Borel subset B of Y , the set f−1(B) is a
subset of X having the Baire property in the restricted sense.

It is easy to see that all Borel mappings have the Baire property in the
restricted sense.

Let X and Y be topological spaces and let F : X → P(Y ). We say that
F has a closed graph if GF = {(x, y) ∈ X × Y : y ∈ F (x)} is a closed
subset of the product space X × Y .

It is clear that if the given set-valued mapping F has a closed graph,
then, for each element x ∈ X , the set F (x) is a closed subset of the space
Y . The converse assertion is not true in general.

Set-valued mappings with closed graphs are important in different fields
of mathematics, especially in those topics which concern the existence of
fixed points of set-valued mappings (we recall that an element x ∈ dom(F )
is a fixed point for a set-valued mapping F if x ∈ F (x)).

Notice that theorems on the existence of fixed points for set-valued map-
pings found many interesting applications (see, e.g., [63], [260]).

Let X and Y be again two topological spaces and let F : X → P(Y ) be
a set-valued mapping. We say that F is lower semicontinuous if, for each
point x ∈ X , the set F (x) is closed in Y and, for any open set V ⊂ Y , the
set F−1(V ) = {x ∈ X : F (x) ∩ V 6= ∅} is open in X .

There are certain similarities between set-valued mappings with closed
graphs and lower semicontinuous set-valued mappings (cf., for example,
Theorem 1 below).
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For our further considerations, we need one auxiliary proposition on
closed projections. This proposition is due to Kuratowski (see, for instance,
[64], [149]) and has numerous applications in general topology and mathe-
matical analysis.

Lemma 1. Let X be a topological space, let Y be a quasi-compact
space, and let pr1 denote the canonical projection from X × Y into X, i.e.,
the mapping pr1 : X × Y → X is defined by the standard formula

pr1((x, y)) = x ((x, y) ∈ X × Y ).

Then pr1 is a closed mapping, i.e., for each closed subset A of X × Y , the
set pr1(A) is closed in X.

Proof. Take any point x ∈ X such that U(x) ∩ pr1(A) 6= ∅ for all
neighborhoods U(x) of x. We are going to show that x ∈ pr1(A). For
this purpose, it is sufficient to establish that ({x} × Y ) ∩ A 6= ∅. Suppose
otherwise, i.e., ({x} × Y ) ∩A = ∅. Then, for each point y ∈ Y , there exists
an open neighborhood W (x, y) of the point (x, y), satisfying the relation
W (x, y) ∩ A = ∅. We may assume that W (x, y) = U(x) × V (y), where
U(x) is an open neighborhood of x and V (y) is an open neighborhood of y.
Because the space {x} × Y is quasi-compact, there exists a finite sequence

(x, y1), (x, y2), . . . , (x, yn)

of points from {x}× Y , such that {W (x, yi) : 1 ≤ i ≤ n} is a finite covering
of {x} × Y . Let us put

Ui(x) = pr1(W (x, yi)), O(x) = ∩{Ui(x) : 1 ≤ i ≤ n}.

Then it is easy to check that O(x) is a neighborhood of x satisfying the
equality O(x) ∩ pr1(A) = ∅. But this is impossible. So we get a contradic-
tion, and the Kuratowski lemma is proved.

Now, we want to give some applications of Lemma 1 to set-valued map-
pings. For the sake of simplicity (and motivated by the aims of mathemati-
cal analysis), we restrict our further considerations to the class of all metric
spaces, but it is not difficult to see that the results presented below remain
true in more general situations.

Theorem 1. Let X be a metric space, let Y be a compact metric space,
and let F : X → P(Y ) be a set-valued mapping. Then the following two
assertions are equivalent:

(1) F has a closed graph;
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(2) for any point x ∈ X, the set F (x) is closed in Y and, for any closed
subset A of Y , the set F−1(A) = {x ∈ X : F (x) ∩ A 6= ∅} is closed in X.

Proof. Suppose that assertion (1) is valid. Then, obviously, for each
element x ∈ X , the set F (x) is closed in Y . Now, let A be any closed
subset of Y . It is easy to see that F−1(A) = pr1((X × A) ∩ GF ), where
GF denotes the graph of the given set-valued mapping F . Clearly, the set
(X × A) ∩ GF is closed in the product space X × Y , as the intersection
of two closed subsets of this space. Therefore, by the Kuratowski lemma
proved above, we obtain that F−1(A) is a closed subset of the space X .
Thus, assertion (2) holds true, so the implication (1) ⇒ (2) is established.

Further, assume that assertion (2) is valid. Let us prove that GF is
a closed subset of the product space X × Y . For this purpose, take an
arbitrary sequence {(xi, yi) : i ∈ N} of points of the graph GF , such that

limi→+∞ (xi, yi) = (x, y) ∈ X × Y.

Let us show that the point (x, y) also belongs to GF . Suppose otherwise,
i.e., (x, y) 6∈ GF . This means, by the definition, that y 6∈ F (x). Since F (x)
is a closed set in Y , there exists a neighborhood V (y) of y, satisfying the
relation V (y) ∩ F (x) = ∅. Furthermore, we have

limi→+∞xi = x, limi→+∞yi = y.

Without loss of generality, we may assume that yi ∈ V (y) for all indices
i ∈ N. Let us put A = {y} ∪ {yi : i ∈ N}. Evidently, A is a closed
subset of Y . It is also clear that A ∩ F (x) = ∅. On the other hand, we
have yi ∈ F (xi) and xi ∈ F−1(A) for all i ∈ N. Taking into account that
limi→+∞xi = x, and that the set F−1(A) is closed in X , we get x ∈ F−1(A)
and F (x) ∩ A 6= ∅, which yields a contradiction. This contradiction shows
that our set-valued mapping F has a closed graph. Thus, the implication
(2) ⇒ (1) is established and the proof of Theorem 1 is completed.

One can easily see that, in the proof of Theorem 1, only the implication
(1) ⇒ (2) relies essentially on the Kuratowski lemma on closed projections.
The converse implication (2) ⇒ (1) does not need this lemma. So we come
to the following result.

Let X and Y be any two metric spaces and let F : X → P(Y ) be a
set-valued mapping such that F (x) is a closed subset of Y for each point
x ∈ X , and F−1(A) is a closed subset of X for each closed set A ⊂ Y . Then
the set-valued mapping F has a closed graph.

As a special case of this result, we also have the following fact.
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If X and Y are any two metric spaces and f : X → Y is a continuous
mapping, then the graph Gf = {(x, y) ∈ X × Y : y = f(x)} of f is a closed
subset of the product space X × Y .

Notice that the converse assertion is not true in general. Indeed, it is
not difficult to construct an example of a function acting from R into R,
which is discontinuous but has a closed graph. Furthermore, there exists a
function g : R → R with a closed graph such that the set of all points of
discontinuity of g is a nonempty perfect subset ofR (the function g with this
property can be constructed by starting with the classical Cantor subset of
R).

On the other hand, it is reasonable to indicate here that any function
f : R → R having a closed graph belongs to the first Baire class (see
Chapter 2). Therefore, according to a well-known Baire theorem (see, e.g.,
[8], [64], [107], [149], [202] or Chapter 2), for each nonempty perfect set
A ⊂ R, there exists a point of A at which the restricted function f |A is
continuous.

Let us now present a typical application of the Kuratowski lemma to
the theory of real functions. We mean here the existence of continuous
nowhere differentiable functions. Let C[0, 1] denote, as usual, the family
of all continuous real-valued functions defined on the unit segment [0, 1].
This family becomes a separable Banach space with respect to the standard
sup-norm.

The following celebrated result is due to Banach and Mazurkiewicz (see
[14] and [178]).

Theorem 2. The family of all those functions from the Banach space
C[0, 1], which are nowhere differentiable on [0, 1], is co-meager (i.e., is the
complement of a first category set in C[0, 1]).

Proof. Let h be a nonzero rational number such that |h| < 1. For every
natural number n > 0, consider the set

Φh,n = {f ∈ C[0, 1] : (∃x ∈ [0, 1])(∀δ)(0 < |δ| < |h| ⇒

|(f(x+ δ)− f(x))/δ| ≤ n)}.

It is not hard to check that Φh,n is a closed subset of the space C[0, 1].
Indeed, let us put

Zh,n = {(f, x) ∈ C[0, 1]× [0, 1] : (∀δ)(0 < |δ| < |h| ⇒

|(f(x+ δ)− f(x))/δ| ≤ n)}.
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Then Zh,n is closed in the product space C[0, 1]×[0, 1] and Φh,n = pr1(Zh,n),
where pr1 : C[0, 1]× [0, 1] → C[0, 1] denotes the canonical projection onto
C[0, 1]. Taking into account the compactness of the unit segment [0, 1] and
applying Lemma 1, we immediately obtain that the set Φh,n is closed in
C[0, 1]. Simultaneously, Φh,n is nowhere dense in C[0, 1] (the latter fact is
almost trivial from the geometrical point of view). Consequently, the set

D = ∪{Φh,n : h ∈ Q \ {0}, |h| < 1, n ∈ N \ {0}}

is of first category in C[0, 1]. Now, it is clear that any function belonging
to the set C[0, 1] \D is nowhere differentiable on [0, 1]. This completes the
proof of Theorem 2.

The above theorem has natural analogues for many other kinds of deriva-
tives, e.g., for so-called symmetric derivative (in this connection, see Exer-
cise 27). The notion of a symmetric derivative of a function can be regarded
as a simple example of the concept of a generalized derivative. In subsequent
sections of the book we shall discuss some other types of a generalized deriva-
tive. The notion of an approximate derivative (introduced by Khinchin in
1914) is of special interest and will be defined and discussed in Chapter 7.
It is well known that this notion plays an important role in various topics
of real analysis (for instance, in the theory of generalized integrals). The
definition of an approximate derivative relies on the concept of a density
point for a given Lebesgue measurable subset of R and we would like to
recall this concept here.

Let λ denote the standard Lebesgue measure on R and let X be an
arbitrary λ-measurable subset of R. We say that x ∈ R is a density point
of (for) X if

limh→0,h>0
λ(X ∩ [x− h, x+ h])

2h
= 1.

The classical theorem of real analysis, due to Lebesgue, states that al-
most all (with respect to λ) points of X are its density points. In order to
establish this fact, we need the notion of a Vitali covering of a set lying in
R, and the important result of Vitali concerning such coverings. For the
sake of completeness, we shall formulate and prove Vitali’s result below.

Let {Di : i ∈ I} be a family of nondegenerate segments on R and let
Z be a subset of R. We say that this family is a Vitali covering of Z if, for
each point z ∈ Z, we have inf{λ(Di) : i ∈ I, z ∈ Di} = 0.

The following fundamental statement was obtained by Vitali (cf., e.g.,
[61], [194], [202], [225]).
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Theorem 3. If Z is a subset of R and {Di : i ∈ I} is a Vitali covering
of Z, then there exists a countable set J ⊂ I such that the partial family
{Dj : j ∈ J} is disjoint and λ(Z \ ∪{Dj : j ∈ J}) = 0.

Proof. Without loss of generality we may assume that Z is bounded.
Let U be an open bounded set in R containing Z. We may also assume
that Di ⊂ U for each index i ∈ I. Define by recursion a disjoint countable
subfamily of segments Di(0), Di(1), ..., Di(k), ... .

Take Di(0) arbitrarily. Suppose that Di(0), Di(1), ..., Di(k) have already
been defined and put

t(k) = sup{λ(Di) : Di ⊂ U \ (Di(0) ∪ ... ∪Di(k))}.

Let Di(k+1) be a segment from {Di : i ∈ I} such that

Di(k+1) ⊂ U \ (Di(0) ∪ ... ∪Di(k)), λ(Di(k+1)) ≥ t(k)/2.

Proceeding in this manner, we obtain the disjoint sequence {Di(k) : k ∈ N}.
Notice that ∑

k∈N

λ(Di(k)) ≤ λ(U) < +∞,

so we have the equality limk→+∞λ(Di(k)) = 0. We are going to show that
{Dj : j ∈ J} = {Di(k) : k ∈ N} is the required subfamily.

For this purpose, denote by D′
i(k) the segment in R whose midpoint

coincides with the midpoint of Di(k) and for which λ(D′
i(k)) = 5λ(Di(k)).

Let us demonstrate that, for every natural number n, the inclusion

Z \ ∪{Di(k) : k ∈ N} ⊂ ∪{D′
i(k) : k ∈ N, k > n}

holds true. Indeed, let z be an arbitrary point from Z \ ∪{Di(k) : k ∈ N}.
Then z ∈ Z \ (Di(0) ∪ ... ∪Di(n)). Because {Di : i ∈ I} is a Vitali covering
of Z, there exists a segment Di for which

z ∈ Di, Di ∩ (Di(0) ∪ ... ∪Di(n)) = ∅.

Obviously, we have λ(Di) > 0. At the same time, as mentioned above, the
relation limk→+∞λ(Di(k)) = 0 is valid. So, for some natural numbers k, we
must have Di ∩ Di(k+1) 6= ∅. Let k be the smallest natural number with
this property. Evidently, k ≥ n. Thus, we get

Di ∩Di(k+1) 6= ∅, Di ∩ (Di(0) ∪ ... ∪Di(k)) = ∅.
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In addition, we may write λ(Di) ≤ 2λ(Di(k+1)), which immediately implies
(in view of the definition of D′

i(k+1)) the inclusion Di ⊂ D′
i(k+1). Conse-

quently,
z ∈ Di ⊂ D′

i(k+1) ⊂ ∪{D′
i(m) : m ∈ N, m > n}.

Finally, for every natural number n, we have the inequality

λ(∪{D′
i(m) : m > n}) ≤ 5

∑

m>n

λ(Di(m)),

from which it is easy to conclude that λ(Z \ ∪{Dj : j ∈ J}) = 0, so the
Vitali theorem is proved.

We shall present some standard applications of Theorem 3 in subsequent
sections of the book. Here we only want to recall how the Lebesgue result
on density points of λ-measurable sets follows from Theorem 3.

Theorem 4. Let X be an arbitrary λ-measurable set on R and let

d(X) = {x ∈ R : x is a density point of X}.

Then we have the equality λ(X \ (X ∩ d(X))) = 0.

Proof. We may assume, without loss of generality, that X is bounded.
For any natural number n > 0, define

Xn = {x ∈ X : liminfh→0,h>0λ(X ∩ [x− h, x+ h])/2h < 1− 1/n}.

Clearly, it suffices to show that λ∗(Xn) = 0, where λ∗ denotes the outer
measure associated with λ. For this purpose, fix ε > 0. Let U be an open
subset of R such that Xn ⊂ U and λ(U) ≤ λ∗(Xn) + ε. By virtue of the
definition of Xn, there exists a Vitali covering {Di : i ∈ I} of Xn such that

(∀i ∈ I)(λ(Di ∩X)/λ(Di) < 1− 1/n).

Obviously, we may suppose that Di ⊂ U for each index i ∈ I. According to
Theorem 3, there exists a disjoint countable subfamily {Dj : j ∈ J} of this
covering, for which we have

λ(Xn \ ∪{Dj : j ∈ J}) = 0.

Then we can write

λ∗(Xn) ≤
∑

j∈J

λ(X ∩Dj) ≤ (1 − 1/n)
∑

j∈J

λ(Dj)
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≤ (1− 1/n)λ(U) ≤ (1− 1/n)(λ∗(Xn) + ε).

Since ε > 0 was taken arbitrarily, we obtain λ∗(Xn) ≤ (1 − 1/n)λ∗(Xn).
Finally, in view of the relation λ∗(Xn) < +∞, we conclude that λ∗(Xn) = 0,
and the Lebesgue theorem is proved.

EXERCISES

1∗. Demonstrate that the following two assertions are equivalent within
ZF set theory:

(a) the Axiom of Dependent Choices (DC);
(b) no nonempty complete metric space is of first category on itself (the

classical theorem of Baire).
Notice that the implication (a) ⇒ (b) is widely known in mathematical

analysis. In order to establish the converse implication, equip a nonempty
set X with the discrete topology and consider the complete metric space
Xω. Further, by starting with a given binary relation G on X satisfying

(∀x ∈ X)(∃y ∈ X)((x, y) ∈ G),

define a certain countable family of everywhere dense open subsets of Xω

and try to obtain with the aid of this family the desired sequence of elements
from X .

2. Show that if E is a complete separable metric space, then the Baire
theorem for E is valid within ZF theory.

Deduce from this fact (again in ZF theory) that the real line R cannot
be represented as the union of countably many finite sets. In particular, one
has in ZF the classical theorem of Cantor saying that R is not countable.

Remark 1. In connection with Exercise 2, let us mention that there are
models of ZF theory in which R is expressible in the form of a countable
union of countable sets (for more details, see [18], [89], [97]).

3. Check that the following two assertions are equivalent in ZF theory:
(a) there exists a subset of R of cardinality ω1;
(b) there exists a function f acting from [R]≤ω into R and satisfying

the relation f(D) 6∈ D for each countable set D ⊂ R.

Remark 2. Notice that none of these two assertions is provable within
ZF & DC theory (see [210] and [228]; cf. also Chapter 10 of this book).

4. Prove in ZF & DC theory the implication CH ⇒ MA.



“K29544” — 2017/8/24

26 chapter 0

5. Show that there is a canonical one-to-one correspondence between
ordinary mappings f : X → Y and set-valued mappings F : Y → P(X)
satisfying the condition that the family {F (y) : y ∈ Y } forms a disjoint
covering of X .

6∗. Recall that a topological space (E, T ) is quasi-compact if any open
covering of E contains a finite subcovering of E.

Work in ZF set theory and demonstrate that these two assertions are
equivalent:

(a) the Axiom of Choice (AC);
(b) the product space of an arbitrary family of quasi-compact topological

spaces is quasi-compact.
For this purpose, notice that the implication (a) ⇒ (b) is widely known

in general topology (cf. [27], [64], [107], [150]). In order to establish the
converse implication, consider any family {Xi : i ∈ I} of nonempty sets and
take some element x such that x 6∈ ∪{Xi : i ∈ I}. Further, for each index
i ∈ I, define X ′

i = Xi ∪ {x} and equip X ′
i with the topology

Ti = {∅, X ′
i, {x}}.

In this way, all X ′
i become quasi-compact spaces. Finally, apply (b) to the

product space of the family {X ′
i : i ∈ I}.

Remark 3. A topological space is called compact if it is quasi-compact
and Hausdorff simultaneously. At the present time, it is known that the
following two assertions are not equivalent in ZF theory:

(a) the Axiom of Choice (AC);
(b′) the product space of an arbitrary family of compact spaces is com-

pact.
However, Sierpiński showed in ZF & DC theory that the compactness of

the product space {0, 1}R, where {0, 1} is equipped with the discrete topol-
ogy, implies the existence of a subset of R nonmeasurable in the Lebesgue
sense (cf. [89], [129], [248]).

7. Work in ZF set theory and prove the following three assertions:
(a) DC implies the countable form of AC;
(b) the countable form of AC is sufficient to show the equivalence of

the Cauchy and Heine definitions of the continuity of a partial function
f : R → R at a point t ∈ dom(f);

(c) the countable form of AC implies that the union of a countable
family of countable sets is a countable set.

Further, according to the standard definition, a set X is infinite if, for
every natural number n, we have card(X) 6= n.
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Demonstrate in the same ZF theory that the countable form of AC

implies that a set X is infinite if and only if there exists an injection from
ω into X .

8. Let E and E′ be metric spaces and let f : E → E′ be a function.
Suppose that E contains an everywhere dense well-ordered subset.

Show that the following two assertions are equivalent within ZF theory:
(a) f is continuous (on E) in the Cauchy sense;
(b) f is continuous (on E) in the Heine sense.
Deduce from this fact that if E is separable (in particular, if E = R),

then the equivalence of (a) and (b) does not rely on the Axiom of Choice,
i.e., this equivalence is provable within ZF theory.

Observe that the implication (a) ⇒ (b) is also provable in ZF for any
metric space E.

9. Verify that the following two assertions are valid in ZF theory:
(a) every infinite bounded subset of R has at least one accumulation

point;
(b) every continuous (in the Cauchy sense) function f : [t1, t2] → R

is uniformly continuous (where [t1, t2] is an arbitrary nondegenerate closed
bounded subinterval of R).

Infer from (b) that f is bounded on [t1, t2].

10∗. Let E be a topological space and let G = {gi : i ∈ I} be a family of
mappings acting from E into E (in general, these mappings are not assumed
to be continuous). A set A ⊂ E is called G-invariant in E if

A = cl(∪{gi(A) : i ∈ I}).

By using the Zorn lemma or the method of transfinite induction, show
that if E is nonempty and quasi-compact, then there exists a subset X of
E satisfying the following two conditions:

(a) X is nonempty and G-invariant;
(b) for any G-invariant set Y ⊂ E, either X ⊂ Y or X ∩ Y = ∅.

11. Let E be a topological space and let X and Y be two subsets of E.
Check that if X∩cl(Y ) is nowhere dense in cl(Y ), then X∩Y is nowhere

dense in Y .
Deduce from this fact that if X ∩ cl(Y ) is of first category in cl(Y ), then

X ∩ Y is of first category in Y .

12. Let E be a topological space and let X be a subset of E.
Prove that these three assertions are equivalent:
(a) X has the Baire property in the restricted sense;



“K29544” — 2017/8/24

28 chapter 0

(b) for any closed set F ⊂ E, the set F ∩ X has the Baire property in
F ;

(c) for any perfect set P ⊂ E, the set P ∩X has the Baire property in
P .

13. Let X be a topological space, Y be a topological space with a
countable base, and let f : X → Y be a function.

Show that the following two assertions are equivalent:
(a) f possesses the Baire property;
(b) there exists a first category set A ⊂ X such that the restricted

function f |(X \A) is continuous.

14. Let X be a topological space and let f be a real-valued function on
X . Recall that the function f is lower (respectively, upper) semicontinuous
if, for any real number t, the set {x ∈ X : f(x) > t} (respectively, the set
{x ∈ X : f(x) < t}) is open in X .

Demonstrate that:
(a) f is lower semicontinuous if and only if −f is upper semicontinuous;
(b) f is lower semicontinuous if and only if the set

G∗(f) = {(x, t) ∈ X ×R : f(x) ≤ t}

is closed in the product space X ×R;
(c) f is lower semicontinuous if and only if, for each x0 ∈ X , one has

the equality
liminfx→x0

f(x) = f(x0);

(d) f is continuous if and only if f is lower and upper semicontinuous;
(e) if f is lower semicontinuous, g is continuous, and ran(g) ⊂ X , then

f ◦ g is lower semicontinuous on dom(g);
(f) if a real t is nonnegative and two functions f and g are lower semi-

continuous on X , then the functions tf and f + g are lower semicontinuous
on X .

15. Let X be a set and let f be a real-valued function on X . Introduce
two set-valued mappings

F1,f : X → P(R), F2,f : X → P(R)

by the following formulas:

F1,f (x) = ]−∞, f(x)] F2,f (x) = [f(x),+∞[ (x ∈ X).

Supposing that X is a topological space, show that the following two
assertions are equivalent:
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(a) f is lower semicontinuous (as an ordinary function);
(b) F1,f is lower semicontinuous (as a set-valued function).
Check that the next two assertions are also equivalent:
(c) f is upper semicontinuous (as an ordinary function);
(d) F2,f is lower semicontinuous (as a set-valued function).

16. Let X be a nonempty quasi-compact topological space and let
f : X → R be a lower semicontinuous function.

Prove that there exists at least one point x0 ∈ X satisfying the relation
f(x0) = infx∈Xf(x).

Formulate and prove an analogous result for upper semicontinuous real-
valued functions defined on X .

17. Let X and Y be any two topological spaces and let f : X → R and
g : Y → R be any two lower semicontinuous functions such that

f(x) ≥ 0, g(y) ≥ 0 (x ∈ X, y ∈ Y ).

Define a function h : X × Y → R by the formula

h(x, y) = f(x) · g(y) (x ∈ X, y ∈ Y ).

Show that h is also lower semicontinuous.

18∗. Let X be a completely regular topological space (for the definition,
see, e.g., [64], [107], [149]) and let f : X → R be a lower semicontinuous
function such that f(x) ≥ 0 for all x ∈ X .

Prove that there exists a family (fi)i∈I of functions acting from X into
R and satisfying the following four conditions:

(a) for each i ∈ I, the function fi is continuous;
(b) for all i ∈ I and for all x ∈ X , one has fi(x) ≥ 0;
(c) f = supi∈Ifi;
(d) card(I) ≤ w(X) + ω, where w(X) denotes the topological weight of

X (i.e., w(X) is the smallest cardinality of a base of X).
In particular, if X has a countable base (i.e., X is metrizable), then f can

be represented as a pointwise limit of an increasing sequence of nonnegative
real-valued continuous functions defined on X .

19. Let [a, b] be a segment in R and let f : [a, b] → R and g : [a, b] → R

be two functions such that f ≥ g. Suppose, in addition, that f is lower
semicontinuous and g is upper semicontinuous.

Demonstrate that there exists a continuous function h : [a, b] → R

satisfying the inequalities

g(x) ≤ h(x) ≤ f(x) (x ∈ [a, b]).
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Remark 4. The result of Exercise 19 admits a number of generalizations
and, actually, is a direct consequence of the well-known Michael theorem on
continuous selectors (see [180], [181], [214]).

20. Let X be a second category topological space, {fi : i ∈ I} be a
family of real-valued lower semicontinuous functions on X , and suppose
that, for each point x ∈ X , the set {fi(x) : i ∈ I} is bounded from above.

Show that there exists a nonempty open set V ⊂ X for which the set
∪{fi(V ) : i ∈ I} is bounded from above, too.

Formulate and prove an analogous result for upper semicontinuous func-
tions.

21∗. Let (G,+) be a commutative topological group of second category,
{fi : i ∈ I} be a family of real-valued lower semicontinuous functions on
G, and suppose that the following two conditions hold:

(a) for any index i ∈ I, the function fi is subadditive, i.e., we have

fi(x+ y) ≤ fi(x) + fi(y) (x ∈ G, y ∈ G);

(b) for each point x ∈ G, the set {fi(x) : i ∈ I} is bounded from above.

Prove that the given family {fi : i ∈ I} is locally bounded from above.
This means that, for any point x ∈ G, there exists its neighborhood V (x)
for which the set ∪{fi(V (x)) : i ∈ I} is bounded from above.

Formulate and prove an analogous statement for upper semicontinuous
functions.

Remark 5. The result presented in Exercise 21 easily implies the well-
known Banach–Steinhaus theorem (cf. [17] or [99]).

22. Generalize the notions of lower and upper semicontinuity to those
functions which act from a topological space E into the extended real line
R∗ = {−∞} ∪R ∪ {+∞}.

Let f : E → R∗ be a partial function bounded from above (respec-
tively, from below), and suppose that dom(f) 6= ∅. For any point x from
cl(dom(f)), define f∗(x) = limsupy→x,y∈dom(f)f(y) (respectively, define
f∗(x) = liminfy→x,y∈dom(f)f(y)).

Demonstrate that

(a) the function f∗ is upper semicontinuous on cl(dom(f));
(b) the function f∗ is lower semicontinuous on cl(dom(f)).

Infer from (a) and (b) that
(c) f is upper semicontinuous on dom(f) if and only if f∗ extends f ;

(d) f is lower semicontinuous on dom(f) if and only if f∗ extends f .
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Observe also that f admits a continuous extension on cl(dom(f)) if and
only if the equality f∗ = f∗ is valid.

23. Let [0, 1]ω denote the standard Hilbert cube. Introduce two map-
pings f1 : [0, 1]ω → [0, 1] and f2 : [0, 1]ω → [0, 1] by putting

f1(x) = inf(xn)n<ω, f2(x) = sup(xn)n<ω (x = (xn)n<ω ∈ [0, 1]ω).

Verify that f1 is upper semicontinuous and f2 is lower semicontinuous.

Remark 6. As shown by van Mill and Pol, none of the above two
functions is countably continuous (see [183] and Chapter 3 of this book).

24. For a metrizable topological space Y , prove that the property of Y
described in Lemma 1 is equivalent to the compactness of Y .

More precisely, demonstrate that, for a metric space Y , the following
two assertions are equivalent:

(a) Y is compact;
(b) the canonical projection pr1 : R× Y → R is a closed mapping.

25. Let X be a metric space, Y be a compact metric space, and let f
be a mapping acting from X into Y .

Infer from Theorem 1 that the following two conditions are equivalent:
(a) f is a continuous mapping;
(b) the graph Gf is a closed subset of the product space X × Y .

26. Let X and Y be two compact metric spaces and let f be a mapping
acting from X into Y .

Deduce from the result of the previous exercise that these two conditions
are equivalent:

(a) f is a continuous mapping;
(b) the graph Gf is a compact subset of the product space X × Y .

27. Let f be a function acting from R into R and let x be a point of R.
Recall that f possesses a symmetric derivative at x if there exists a (finite)
limit

limh→0,h 6=0
f(x+ h)− f(x− h)

2h
.

In such a case, this limit is called the symmetric derivative of f at x (denoted
by the symbol f ′

s(x)).
Demonstrate that f can possess a symmetric derivative at a point x

being even discontinuous at this point.
Check that if f is differentiable (in the usual sense) at a point x, then

there exists a symmetric derivative f ′
s(x) and the equality f ′(x) = f ′

s(x) is
fulfilled.
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In addition, investigate the question whether an analogue of Theorem 2
holds for the symmetric derivative (instead of the ordinary derivative).

28. For any λ-measurable set X ⊂ R, verify that the set d(X) intro-
duced in Theorem 4 is a Borel subset of R.

29. Show that if z ∈ R is a density point of any two λ-measurable sets
X and Y , then z is a density point of the set X ∩ Y .

Remark 7. The above fact is essential for introducing the so-called
density topology on R which will be discussed in our further considerations
(see, e.g., Exercise 9 from Chapter 7). Here we only wish to mention that
the density topology on R can be defined within ZF & DC theory and is
a very special case of a von Neumann topology which is associated with
an arbitrary nonzero σ-finite complete measure µ. The theorem on the
existence of a von Neumann topology for such a µ is one of the most deep
results in measure theory and relies on an uncountable form of the Axiom
of Choice (cf. [172], [202], [212], [266], [269]).

30∗. Let E be a topological space and let {Ui : i ∈ I} be a family of
open subsets of E such that (∀i ∈ I)(Ui is a first category set in E).

By using the Zorn lemma, prove that the open set U = ∪{Ui : i ∈ I} is
also of first category in E.

Deduce from this fact that if a set X ⊂ E is locally of first category in
E, then X is of first category in E.

Remark 8. The important statement formulated in Exercise 30 is due
to Banach (see, e.g., [149] or [202]). It should be underlined that the car-
dinality of a set I of indices can be arbitrarily large here (in particular,
card(I) can be uncountable).

31. Let X be a λ-measurable subset of R such that λ(X) > 0 and,
simultaneously, λ(R \X) > 0.

Verify that there exists z ∈ R such that z is not a density point for X
and, simultaneously, z is not a density point for R \X .
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Cantor and Peano type functions

It is widely known that one of the first set-theoretical results of Cantor
was his discovery of the existence of a bijection between the set R of all
real numbers and the corresponding product set R2 = R × R (i.e., the
Euclidean plane). For a time, Cantor did not believe that such a bijection
exists and even wrote to Dedekind about his doubts in this connection. Of
course, Cantor already knew of the existence of a bijection between the set
N of all natural numbers and the product set N2 = N × N. A simple
way to construct such a bijection is the following. We first observe that
a function f : N → N \ {0}, defined by the formula f(n) = n + 1 for all
n ∈ N, is a bijection between N and the set of all strictly positive natural
numbers. Then, for each integer n > 0, we have a unique representation
of n in the form n = 2k(2l + 1), where k and l are some natural numbers.
Now, define a function g : N \ {0} → N ×N by the formula g(n) = (k, l)
for all n ∈ N \ {0}. One can immediately check that g is a bijection, which
also gives the corresponding bijection between N and N×N.

Now, the standard partition ({0, 2, 4, ...}, {1, 3, 5, ...}) of N into two in-
finite sets shows the existence of a bijection between the two sets N and
(N× {0})∪ (N× {1}). By starting with the latter bijection, it is not hard
to establish a one-to-one correspondence between the real line R and the
Euclidean plane R2 (respectively, between the unit segment [0, 1] and the
unit square [0, 1]2). Indeed, a simple argument within ZF theory yields that
the sets R, [0, 1], 2N are equivalent, i.e., there exists a bijective mapping
from each of them to any other one. So we only have to verify that the sets
2N and 2N × 2N are equivalent, too. But this is obvious since the product
set 2N×2N is equivalent with the set 2(N×{0})∪(N×{1}), and the latter set is
equivalent with 2N because of the existence of a one-to-one correspondence
between N and (N × {0}) ∪ (N × {1}). In a similar way, the existence of
a bijection between N and N ×N implies (in ZF theory) the existence of
a bijection between 2N and 2N×N. So, we infer that there is a bijection
between R and RN. This circumstance also leads to the conclusion that all

33
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Euclidean spaces R,R2,R3, ... are of the same cardinality.
Keeping in mind these simple constructions, it is reasonable to introduce

the following definition.
We say that a mapping f acting from R into R2 (respectively, from [0, 1]

into [0, 1]2) is a Cantor type function if f is a bijection.
As mentioned above, Cantor type functions do exist and, in fact, there

are many such functions within the framework of ZF theory (in this con-
nection, see Exercise 1).

Remark 1. As pointed out earlier, one-to-one correspondences between
N and N × N (respectively, between R and R × R or between [0, 1] and
[0, 1]2) can be constructed effectively, i.e., without the aid of the Axiom of
Choice. In this context let us recall that, for an arbitrary infinite set X ,
we also have a bijection between X and X ×X , but the existence of such
a bijection needs the whole power of the Axiom of Choice. More precisely,
according to a classical result of Tarski (cf. [89], [153], [247]), the following
two assertions are equivalent in ZF theory:

(1) the Axiom of Choice (AC);
(2) for any infinite set X , there exists a bijection from X onto X ×X .
Exercise 4 of the present chapter explains in more detail the equivalence

of (1) and (2).

Now, let f be an arbitrary Cantor type function acting, for example,
from R onto R2. It is well known that f cannot be continuous. Indeed,
suppose for a moment that f is continuous. Then we may write

R2 = ∪{f([−n, n]) : n ∈ N},

where each set f([−n, n]) (n ∈ N) is compact (hence closed) in R2. In
accordance with the classical Baire theorem, at least one of these sets has
a nonempty interior. Let k ∈ N be such that int(f([−k, k])) 6= ∅. Then we
come to the bijective continuous mapping

f |[−k, k] : [−k, k] → f([−k, k])

that is obviously a homeomorphism between [−k, k] and f([−k, k]). But
this is impossible since [−k, k] is a one-dimensional space and f([−k, k]) is a
two-dimensional one. If we want to avoid an argument based on the notion
of a dimension of a topological space (and it is reasonable to avoid such an
argument because we do not discuss this important notion in our book), we
can argue in the following manner. Consider the function

f−1|f([−k, k]) : f([−k, k]) → [−k, k]



“K29544” — 2017/8/24

cantor and peano type functions 35

that is also a homeomorphism. Let L denote any circle contained in the set
f([−k, k]), i.e., let L be a subset of f([−k, k]) isometric to

{(x, y) ∈ R2 : x2 + y2 = r},

where r is some strictly positive real number (the existence of L is evident
since f([−k, k]) has a nonempty interior in R2). We thus see that the
function

f−1|L : L→ [−k, k]

is injective and continuous. This immediately yields a contradiction since
there is no injective continuous function acting from a circle into the real
line (cf. Exercise 5).

The following statement is also of some interest in connection with Can-
tor type functions (see, e.g., [247]).

Theorem 1. Let f be a function from R2 = R×R into R continuous
with respect to each of the variables x ∈ R and y ∈ R (separately). Then f
is not an injection.

Proof. Suppose otherwise, i.e., suppose that our f is injective. Denote

φ(x) = f(x, 0) (x ∈ R).

Then, according to the assumption of the theorem, φ is a continuous func-
tion acting from R into R. Let us put φ(0) = a and φ(1) = b. Because
f is injective, we have a 6= b. Consequently, either a < b or b < a. We
may assume, without loss of generality, that a < b. The function φ, being
continuous on the segment [0, 1], takes all values from [φ(0), φ(1)] = [a, b].
In particular, there exists x0 ∈ ]0, 1[ such that φ(x0) = (a+ b)/2. Further,
let us define a function ψ by putting

ψ(y) = f(x0, y) (y ∈ R).

Then ψ is continuous and ψ(0) = f(x0, 0) = φ(x0) = (a+b)/2. Hence we get
the inequalities a < ψ(0) < b which imply the existence of a neighborhood
U(0) of 0 such that (∀y ∈ U(0))(a < ψ(y) < b) or, equivalently,

(∀y ∈ U(0))(a < f(x0, y) < b).

Thus, on the one hand, we can write the inclusion

{f(x0, y) : y ∈ U(0) \ {0}} ⊂ ]a, b[.
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On the other hand, we have the relation

{f(x, 0) : 0 ≤ x < 1} ⊃ [a, b[.

Therefore, for some reals y0 6= 0 and x1, we get f(x0, y0) = f(x1, 0), which
contradicts the injectivity of f . The contradiction obtained finishes the
proof of Theorem 1.

It is not difficult to see that Cantor type functions cannot be continuous.
(cf. Exercises 6 and 7). In this connection, it is reasonable to ask whether
there exist continuous surjections from R onto R2 or from [0, 1] onto [0, 1]2.
It turned out that such surjections do exist.

The first example of a continuous surjective function acting from [0, 1]
onto [0, 1]2 was constructed by Peano. Hence the following definition seems
to be natural.

Let f : [0, 1] → [0, 1]2 be a function. We shall say that f is a Peano type
function if f is continuous and surjective.

In order to demonstrate the existence of Peano type functions, we recall
the classical Cantor construction of his famous discontinuum. Take the unit
segment [0, 1] on the real line R. The first step of Cantor’s construction is
to remove from this segment the open interval ]1/3, 2/3[ whose midpoint
coincides with the midpoint of [0, 1] and whose length is equal to one-third
of the length of [0, 1]. After this step we obtain the two segments without
common points. Then we apply a similar operation to each of these two
segments, etc. After ω-many steps we come to the subset C of [0, 1], which
is called the Cantor discontinuum (or the Cantor space). The set C is closed
(because we removed open intervals from [0, 1]) and, in addition, C is per-
fect because the removed intervals are disjoint and pairwise have no common
end-points. Moreover, the sum of lengths of the removed intervals is equal
to 1 (which can easily be checked). So we infer that C is nowhere dense in
R and its Lebesgue measure equals zero. Consequently, C is a small subset
of R from the point of view of the Baire category and from the point of view
of the standard Lebesgue measure λ on R. The geometric construction of
C described above and due to Cantor is quite visual but, sometimes, other
constructions and characterizations of C are needed in order to formulate
the corresponding results in a more general form. We present some of such
constructions and characterizations of Cantor’s discontinuum in Exercises 8
and 9. The abstract characterization of the Cantor space, given in Exercise
9, implies many useful consequences. For instance, by using this charac-
terization, it is not difficult to show that, for each natural number k ≥ 2,
the product space kω is homeomorphic to the Cantor discontinuum. Of
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course, here k = {0, 1, ..., k−1} is assumed to be equipped with the discrete
topology. For more details, see Exercise 10.

Naturally, the Cantor discontinuum has numerous applications in vari-
ous branches of mathematics (especially in topology and mathematical anal-
ysis). For instance, Exercise 11 of this chapter presents a typical application
of C in real analysis.

It immediately follows from the construction of C that, for any clopen set
X ⊂ C and for any real ε > 0, there exists a finite partition of X consisting
of clopen subsets of X , each of which has diameter strictly less than ε.
It is also easy to check that every zero-dimensional compact metric space
possesses the analogous property. At the same time, if E is an arbitrary
compact metric space, then for any closed set X ⊂ E and for any real ε > 0,
there exists a finite covering of X consisting of closed subsets of X , each of
which has diameter strictly less than ε.

These simple observations lead to the following important statement
due to Alexandrov, the proof of which can be carried out within ZF & DC

theory (see, e.g., [59], [64], [107], [150]).

Theorem 2. Let E be an arbitrary nonempty compact metric space.
Then there exists a continuous surjection acting from the Cantor space C
onto E.

Proof. Keeping in mind the preceding remarks, recursively define two
sequences {(Xn,k)1≤k≤m(n) : n ∈ ω} and {(Yn,k)1≤k≤m(n) : n ∈ ω} satisfy-
ing these three conditions:

(1) for any n ∈ ω, the finite family (Xn,k)1≤k≤m(n) is a partition of C
consisting of clopen subsets of C each of which has diameter strictly less
than 1/(n+ 1);

(2) for any n ∈ ω, the finite family (Yn,k)1≤k≤m(n) is a covering of E by
nonempty closed sets each of which has diameter strictly less than 1/(n+1);

(3) for any n ∈ ω and for any k ∈ [1,m(n)], there exists a subset I(n, k)
of [1,m(n+ 1)] such that

Xn,k = ∪{Xn+1,i : i ∈ I(n, k)}, Yn,k = ∪{Yn+1,i : i ∈ I(n, k)}.

Let now x be an arbitrary point of C. Then x uniquely determines the
two sequences {k(n) : n ∈ ω} and {Xn,k(n) : n ∈ ω} such that

(∀n ∈ ω)(1 ≤ k(n) ≤ m(n) & x ∈ Xn,k(n)).

Consider the corresponding sequence of sets {Yn,k(n) : n ∈ ω}. Obviously,
we have

(∀n ∈ ω)(Yn+1,k(n+1) ⊂ Yn,k(n)), limn→+∞diam(Yn,k(n)) = 0.



“K29544” — 2017/8/24

38 chapter 1

Hence there exists one and only one point y belonging to all the sets
Yn,k(n) (n ∈ ω). Let us put y = f(x). In this way we obtain the map-
ping f : C → E. By starting with the definition of f , it is not hard to verify
that f is continuous and surjective. Theorem 2 has thus been proved.

The above theorem immediately implies the existence of Peano type
functions. Namely, we have the following statement due to Peano.

Theorem 3. There exists a Peano type function, i.e., there exists a
continuous surjection acting from [0, 1] onto [0, 1]2.

Proof. It follows from Theorem 2 that there is a continuous surjection
g : C → [0, 1]2. Consider any open interval U that was removed from
[0, 1] during the construction of C. We may add U to the domain of g and
extend g in such a way that the extended function would be affine on U and
would coincide with g on the end-points of U . Doing this procedure for all
removed intervals simultaneously, we come to the function f defined on the
whole segment [0, 1]. The construction of f immediately implies that f is
continuous. In addition, since f is an extension of g, we conclude that f is
a surjection as well. This completes the proof of Theorem 3.

Furthermore, let us notice that the existence of a Peano type function
from [0, 1] onto [0, 1]2 implies at once the existence of a continuous surjection
h : R → R2. Such a function h can also be regarded as a Peano type
function (acting from R onto R2).

For many interesting properties of Peano type functions, we refer the
reader to [78] and [245]. Several exercises of this chapter are also closely
connected with the existence of Peano type functions.

As shown by Theorem 2, any nonempty compact metric space is a contin-
uous image of C or, equivalently, of 2ω. A natural question arises concerning
the description of all those Hausdorff topological spaces which are contin-
uous images of C. It turns out that only nonempty compact metrizable
spaces are such images (see Exercise 17).

As mentioned earlier, the Cantor set C is small from the topological
point of view (i.e., C is a nowhere dense subset of the real line R) and from
the measure-theoretical point of view (i.e., C is of Lebesgue measure zero).
On the other hand, the operation of vector sum yields the set

C + C = {x+ y : x ∈ C, y ∈ C},

which is not small at all. Indeed, it can easily be seen that this set contains
in itself a nonempty open interval. More precisely, C + C = [0, 2]. In this
connection, see Exercise 19 where a geometric interpretation of the above
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equality is also given. The result of Exercise 19 shows, in particular, that
the operation of vector sum does not preserve the two classical σ-ideals on
the real line: the σ-ideal K(R) of all first category subsets of R and the σ-
ideal I(λ) of all Lebesgue measure zero subsets of R. Let us notice that, at
the same time, there exist many σ-ideals on the real line, which are (under
some additional set-theoretical axioms) isomorphic to K(R) and I(λ), are
invariant with respect to the group of all translations of R, and are also
invariant with respect to the operation of vector sum of sets (see Exercise
20).

By virtue of the preceding considerations, one can conclude that the
operation of vector sum is sometimes rather bad from the point of view of
preserving σ-ideals on R. Analogously, this operation is bad from the point
of view of descriptive set theory. The latter fact may be illustrated, for
instance, by various kinds of examples of two Gδ-subsets of R whose vector
sum is not a Borel subset of R (on the other hand, such a vector sum is
always an analytic subset of R). A similar phenomenon can be observed
when dealing with the distance set and with the difference set of a given
point set lying on the real line or in a finite-dimensional Euclidean space.

We recall that the distance set of a set X lying in a metric space (E, d)
is the set of all distances d(x, y) where x and y range over X .

The difference set of a set X lying in a commutative group (Γ,+) is the
set of all elements of the form x− y, where x and y range over X .

Sierpiński was the first mathematician who presented an example of a
Gδ-subset of the Euclidean plane, whose distance set is not Borel (see [240]).
Much later, several authors constructed two Gδ-subsets of R whose vector
sum is not Borel (see, e.g., [216], [254] and [255]). Moreover, Erdös and
Stone constructed in [68] a compact subset of R and a Gδ-subset of R, such
that their vector sum is not a Borel set in R. Here we would like to consider
an example of a Gδ-subset of R whose difference set is not Borel. This
example is due to Rogers (see [216]).

First of all, we need to recall the notion of the Hausdorff metric. Let
(E, d) be an arbitrary metric space. Denote by the symbol F(E) the family
of all nonempty closed bounded subsets of E. For any two sets X ∈ F(E)
and Y ∈ F(E), we define

d′(X,Y ) = inf{ε > 0 : X ⊂ Vε(Y ) & Y ⊂ Vε(X)},

where Vε(X) (respectively, Vε(Y )) denotes the ε-neighborhood of X (re-
spectively, of Y ). It is easy to see that d′ is a metric on F(E), so we get
the metric space (F(E), d′). The metric d′ is usually called the Hausdorff
metric associated with d. If the original metric space (E, d) has good prop-
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erties, then, sometimes, those properties can be transferred to the space
(F(E), d′). For instance, the following assertions are valid:

(*) if (E, d) is complete, then (F(E), d′) is complete, too;
(**) if (E, d) is compact, then (F(E), d′) is compact, too.
Assertions (*) and (**) can be established without any difficulties. On

the other hand, let us remark that if the original space (E, d) is separable,
then, in general, (F(E), d′) need not be separable. Moreover, it can easily be
observed that if (E, d) is bounded but not totally bounded, then (F(E), d′)
is necessarily nonseparable.

The Hausdorff metric can be successfully applied in establishing the
classical result of Suslin which states the existence of analytic non-Borel
subsets of uncountable Polish spaces (see, for instance, [37], [97], [105], [149],
[153], [167]). For the sake of completeness, we shall give a short proof of
this result, especially taking account of the fact that the proof is essentially
based on Theorem 2, which is the main tool for constructing various Peano
type functions.

Theorem 4. Let E be an arbitrary uncountable Polish topological space
(or, more generally, an uncountable Borel subset of a Polish space). Then
there exists an analytic subset of E which is not Borel.

Proof. Because all uncountable Borel subsets of Polish spaces are Borel
isomorphic, it suffices to show that, in the standard Cantor space C = 2ω,
there exists an analytic subset which is not Borel. In order to do this, let
us take the product space W = 2ω × [0, 1] and observe that it is compact.
Denote by F(W ) the family of all nonempty closed subsets of W and equip
F(W ) with the Hausdorff metric (or, equivalently, with the Vietoris topol-
ogy that is metrizable by this metric). It is easy to verify that, in such a
way, F(W ) becomes a compact metric space (see assertion (**) formulated
above). According to Theorem 2, there exists a surjective continuous map-
ping h : 2ω → F(W ). Further, let Z denote the set of all irrational points
of the segment [0, 1]. We recall that Z is homeomorphic to the canonical
Baire space ωω where ω is equipped with the discrete topology. Now, we
define a set-valued mapping Φ : 2ω → P(2ω) by the following formula:

Φ(t) = pr
1
((2ω × Z) ∩ h(t)) (t ∈ 2ω).

It is clear that (2ω × Z) ∩ h(t) ranges over the family of all closed subsets
of the space 2ω ×Z as t ranges over 2ω. By starting with this fact, it is not
difficult to infer that ran(Φ) = A(2ω), where A(2ω) denotes the family of
all analytic subsets of 2ω. Let us put X = {t ∈ 2ω : t 6∈ Φ(t)} and establish
that X is not analytic in 2ω. Suppose, for a while, that X is analytic. Then,
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for some t0 ∈ 2ω, we must have the equality X = Φ(t0). But, according
to the definition of X , we get t0 ∈ X ⇔ t0 6∈ X , which obviously yields
a contradiction. Consequently, X is not an analytic subset of the Cantor
space. On the other hand, let us verify that 2ω \X = {t ∈ 2ω : t ∈ Φ(t)} is
an analytic subset of the Cantor space. Indeed, 2ω \X = pr

1
(D) where the

set D is defined by the formula

D = {(t, y) ∈ W : (t, y) ∈ h(t) & (t, y) ∈ 2ω × Z}.

Since h is continuous, the set D′ = {(t, y) ∈ W : (t, y) ∈ h(t)} is closed in
W and, therefore, is a Gδ-subset of W . Also, the set

D′′ = {(t, y) ∈ W : (t, y) ∈ 2ω × Z}

is a Gδ-subset of W . Hence the intersection D′ ∩D′′ = D is a Gδ-subset of
W , too, and pr

1
(D) is an analytic set in the Cantor space 2ω. Finally, we

easily infer that pr
1
(D) is not Borel because, as has been shown above, the

set X = 2ω \ pr
1
(D) is not analytic. This finishes the proof of Theorem 4.

Example 1. In connection with Theorem 4, it is reasonable to point
out that, in classical mathematical analysis, there are many interesting con-
crete sets of functions which are analytic but not Borel (in an appropriate
Polish space). For instance, Mauldin established in [177] that the set of all
real-valued continuous functions defined on the unit segment [0, 1] and dif-
ferentiable at least at one point of [0, 1] is an analytic non-Borel subset of the
separable Banach space C[0, 1]. Many other such sets can be constructed
in the theory of trigonometric series (for more information, see especially
[105] and references therein).

Now, keeping in mind Theorem 4, we are going to prove the following
statement due to Rogers [216].

Theorem 5. There exists a Gδ-subset B of R such that its difference
set B −B is not Borel.

Proof. We begin with some simple observations. First of all, let us
introduce two subsets C1 and C2 of the unit segment [0, 1]. Namely, the
set C1 consists of all real numbers x with decimal expansion x = 0, t1t2t3...
where tn = 0 or tn = 1 for every natural index n ≥ 1; analogously, the
set C2 consists of all real numbers y with decimal expansion y = 0, t1t2t3...
where tn = 0 or tn = 2 for every natural index n ≥ 1.

Obviously, C1 and C2 are uncountable closed subsets of the segment
[0, 1]. Consequently, applying Theorem 4 proved above, we may choose an
analytic subset A1 of C1 that is not Borel. Also, we can represent the set A1
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as the projection (on the x-axis) of a certain Gδ-subset Z1 of the Cartesian
product C1×C2 ⊂ R2. Now, let us consider a mapping φ : R2 → R defined
by the formula

φ(x, y) = x+ y ((x, y) ∈ R2).

This mapping is continuous. Moreover, by taking account of the definitions
of C1 and C2, it can easily be checked that the restriction of φ to the
product set C1 × C2 is injective, so is a homeomorphism between C1 × C2

and φ(C1 ×C2). Hence Z0 = φ(Z1) = {x+ y : (x, y) ∈ Z1} is a Gδ-subset
of the compact set φ(C1 × C2). This also implies that Z0 is a Gδ-subset of
R. Now, let us put B = Z0 ∪ (C2 − 3). Evidently, B is a Gδ-subset of R.
We are going to show that the difference set of B is not Borel in R. Denote
this difference set by D = {x− y : x ∈ B, y ∈ B}. It is enough to establish
that the set D∩ (C1 +3) is not Borel. First, let us notice that the following
inclusions are fulfilled:

Z0 ⊂ [0, 2], C2 − 3 ⊂ [−3,−2], C1 + 3 ⊂ [3, 4].

Further, it is not difficult to verify that each point of the set D ∩ (C1 + 3)
is of the form u− v where

u− v ∈ C1 + 3, u ∈ Z0, v ∈ C2 − 3.

But the relation u ∈ Z0 is true if and only if u = x+ y, where

x ∈ C1, y ∈ C2, (x, y) ∈ Z1.

Consequently, D ∩ (C1 + 3) is the set of points of the form x+ y − v where

x+ y − v − 3 ∈ C1, x ∈ C1, y ∈ C2, v + 3 ∈ C2, (x, y) ∈ Z1.

Now, if the points x and y are fixed and (x, y) ∈ Z1, then there exists one
and only one point v satisfying the relations

x+ y − v − 3 ∈ C1, v + 3 ∈ C2.

Namely, such a point is v = y − 3. Hence D ∩ (C1 + 3) coincides with the
set {x + 3 : (∃y)((x, y) ∈ Z1)}. In other words, D ∩ (C1 + 3) = A1 + 3.
Because A1 is not Borel, the set D∩ (C1 +3) is not Borel, either. This also
shows that the difference set D is not Borel in R. Theorem 5 has thus been
proved.

Furthermore, putting X = B and Y = −B, we get two Gδ-subsets X
and Y of R for which the vector sum X + Y is not Borel in R.
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In order to present another important application of Theorem 2, let us
prove the classical Banach–Mazur theorem on the universality of the space
C[0, 1] for the class of all separable metric spaces.

Let M be a class of metric spaces and let X be some space from this
class. We shall say that X is universal for M if, for any space Y belonging
to M, there exists an isometric embedding of Y into X . In other words,
X is universal for M if X ∈ M and all spaces from M can be realized as
isometric copies of appropriate subsets of X .

LetMs denote the class of all separable metric spaces. The first example
of a space universal for Ms was constructed by Urysohn. Later, Banach
and Mazur discovered that the classical function space C[0, 1] is universal
for Ms, too. To establish this remarkable fact, we need two simple lemmas.

Lemma 1. For any metric space (X, d), there exists a Banach space E
such that

(1) X can be isometrically embedded in E;
(2) the weight of E is equal to the weight of X (in particular, if X is

separable, then E is separable, too).

Proof. We may assume, without loss of generality, that X 6= ∅. Let
us fix a point t ∈ X . Further, for an arbitrary point x ∈ X , introduce a
function fx : X → R by the formula

fx(y) = d(x, y) − d(t, y) (y ∈ X).

Obviously, fx is continuous, and the relation

|fx(y)| ≤ |d(x, y)− d(t, y)| ≤ d(x, t)

indicates directly that fx is bounded. Now, let the symbol Cb(X) denote
the Banach space (with respect to the standard sup-norm) of all real-valued
bounded continuous functions defined on X . We also introduce a mapping
φ : X → Cb(X) by the formula φ(x) = fx for all x ∈ X . Let us check
that this φ is an isometric embedding of X into Cb(X). Indeed, for any two
elements x ∈ X and x′ ∈ X , we may write

||fx − fx′ || = supy∈X |fx(y)− fx′(y)| = supy∈X |d(x, y)− d(x′, y)|.

It can easily be observed that supy∈X |d(x, y) − d(x′, y)| = d(x, x′). Conse-
quently, we get

||φ(x) − φ(x′)|| = ||fx − fx′ || = d(x, x′),



“K29544” — 2017/8/24

44 chapter 1

which shows that φ is an isometric embedding. Finally, define E as the
closed vector subspace of Cb(X) generated by the set φ(X). Then E is
obviously a Banach space whose weight is equal to the weight of φ(X) or,
equivalently, to the weight of X . We thus conclude that E is the required
Banach space, which completes the proof of Lemma 1.

Before formulating the next lemma, we need some auxiliary notions from
the theory of topological vector spaces (below, we restrict ourselves to the
class of topological vector spaces over the field R).

Let E and E′ be any two vector spaces over R. We say that these spaces
are in a duality if a bilinear function Ψ : E × E′ → R is given such that

(a) for each x 6= 0 from E, the partial linear functional

y → Ψ(x, y) (y ∈ E′)

is not identically equal to zero;
(b) for each y 6= 0 from E′, the partial linear functional

x→ Ψ(x, y) (x ∈ E)

is not identically equal to zero.
In such a situation, it is usually said that Ψ establishes a duality between

the given spaces E and E′.
In particular, let E be an arbitrary Banach space (or, more generally,

normed vector space). Denote by E∗ the vector space of all continuous
linear functionals on E. Evidently, a bilinear function Φ : E∗ × E → R

defined by the formula

Φ(u, x) = u(x) (u ∈ E∗, x ∈ E)

establishes a canonical duality between E∗ and E.
Let X be a subset of E. We equip E∗ with the weakest topology

σ(E∗, X) for which all linear functionals from the family (Φ(·, x))x∈X are
continuous. Clearly, the pair (E∗, σ(E∗, X)) is a topological vector space.

Lemma 2. Let E be a separable normed vector space and let B denote
the closed unit ball in E∗. Then B is a compact metric space with respect
to the topology induced by σ(E∗, E).

Proof. According to Exercise 23, the topology σ(E∗, E) restricted to
B coincides with the topology σ(E∗, {xn : n ∈ ω}) restricted to B, where
{xn : n ∈ ω} is any countable everywhere dense subset of E. Let us define
a mapping h : B → Rω by the formula h(u) = (u(xn))n∈ω for all u from
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B. Actually, h maps B into the product space
∏

n∈ω[−||xn||, ||xn||], which
obviously is compact and metrizable.

By starting with the definition of σ(E∗, {xn : n ∈ ω}) and remembering
that h is injective, it is not hard to demonstrate that B is homeomorphic to
some closed subset of the above-mentioned product space and, consequently,
B is compact and metrizable as well. Lemma 2 has thus been proved.

We now are ready to prove the following remarkable result of Banach
and Mazur.

Theorem 6. The space C[0, 1] is universal for the class Ms.

Proof. Let X be an arbitrary separable metric space. According to
Lemma 1, there exists a separable Banach space E containing an isometric
copy of X . Hence it suffices to show that E can be isometrically embedded
in C[0, 1]. Let us denote by B the closed unit ball in E∗. Because E is
separable, the ball B equipped with the topology induced by σ(E∗, E) is
compact and metrizable (see Lemma 2). According to Theorem 2, there
exists a continuous surjection g from the Cantor space C ⊂ [0, 1] onto B. It
is easy to see that g can be extended to a continuous mapping acting from
[0, 1] onto B (cf. the proof of Theorem 3). For the sake of simplicity, the
extended mapping will be denoted by the same symbol g. Now, take any
element x from E and define a function fx : [0, 1] → R by the formula

fx(t) = g(t)(x) (t ∈ [0, 1]).

Because g is continuous, fx is continuous, too. Moreover, g(t) ∈ B for
each t ∈ [0, 1], and we get |fx(t)| ≤ ||x|| whenever t ∈ [0, 1], i.e., fx is also
bounded. If y is another element from E, then, for each t ∈ [0, 1], we may
write |fx(t)− fy(t)| = |g(t)(x− y)| ≤ ||x− y||. On the other hand, a simple
consequence of the Hahn–Banach theorem says that if x 6= y, then there
is a continuous linear functional u : E → R satisfying the following two
relations:

||u|| = 1, u(x− y) = ||x− y||.

In particular, u ∈ B and, since g is a surjection from [0, 1] onto B, there
exists a point t0 ∈ [0, 1] such that u = g(t0). Then we have

|fx(t0)− fy(t0)| = |u(x− y)| = ||x− y||,

which shows that ||fx − fy|| = ||x − y|| and, consequently, the mapping
x→ fx (x ∈ E) is an isometric embedding of E into C[0, 1]. This completes
the proof of Theorem 6.
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Remark 2. According to the preceding result, the space C[0, 1] is uni-
versal for the class Ms. It is also known that some proper vector subspaces
of C[0, 1] are also universal for Ms (cf. [215]). At the same time, it is obvi-
ous that C[0, 1] cannot be universal for the classM(c) consisting of all those
metric spaces whose cardinalities are less than or equal to the cardinality
of the continuum c (clearly, we have the proper inclusion Ms ⊂ M(c)).
The problem of the existence of a metric space X ∈ M(c) universal for
M(c) was investigated, with related problems for other infinite cardinals,
by Sierpiński (see [246] and [248]).

Evidently, analogous questions about the existence of universal objects
can be posed for various mathematical structures: for algebraic structures
(e.g., groups), for certain types of binary relations, for topological spaces,
and so on. There are some important results in this direction. For in-
stance, let us recall the well-known theorem of Cantor stating that the set
Q equipped with its standard order is universal for the class of all count-
able linearly ordered sets, i.e., every countable linearly ordered set can be
isomorphically embedded in Q. The following example partially describes
the situation for linearly ordered sets whose cardinalities are less than or
equal to c.

Example 2. Suppose that the Continuum Hypothesis (CH) holds.
Then there exists a linearly ordered set (X,≤) with card(X) = c such that,
for any linearly ordered set (Y,≤) with card(Y ) ≤ c, there is a monomor-
phism from Y into X . For a proof, see, e.g., [153] or [247] where related
results for other infinite cardinals are also discussed.

EXERCISES

1. Denoting by Ψ(R) the family of all bijections acting from R onto R,
check within ZF theory that

card(Ψ(R)) = 2c.

By using this fact, establish in the same ZF theory that the cardinality
of the family of all those Cantor type functions which act from R onto R2

is equal to 2c.

2. Prove that if R = X ∪ Y , then card(X) = c or card(Y ) = c.
For this purpose, use the existence of a bijection between R and R2.
Analogously, by using the existence of a bijection between R and Rω,

prove that if R = ∪{Xn : n < ω}, then there is an index n0 < ω such that
card(Xn0

) = c.
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Observe that both these facts need some form of the Axiom of Choice.
On the other hand, demonstrate in ZF theory that c 6= ωω.

3. Work in ZF theory and show that if an infinite set X satisfies the
relation card((X × {0}) ∪ (X × {1})) = card(X), then

card(P(X)) = card(P(X)× P(X)).

Deduce from this fact that if for an infinite set X we have the equality
card(X ×X) = card(X), then card(P(X)) = card(P(X)× P(X)).

4∗. Let X be an arbitrary set.
Prove within ZF theory that there exists a well-ordered set (Y,≤) such

that there is no injection from Y into X .
One may suppose, without loss of generality, that X ∩ Y = ∅ for the

above-mentioned Y .
Demonstrate (in the same ZF theory) that if card(X×Y ) ≤ card(X∪Y ),

then there exists an injection from X into Y and, consequently, X can be
made well ordered.

Show also (again in ZF) that the relation

card((X ∪ Y )× (X ∪ Y )) ≤ card(X ∪ Y )

implies the inequality card(X × Y ) ≤ card(X ∪ Y ).
Deduce from these results that in ZF theory the following two assertions

are equivalent:
(a) the Axiom of Choice (AC);
(b) for any infinite set X , the equality card(X ×X) = card(X) is valid.

Remark 3. The equivalence (a) ⇔ (b) was first obtained by Tarski. In
this context, consider the following assertion:

(b′) the equality card((X × {0}) ∪ (X × {1})) = card(X) holds true for
any infinite set X .

It was established that (b′) is strictly weaker than the Axiom of Choice.

5. Let L be an arbitrary circle on the plane R2 and let g : L→ R be a
continuous mapping. By using the classical Cauchy theorem on intermediate
values for continuous functions, prove that there exist two points z ∈ L and
z′ ∈ L satisfying the following relations:

(a) g(z) = g(z′);
(b) z and z′ are antipodal in L, i.e., the line segment [z, z′] in R2 is a

diameter of L.
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Conclude that the mapping g cannot be an injection.

Remark 4. The simple result of Exercise 5 admits an important gen-
eralization to the case of an n-dimensional sphere (instead of L) and of an
n-dimensional Euclidean space (instead ofR). The corresponding statement
is known as the Borsuk–Ulam theorem on antipodes and plays an essential
role in applications of algebraic topology (see, for example, [150] or [193]).
In particular, this theorem shows that there are no injective continuous
mappings acting from the sphere Sn into the space Rn.

6. Give an answer to the following question:
Does there exist an injective mapping f : R2 → R continuous with

respect to one of the variables x ∈ R and y ∈ R?

7. Check that there exists a bijection f : [0, 1] → [0, 1]2 such that the
function pr

1
◦ f is continuous, where pr

1
: [0, 1]2 → [0, 1] denotes, as usual,

the first canonical projection from [0, 1]2 onto [0, 1].
More generally, let f1 : [0, 1] → [0, 1] be a function satisfying the relation

(∀x ∈ [0, 1])(card(f−1

1
(x)) = c).

Show that there exists a function f2 : [0, 1] → [0, 1] such that the map-
ping f = (f1, f2) is a bijection between [0, 1] and [0, 1]2.

8. Take the two-element set 2 = {0, 1} and equip this set with the dis-
crete topology. Equip also the Cartesian product 2ω with the usual product
topology.

Demonstrate that 2ω is homeomorphic to the classical Cantor discontin-
uum C ⊂ [0, 1].

9∗. Let E be a topological space.
Show that E is homeomorphic to C if and only if the conjunction of the

following four relations holds:
(a) E is nonempty and compact;
(b) E has a countable base;
(c) there are no isolated points in E;
(d) E is zero-dimensional, i.e., for each e ∈ E and for any neighborhood

U(e) of e, there exists a neighborhood V (e) of e such that V (e) ⊂ U(e) and
bd(V (e)) = ∅, where the symbol bd(V (e)) denotes the boundary of V (e).

Remark 5. Actually, relation (d) of Exercise 9 means that the family
of all clopen subsets of E forms a base for E.

10. Demonstrate that, for each natural number k > 2, the space kω is
homeomorphic to the Cantor discontinuum C ⊂ [0, 1].
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For this purpose, use Exercise 9.

Verify also that ωω is homeomorphic to the space of all irrational real
numbers (where ω is equipped with the discrete topology).

What can you say about C \K, where K is the set of all end-points of
the removed intervals in the construction of C?

11. Indicate a set C′ on the unit segment [0, 1] such that

(a) C′ is the image of the Cantor discontinuum C under some homeo-
morphism of [0, 1] onto itself;

(b) the Lebesgue measure of C′ is strictly positive.

Deduce from relations (a) and (b) that the Lebesgue measure λ is not
quasi-invariant with respect to the group of all homeomorphisms of R, i.e.,
this group does not preserve the σ-ideal of all λ-measure zero sets.

12. Let X be an arbitrary nonempty closed subset of the Cantor dis-
continuum C.

Check that there exists a continuous mapping f : C → X satisfying the
relation (∀x ∈ X)(f(x) = x).

In other words, check that each nonempty closed subset of C is a retract
of C.

Remark 6. The above simple but useful result follows directly from
the well-known Michael theorem concerning the existence of continuous
selectors for lower semicontinuous set-valued mappings defined on zero-
dimensional paracompact spaces (in this context, see [180], [181], [214]).

13. Using the result of Exercise 12, give another proof of Alexandrov’s
theorem.

Namely, starting with a canonical continuous surjection h : 2ω → [0, 1],
show that there exists a continuous surjection h1 : 2ω → [0, 1]ω. Then, for
each closed subset Y of [0, 1]ω, show that there exists a closed subset X of
C such that h1(X) = Y . Finally, apply the classical theorem of Urysohn
stating that every compact metric space can be realized as a closed subset
of the space [0, 1]ω (see, e.g., [64], [107]).

14. Let X be a nonempty perfect subset of the real line R.

Demonstrate that there exists a continuous surjection from X onto the
unit square [0, 1]2 and infer from this result that there exists a disjoint
family {Pj : j ∈ J} ⊂ P(X) of nonempty perfect subsets of R such that
card(J) = c.
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15. Prove that, for any Peano type function f = (f1, f2) : R → R2, the
relation

R 6= {x ∈ R : f ′
1
(x) exists} ∪ {x ∈ R : f ′

2
(x) exists}

holds true (cf. Exercise 7 from Chapter 17).

16. By starting with the existence of a Peano type function acting from
the segment [0, 1] onto the square [0, 1]2, demonstrate that there exists an
injective continuous mapping g : [0, 1] → R×R×R satisfying the following
two conditions:

(a) the orthogonal projection of g([0, 1]) on the plane R × R × {0}
coincides with [0, 1]2;

(b) every plane in R3 parallel to R×R×{0} has at most one common
point with g([0, 1]).

17∗. Let E be a topological space. A family S of subsets of E is called
a net in E (in the sense of Archangelskii) if, for any open set U ⊂ E, there
exists a subfamily of S whose union coincides with U .

Clearly, every base of E is a net but the converse assertion does not hold
in general.

Now, let E be a compact space and let κ be an infinite cardinal number.
Show that if E admits a net of cardinality not exceeding κ, then E

possesses also a base of cardinality not exceeding κ.
Deduce from this fact that if E′ and E′′ are two compact spaces and

g : E′ → E′′ is a continuous surjection, then the topological weight of E′′

is less than or equal to the topological weight of E′. In particular, if E′ has
a countable base, then E′′ has a countable base, too.

Conclude from this result that if a Hausdorff topological space Y is
a continuous image of Cantor’s discontinuum C, then Y is compact and
metrizable.

18∗. Let κ be an arbitrary infinite cardinal number. Equip the set
2κ with the product topology (where the two-element set 2 = {0, 1} is
endowed with the discrete topology). The space 2κ is usually called the
generalized Cantor discontinuum (of weight κ). This space can also be
regarded as a commutative compact topological group with respect to the
addition operation modulo 2. Hence there exists a Haar probability measure
µ on 2κ which is invariant under the group of all translations of 2κ.

By starting with the fact that µ(U) > 0 for each nonempty open subset
U of 2κ, show that 2κ satisfies the so-called Suslin condition or countable
chain condition, i.e., any disjoint family of nonempty open subsets of 2κ is
at most countable.
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Deduce from this fact that if a topological space E is a continuous image
of 2κ, then E satisfies the countable chain condition.

Conclude that there exists a nonempty compact topological space X
such that, for all κ ≥ ω, there is no continuous surjection from 2κ onto X .

On the other hand, demonstrate that, for any compact topological space
Y of weight κ, there exists a closed subset Z of 2κ such that Y is a continuous
image of Z.

Remark 7. The results presented in Exercise 18 are essentially due to
Szpilrajn (Marczewski).

19. Prove that Cantor’s set C satisfies the relation C + C = [0, 2] and,
by using the canonical continuous mapping

(x, y) → x+ y ((x, y) ∈ C × C),

give a simple geometrical interpretation of the above relation.
For this purpose, represent C ×C in the form C ×C = ∩{Kn : n < ω},

where {Kn : n < ω} is a decreasing (by inclusion) sequence of compact
subsets of [0, 1]2, and the orthogonal projection of each Kn on the line
{(x, y) ∈ R2 : x = y} is equal to the line segment with end-points (0, 0) and
(1, 1).

20. Consider on the Euclidean plane R2 the family of all straight lines
parallel to the line {0} × R. Let J denote the σ-ideal of subsets of the
plane, generated by this family.

Verify that
(a) J is invariant under the group of all translations of R2;
(b) J is invariant under the operation of vector sum of subsets of R2.

Remark 8. Notice that, by assuming the Continuum Hypothesis (or,
more generally, by assuming Martin’s Axiom), it can be shown that J is
isomorphic to each of the σ-ideals K(R2) and I(λ2), where λ2 denotes the
standard two-dimensional Lebesgue measure on R2. This fact follows di-
rectly from the Sierpiński–Erdös Duality Principle (see, for instance, [43],
[192], [202]). Let us also mention that the σ-ideals K(R) and K(R2) (respec-
tively, I(λ) and I(λ2)) are isomorphic to each other, and the corresponding
isomorphisms can be constructed within ZF & DC theory (see, e.g., [43]).

21. Taking into account the fact that the additive group (R,+) is
isomorphic to the additive group (R2,+) (see, e.g., Chapter 11 of this book),
demonstrate that there exists a σ-ideal I of subsets of R, satisfying these
three conditions:

(a) I is invariant with respect to the group of all translations of R;
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(b) I is invariant with respect to the operation of vector sum of subsets
of R;

(c) under the Continuum Hypothesis (or, more generally, under Martin’s
Axiom), I is isomorphic to each of the σ-ideals K(R) and I(λ).

22. Let λ : F([0, 1]) → [0, 1] denote the standard Lebesgue measure
restricted to the family of all nonempty closed subsets of the unit segment
[0, 1]. Equipping this family with the Hausdorff metric, one obtains the
compact metric space F([0, 1]).

Check that the function λ is upper semicontinuous on this space.

23. Let X be an everywhere dense subset of a normed vector space E
(over the field R) and let B = {u ∈ E∗ : ||u|| ≤ 1}.

Verify that the topologies on B induced by σ(E∗, X) and σ(E∗, E),
respectively, are identical.

24∗. Starting with the fact that (Q,≤) is universal for the class of all
countable linearly ordered sets, prove in ZF theory that there exists a par-
tition {Aξ : ξ < ω1} of R.

Remark 9. The result of Exercise 24 is due to Lebesgue (see [161]).
As was shown by Luzin and Sierpiński in their work [170], within the same
ZF theory there exists a partition {Bξ : ξ < ω1} of R such that all the sets
Bξ (ξ < ω1) are Borel in R. Moreover, it is known that an arbitrary non-
Borel analytic (co-analytic) set X ⊂ R admits a canonical representation
X = ∪{Xξ : ξ < ω1}, where all the sets Xξ (ξ < ω1) are nonempty, pairwise
disjoint, and Borel in R (for details, see [97], [105], [149], [153]).

25. Using the existence of {Aξ : ξ < ω1}mentioned in Exercise 24, prove
within ZF theory that the setR is uncountable and that the power set P(R)
cannot be represented as the union of a countable family of countable sets.

In addition, deduce from the existence of {Aξ : ξ < ω1} that the in-
equality 2ω1 ≤ 2c holds true within ZF theory. Consequently, one has in
ZF the relation ω1 < 2ω1 ≤ 2c.

Remark 10. The result of Exercise 25 is due to Tarski. It is useful to
compare this result with the theorem of ZF theory, stating that R cannot
be represented as the union of a countable family of finite sets (see Exercise
2 from Chapter 0). Notice also that the inequality ω1 ≤ c cannot be estab-
lished even within ZF & DC theory, because ω1 ≤ c implies the existence
of a subset of R nonmeasurable in the Lebesgue sense (the result of Shelah
[228] and Raisonnier [210]).
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Functions of first Baire class

Let E be a topological space and let f : E → R be a function.
We shall say that f is of Baire zero class on E if f is continuous at all

points of E (i.e., in short, f is continuous on E).
The family of all continuous functions acting from E into R will be

denoted by the symbol C(E,R). In accordance with the definition above,
we will also use the notation Ba0(E,R) for the same family of functions.
Thus, we have Ba0(E,R) = C(E,R).

By the standard definition due to Baire (see [8], [149], [202]), a function
f : E → R is of first Baire class (or is of Baire one class) on E if there exists
a sequence {fn : n < ω} ⊂ Ba0(E,R) such that limn→+∞fn(x) = f(x) for
all x ∈ E. In other words, f : E → R belongs to the first Baire class if and
only if f can be represented as a pointwise limit of a sequence of functions
belonging to the class Ba0(E,R).

It is well known that functions of first Baire class play a significant role in
various topics of real analysis. The following simple but important example
emphasizes this circumstance.

Example 1. Let E = R and let f : E → R be a derivative, i.e., there
exists a function g : E → R such that g′(x) = f(x) for every x ∈ E. Define
a sequence {gn : 1 ≤ n < ω} of real-valued functions on R by the formula

gn(x) = n(g(x+ 1/n)− g(x)) (x ∈ R, n = 1, 2, ...).

Obviously, we have limn→+∞gn(x) = f(x) for all x ∈ R. Because each gn
is a continuous function on R, we conclude that f belongs to the first Baire
class.

For any topological space E, the family of all functions f : E → R

belonging to the first Baire class will be denoted by Ba1(E,R).
Notice that the other Baire classes Baξ(E,R) of real-valued functions on

E can be naturally introduced by iterating the limit process and using the
method of transfinite recursion on ξ < ω1 (in this connection, see [8], [149],

53
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[194] and Chapter 8 of the present book). Here we are mainly interested in
various properties of functions belonging to Ba1(E,R).

The following simple properties follow directly from the definition of the
class Ba1(E,R):

(1) Ba1(E,R) is an algebra over the field R, i.e., if {f, g} ⊂ Ba1(E,R)
and {a, b} ⊂ R, then af + bg ∈ Ba1(E,R) and f · g ∈ Ba1(E,R);

(2) if f ∈ Ba1(E,R), g ∈ Ba1(E,R), and g(x) 6= 0 for all x ∈ E, then
f/g ∈ Ba1(E,R);

(3) if f ∈ Ba1(E,R) and φ : ]a, b[ → R is a continuous function such
that ran(f) ⊂ ]a, b[, then φ ◦ f ∈ Ba1(E,R).

Let us consider some other, less trivial, properties of Ba1(E,R).

Lemma 1. Let E be a topological space, let {an : 1 ≤ n < ω} be a
sequence of strictly positive real numbers such that

∑
1≤n<ω an < +∞, and

let {fn : 1 ≤ n < ω} ⊂ Ba1(E,R) be a sequence of functions such that

|fn(x)| < an (x ∈ E, 1 ≤ n < ω).

Define a function f : E → R by f(x) = f1(x) + f2(x) + ...+ fn(x) + ... for
all x ∈ E. Then f also belongs to Ba1(E,R).

Proof. First, notice that the function f is well defined since the series

f1(x) + f2(x) + ...+ fn(x) + ... (x ∈ E)

converges uniformly on E in view of |fn(x)| < an (x ∈ E, n = 1, 2, ...).
Further, because fn ∈ Ba1(E,R) for any natural number n ≥ 1, we can
write

fn(x) = limk→+∞fn,k(x) (x ∈ E),

where fn,k (k = 1, 2, ...) are real-valued continuous functions on E. Without
loss of generality, we may assume that

|fn,k(x)| ≤ an (x ∈ E, n = 1, 2, ..., k = 1, 2, ...).

Now, let us put hk(x) = f1,k(x) + f2,k(x) + ...+ fk,k(x) for each x ∈ E and
k = 1, 2, .... Clearly, all functions hk are continuous on E and it suffices to
show that

f(x) = limk→+∞hk(x) (x ∈ E).

For this purpose, fix a real ε > 0. There exists a natural number m such
that am+1 + am+2 + ...+ ai + ... < ε/3. Consequently, we have

|fm+1(x)| + |fm+2(x)|+ ...+ |fi(x)| + ... < ε/3 (x ∈ E),
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|fm+1,k(x)|+ |fm+2,k(x)|+ ...+ |fi,k(x)|+ ... ≤ ε/3 (x ∈ E, k = 1, 2, ...).

Further, for any x ∈ E and k > m, we may write the inequalities

|f(x)−hk(x)| ≤ |f1(x)−f1,k(x)|+ |f2(x)−f2,k(x)|+ ...+ |fm(x)−fm,k(x)|+

|fm+1(x)| + |fm+2(x)| + ...+ |fi(x)| + ... +

|fm+1,k(x)|+ |fm+2,k(x)|+ ...+ |fk,k(x)|

≤ |f1(x) − f1,k(x)|+ |f2(x) − f2,k(x)| + ...+ |fm(x) − fm,k(x)|+ 2ε/3.

If x ∈ E is fixed, then we can find k0 < ω so large that for all natural
numbers k > k0 the relation

|f1(x)− f1,k(x)|+ |f2(x) − f2,k(x)| + ...+ |fm(x) − fm,k(x)| < ε/3

would be satisfied. This yields the inequality |f(x) − hk(x)| < ε for all
integers k > k0. Therefore, we get limk→+∞hk(x) = f(x) for any x ∈ E,
which completes the proof of Lemma 1.

We need this lemma in order to prove the following result due to Baire.

Theorem 1. Let E be a topological space and let {fn : n < ω} be a
sequence of functions from Ba1(E,R) uniformly convergent to a function
f : E → R. Then we have f ∈ Ba1(E,R).

Proof. According to the assumption, for any natural number k, there
exists a natural number nk such that |f(x)−fnk

(x)| < 1/2k+1 for all x ∈ E.
Evidently, we may assume that n0 < n1 < ... < nk < ... . Let us consider
the series of functions (fn1

− fn0
) + (fn2

− fn1
) + ...+ (fnk+1

− fnk
) + ... .

Since the inequalities

|fnk+1
(x)−fnk

(x)| ≤ |fnk+1
(x)−f(x)|+|fnk

(x)−f(x)| <
1

2k+2
+

1

2k+1
<

1

2k

hold for all x ∈ E, we can apply Lemma 1 to the above series. So we obtain
that the function g = (fn1

− fn0
) + (fn2

− fn1
) + ... + (fnk+1

− fnk
) + ...

belongs to Ba1(E,R). Also, g = limk→+∞fnk+1
−fn0

= f−fn0
. According

to property (1), we finally get f = g + fn0
∈ Ba1(E,R). The theorem has

thus been proved.

Remark 1. Theorem 1 implies that, for E 6= ∅, the family of all bounded
functions from Ba1(E,R) is a Banach space with respect to the norm of
uniform convergence or, equivalently, with respect to the standard sup-norm

||f || = supx∈E|f(x)|.
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Remark 2. Theorem 1 can be directly generalized to the case of the
Baire class Baξ(E,R), where ξ is an arbitrary ordinal number strictly less
than ω1. The proof essentially remains the same as above (cf. [8], [149]).

Lemma 2. Let E be a topological space and let g ∈ Ba1(E,R). Then
g−1(]−∞, t[) = {x ∈ E : g(x) < t} and g−1(]t,+∞[) = {x ∈ E : g(x) > t}
are Fσ-subsets of E for every t ∈ R.

Proof. Take any t ∈ R. Because g ∈ Ba1(E,R), there exists a sequence
{gn : n < ω} ⊂ Ba0(E,R) such that limn→+∞gn(x) = g(x) for each x ∈ E.
It is not difficult to verify the following two relations:

g(x) < t ⇔ (∃k < ω)(∃n < ω)(∀m ∈ [n, ω[)(gm(x) ≤ t− 1/k),

g(x) > t ⇔ (∃k < ω)(∃n < ω)(∀m ∈ [n, ω[)(gm(x) ≥ t+ 1/k).

These relations yield at once that the above-mentioned sets are Fσ-subsets
of E, and the lemma is proved.

Lemma 3. Let E be a normal topological space, g : E → R be a function
and suppose that ran(g) = {t1, t2, ..., tk}. If, for any integer i ∈ [1, k],
the set Xi = {x ∈ E : g(x) = ti} = g−1(ti) is an Fσ-subset of E, then
g ∈ Ba1(E,R).

Proof. Obviously, we can write E = X1 ∪X2 ∪ ... ∪Xk and

Xi = Fi,0 ∪ Fi,1 ∪ ... ∪ Fi,n ∪ ... (i = 1, 2, ..., k),

where all Fi,n (1 ≤ i ≤ k, n < ω) are closed subsets of E. Moreover, we
may assume without loss of generality that Fi,0 ⊂ Fi,1 ⊂ ... ⊂ Fi,n ⊂ ... .
For n = 0, 1, 2, ... introduce the set Fn = F1,n ∪ F2,n ∪ ... ∪ Fk,n and define
a function gn : Fn → R by putting gn(x) = ti iff x ∈ Fi,n.

Since the finite family of closed sets {F1,n, F2,n, ..., Fk,n} is disjoint, the
function gn is continuous on the set Fn. By the Tietze–Urysohn theorem
(see, e.g., [64] or [149]), gn admits a continuous extension g∗n : E → R.
Now, it is easy to check that limn→+∞g∗n(x) = g(x) for all x ∈ E. This
finishes the proof of the lemma.

Lemma 4. Let E be a topological space in which every open set is an
Fσ-subset of E (or, equivalently, in which every closed set is a Gδ-subset of
E). Let X ⊂ E be representable in the form X = A1 ∪ A2 ∪ ... ∪ Ak, where
all Aj (j = 1, 2, ..., k) are Fσ-subsets of E. Then X is representable in the
form X = B1 ∪B2 ∪ ...∪Bk, where Bj ⊂ Aj (j = 1, 2, ..., k), all Bj are also
Fσ-subsets of E, and, in addition, they are pairwise disjoint.



“K29544” — 2017/8/24

functions of first baire class 57

Proof. Obviously, we have the equality X = F1∪F2∪ ...∪Fi∪ ..., where
all sets Fi (1 ≤ i < ω) are closed in E and each Fi is contained in some set
Aj(i). Let us put

C1 = F1, C2 = F2 \ F1, ..., Ci = Fi \ (F1 ∪ ... ∪ Fi−1), ... .

The family of sets {Ci : 1 ≤ i < ω} is disjoint and, in view of our assumption
on E, all Ci are Fσ-subsets of E. Moreover, X = C1 ∪ C2 ∪ ... ∪ Ci ∪ ... .
Now, for any natural number j ∈ [1, k], define the set Bj by the formula

Bj = ∪{Ci : j is the smallest number for which Ci ⊂ Aj}.

Clearly, the family {B1, B2, ..., Bk} is disjoint, all sets Bj (j = 1, 2, ..., k) are
Fσ-subsets of E, and

X = B1 ∪B2 ∪ ... ∪Bk, Bj ⊂ Aj (j = 1, 2, ..., k).

Lemma 4 has thus been proved.

Recall that a topological space is perfectly normal if E is normal and
each open set in E is an Fσ-subset of E. For such spaces the following
important statement due to Lebesgue is true.

Theorem 2. Let E be a perfectly normal space and let f : E → R be a
function. Then these three assertions are equivalent:

(1) f ∈ Ba1(E,R);
(2) for any t ∈ R, both sets {x ∈ E : f(x) < t} and {x ∈ E : f(x) > t}

are Fσ-subsets of E;
(3) for any open set U ⊂ R, the set f−1(U) is an Fσ-subset of E.

Proof. The equivalence (2) ⇔ (3) is almost trivial and the implication
(1) ⇒ (2) was established by Lemma 2 (even for an arbitrary topological
space E). Consequently, it remains to prove the implication (2) ⇒ (1).

Suppose that (2) is valid and suppose first that ran(f) ⊂ ]0, 1[. For any
integer n ≥ 1, consider the sequence {t0, t1, ..., tn} of points ofR determined
by the following conditions:

t0 = 0, tj+1 − tj = 1/n (j = 0, ..., n− 1).

In particular, we have tn = 1. Further, introduce the sets

A0 = {x ∈ E : f(x) < t1}, An = {x ∈ E : f(x) > tn−1},

Aj = {x ∈ E : tj−1 < f(x) < tj+1} (j = 1, ..., n− 1).
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Obviously, we have the equality E = A0 ∪ A1 ∪ ... ∪ An and all the sets
Aj (j = 0, 1, ..., n) are Fσ-subsets of E. Applying Lemma 4, we get another
representation E = B0 ∪ B1 ∪ ... ∪ Bn, where all the sets Bj are also Fσ-
subsets of E, are pairwise disjoint, and Bj ⊂ Aj for j = 0, 1, ..., n. Now,
define a function fn : E → R by putting fn(x) = tj iff x ∈ Bj . According
to Lemma 3, the function fn belongs to Ba1(E,R).

Take an arbitrary point x ∈ E. Then x ∈ Bj for some integer j ∈ [0, n].
If j = 0, then we have

t0 < f(x) < t1, fn(x) = t0, |f(x)− fn(x)| < 1/n.

If j = n, then we have

tn−1 < f(x) < tn, fn(x) = tn, |f(x) − fn(x)| < 1/n.

Finally, if 1 ≤ j ≤ n− 1, then we have

tj−1 < f(x) < tj+1, fn(x) = tj , |f(x)− fn(x)| < 2/n.

These relations show that limn→+∞fn(x) = f(x) uniformly with respect
to x ∈ E. By virtue of Theorem 1, we obtain that f ∈ Ba1(E,R).

Suppose now that f : E → R is an arbitrary function satisfying (2). Fix
any increasing homeomorphism φ : R → ]0, 1[ and consider the function
φ◦f . This function also satisfies (2) and ran(φ◦f) ⊂ ]0, 1[. As demonstrated
above, φ ◦ f ∈ Ba1(E,R). Consequently, we may write

f = φ−1 ◦ (φ ◦ f) ∈ Ba1(E,R),

which completes the proof of Theorem 2.

Example 2. Let E be a perfectly normal space and let X be a subset
of E. Denote by fX the characteristic function (i.e., indicator) of X . It can
readily be verified that if X is closed in E, then relation (2) of Theorem 2
is satisfied for f = fX . Therefore, we get fX ∈ Ba1(E,R). Now, if Y is an
open subset of E, then, taking into account the equality fY = 1− fE\Y , we
see that fY ∈ Ba1(E,R), too. The above-mentioned facts follow also from
Lemma 3.

Example 3. Let E be a subinterval of R and let f : E → R be a
monotone function. Then, for any t ∈ R, both sets {x ∈ E : f(x) < t} and
{x ∈ E : f(x) > t} are some subintervals of E. Because each interval in E is
an Fσ-subset of E, we infer (in view of Theorem 2) that f ∈ Ba1(E,R). The
same conclusion is true for those f : E → R which are of finite variation on
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E. Indeed, as is well known, all such functions are representable in the form
of the difference of two increasing functions on E (see, e.g., [194], [225]).

Example 4. Let E be a perfectly normal space and let f : E → R

be an upper semicontinuous function. According to the definition of upper
semicontinuous functions, for any t ∈ R, the set {x ∈ E : f(x) < t} is open
in E and, hence, is an Fσ-subset of E. At the same time, the set

{x ∈ E : f(x) > t} = ∪n<ω{x ∈ E : f(x) ≥ t+ 1/(n+ 1)}

is the union of countably many closed sets, i.e., is also an Fσ-subset of E.
Applying again Theorem 2, we deduce that f ∈ Ba1(E,R). From this fact
it immediately follows that g ∈ Ba1(E,R) for any lower semicontinuous
function g : E → R. Actually, the characteristic function fX of a closed set
X ⊂ E (see Example 2) is upper semicontinuous.

Recall that a topological space E is Baire if no nonempty open subset of
E is of first category in E. For such an E, an important result was estab-
lished by Baire within ZF & DC theory. It yields an essential information
about the structure of the set D(f) of discontinuity points of an arbitrary
function f : E → R belonging to the class Ba1(E,R).

Theorem 3. Let E be a Baire space and let f ∈ Ba1(E,R). Then
the set D(f) of all discontinuity points of f is of first category in E. In
particular, for the set C(f) of all continuity points of f , we have the relation
C(f) ∩ U 6= ∅ whenever U is a nonempty open subset of E.

Proof. As is well known (see, e.g., Exercise 3), the relation

C(f) = E \D(f) =
⋂

1≤n<ω

{x ∈ E : Ωf (x) < 1/n}

is valid, where all sets {x ∈ E : Ωf (x) < 1/n} are open in E. So it suffices to
demonstrate that all these sets are everywhere dense in E. In other words,
it suffices to show that, for any real ε > 0 and for any nonempty open set
U ⊂ E, there exists a nonempty open set W ⊂ U such that

(∀x ∈ W )(∀y ∈ W )(|f(x) − f(y)| < ε).

Keeping in mind the circumstance that f ∈ Ba1(E,R), choose a sequence
{fk : k < ω} ⊂ Ba0(E,R) such that f(x) = limk→+∞fk(x) for all x ∈ E.
Further, for any natural number k, introduce the set

Xk = {x ∈ E : (∀i ≥ k)(∀j ≥ k)(|fi(x)− fj(x)| ≤ ε/3)}.
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All these sets Xk (k < ω) are closed in E and

(∀k < ω)(Xk ⊂ Xk+1), E = ∪{Xk : k < ω}.

Consequently, we have U = (U ∩X0)∪ (U ∩X1)∪ ...∪ (U ∩Xk)∪ ... . Since
E is a Baire space, there is a natural number n such that int(U ∩Xn) 6= ∅.
Let V ⊂ U ∩Xn be a nonempty open subset of E. If x is an arbitrary point
of V , then (∀i ≥ n)(∀j ≥ n)(|fi(x) − fj(x)| ≤ ε/3). Putting j = n and
tending i to +∞, we get (∀x ∈ V )(|f(x)− fn(x)| ≤ ε/3). Therefore, we can
write

|f(y)− f(x)| ≤ |f(y)− fn(y)|+ |fn(y)− fn(x)| + |fn(x)− f(x)| ≤

2ε/3 + |fn(y)− fn(x)|

for any two points x and y from V . Finally, because fn is a continuous
function, there exists a nonempty open set W ⊂ V such that

(∀x ∈ W )(∀y ∈ W )(|fn(y)− fn(x)| < ε/3).

This gives at once the relation (∀x ∈ W )(∀y ∈ W )(|f(y)−f(x)| < ε), which
completes the proof of the Baire theorem.

Remark 3. The proof presented above is based on the classical argu-
ment due to Baire (cf. also [7], [8], [194], [202]).

Remark 4. More general versions of the Baire theorem (with further
information about it) can be found in [149].

For a while, let us turn our attention to real-valued functions of two
variables and let us briefly discuss their descriptive structure from the view-
point of descriptive properties of the corresponding partial functions of one
variable.

We restrict our further consideration to real-valued functions defined on
the topological product of two metric spaces.

Let X and Y be metric spaces and let h : X × Y → R be a function
of two variables. In many cases, it is important to know whether h belongs
to the first Baire class if we have some information about the descriptive
structure of all partial functions

h(x, ·) : Y → R (x ∈ X), h(·, y) : X → R (y ∈ Y ).

Here is a simple (but useful) sufficient condition which enables us to assert
that h ∈ Ba1(X × Y,R).
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Theorem 4. If the partial functions h(x, ·) and h(·, y) are continuous
for all x ∈ X and y ∈ Y , then h is of first Baire class.

Proof. Take any nonempty closed subset A of R and, for every natural
number n ≥ 1, denote Vn(A) = {t ∈ R : inf{|t − a| : a ∈ A} < 1/n}. It is
easy to verify that

h(x, y) ∈ A ⇔ (∀n ≥ 1)(∃x′ ∈ X)(d(x, x′) < 1/n & h(x′, y) ∈ Vn(A)),

where d stands for the metric in X . This relation directly implies the
equality

h−1(A) = ∩n≥1(∪x′∈X{(x, y) ∈ X×Y : d(x′, x) < 1/n& h(x′, y) ∈ Vn(A)}).

Our assumption on h yields at once that, for any x′ ∈ X , the set

{(x, y) ∈ X × Y : d(x′, x) < 1/n & h(x′, y) ∈ Vn(A)}

is open in the product space X × Y . Consequently, h−1(A) is a Gδ-subset
of X × Y . Therefore, for any open set B ⊂ R, the pre-image h−1(B) turns
out to be an Fσ-subset of X × Y . In view of Theorem 2, we conclude that
h is of first Baire class. This completes the proof.

Remark 5. Theorem 4 can be generalized to those functions h acting
from X × Y into R, for which all h(x, ·) (x ∈ X) are continuous and all
h(·, y) (y ∈ Y ) belong to the class Baξ(X,R) where ξ is a fixed ordinal
number strictly less than ω1. Such a generalization is presented, e.g., in
[149]. It turns out that any function h with the above-mentioned property
belongs to the Baire class Baξ+1(X×Y,R). In this context, it is reasonable
to underline that the so-called Montgomery operation plays an essential role
for obtaining the generalized result just indicated (for details, see [149]).

From Theorem 4 we easily get the following useful statement.

Theorem 5. If a function h : X × Y → R is continuous with respect
to each of its variables x ∈ X and y ∈ Y , then h is continuous almost
everywhere on X × Y in the sense of the Baire category.

Proof. Indeed, by virtue of Theorem 4, our function h belongs to the
class Ba1(X×Y,R). It remains to apply the Baire theorem on the structure
of the set of discontinuity points of functions belonging to the first Baire
class (see Theorem 3 and Exercise 6 of this chapter).

Remark 6. The question naturally arises whether a given function
h : R × R → R continuous with respect to each of its variables is con-
tinuous almost everywhere in the sense of the two-dimensional Lebesgue
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measure λ2 on R2. Tolstov [268] answered this question negatively, namely,
he constructed an example of a function g : R × R → R satisfying the
following relations:

(1) g is continuous with respect to each of its variables;

(2) the set D(g) has a strictly positive λ2-measure.

A useful discussion of the topic concerning the separate and joint conti-
nuity of functions of several variables is presented in the work by Piotrowski
[208].

Remark 7. Also, it is natural to ask about descriptive properties of a
function h : R×R → R, all corresponding partial functions of which belong
to the first Baire class. It turns out that the descriptive structure of such a
function can be very complicated. For instance, we will see in Chapter 19
that there exists a function g : R×R → R satisfying the following relations:

(1) g is lower semicontinuous with respect to each of its variables;

(2) g is not measurable in the Lebesgue sense (i.e., g is not measurable
with respect to λ2).

On the other hand, it should be mentioned that if a given function
h : X × Y → R is continuous with respect to y ∈ Y and is measurable
(in some sense) with respect to x ∈ X , then h turns out to be measurable
(in an appropriate sense) on the product space X × Y . Actually, these
two properties of h are fundamental for functions of two variables and play
a significant role in various questions of mathematical analysis, the the-
ory of ordinary differential equations, optimization theory, probability, and
stochastic processes (cf. Chapters 21 and 22).

Let E be a topological space, {fn : n < ω} be a sequence of real-
valued continuous functions on E, and suppose that f(x) = limn→+∞fn(x)
for each x ∈ E. According to the Baire definition, we have f ∈ Ba1(E,R).
Naturally, one can ask about necessary and sufficient conditions under which
this f is also continuous (i.e., f ∈ Ba0(E,R)). A convenient sufficient
condition is well known from the standard course of mathematical analysis.
Namely, if {fn : n < ω} converges uniformly on E, then f is continuous.
However, this condition is very far from being necessary (see Exercise 15).

We are going to give here one necessary and sufficient condition for the
continuity of a limit function (cf. [149]).

Theorem 6. Let E be a topological space, {fn : n < ω} be a sequence
of real-valued continuous functions on E, and let f(x) = limn→+∞fn(x) for
all x ∈ E. Then the following two assertions are equivalent:

(1) f is continuous on E;
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(2) for any real ε > 0 and for any natural number m, there exists a
natural number n ≥ m such that the set {x ∈ E : |f(x) − fn(x)| < ε} is
open in E.

Proof. Let us check (1) ⇒ (2). Suppose that relation (1) is valid. Then,
for any real ε > 0 and for any m < ω, the set {x ∈ E : |f(x)−fm(x)| < ε} is
open in E. We thus see that, in this case, relation (2) holds automatically.

Let us verify (2) ⇒ (1). Suppose that (2) is valid. We must show that f
is continuous at each point x0 ∈ E. Take an arbitrary real ε > 0. In view of
(2), there exists a strictly increasing sequence {n1, n2, ..., nk, ...} of natural
numbers such that all the sets Ek = {x ∈ E : |f(x) − fnk

(x)| < ε/3}
are open in E. Moreover, since {fn : n < ω} converges to f pointwise,
we have the equality E = ∪{Ek : 1 ≤ k < ω}. Therefore, there exists a
natural number k0 such that x0 ∈ Ek0

. We thus get that Ek0
is an open

neighborhood of x0. Now, for any point x ∈ Ek0
, we may write

|f(x)− f(x0)| ≤ |f(x)− fnk0
(x)|+ |fnk0

(x)− fnk0
(x0)|+ |fnk0

(x0)− f(x0)|

≤ 2ε/3 + |fnk0
(x)− fnk0

(x0)|.

Because the function fnk0
is continuous, there exists a neighborhood U(x0)

of x0 such that

U(x0) ⊂ Ek0
, (∀x ∈ U(x0))(|fnk0

(x) − fnk0
(x0)| < ε/3).

This immediately implies |f(x)− f(x0)| < ε for all points x ∈ U(x0), which
shows the continuity of f at x0. Theorem 6 has thus been proved.

Remark 8. The above theorem is a particular case of a more general
result concerning functions of the class Baξ(E,R), where ξ is an arbitrary
ordinal strictly less than ω1. Actually, if we have {fn : n < ω} ⊂ Baξ(E,R)
and the relation limn→+∞fn(x) = f(x) holds true for each x ∈ E, then
an appropriate generalization of Theorem 6 yields necessary and sufficient
conditions for the validity of the relation f ∈ Baξ(E,R). Further details
may be found, e.g., in [149].

EXERCISES

1. Suppose that E is a separable topological space (i.e., E contains a
countable everywhere dense subset).

Show that card(Ba1(E,R)) ≤ c (in fact, show that if E is nonempty
and separable, then card(Ba1(E,R)) = c).
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2. Check that the set Q ⊂ R of all rational numbers is not a Gδ-subset
of R and deduce from this circumstance that the characteristic function fQ,
the so-called Dirichlet function, does not belong to Ba1(R,R) (actually, fQ
is of second Baire class).

More generally, prove that if E is an uncountable Polish space without
isolated points and X is a countable everywhere dense subset of E, then
the characteristic function fX does not belong to Ba1(E,R).

3. Let E be a topological space and let f : E → R be a function. For
any x ∈ E, define Ωf (x) = infV ∈V(x)diam(f(V )), where V(x) denotes the
filter of all neighborhoods of x and diam(f(V )) stands for the diameter of
the set f(V ). Denote also by D(f) the set of all discontinuity points of f .

Verify that
(a) Ωf (x) = 0 if and only if f is continuous at x (equivalently, Ωf (x) > 0

if and only if x is a discontinuity point of f);
(b) for any t ∈ R, the set {x ∈ E : Ωf (x) ≥ t} is closed in E;
(c) D(f) = E1 ∪E2 ∪ ... ∪ En ∪ ..., where

En = {x ∈ E : Ωf (x) ≥ 1/n} (n = 1, 2, ...).

Conclude from (b) and (c) that D(f) is an Fσ-subset of E (therefore,
the set C(f) of all continuity points of f is a Gδ-subset of E).

Let B be a base of open sets in R and let F = {Y ⊂ R : R \ Y ∈ B}.
Prove that D(f) = ∪{cl(f−1(Y )) \ f−1(Y ) : Y ∈ F}.
Generalize these results to an arbitrary function f : E → E′, where E′

is a metric space.

Remark 9. Some applications of the above facts will be presented later
(see, for instance, Chapter 8).

4∗. Let E be a topological space. This E is called resolvable if it admits
a representation in the form E = A ∪ B, where A and B are some disjoint
everywhere dense subsets of E (this notion was first introduced by Hewitt).

As a rule, topological spaces used in various topics of mathematical
analysis turn out to be resolvable. In particular, prove that

(i) every locally compact topological space without isolated points is
resolvable;

(ii) every Hausdorff topological vector space over R, whose dimension is
not equal to zero, is resolvable.

Fix a resolvable space E and let X be an Fσ-subset of E.
Show that there exists a function f : E → R such that X coincides with

the set D(f) of all discontinuity points of f .
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To do this, first represent X in the form X = F1 ∪ F2 ∪ ... ∪ Fn ∪ ...,
where all sets Fn are closed in E and Fn ⊂ Fn+1 for each natural number
n ≥ 1. Further, put F0 = ∅ and, for any integer n ≥ 1, define some function
fn : E → {0, 1} satisfying the following two relations:

(a) fn is equal to zero at all points of the set E \ Fn;

(b) Ωfn(x) = 1 if x ∈ Fn.

Now, take a sequence {an : n ≥ 1} of strictly positive real numbers,
such that an+1 + an+2 + ... + ak + ... < an for n = 1, 2, ... . For example,
it suffices to put an = 1/3n for n = 1, 2, ... . Finally, consider the function
f = a1f1 + a2f2 + ... + anfn + ... . This function is well-defined since the
series on the right-hand side of the above equality converges uniformly on
E.

Verify that

(c) f is continuous at all points of the set E \X ;

(d) for any integer n ≥ 1 and for all points x ∈ Fn \ Fn−1, one has

Ωf (x) ≥ an −
∑

k>n

ak > 0.

Conclude from (c) and (d) that D(f) = X .

5. Let E be a perfectly normal topological space and let f : E → R be
a function whose graph is closed in the product space E ×R.

Applying the Kuratowski lemma on closed projections (i.e., Lemma 1
from Chapter 0), show that f is of first Baire class.

Give an example of a function f : R → R whose graph is closed in R×R

and whose discontinuity points constitute a nonempty perfect set in R.

6∗. Let E be a topological space and let f ∈ Ba1(E,R).

Demonstrate that the set D(f) is of first category in E (for this purpose,
use Exercise 3 and Lemma 2).

Another way to show this fact is based on the Banach statement (see
Exercise 30 from Chapter 0) which leads to a representation of E in the
form E = E′ ∪ E′′, where E′ is an open Baire subspace of E and E′′ is a
first category closed subset of E.

By applying Theorem 3 to the set D(f |E′), obtain the required result.

Deduce from this result that if f ∈ Ba1(E,R) and X is an arbitrary
subspace of E, then the set D(f |X) is of first category in X .

Conclude that if E is a complete metric space, f ∈ Ba1(E,R), and X is
a nonempty closed subspace of E, then there exists a point in X at which
f |X is continuous.
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7. According to the definition of Luzin, a topological space X is always
of first category (or X is perfectly meager) if each nonempty dense in itself
subset of X is of first category in X .

Let E be a topological space and let X be a subspace of E such that,
for every perfect set P ⊂ E, the set X ∩ P is of first category in P .

Show that the space X is always of first category (apply Exercise 11
from Chapter 0).

Remark 10. Luzin proved that there exists an uncountable subspaceX
of R which is always of first category (see [149], [169]). Other constructions
of uncountable universally small sets can be found in [207] and [283] (cf.
also Chapter 13 of this book).

8. Let E be a hereditarily Lindelöf topological space always of first
category and let f : E → R be a function.

Demonstrate that, for each subspace X of E, the set D(f |X) is of first
category in X .

For this purpose, begin with establishing the fact that X admits a rep-
resentation in the form X = Y ∪Z, where Y is dense in itself, Z is at most
countable, and Y ∩Z = ∅. Then verify that D(f |X) ⊂ Y ∪ (X ′ ∩Z), where
X ′ denotes the set of all accumulation points of X (in E). Finally, observe
that both sets Y and X ′ ∩ Z are of first category in X .

9∗. Let E be a subspace of R satisfying the following two relations:

(a) card(E) = c;

(b) E is always of first category.

The existence of such a subspace of R is demonstrated in Chapter 13
under Martin’s Axiom (see Theorem 7 of that chapter).

Prove that there exists a function f : E → R having the following
properties:

(c) f is not Borel (consequently, f does not belong to Ba1(E,R));

(d) for any subspace Z of E, the set D(f |Z) is of first category in Z.

Remark 11. This classical result is due to Luzin. It shows that property
(d) of f does not imply the relation f ∈ Ba1(E,R). It is useful to compare
the above-mentioned result with Exercise 12 given below.

10. Let E be a hereditarily Lindelöf space and let {Fξ : ξ < ω1} be
a decreasing (with respect to the inclusion relation) ω1-sequence of closed
subsets of E.

Prove that there exists α < ω1 such that (∀ξ ∈ [α, ω1[)(Fξ = Fα).

This result is known as the Cantor–Baire stationarity principle.
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In particular, take an arbitrary closed subset X of E and define by
transfinite recursion an ω1-sequence {Xξ : ξ < ω1} in the following manner:

X0 = X ;
Xξ+1 = (Xξ)

′ for any ξ < ω1, where (Xξ)
′ denotes the set of all accu-

mulation points of Xξ;
Xξ = ∩{Xζ : ζ < ξ} for any limit ordinal ξ < ω1.
Applying the Cantor–Baire stationarity principle to {Xξ : ξ < ω1}, show

that X admits a representation in the form X = Y ∪ Z, where Y and Z
are disjoint, Y is perfect in E, and Z is at most countable (the Cantor–
Bendixson theorem).

Give another proof of the same result that does not use the method of
transfinite induction.

For this purpose, consider the set of all condensation points of X and
take it as Y . Then define the set Z by the equality Z = X \ Y .

Remark 12. Notice that a certain generalization of the Cantor–Baire
stationarity principle was obtained by Luzin for decreasing ω1-sequences of
Fσ-subsets of R (in this connection, see [169]).

11∗. Let E be a topological space. This space is called scattered if E
does not contain a nonempty dense in itself subset.

Demonstrate that the following two assertions are equivalent:
(a) E is scattered;
(b) E = {eξ : ξ < α}, where α is some ordinal, {eξ : ξ < α} is an

injective α-sequence, and, for any ξ < α, the element eξ is an isolated point
of the set {eζ : ξ ≤ ζ < α}.

Notice that the implication (b) ⇒ (a) is trivial.
Supposing now that (a) is valid, use the method of transfinite recursion

for obtaining the required representation {eξ : ξ < α} of E.
Finally, demonstrate that every topological space X can be represented

in the form X = Y ∪ Z, where Y is a perfect subset of X , Z is a scattered
subset of X , and Y ∩ Z = ∅ (this classical result is due to Cantor).

12∗. Let E be a separable metric space and let g : E → R be a function
such that, for every nonempty closed set F ⊂ E, there exists a point x ∈ F
at which the restricted function g|F is continuous.

Prove that g is of first Baire class (this remarkable result is due to Baire).
The following argument enables one to establish the above-mentioned

result.
Take any a ∈ R and b ∈ R such that a < b, and denote

A = {x ∈ E : g(x) > a}, B = {x ∈ E : g(x) < b}.
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Clearly, one has the equality E = A ∪B. Further, construct by transfinite
recursion an ω1-sequence F0 ⊃ F1 ⊃ ... ⊃ Fξ ⊃ ... of closed subsets of E.

Put F0 = E. Suppose that, for an ordinal number ξ < ω1, the partial
family {Fζ : ζ < ξ} has already been defined.

If ξ is a limit ordinal, then put Fξ = ∩{Fζ : ζ < ξ}.
If ξ = η + 1, consider the set Fη. Only two cases are possible.
1. Fη = ∅. In this case, define Fξ = Fη = ∅.
2. Fη 6= ∅. In this case, there exists a point x ∈ Fη at which the function

g|Fη is continuous. Consequently, there exists an open neighborhood V (x)
of x such that Fη∩V (x) ⊂ A or Fη∩V (x) ⊂ B. Then define Fξ = Fη \V (x).

By proceeding in this manner, it will be possible to construct all the sets
Fξ (ξ < ω1).

Observe now that, for each ordinal ξ < ω1, one has Fξ \ Fξ+1 ⊂ A or
Fξ \ Fξ+1 ⊂ B, and, according to the Cantor–Baire stationarity principle,
for some α < ω1, the equalities

∅ = Fα = Fα+1 = ... = Fξ = ... (α ≤ ξ < ω1)

are valid. Deduce from these facts that there exist two sets A′ and B′ such
that

A′ ⊂ A, B′ ⊂ B, A′ ∪B′ = E, A′ ∩B′ = ∅,

and both A′ and B′ are Fσ-subsets of E.
Now, let {bn : n < ω} be a strictly decreasing sequence of real numbers

satisfying the relation limn→+∞bn = a. For every natural number n, define
Bn = {x ∈ E : g(x) < bn}. As above, show the existence of Fσ-sets A

′
n and

B′
n such that

A′
n ⊂ A, B′

n ⊂ Bn, A′
n ∪B′

n = E, A′
n ∩B′

n = ∅.

Finally, denote X = ∪{A′
n : n < ω} and verify that X = A. Therefore, A

is an Fσ-subset of E.
By using a similar argument, demonstrate that B is an Fσ-subset of E,

too. Conclude, in view of the Lebesgue theorem (i.e., Theorem 2 of this
chapter), that the function g is of first Baire class.

Remark 13. More general versions of the result presented above can be
found in [149] where a different argument is utilized. Namely, it is proved
therein that if E is a complete metric space and g : E → R is a function,
then the following two assertions are equivalent:

(1) g ∈ Ba1(E,R);
(2) for any nonempty closed set F ⊂ E, there exists a point x ∈ F at

which the restricted function g|F is continuous.
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Theorem 3 and the preceding exercise establish the equivalence (1) ⇔ (2)
in the case of a Polish space E. For a nonseparable complete metric space
E, the proof of (1) ⇔ (2) relies on properties of the so-called Montgomery
operation (see again [149]). Notice that this operation needs uncountable
forms of the Axiom of Choice.

In the case E = R for any function g : R → R, the following two
assertions are effectively equivalent, i.e., are equivalent within ZF theory:

(1) g is of first Baire class;
(2) for every nonempty closed set F ⊂ R, there are points of F at which

the function g|F is continuous.
In other words, we have a certain effective characterization of functions

acting from R into R and belonging to the first Baire class. Unfortunately,
we do not have an analogous nice characterization of derivatives on R which
form an important proper subclass of Ba1(R,R) (see Example 1).

13. Let E be a Polish topological space and let f : E → R be a function
whose set of discontinuity points is at most countable.

Show, by applying Exercise 12, that f ∈ Ba1(E,R).
Infer from this fact that any function g : [a, b] → R of finite variation

on a segment [a, b] belongs to the first Baire class (another way to establish
this result was indicated in Example 3).

14. Let C denote the classical Cantor discontinuum on [0, 1]. Define
two functions f : [0, 1] → R and g : [0, 1] → R by the following formulas:

f(x) = 1 if x ∈ C and f(x) = 0 if x ∈ [0, 1] \ C;
g(x) = 1 if x is not an end-point of a removed interval for C, and g(x) = 0

if x is an end-point of some removed interval for C.
Verify that
(a) f is upper semicontinuous and, hence, is of first Baire class;
(b) g|C is discontinuous at all points of C, hence g is not of first Baire

class;
(c) D(f) = D(g) = C.
The last relation shows, in particular, that the sets of continuity points

of f and g are identical, but f and g are of substantially different descriptive
structure.

15. Give an example of a sequence {fn : n < ω} of real-valued con-
tinuous functions on [0, 1] which converges pointwise to some continuous
function f : [0, 1] → R, but this convergence is not uniform on [0, 1].

16. Deduce from Theorem 6 the following classical result of Arzelá on
the continuity of a limit function.
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Let E be a quasi-compact topological space, {fn : n < ω} ⊂ Ba0(E,R),
and let f(x) = limn→+∞fn(x) for all x ∈ E. Then these two assertions are
equivalent:

(a) f is continuous on E;
(b) {fn : n < ω} converges quasi-uniformly to f ; in other words, for any

real ε > 0, there exist a finite family {V1, V2, ..., Vk} of open sets in E and
a finite family {n1, n2, ..., nk} of natural numbers, such that

E = V1 ∪ V2 ∪ ...∪ Vk, Vi ⊂ {x ∈ E : |f(x)− fni
(x)| < ε} (i = 1, 2, ..., k).

Notice that in (b) it is not required that the numbers n1, n2, ..., nk would
be arbitrarily large.

17. Deduce from the above-mentioned result of Arzelá another classical
theorem due to Dini.

Namely, let E be a quasi-compact topological space, let {fn : n < ω} be
a monotone sequence of real-valued continuous functions on E, and suppose
that f(x) = limn→+∞fn(x) for all x ∈ E. Then the following two assertions
are equivalent:

(a) f is continuous on E;
(b) {fn : n < ω} converges uniformly to f .

18. Let E be a topological space, X be a subset of E, and let e ∈ E
be an accumulation point of X . Suppose, in addition, that a sequence
{fn : n < ω} of real-valued functions on X is given such that

(a) the series
∑

n<ω fn(x) converges to some f(x) ∈ R uniformly with
respect to x ∈ X ;

(b) for each n < ω, there exists a limx→efn(x) and an = limx→efn(x).
Demonstrate that the series

∑
n<ω an converges to some a ∈ R and the

equality limx→ef(x) = a holds true.

19. Let {fn : n < ω} be a sequence of real-valued differentiable functions
defined on a segment T ⊂ R. Suppose that the series

∑
n<ω fn is convergent

at some point t0 of T and that the series of derivatives
∑

n<ω f ′
n is uniformly

convergent on T .
By using the result of Exercise 18, verify the validity of the following

three assertions:
(a) the series

∑
n<ω fn converges uniformly on T ;

(b) the function f =
∑

n<ω fn is differentiable on T ;
(c) for all points t ∈ T , we have f ′(t) =

∑
n<ω f ′

n(t).
Infer from these facts that the family of all bounded derivatives on T

is a Banach subspace of Ba1(T,R) with respect to the norm of uniform
convergence (i.e., with respect to the standard sup-norm).
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Semicontinuous functions that are not

countably continuous

Luzin’s theorem on the structure of Lebesgue measurable functions act-
ing from R into itself is one of the most fundamental statements in real
analysis and has numerous applications. Let us recall the formulation of
this classical theorem. It is convenient for us to give the formulation in
terms of partial functions (cf. Chapter 0). As usual, we denote by the
symbol λ (= λ1) the Lebesgue measure on R (= R1).

Let f : R → R be a partial function. According to the well-known defi-
nition, f is measurable in the Lebesgue sense (or, simply, f is λ-measurable)
if the set f−1(U) is Lebesgue measurable for every open subset U of R.

It immediately follows from this definition that the domain of an arbi-
trary Lebesgue measurable partial function f is a λ-measurable subset of R
(because of the equality dom(f) = f−1(R)).

Theorem 1. For any partial function g : R → R which is measurable
in the Lebesgue sense and for any real ε > 0, there exists a closed set
F ⊂ R such that F ⊂ dom(g), λ(dom(g) \ F ) < ε, and the restriction g|F
is continuous.

We omit the standard proof of Theorem 1 (see, for example, [28], [168],
[194], [196], [202]). Notice only that there are various generalizations and
extensions of this classical result (see, e.g., Exercise 1 from Chapter 8, Ex-
ercises 5 and 6 from Chapter 15).

Let us indicate one of the direct consequences of the Luzin theorem.

Theorem 2. Let f : R → R be a Lebesgue measurable function. Then
there exists a disjoint countable covering {An : n < ω} of R such that
λ(A0) = 0, and, for each integer n ≥ 1, the set An is closed in R and the
function f |An is continuous.

In connection with some delicate moments in Theorem 2, see Exercise
1. Taking into account this theorem and Exercise 1, it is natural to pose

71
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the following question:
Let f : R → R be a Borel function. Does there exist a countable

covering {An : 1 ≤ n < ω} of R such that the function f |An is continuous
for each natural number n ≥ 1?

This question was originally raised by Luzin many years ago. Adian and
Novikov [2] gave a negative answer to it (see also Sierpiński [243]).

Moreover, the above-mentioned authors were able to construct an upper
semicontinuous function f : R → R that does not admit a decomposition
into countably many continuous partial functions (in other words, f is not
countably continuous).

We are going to present here the construction of Adian and Novikov.
Then we will consider some related results which are due to other authors
and are also motivated by the Luzin problem posed above.

First, let us introduce some preliminary notions.
Let E be a topological space and let I be a σ-ideal of subsets of E.
We shall say that a function f : E → R is countably continuous

(mod(I)) if there exists a covering {An : n < ω} of E such that A0 ∈ I and
the restriction f |An is continuous for each natural number n ≥ 1.

Example 1. Let E be a topological space of second category on itself
and let K(E) denote the σ-ideal of all first category subsets of E. We know
that, for any function f : E → R possessing the Baire property, there exists
a first category set X ⊂ E such that f |(E \X) is continuous (see Exercise
13 from Chapter 0). Thus, f is countably continuous (mod(K(E))).

Example 2. In view of Theorem 2, every Lebesgue measurable function
f : R → R is countably continuous (mod(I(λ))), where I(λ) denotes the
σ-ideal of all Lebesgue measure zero subsets of R.

If a σ-ideal I is trivial, i.e., I = {∅}, and a function f : E → R is
countably continuous (mod(I)), then we simply say that f is countably
continuous.

To give the construction of Adian and Novikov, we need several auxiliary
propositions.

Lemma 1. Let E be a topological space, let {fn : n < ω} be a sequence
of real-valued upper (respectively, lower) semicontinuous functions on E,
and suppose that f(x) = limn→+∞fn(x) uniformly with respect to x ∈ E.
Then f is also an upper (respectively, a lower) semicontinuous function on
E.

Proof. Obviously, it suffices to consider the case where all fn (n < ω)
are upper semicontinuous. Take any real ε > 0 and fix x0 ∈ E. For each
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n < ω and for each x ∈ E, we can write

f(x)− f(x0) ≤ |f(x)− fn(x)| + (fn(x)− fn(x0)) + |fn(x0)− f(x0)|.

According to our assumption, there exists m < ω such that

|f(x)− fn(x)| < ε/3 (x ∈ E, n = m,m+ 1,m+ 2, ...).

Consequently, we have f(x)−f(x0) ≤ (fm(x)−fm(x0))+2ε/3 for all x ∈ E.
Since fm is upper semicontinuous at x0, there exists a neighborhood V (x0)
of x0 such that fm(x)−fm(x0) < ε/3 for every x ∈ V (x0). This immediately
implies the relation f(x)−f(x0) < ε for every x ∈ V (x0). Actually, we have
proved that if all functions fn (n < ω) are upper semicontinuous at x0 ∈ E
and the sequence {fn : n < ω} converges uniformly to f , then f is also
upper semicontinuous at x0.

Exercise 2 for this chapter presents a more general result.
The next two lemmas provide some easy facts concerning extensions of

semicontinuous partial functions.

Lemma 2. Let E be a topological space and let f : X → R be a
bounded from above (from below) upper (lower) semicontinuous function
on some X ⊂ E. Then there exists a function f∗ : cl(X) → R which
extends f , is upper (respectively, lower) semicontinuous, and satisfies the
equality supx∈Xf(x) = supx∈cl(X)f

∗(x) (respectively, satisfies the equal-
ity infx∈Xf(x) = infx∈cl(X)f

∗(x)).

Proof. We shall consider only the case of a bounded from above upper
semicontinuous function f : X → R. Let z be any point from cl(X). Put
f∗(z) = limsupx→z,x∈Xf(x). Obviously, the function f∗ extends f (since f
is upper semicontinuous). Let us verify that f∗ is also upper semicontinuous
at all points of cl(X).

Take again an arbitrary point z ∈ cl(X) and fix a real number t such
that f∗(z) < t. Then, for sufficiently small real numbers ε > 0, we may
write f∗(z) ≤ t− ε. Consider any such ε. By the definition of f∗, we infer
that there exists an open neighborhood V (z) of z for which

supx∈V (z)∩Xf(x) ≤ t− ε/2.

In view of the same definition, we get supx∈V (z)∩cl(X)f
∗(x) ≤ t − ε/2 or,

equivalently, f∗(x) ≤ t− ε/2 < t for all x ∈ V (z) ∩ cl(X). This establishes
that the set {x ∈ cl(X) : f∗(x) < t} is open in cl(X), i.e., f∗ is upper
semicontinuous on cl(X). Finally, the equality

supx∈Xf(x) = supx∈cl(X)f
∗(x)
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also follows from the definition of f∗. Lemma 2 has thus been proved (cf.
Exercise 22 of Chapter 0).

Lemma 3. Let E be a normal topological space, X be a subset of E,
and let [a, b] be a segment in R. Suppose that f : X → [a, b] is an upper
(respectively, lower) semicontinuous function. Then there exists an upper
(respectively, lower) semicontinuous function f∗ : E → [a, b] which extends
the original function f .

Proof. It suffices to consider only the case of a lower semicontinuous
function f : X → [a, b]. By virtue of Lemma 2, we may assume without
loss of generality that X is a closed subset of E. Further, because X is
completely regular, we have

f(x) = supi∈Ifi(x) (x ∈ X),

where {fi : i ∈ I} is some family of real-valued continuous functions on
X and ran(fi) ⊂ [a, b] for all indices i ∈ I (cf. Exercise 18 from Chapter
0). By the Tietze–Urysohn theorem, for an arbitrary index i ∈ I, there
exists a continuous function f∗

i : E → [a, b] extending fi. Now, define
f∗(x) = supi∈If

∗
i (x) for each x ∈ E. Clearly, f∗ is the required lower

semicontinuous extension of f . This completes the proof of Lemma 3.

Lemma 4. Let E be a topological space, f : E → R be a function and
let X be a subset of E. If the restriction f |X is not countably continuous,
then f is not countably continuous on E.

The trivial proof of this lemma is left to the reader.

Lemma 5. Suppose that there exists a real-valued bounded upper semi-
continuous function on the classical Cantor set C which is not countably
continuous. Then an analogous function exists on an arbitrary uncountable
Polish space E.

Proof. It is well known that E contains a topological copy of C (see,
e.g., [64], [105], [107], [149]), so we may assume that C ⊂ E. Because C is
compact, it can be regarded as a closed subset of E. Let f : C → R be a
bounded upper semicontinuous function which is not countably continuous.
According to Lemma 3, there exists a bounded upper semicontinuous func-
tion f∗ : E → R extending f . By virtue of Lemma 4, f∗ is not countably
continuous. This completes the proof of Lemma 5.

Lemma 6. Let E be a nonempty Polish topological space without isolated
points. There exists a disjoint countable family {Cn : n < ω} of subsets of
E such that
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(1) each Cn is homeomorphic to the Cantor discontinuum C;
(2) each Cn is nowhere dense in E;
(3) the set ∪{Cn : n < ω} is everywhere dense in E.

Proof. Denote by {Un : n < ω} a base of nonempty open sets in E.
We are going to construct the required family by using ordinary recursion.
Suppose that, for a given natural number n, the partial family {Ci : i < n}
has already been defined. Consider the set U = Un \∪{Ci : i < n}. Clearly,
U is a nonempty open set in E without isolated points. It can easily be
shown that there exists a countable set D ⊂ U dense in U and such that
U \D is also dense in U . Now, since U \D is a Gδ-subset of E, we infer that
U \D is a Polish space without isolated points. Consequently, there exists a
homeomorphic copy X of C contained in U \D. It suffices to put Cn = X .
Proceeding in this manner, we will be able to construct by recursion the
required family {Cn : n < ω}.

The reader can easily check the validity of relations (1), (2), and (3) for
this family.

Lemma 7. Let E be a nonempty Polish space without isolated points.
There exists a countable family

{Cn1,n2,...,nk
: n1 ≥ 1, n2 ≥ 1, ... , nk ≥ 1, k < ω}

of subsets of E satisfying the following six conditions:
(1) C∅ = E;
(2) for all integers k ≥ 1, n1 ≥ 1, n2 ≥ 1, ..., nk ≥ 1, the set Cn1,n2,...,nk

is homeomorphic to the Cantor discontinuum C;
(3) Cn1,n2,...,nk,nk+1

⊂ Cn1,n2,...,nk
and Cn1,n2,...,nk,nk+1

is nowhere dense
in Cn1,n2,...,nk

;
(4) the set ∪{Cn1,n2,...,nk,n : 1 ≤ n < ω} is everywhere dense in the set

Cn1,n2,...,nk
;

(5) if (n1, n2, ..., nk) 6= (m1,m2, ...,mk), then the sets Cn1,n2,...,nk
and

Cm1,m2,...,mk
are disjoint;

(6) for any natural number k ≥ 1, we have diam(Cn1,n2,...,nk
) < 1/2k.

Proof. This lemma can readily be deduced from Lemma 6 by using the
method of induction. The details are left to the reader. Let us only remark
that all sets C(k) = ∪{Cn1,n2,...,nk

: n1 ≥ 1, n2 ≥ 1, ..., nk ≥ 1}, where
k < ω, are everywhere dense in E. This simple fact will be substantially
utilized below.

Lemma 8. Under the notation of the previous lemma and of its proof,
the set R = ∩{C(k) : k < ω} is everywhere dense in E. Moreover, the same
R is everywhere dense in each set Cn1,n2,...,nk

.
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Proof. Let us establish the density of R in E. We use a fairly standard
argument. Take a closed ball B in E. Since ∪{Cn : n ≥ 1} is dense
in E, there exists some Cn1

such that int(B) ∩ Cn1
6= ∅. Analogously,

because ∪{Cn1,n : n ≥ 1} is dense in Cn1
, there exists some Cn1,n2

such that
int(B) ∩ Cn1,n2

6= ∅. Proceeding in this manner, we will be able to define
by recursion the sequence of sets Cn1

⊃ Cn1,n2
⊃ ... ⊃ Cn1,n2,...,nk

⊃ ...
satisfying the relations

int(B) ∩ Cn1,n2,...,nk
6= ∅ (k < ω).

It follows from this fact that B ∩Cn1
∩Cn1,n2

∩ ...∩Cn1,n2,...,nk
∩ ... 6= ∅. In

view of the inclusion Cn1
∩Cn1,n2

∩...∩Cn1 ,n2,...,nk
∩... ⊂ R, we immediately

obtain B ∩R 6= ∅, which shows that R is everywhere dense in E.
By using a similar argument, one can establish the density of R in any

set Cn1,n2,...,nk
(actually, it suffices to replace E by the last set). Lemma 8

has thus been proved.

Lemma 9. We preserve the notation of the two preceding lemmas. For
each natural number k ≥ 1, define a function fk : E → [0, 1] by the formula

fk(x) = 0 if x 6∈ C(k), fk(x) = 1/2n1+n2+...+nk if x ∈ Cn1,n2,...,nk
.

Then the following two relations hold:
(1) 0 ≤ fk(x) ≤ 1/2k for any x ∈ E;
(2) fk is upper semicontinuous on E.

Proof. Relation (1) is almost trivial. Indeed, in view of the inequalities
n1 ≥ 1, n2 ≥ 1, . . . , nk ≥ 1, we have

0 ≤ fk(x) ≤
1

2n1+n2+...+nk

≤
1

2k
.

Let us establish the validity of relation (2). Taking any point x ∈ E, we
need to show that fk is upper semicontinuous at x. Assume first that
x ∈ Cn1,n2,...,nk

. We must verify that limsupi→+∞fk(xi) ≤ fk(x) whenever
a sequence {xi : i < ω} ⊂ E converges to x. Suppose to the contrary that
limsupi→+∞fk(xi) > fk(x) for some sequence {xi : i < ω} ⊂ E converging
to x. Then among the members of {xi : i < ω} there are infinitely many
points xi ∈ Cm1,m2,...,mk

where m1 + m2 + ... + mk < n1 + n2 + ... + nk.
Hence there exists a fixed (m1,m2, ...,mk) satisfying the above-mentioned
inequality and such that infinitely many points xi belong to Cm1,m2,...,mk

.
By virtue of the relation limi→+∞xi = x, we obtain

x ∈ Cm1,m2,...,mk
∩ Cn1,n2,...,nk

,
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whence it follows that Cm1,m2,...,mk
∩ Cn1,n2,...,nk

6= ∅, which is impossible
because of (m1,m2, ...,mk) 6= (n1, n2, ..., nk). The contradiction obtained
shows the validity of the inequality limsupi→+∞fk(xi) ≤ fk(x).

The case when x 6∈ C(k) can be considered analogously. This finishes
the proof of the lemma.

Lemma 10. Preserve the same notation as in Lemma 9 and define a
function f : E → R by f(x) = f1(x) + f2(x) + ...+ fk(x) + ... for all x ∈ E.
Then the following four relations are satisfied:

(1) f is upper semicontinuous on E;
(2) 0 ≤ f(x) ≤ 1 for all points x ∈ E;
(3) if x ∈ Cn1,n2,...,nk

\ C(k + 1), then

f(x) =
1

2n1

+
1

2n1+n2

+ ...+
1

2n1+n2+...+nk

;

(4) if x ∈ Cn1
∩ Cn1,n2

∩ ... ∩Cn1,n2,...,nk
∩ ..., then

f(x) =
1

2n1

+
1

2n1+n2

+ ...+
1

2n1+n2+...+nk

+ ... .

Proof. Notice first that our f is well defined because the function series∑
k≥1 fk converges uniformly on E. Further, in view of Lemmas 1 and 9,

f is upper semicontinuous on E. Relation (2) also follows from Lemma 9.
Relations (3) and (4) are more or less trivial and their checking is left to
the reader. Lemma 10 has thus been proved.

Now, we are able to present the following result (essentially due to Adian
and Novikov).

Theorem 3. Let E be a topological copy of the Cantor space C. Under
the same notation, the function f defined in the previous lemma is not
countably continuous.

Proof. Take any countable covering {Dn : n ≥ 1} of the space E and,
for any natural number n ≥ 1, denote An = R ∩Dn. In this way we come
to the countable covering {An : n ≥ 1} of the set R.

First, we shall show that there exist an integer k ≥ 1 and a k-sequence
(n1, n2, ..., nk) of natural numbers, such that the set Ak is not nowhere dense
in the set Cn1,n2,...,nk

, i.e., int(cl(Ak∩Cn1,n2,...,nk
)) 6= ∅, where the standard

topological operations int and cl are restricted to the family of all subsets
of Cn1,n2,...,nk

.
Suppose otherwise and fix n1 ≥ 1. According to our assumption, for A1

there exists a nonempty clopen set B1 in Cn1
such that A1∩B1 = ∅. Because
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∪{Cn1,n : n ≥ 1} is dense in Cn1
, there exist Cn1,n2

and a nonempty clopen
set B2 ⊂ Cn1,n2

such that B2 ⊂ Cn1,n2
∩ B1 and A2 ∩B2 = ∅. Continuing

this process by recursion, we obtain two infinite sequences

{n1, n2, ..., nk, ...}, {B1, B2, ..., Bk, ...},

where n1, n2, ..., nk, ... are some natural numbers and

B1 ⊃ B2 ⊃ ... ⊃ Bk ⊃ ..., Ak ∩Bk = ∅ (k ≥ 1).

Since all the sets Bk are compacts, we have ∩{Bk : k ≥ 1} 6= ∅. Also,
we can write ∩{Bk : k ≥ 1} ⊂ R = ∪{Ak : k ≥ 1}, which yields a
contradiction with the relation (∩{Bk : k ≥ 1}) ∩ (∪{Ak : k ≥ 1}) = ∅.
The contradiction obtained shows that, for some Ak and Cn1,n2,...,nk

, the set
Ak∩Cn1,n2,...,nk

is not nowhere dense in Cn1,n2,...,nk
. Choose any nonempty

clopen set B ⊂ Cn1,n2,...,nk
in which Ak is dense. Obviously,

B ∩ Ak =

(∪{B∩Ak∩Cn1,n2,...,nk,i : i ≤ 2m})∪(∪{B∩Ak∩Cn1,n2,...,nk,i : i ≥ 2m+1})

for any natural number m ≥ 1. The set ∪{B ∩Ak ∩Cn1,n2,...,nk,i : i ≤ 2m}
is nowhere dense in B∩Ak and the set ∪{B∩Ak∩Cn1,n2,...,nk,i : i ≥ 2m+1}
is everywhere dense in B ∩ Ak.

Let us establish that f |Ak is discontinuous at each point of B ∩Ak. For
this purpose, take any x0 ∈ B ∩Ak. Because x0 ∈ R, we have

f(x0) =
1

2n1

+
1

2n1+n2

+ ...+
1

2n1+n2+...+nk

+
1

2n1+n2+...+nk+m
+ ...,

where m ≥ 1 is some natural number. Take ε0 = 1/2n1+n2+...+nk+2m. As
was mentioned above, every neighborhood of x0 contains points x belonging
to the set ∪{B∩Ak ∩Cn1,n2,...,nk,i : i ≥ 2m+1}. Consequently, for all such
x, we may write

f(x) ≤
1

2n1

+ ...+
1

2n1+n2+...+nk

+
1

2n1+n2+...+nk+2m
≤ f(x0)− ε0,

which yields at once that f |Ak is discontinuous at x0. In this manner, we
have established that f |Ak is not continuous and hence the original function
f cannot be countably continuous. The proof of Theorem 3 is finished.

The result just presented is essentially based on specific properties of the
classical Cantor space C. However, by taking into account Lemma 5, one
can easily conclude that the following more general statement is also true.
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Theorem 4. Let E be an uncountable Polish space. Then there exists
an upper (lower) semicontinuous bounded function f : E → R that is not
countably continuous.

After Theorem 4 was proved, a number of publications appeared and
extended the investigation of those real-valued functions which possess more
or less good descriptive properties, but are not countably continuous.

In particular, Jackson and Mauldin proved in [94] that the Lebesgue
measure λ : F([0, 1]) → [0, 1] restricted to the family F([0, 1]) consisting
of all nonempty compact subsets of [0, 1] and equipped with the Hausdorff
metric is not countably continuous. Notice, in this context, that λ is upper
semicontinuous (see Exercise 22 from Chapter 1).

Another proof of the fact that λ is not countably continuous was given
by van Mill and Pol in their joint paper [183]. In the same paper they con-
sidered many other examples and constructions of semicontinuous functions
which fail to be countably continuous. One of their results states that in
the Banach space V of bounded functions defined on [0, 1] and belonging
to Ba1([0, 1],R), the family of all countably continuous functions is a set
of first category. An analogous result holds true for the Banach space Vd of
all bounded derivatives on [0, 1] (cf. Exercise 19 from Chapter 2, where it is
indicated that the family of all bounded derivatives forms a Banach space
with respect to the standard norm of uniform convergence).

Remark 1. Laczkovich obtained a natural generalization of Theorem 4
to functions of higher Baire classes, which act from an uncountable Polish
space into R (unpublished manuscript). His result was reproved and gener-
alized by Cichoń and Morayne in [45]. Their approach is essentially based
on the classical techniques of so-called universal functions (cf. Exercise 6
from Chapter 8).

Further information about this topic can be found, e.g., in works by
Cichoń, Morayne, Pawlikowski, Solecki [46] and Darji [54], [55] (cf. also
[47]).

EXERCISES

1. Using the notation of Theorem 2, show that if A0 = ∅, then f is a
function of first Baire class (see Chapter 2) and, in particular, f is a Borel
function.

Conclude from this fact that, for a general Lebesgue measurable function
f : R → R, the set A0 cannot be ignored.

2. Let E be a topological space, x0 be an arbitrary point from E, and
let {fn : n < ω} be a sequence of real-valued functions on E. Suppose
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that this sequence converges quasi-uniformly to a function f (see Exercise
16 from Chapter 2) and that all fn (n < ω) are upper (respectively, lower)
semicontinuous at the point x0.

Prove that f is also upper (respectively, lower) semicontinuous at x0.

3. Let E be a Polish topological space and let µ be a nonzero σ-finite
Borel measure on E vanishing at all singletons in E.

Show that there exists a subset P of E satisfying the following relations:
(a) P is homeomorphic to the Cantor discontinuum C;
(b) P is nowhere dense in E;
(c) µ(P ) > 0.

Remark 2. In fact, the preceding exercise can be regarded as a natural
generalization of Exercise 11 from Chapter 1.

4. Let C denote the classical Cantor discontinuum on [0, 1], let [0, 1]ω

denote the Hilbert cube, and let φ : C → [0, 1]ω be a Peano type function
(see, e.g., Chapter 1). Define two functions

f1 : [0, 1]ω → C, f2 : [0, 1]ω → C

by the following formulas:

f1(x) = min(φ−1(x)), f2(x) = max(φ−1(x)) (x ∈ [0, 1]ω).

Demonstrate that
(1) both compositions φ◦ f1 and φ◦ f2 coincide with the identical trans-

formation of [0, 1]ω (in particular, both f1 and f2 are injections);
(2) f1 is lower semicontinuous;
(3) f2 is upper semicontinuous.

5∗. Preserve the notation of Exercise 4. By using the Hurewicz the-
orem stating that the Hilbert cube [0, 1]ω is not a countable union of its
zero-dimensional subspaces (see, for instance, [149] or [182]) and that any
nonempty subspace of C is zero-dimensional, prove that neither f1 nor f2
is countably continuous.

Remark 3. The result presented in Exercise 5 is due to van Mill and Pol
[183]. In Chapter 13 we shall return to real-valued semicontinuous functions
which are not countably continuous. Moreover, several other constructions
of such functions will be given in that chapter and some interesting connec-
tions with so-called Luzin sets on R will be indicated.
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Singular monotone functions

This chapter is devoted to some elementary properties of monotone func-
tions acting from R into R, and to some widely known examples of strange
monotone functions.

Let f : R → R be a partial function. We recall that f is said to be
increasing (respectively, strictly increasing) if, for any two points x and y
from dom(f), the relation x ≤ y (respectively, x < y) implies the relation
f(x) ≤ f(y) (respectively, f(x) < f(y)).

Analogously the notion of a decreasing (respectively, strictly decreasing)
partial function can be introduced. It is easy to see that f is increasing
(strictly increasing) if and only if −f is decreasing (strictly decreasing).

A partial function acting from R into R is said to be monotone (respec-
tively, strictly monotone) if it is either increasing or decreasing (respectively,
either strictly increasing or strictly decreasing).

We shall consider below only increasing partial functions (this, of course,
does not restrict the generality of our considerations).

Let f : R → R be an increasing bounded partial function and suppose
that dom(f) 6= ∅. Fix a point t from dom(f). For any x ≤ t, put

f∗(x) = inf{f(z) : z ∈ dom(f), x ≤ z ≤ t}

and, for any x ≥ t, put

f∗(x) = sup{f(z) : z ∈ dom(f), t ≤ z ≤ x}.

It can readily be demonstrated that f∗ is an increasing bounded function
acting from R into R and extending f .

We thus see that every increasing bounded partial function admits an
increasing bounded extension defined on the whole ofR. A similar argument
shows that every increasing partial function f : R → R can be extended
to an increasing function defined on some subinterval of R. In view of this
circumstance, we primarily will be dealing with increasing functions acting
from a subinterval of R into R.

81
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If f : R → R is an increasing function and x ∈ R, then there exist limits

limy→x,y>xf(y) = f(x+), limy→x,y<xf(y) = f(x−),

and we have the obvious inequalities f(x−) ≤ f(x) ≤ f(x+). Clearly, f
is continuous at x if and only if f(x−) = f(x) = f(x+). Thus, x is a
discontinuity point of f if and only if

f(x−) < f(x) ∨ f(x) < f(x+).

More generally, let g : R → R be an arbitrary function and let x ∈ R.
We say that x is a simple discontinuity point for g if there exist both

limits
limy→x,y<xg(y) = g(x−), limy→x,y>xg(y) = g(x+)

and, at the same time,

g(x−) 6= g(x) ∨ g(x+) 6= g(x).

Evidently, if g is a monotone function, then all discontinuity points for
g are its simple discontinuity points.

We have the following useful result (see, e.g., [221]).

Theorem 1. Let f be an arbitrary function acting from R into R. Then
the set of all simple discontinuity points for f is at most countable.

Proof. Denote by E the set of all simple discontinuity points for f .
Denote also

E1 = {x ∈ E : f(x−) < f(x+)},

E2 = {x ∈ E : f(x−) > f(x+)},

E3 = {x ∈ E : f(x) < f(x−) = f(x+)},

E4 = {x ∈ E : f(x) > f(x−) = f(x+)}.

Then we can write E = E1 ∪ E2 ∪ E3 ∪ E4, and it suffices to demonstrate
that each set Ei (i = 1, 2, 3, 4) is at most countable. Because the argument
is similar for all Ei, we shall only show that card(E1) ≤ ω. For this purpose,
let us define a mapping

x → (p(x), q(x), r(x)) (x ∈ E1)

such that {p(x), q(x), r(x)} ⊂ Q and

x ∈ ]q(x), r(x)[,
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(∀t ∈ ]q(x), x[)(f(t) < p(x)), (∀t ∈ ]x, r(x)[)(f(t) > p(x)).

The existence of such a mapping is obvious. Now, it is not hard to check
that this mapping is injective. Indeed, suppose to the contrary that, for
some distinct points x1 and x2 from R, we have the equality

(p(x1), q(x1), r(x1)) = (p(x2), q(x2), r(x2)).

Without loss of generality we may assume that x1 < x2. Choose any point
t from ]x1, x2[. Then we must have simultaneously f(t) < p(x2) = p(x1)
and f(t) > p(x1) = p(x2), which is impossible. The contradiction obtained
establishes that the described mapping is injective. This trivially implies
the relation

card(E1) ≤ card(Q×Q×Q) = ω.

Theorem 1 has thus been proved.

As a direct consequence of the above theorem, we obtain that, for any
monotone function f acting from R into R, the set D(f) of all discontinuity
points of f is at most countable.

We now are going to present the classical Lebesgue theorem concerning
the differentiation of monotone functions. For this purpose, we need three
simple lemmas (cf. [194], [225]).

First, let us recall the notion of a derived number for partial functions
acting from R into R.

Suppose that [a, b] is a segment ofR and that f : [a, b] → R is a function.
Let x ∈ [a, b]. We shall say that t ∈ R∪{−∞,+∞} is a derived number (or
a Dini derived number) of f at x if there exists a sequence {xn : n ∈ N}
of points from [a, b] tending to x, such that

(∀n ∈ N)(xn 6= x), limn→+∞(f(xn)− f(x))/(xn − x) = t.

In this case, we shall write t ∈ f ′
D(x).

One more remark. For any two real numbers t1 and t2, it will be con-
venient to denote below by the symbol [t1, t2] the segment of R with the
end-points t1 and t2. Thus, we do not assume in this notation that t1 < t2.

Lemma 1. Let f : [a, b] → R be a strictly increasing function, let q
be a positive real number, and let X be a subset of [a, b] such that, for any
point x ∈ X, there exists at least one t ∈ f ′

D(x) satisfying t ≤ q. Then we
have the inequality λ∗(f(X)) ≤ qλ∗(X), where λ is the standard Lebesgue
measure on R and λ∗ denotes the outer measure associated with λ.
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Proof. Fix an arbitrary real ε > 0 and take an open subset G of [a, b]
such that X ⊂ G and λ(G) ≤ λ∗(X) + ε. Consider the family of non-
degenerate segments

{[f(x), f(x+h)] : x ∈ X, h 6= 0, [x, x+h] ⊂ G, (f(x+h)−f(x))/h ≤ q+ε}

and denote it by V . Clearly, V forms a Vitali covering for the set f(X).
Consequently, by Vitali’s theorem (see Chapter 0), there exists a disjoint
countable family

{[f(xn), f(xn + hn)] : n ∈ N} ⊂ V

such that

λ(f(X) \ ∪{[f(xn), f(xn + hn)] : n ∈ N}) = 0.

Since the function f is strictly increasing, the countable family of non-
degenerate segments {[xn, xn+hn] : n ∈ N} is disjoint, too, and the union
of this family is contained in G. So we can write

λ∗(f(X)) ≤
∑

n∈N

|f(xn + hn)− f(xn)| ≤ (q + ε)
∑

n∈N

|hn|

≤ (q + ε)λ(G) ≤ (q + ε)(λ∗(X) + ε).

Taking account of the fact that ε > 0 was chosen arbitrarily, we conclude
that λ∗(f(X)) ≤ qλ∗(X), and the proof of Lemma 1 is complete.

Lemma 2. Let f : [a, b] → R be a strictly increasing function, let q be a
positive real number, and let X be a subset of [a, b] such that, for any point
x ∈ X, there exists at least one t ∈ f ′

D(x) satisfying t ≥ q. Then we have
the inequality λ∗(f(X)) ≥ qλ∗(X).

Proof. As we know, the set of all discontinuity points for f is at most
countable. Keeping in mind this fact, we may assume without loss of gener-
ality that f is continuous at each point belonging to the given set X . Now,
if q = 0, then there is nothing to prove. So let us suppose that q > 0. Pick
an arbitrary real number ε > 0 for which q − ε > 0. There exists an open
set G ⊂ R such that f(X) ⊂ G and λ(G) ≤ λ∗(f(X)) + ε. Consider the
family of nondegenerate segments

{[x, x+h] : x ∈ X, h 6= 0, [f(x), f(x+h)] ⊂ G, (f(x+h)−f(x))/h ≥ q−ε}

and denote it by V . Obviously, V forms a Vitali covering for the set X .
Consequently, by the Vitali theorem, there exists a disjoint countable family

{[xn, xn + hn] : n ∈ N} ⊂ V
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for which we have

λ(X \ ∪{[xn, xn + hn] : n ∈ N}) = 0.

Again, since f is strictly increasing, the countable family of nondegenerate
segments {[f(xn), f(xn + hn)] : n ∈ N} must be disjoint, too, and the
union of this family is contained in G. Hence we may write

(q − ε)λ∗(X) ≤ (q − ε)
∑

n∈N

|hn| ≤
∑

n∈N

|f(xn + hn)− f(xn)|

≤ λ(G) ≤ λ∗(f(X)) + ε.

Taking account of the fact that ε > 0 can be arbitrarily small, we come to
the desired inequality qλ∗(X) ≤ λ∗(f(X)). Lemma 2 has thus been proved.

Lemma 3. Let f : [a, b] → R be a strictly increasing function and let

X = {x ∈ [a, b] : there exist two distinct derived numbers of f at x}.

Then X is a set of λ-measure zero.

Proof. For any two rational numbers p and q satisfying the inequalities
0 ≤ p and p < q, introduce the notation

Xp,q = {x ∈ [a, b] : there exists a derived number of f at x less

than p, and there exists a derived number of f at x greater than q}.

Clearly, we have the equality

X = ∪{Xp,q : 0 ≤ p < q, p ∈ Q, q ∈ Q}.

So it suffices to show that each set Xp,q is of λ-measure zero. Indeed,
according to Lemma 1, we may write λ∗(f(Xp,q)) ≤ pλ∗(Xp,q). At the same
time, according to Lemma 2, we have λ∗(f(Xp,q)) ≥ qλ∗(Xp,q). These two
inequalities yield qλ∗(Xp,q) ≤ pλ∗(Xp,q) or, equivalently,

0 ≤ (p− q)λ∗(Xp,q).

Because p − q < 0, we must have λ∗(Xp,q) = 0. This finishes the proof of
Lemma 3.

Now, we are ready to present the classical Lebesgue theorem on the
differentiability (almost everywhere) of monotone functions.
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Theorem 2. Let f : [a, b] → R be a monotone function. Then f is
differentiable at almost all (with respect to λ) points of [a, b].

Proof. Obviously, we may suppose that f is increasing. Moreover,
because the set of all differentiability points for f coincides with the set of
all differentiability points for f1, where

f1(x) = f(x) + x (x ∈ [a, b]),

and f1 is strictly increasing, we may assume without loss of generality that
the original function f is also strictly increasing. Now, in view of Lemma
3, it suffices to demonstrate that the set

X = {x ∈ [a, b] : (∀n ∈ N)(∃t ∈ f ′
D(x))(t ≥ n)}

is of λ-measure zero. But this follows directly from Lemma 2, because, in
conformity with this lemma, we may write

nλ∗(X) ≤ λ∗(f(X)) ≤ f(b)− f(a), λ∗(X) ≤ (f(b)− f(a))/n

for every natural number n ≥ 1. This immediately yields the required
equality λ∗(X) = 0, and completes the proof of Theorem 2.

It follows at once from the above theorem that a nowhere differentiable
real-valued function f defined on a segment [a, b] is simultaneously nowhere
monotone on [a, b], i.e., there does not exist a nondegenerate subinterval of
[a, b] on which f is monotone.

For our further considerations, we need the following useful result due
to Fubini (cf. [225]).

Theorem 3. Let {Fn : n ∈ N} be a sequence of positive (i.e., non-
negative) increasing functions given on a segment [a, b] ⊂ R, such that the
series

∑
{Fn(x) : n ∈ N} converges for each point x ∈ [a, b], and let

F (x) =
∑

{Fn(x) : n ∈ N} (x ∈ [a, b]).

Then, for almost all (with respect to the Lebesgue measure λ restricted to
[a, b]) points x ∈ [a, b], the equality F ′(x) =

∑
{F ′

n(x) : n ∈ N} is satisfied.

Proof. Clearly, F is an increasing function on [a, b] and we may write

F ′(x) ≥ F ′
0
(x) + F ′

1
(x) + ...+ F ′

n(x) + ...

for all x ∈ [a, b] at which the derivatives F ′(x), F ′
0
(x), F ′

1
(x), ..., F ′

n(x), ...
exist simultaneously. In view of Theorem 2, the series of functions

∑
n∈N

F ′
n

is convergent almost everywhere on [a, b]. Now, denote

Sn(x) =
∑

{Fm(x) : m ≤ n}
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and, for any natural number k, choose an index n(k) such that

F (b)− Sn(k)(b) ≤ 1/2k.

Since all Fn are positive and increasing, we have

0 ≤ F (x) − Sn(k)(x) ≤ 1/2k

for each x ∈ [a, b]. This implies that the series of increasing functions

∑

k∈N

(F (x)− Sn(k)(x))

converges uniformly on [a, b] to some increasing function. Applying Theo-
rem 2 once more, we easily infer that the series

∑

k∈N

(F (x) − Sn(k)(x))
′

converges at almost all points x ∈ [a, b]. From this fact we also deduce that

limk→+∞(F (x)− Sn(k)(x))
′ = 0

for almost all x ∈ [a, b], so

F ′(x) = limk→+∞(F ′
0
(x) + F ′

1
(x) + ...+ F ′

n(k)(x))

for almost all x ∈ [a, b]. But this immediately yields that F ′ =
∑

n∈N
F ′
n

almost everywhere on [a, b]. Theorem 3 has thus been proved.

Exercise 6 of this chapter provides an application of the above theorem
to the differentiation of an indefinite Lebesgue integral.

We now turn our attention to the construction of a continuous strictly
increasing function g : R → R whose derivative vanishes almost everywhere.
Our considerations below will be essentially based on Theorem 3.

Let us recall that the first step of the construction of Cantor’s classical
discontinuum on R is that we remove from the segment [0, 1] the open
interval ]1/3, 2/3[. Let us put at this step

f(x) = 0 if x ≤ 0, f(x) = 1 if x ≥ 1, f(x) = 1/2 if x ∈ ]1/3, 2/3[.

Suppose that on the n-th step of the construction we have already defined
the function f for all those points which belong to the union of the removed
(at this and earlier steps) intervals. Obviously, we obtain a finite family
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{[ai, bi] : 1 ≤ i ≤ m} of pairwise disjoint segments on [0, 1]. It is easy to
check that m = 2n, but we do not need this fact for our further purposes.
Pick any segment [ai, bi] from the above-mentioned family. Taking into
account the inductive assumption, we may put f(x) = (f(ai−)+ f(bi+))/2
for all points x ∈ ](2ai+bi)/3, (2bi+ai)/3[. So we have defined our function
f for all points belonging to the union of all intervals removed at the (n+1)-
th step. Continuing the process in this manner, we will be able to construct
f on the set R \ C, where C denotes the Cantor set. From the definition
of f immediately follows that f is increasing and continuous on its domain.
Moreover, it is easily seen that f can be uniquely extended to an increasing
continuous function f : R → [0, 1]. Since f is constant on each removed
interval, we obviously get f ′(x) = 0 for all x ∈ R \C, so the derivative of f
vanishes almost everywhere on R.

Thus, we have shown that there exists an increasing bounded continuous
function f from R into R, which is not constant and whose derivative is
zero almost everywhere on R.

Now, let p and q be any two points of R such that p < q. Because f is
not constant, there are some points x and y from R such that f(x) < f(y).
Evidently, x < y and there exists a homothety (or translation) h of the plane
R2, for which h((x, 0)) = (p, 0) and h((y, 0)) = (q, 0). Let f∗ denote the
function from R into R, whose graph coincides with the image of the graph
of f with respect to h. Then we may assert that f∗ is also an increasing
bounded continuous function whose derivative vanishes almost everywhere,
and f∗(p) < f∗(q).

By virtue of the remarks just made, we can formulate and prove the
following classical result concerning the existence of strictly increasing con-
tinuous singular functions.

Theorem 4. There exists a function g : R → R satisfying these three
conditions:

(1) g is continuous and strictly increasing;
(2) (∀x ∈ R)(0 ≤ g(x) ≤ 1);
(3) the derivative of g is zero almost everywhere on R.

Proof. Let {(pn, qn) : n ∈ N} denote the countable family of all pairs of
rational numbers, such that pn < qn. According to the argument presented
above, for each natural index n, there exists a function gn : R → [0, 1]
such that

(a) gn is continuous and increasing;
(b) 0 ≤ gn(x) ≤ 1/2n+1 for all x ∈ R;
(c) the inequality gn(pn) < gn(qn) holds true;
(d) the derivative of gn vanishes almost everywhere.
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It follows from (b) that the series
∑

n∈N
gn is uniformly convergent.

So we may consider the function g =
∑

n∈N
gn, which is continuous and

increasing because of (a). Evidently, ran(g) ⊂ [0, 1]. In accordance with
(c), we also have g(pn) < g(qn) for all n ∈ N, whence it immediately follows
that g is a strictly increasing function. Finally, taking into account condition
(d) and applying Theorem 3, we conclude that the derivative of g equals
zero almost everywhere on R. Theorem 4 has thus been proved.

EXERCISES

1. Recall that a function f : R → R possesses the Darboux property
if, for each subinterval [a, b] of R, the range of f contains the segment with
the end-points f(a) and f(b).

Demonstrate that any function with the Darboux property has no simple
discontinuity points.

In particular, infer from this fact that if f is the derivative of some
function acting from R into R, then f has no simple discontinuity points.

2. Let E = {xn : n ∈ N} be an arbitrary countable subset of R and
let {rn : n ∈ N} be a countable family of strictly positive real numbers,
such that

∑
n∈N

rn < +∞. For any point x ∈ R, put

f(x) =
∑

n∈N(x)

rn,

where N(x) = {n ∈ N : xn < x}. In this way, a certain function f acting
from R into R is defined.

Show that
(a) f is increasing;
(b) f is continuous at each point from R \ E;
(c) for any natural index n, one has

f(xn+)− f(xn−) = rn,

and, in particular, f is discontinuous at each point of the given set E.
Deduce from this result that if E is everywhere dense in R (for example,

if E = Q), then the function f constructed above has an everywhere dense
set of its discontinuity points.

3∗. Let f : R → R be a continuous function.
Demonstrate that the following two assertions are equivalent:
(a) f is injective;
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(b) f is strictly monotone.
Verify that there exist continuous functions g : R → R which cannot be

represented in the form g = g1+g2, where g1 and g2 are monotone functions
acting from R into R.

On the other hand, by using the method of transfinite induction, prove
that any function h : R → R is representable in the form h = h1 + h2,
where both functions h1 : R → R and h2 : R → R are injective.

Remark 1. It should be noticed, in connection with Exercise 3, that if h
is Lebesgue measurable, then both h1 and h2 can be chosen to be Lebesgue
measurable, too (see [173]).

4. Let f : [a, b] → R be an increasing continuous function.

Show that
∫ b

a
f ′(t)dt ≤ f(b)− f(a).

Give an example where this inequality is strict (cf. Theorem 4 of this
chapter).

In addition, demonstrate that if
∫ b

a
f ′(t)dt = f(b)− f(a), then the func-

tion f is absolutely continuous on the line segment [a, b].

5. Let λ denote, as usual, the standard Lebesgue measure on R and let
X be an arbitrary Lebesgue measure zero subset of R. As is well known,
there exists a sequence {Un : n ∈ N} of open subsets of R, such that
X ⊂ Un and λ(Un) < 1/2n for all n ∈ N. For any n ∈ N, introduce the
function

fn(x) = λ(Un ∩ ]−∞, x]) (x ∈ R).

Observe that fn is increasing, continuous, and 0 ≤ fn(x) ≤ 1/2n for all
x ∈ R. Further, define

fX(x) =
∑

n∈N

fn(x) (x ∈ R).

Show that the function fX is increasing, continuous, and, for any point
x ∈ X , the equality

limy→x,y 6=x(fX(y)− fX(x))/(y − x) = +∞

holds true.

6∗. Let f be a positive lower semicontinuous function given on a line
segment [a, b]. We recall (see Exercise 18 from Chapter 0) that f can be
represented in the form f = sup{fn : n ∈ N}, where all functions fn are
positive and continuous.
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Derive from this fact that f =
∑

n∈N
gn, where all functions gn are

positive and continuous.
Let now f be a positive, Lebesgue integrable, lower semicontinuous func-

tion on [a, b] and let

F (x) =

∫ x

a

f(t)dt (x ∈ [a, b]).

Prove, by applying Theorem 3 of this chapter and the fact formulated
above, that F ′(x) = f(x) for almost all (with respect to the Lebesgue
measure λ) points x ∈ [a, b].

Let g be a positive bounded Lebesgue measurable function on [a, b].
Show that, for each real ε > 0, there exists a bounded lower semicontin-

uous function f on [a, b], such that

g ≤ f,

∫ b

a

g(t)dt+ ε >

∫ b

a

f(t)dt.

Deduce from this fact that there exists a sequence {fn : n ∈ N} of
bounded lower semicontinuous functions such that

(a) fn+1 ≤ fn for any n ∈ N;
(b) g ≤ fn for any n ∈ N;
(c) limn→+∞fn(x) = g(x) for almost all points x ∈ [a, b].
In particular, the equality (f0−g) =

∑
n∈N

(fn−fn+1) holds true almost
everywhere on [a, b]. Observe that

f0 − g ≥ 0, fn − fn+1 ≥ 0 (n ∈ N).

Putting

F (x) =

∫ x

a

(f0 − g)(t)dt (x ∈ [a, b]),

Fn(x) =

∫ x

a

(fn − fn+1)(t)dt (x ∈ [a, b])

and applying Theorem 3 once more, demonstrate that

(

∫ x

a

g(t)dt)′ = g(x)

for almost all points x ∈ [a, b].
Finally, prove the Lebesgue theorem stating that if h is any real-valued

Lebesgue integrable function on [a, b], then

(

∫ x

a

h(t)dt)′ = h(x)
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for almost all points x ∈ [a, b].

Remark 2. The argument presented in Exercise 6 shows that the classi-
cal Lebesgue theorem concerning the differentiation of a function H defined
by

H(x) =

∫ x

a

h(t)dt (x ∈ [a, b]),

can be logically deduced from Theorem 3. However, this approach has a
weak side, because it does not yield the description of the set of those points
x ∈ [a, b] at which H ′(x) = h(x).

7. Let f be an arbitrary continuous increasing function acting from R

into R, whose derivative is equal to zero almost everywhere on R. For each
half-open subinterval [a, b[ of R, let us put µ([a, b[) = f(b)− f(a).

Demonstrate that µ can be uniquely extended to a σ-finite Borel measure
on R (denoted by the same symbol µ) that is diffused (i.e., vanishes on all
one-element subsets of R) and is singular with respect to the standard
Lebesgue measure λ. The latter means that there exists a Borel subset X
of R for which λ(X) = 0 and µ(R \X) = 0.

Formulate the converse assertion and prove it by utilizing the Vitali
covering theorem.

8. Verify that
(a) an increasing function f : R → R is continuous from the right if and

only if f is upper semicontinuous;
(b) an increasing function f : R → R is continuous from the left if and

only if f is lower semicontinuous.
Starting with these facts, construct a monotone function g : R → R

that is upper (lower) semicontinuous and whose discontinuity points form
an everywhere dense subset of R (cf. Exercise 2 of this chapter).

9. Let f : R → R be an arbitrary bounded from above function. Define
a new function f∗ : R → R by putting

f∗(x) = supy<xf(y) (x ∈ R).

Check that f∗ is increasing and lower semicontinuous.
In addition, suppose that the original function f is increasing.
Show that f and f∗ have the same set of continuity points and, in

general, f∗ does not coincide with f .
Finally, check that f∗ coincides with f if and only if f is continuous

from the left.



“K29544” — 2017/8/24

singular monotone functions 93

10. Let {tn : n < ω} be any sequence of real numbers.
Prove that at least one of the following three assertions is valid:
(a) {tn : n < ω} contains an infinite strictly increasing subsequence;
(b) {tn : n < ω} contains an infinite strictly decreasing subsequence;
(c) {tn : n < ω} contains infinitely many terms which are equal to each

other.
Give a straightforward proof of this result. On the other hand, show

that the same result is a direct consequence of the Ramsey combinatorial
theorem for countable graphs (see, e.g., [81], [211]).

Conclude from the above facts that any partial function f : R → R

satisfying the relation card(dom(f)) ≥ ω either is strictly monotone on
some infinite subset of R or is constant on some infinite subset of R.

Remark 3. The last result cannot be extended to uncountable subsets
of dom(f) (within the theory ZFC). Indeed, we shall see in our further
considerations that under the Continuum Hypothesis (CH) there exists a
function g : R → R, which is not monotone on any uncountable subset
of R. The construction of such a function is very similar to the classical
construction of a Sierpiński–Zygmund function (cf. Chapter 8) or to the
classical construction of a Luzin set on R (cf. Chapter 13).

11∗. Let f : R → R be an arbitrary continuous function.
Prove that there exists a nonempty perfect set P ⊂ R such that the

restriction f |P is monotone on P .
This can be done by using the following (fairly standard) argument.

Suppose that there exists no nondegenerate subinterval of R on which f is
decreasing. In this case, construct by recursion a dyadic system

(Ti1i2...ik)i1∈{0,1},i2∈{0,1},...,ik∈{0,1},k≥0

of nondegenerate compact subintervals of R satisfying the relations
(a) Ti1i2...ikik+1

⊂ Ti1i2...ik ;
(b) Ti1i2...ik0 ∩ Ti1i2...ik1 = ∅;
(c) diam(Ti1i2...ik) < 1/2k;
(d) if (i1, i2, ..., ik) ≺ (j1, j2, ..., jk), then x < y and f(x) < f(y) for

all points x ∈ Ti1i2...ik and y ∈ Tj1j2...jk (here � denotes the standard
lexicographical ordering of the set of all k-sequences whose terms belong to
{0, 1}).

Finally, put P = ∩k≥0(∪{Ti1i2...ik : (i1, i2, ..., ik) ∈ {0, 1}k}) and verify
that f is increasing on the nonempty perfect set P .

Establish the same result for those functions f : R → R which are
Lebesgue measurable or possess the Baire property (reduce this more gen-
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eral situation to the case of a continuous real-valued function given on a
nonempty perfect subset of R).

Moreover, let {f1, f2, ..., fn} be a finite family of real-valued functions
on R, all of which are Lebesgue measurable (or, respectively, possess the
Baire property).

Show that there exists a nonempty perfect set P ⊂ R such that all the
restrictions f1|P , f2|P , ..., fn|P are monotone on P .

On the other hand, construct an infinite sequence {fn : n ∈ N} of real-
valued continuous functions on [0, 1] such that there is no uncountable set
X ⊂ [0, 1] for which all the restrictions {fn|X : n ∈ N} are monotone.

Remark 4. In connection with the previous exercise, see also [20].

12. Give an example of a Peano type mapping

f = (f1, f2) : [0, 1] → [0, 1]2

such that both coordinate functions f1 and f2 are differentiable at almost all
points of [0, 1] (in the sense of the Lebesgue measure λ) and the equalities
f ′
1
= f ′

2
= 0 hold almost everywhere on [0, 1] (in the same sense).

Remark 5. It is useful to compare the above exercise with Exercise 15
from Chapter 1.

13. Let E be a topological space and let Fl(E,R) denote the family of
all real-valued lower semicontinuous functions on E.

Verify that if f ∈ Fl(E,R) and g ∈ Fl(E,R), then
(a) tf + rg ∈ Fl(E,R) for any two real numbers t ≥ 0 and r ≥ 0;
(b) min(f, g) ∈ Fl(E,R) and max(f, g) ∈ Fl(E,R).
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A characterization of constant functions via

Dini’s derived numbers

In this chapter we again will be dealing with Dini’s derived numbers for
continuous real-valued functions defined on various nondegenerate subinter-
vals of the real line R.

In terms of Dini’s derived numbers, a necessary and sufficient condition
will be given for a continuous function to be constant on a subinterval of R.

One of the main theorems of Calculus states that if f : [a, b] → R is
differentiable on [a, b] and its derivative is identically equal to zero, then f
is constant.

There are further extensions and generalizations of this fundamental
statement. It turns out that one of such generalizations can be formulated
in terms of Dini’s derived numbers. Here we would like to discuss in more
detail Dini’s derived numbers with their application to some generalized
version of the above-mentioned basic statement of Calculus.

For extensive information about Dini’s derived numbers and their prop-
erties, we refer the reader to [33], [194], and [225] (see also the previous chap-
ter where certain differentiability properties of singular monotone functions
were briefly considered).

In what follows the symbol N stands, as usual, for the set of all natural
numbers. Also, instead of the real line R, it will be convenient in this
chapter to deal with the extended real line R∗, which is defined by

R∗ = {−∞} ∪R ∪ {+∞}

and to which the standard structures of R are extended in a natural way.
Let [a, b] be a nondegenerate closed subinterval of R, let f : [a, b] → R

be a function, and let x ∈ [a, b[.
Recall that t ∈ R∗ is Dini’s right derived number of f at x if there exists

a sequence of points {xn : n ∈ N} ⊂ ]x, b] such that

x = limn→+∞xn, t = limn→+∞(f(xn)− f(x))/(xn − x).

95
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In a similar manner the notion of Dini’s left derived number is usually
introduced. Namely, τ ∈ R∗ is Dini’s left derived number of f at y ∈ ]a, b]
if there exists a sequence of points {yn : n ∈ N} ⊂ [a, y[ such that

y = limn→+∞yn, τ = limn→+∞(f(yn)− f(y))/(yn − y).

Accordingly, one says that r ∈ R∗ is Dini’s derived number of f at
x ∈ [a, b] if r is either Dini’s right derived number of f at x or Dini’s left
derived number of f at x.

At first sight, the above definition of Dini’s derived numbers seems to be
different from the definition given in Chapter 4. However, it is not difficult
to check that these definitions are equivalent for all points belonging to the
open interval ]a, b[.

Since Dini’s derived numbers are defined in terms of limits of sequences,
they look simpler (and, possibly, more convenient) than the usual concept of
derivative which relies on the operation of taking limits along uncountable
point sets.

It is easy to see that, for any function f : [a, b] → R and for each point
x ∈ ]a, b[, there exist Dini’s right and left derived numbers of f at x.

Further, f is differentiable at x if and only if all Dini’s derived numbers
of f at x are finite and mutually coincide.

A lot of continuous functions on [a, b] can be indicated which are not
differentiable at some points of ]a, b[ but have the uniformly bounded Dini’s
right and left derived numbers at all points of ]a, b[.

Lemma 1. Let L be a nonnegative real number and let f : [a, b] → R be
a continuous function. Suppose that this f satisfies the following condition:

(*) there are countably many points {xn : n ∈ N} ⊂ [a, b] such that, for
any point x ∈ [a, b[ \ {xn : n ∈ N}, there exists Dini’s right derived number
of f at x, which does not exceed L.

Then one may assert that f(x)−f(a) ≤ L(x−a) for all points x belonging
to [a, b].

Proof. Take any real ε > 0 and choose a sequence {εn : n ∈ N} of
strictly positive real numbers such that

∑
{εn : n ∈ N} < ε. It suffices to

show that, for every point x ∈ [a, b], the inequality

f(x)− f(a) ≤ (L+ ε)(x− a) +
∑

{εn : xn < x}

holds true. This can be done in the following manner. Fix x ∈ ]a, b] and
denote

Y = {a ≤ y < x : f(y)− f(a) ≤ (L+ ε)(y − a) +
∑

{εn : xn < y}}.
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The set Y is nonempty, because of the relation a ∈ Y . Now, let us put
z = sup(Y ). By virtue of the continuity of f , we have z ∈ Y , i.e.,

f(z)− f(a) ≤ (L+ ε)(z − a) +
∑

{εn : xn < z}.

It remains to demonstrate that z = x. Suppose to the contrary that z < x.
Only two cases are possible.

1. z = xk for some natural number k.
In this case, using the continuity of f at xk, we may write

f(y′)− f(z) ≤ εk + (L+ ε)(y′ − z)

for some point y′ ∈ ]z, x[. So we readily deduce that

f(y′)− f(a) ≤ (L+ ε)(y′ − a) +
∑

{εn : xn < y′},

which yields a contradiction with the definition of z.
2. z differs from all points xk (k ∈ N).
In this case, there exists Dini’s right derived number of f at z, which

does not exceed L. This circumstance implies that

f(y′′)− f(z) ≤ (L+ ε)(y′′ − z)

for some point y′′ ∈ ]z, x[, whence it follows that

f(y′′)− f(a) ≤ (L+ ε)(y′′ − a) +
∑

{εn : xn < y′′},

and we again obtain a contradiction with the definition of z.
Thus, under the condition (*), we have the inequality

f(x)− f(a) ≤ (L+ ε)(x − a) +
∑

{εn : xn < x}

and hence the inequality

f(x)− f(a) ≤ L(x− a) (x ∈ [a, b]),

which completes the proof of Lemma 1.

Keeping in mind that in the above inequality L is an arbitrary non-
negative real number, consider the particular case when L = 0. In this
case f(x) ≤ f(a). Applying the natural analogue of this inequality to any
subinterval [y, x] of [a, b], we immediately get f(x) ≤ f(y). So we come to
the following auxiliary statement.
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Lemma 2. If a given function f : [a, b] → R is continuous and possesses
Dini’s nonpositive right derived number at each point of a co-countable sub-
set of [a, b], then f is decreasing (in general, not strictly decreasing) on [a, b].

This fact yields at once a generalized version of the basic statement of
Calculus.

Theorem 1. If a function f : [a, b] → R is continuous and possesses
Dini’s zero right derived number at each point of a co-countable subset of
[a, b], then f is constant on [a, b].

Proof. As was shown above, both functions f and −f must be de-
creasing on [a, b] or, equivalently, f must be simultaneously decreasing and
increasing on [a, b], which implies that f is constant.

Remark 1. The assumption of continuity of f on [a, b] is essential in the
formulation of Theorem 1. Indeed, an arbitrary real-valued step-function g
on [a, b] has a derivative at every point of a co-countable subset of [a, b], but
g does not need to be constant.

Remark 2. In connection with Theorem 1, it makes sense to recall the
classical result of Lebesgue stating that any continuous monotone function
on [a, b] is differentiable at almost all (in the sense of Lebesgue measure)
points of [a, b] (see, e.g., [33], [194], [225], and Chapter 4 of this book).

Taking into account the above-mentioned result of Lebesgue, one readily
obtains the next statement.

Theorem 2. If a function f : [a, b] → R is continuous and possesses
Dini’s nonnegative (respectively, nonpositive) right derived number at each
point of a co-countable subset of [a, b], then f is increasing (respectively,
decreasing) and, consequently, is differentiable at almost all points of [a, b]
in the sense of Lebesgue measure.

There are many functions which are continuous and strictly increasing
(strictly decreasing) on [a, b], whose derivatives are zero at almost all points
of [a, b] in the sense of Lebesgue measure (cf. [78], [168], [225], and Chapter
4). Usually, they are called singular functions of Cantor type. In this
context, the following problem naturally arises:

Given a continuous function f : [a, b] → R such that its derivative is
zero at almost all points of [a, b], find a necessary and sufficient condition
for f to be a constant function.

In order to resolve this problem (even in a more general setting), let us
establish two auxiliary propositions.
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The first of them is very similar to Lemma 1. In its formulation below,
the symbol λ stands, as usual, for the standard Lebesgue measure on [a, b].
Here we do not need any profound properties of λ. We only will use the fact
that, for every λ-measurable set X ⊂ [a, b] and for an arbitrary real number
ε > 0, there exists an open set G ⊂ [a, b] containing X and satisfying the
inequality λ(G \X) < ε.

Lemma 3. Let L ≥ 0 be a real number and let f : [a, b] → R be a
continuous function for which there exists a λ-measurable set D ⊂ [a, b]
such that

(1) at each point of D, the function f possesses Dini’s right derived
number not exceeding L;

(2) at each point of the set [a, b] \ D, there exists Dini’s right derived
number of f which is equal to zero.

Then the inequality f(x)−f(a) ≤ Lλ(D∩ [a, x]) holds true for any point
x ∈ [a, b].

Proof. Let ε be an arbitrary strictly positive real number and let G be
an open subset of [a, b] containingD and satisfying the relation λ(G\D) < ε.
It suffices to show that

f(x)− f(a) ≤ (L+ ε)λ(G ∩ [a, x]) + ε(x− a)

for any point x ∈ [a, b]. We may proceed analogously to the argument
presented earlier (cf. the proof of Lemma 1). Namely, consider the set

Y = {a ≤ y < x : f(y)− f(a) ≤ (L+ ε)λ(G ∩ [a, y]) + ε(y − a)}

and observe that a ∈ Y . Further, denote z = sup(Y ). In view of the
continuity of f , we get

f(z)− f(a) ≤ (L+ ε)λ(G ∩ [a, z]) + ε(z − a).

We now claim that z = x. Indeed, suppose otherwise, i.e., z < x. Only two
cases are possible.

1. z ∈ D. In this case, we have z ∈ G and there exists y′ ∈ ]z, x[ such
that [z, y′] ⊂ G and

f(y′)− f(z) ≤ (L+ ε)(y′ − z).

So we easily obtain the inequality

f(y′)− f(a) ≤ (L + ε)λ(G ∩ [a, y′]) + ε(y′ − a),
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which contradicts the definition of z.
2. z 6∈ D. In this case, there exists Dini’s right derived number of f at

z, which is equal to zero. Consequently, we may write

f(y′′)− f(z) ≤ ε(y′′ − z)

for some point y′′ ∈ ]z, x[. This inequality readily implies the relation

f(y′′)− f(a) ≤ (L+ ε)λ(G ∩ [a, y′′]) + ε(y′′ − a),

and once again we come to a contradiction with the definition of z. Lemma
3 has thus been proved.

If in the formulation of Lemma 3 we have L = 0, then likewise as earlier
we can conclude that the function f is decreasing on [a, b] (in general, not
strictly decreasing).

Also, if in the same lemma λ(D) = 0, then f again turns out to be
decreasing on [a, b].

Lemma 4. Let f : [a, b] → R be a continuous function, D be a λ-
measure zero subset of [a, b], and let the following two conditions be fulfilled:

(1) for any point x ∈ [a, b] \D, there exists Dini’s right derived number
of f at x which is equal to zero;

(2) there is a constant L ≥ 0 such that the absolute values of all Dini’s
right derived numbers at all points from D do not exceed L.

Then the function f is constant on [a, b].

Proof. According to Lemma 3, both functions f and −f must be de-
creasing or, equivalently, f must be decreasing and increasing simultane-
ously, which implies at once that f is a constant function.

The statement formulated below gives a characterization of constant
functions via Dini’s derived numbers.

Theorem 3. Let f : [a, b] → R be a continuous function satisfying the
following two conditions:

(1) there is some λ-measure zero set D ⊂ [a, b] such that, at each point
of [a, b] \D, there exists Dini’s right derived number of f equal to zero;

(2) at any point of [a, b] all Dini’s derived numbers of f are finite.
Then the function f is constant on [a, b].

Proof. Suppose to the contrary that f is not constant on [a, b]. We
may assume, without loss of generality, that f(a) 6= f(b). According to
Lemma 4, the set of all absolute values of Dini’s right derived numbers of
f on D is unbounded. Clearly, this circumstance implies the existence of a
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nondegenerate segment [a1, b1] ⊂ [a, b] such that |f(b1) − f(a1)| > b1 − a1.
In addition, we may suppose that b1 − a1 < (b − a)/2. Further, since we
have f(a1) 6= f(b1), the set of all absolute values of Dini’s right derived
numbers of f on D ∩ [a1, b1] is also unbounded. This implies the existence
of a nondegenerate segment [a2, b2] ⊂ [a1, b1[ such that

|f(b2)− f(a2)| > 2(b2 − a2), b2 − a2 < (b1 − a1)/2.

Proceeding in this manner by recursion, we finally obtain a decreasing (by
inclusion) sequence {[an, bn] : n ∈ N \ {0}} of nondegenerate closed subin-
tervals of [a, b] satisfying the relations

bn+1 − an+1 < (bn − an)/2, |f(bn)− f(an)| > n(bn − an)

for all natural numbers n ≥ 1. Let now x be a unique point belonging to
all of these subintervals. Then a simple geometric argument shows that at
least one of the following two equalities holds:

limn→+∞

|f(an)− f(x)|

an − x
= −∞, limn→+∞

|f(bn)− f(x)|

bn − x
= +∞.

This yields a contradiction with condition (2) and completes the proof of
the theorem.

At the end of this chapter it makes sense to present one direct corollary
of Theorem 3.

Theorem 4. Let f : [a, b] → R be a continuous function for which there
is a λ-measure zero set D ⊂ [a, b] having the property that at every point of
the set [a, b] \D there exists Dini’s right derived number of f equal to zero.
Then these two relations are equivalent:

(1) f is differentiable at all points of ]a, b[;
(2) f is constant on [a, b].

The proof of this last statement is left to the reader.

Remark 3. The equivalence of the relations (1) and (2) in Theorem
4 perfectly explains why the singularity of certain continuous monotone
functions on [a, b] is closely connected with the absence of (finite) derivatives
of such functions at some points of ]a, b[.

EXERCISES

1. Check that the definition of Dini’s derived number introduced in
Chapter 4 is equivalent to the definition of Dini’s derived number introduced
in the present chapter.
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2. Give an example of a continuous function on a nondegenerate segment
[a, b], which is not differentiable at some points of the open interval ]a, b[ but
has the uniformly bounded Dini’s right and left derived numbers at all points
of ]a, b[.

3. Give a proof of Theorem 4.

4. Let f : [a, b] → R be a continuous function. Denote

X = {x ∈ [a, b] : all Dini′s derived numbers of f at x are finite}.

Demonstrate that X is a Borel subset of [a, b].

5∗. Preserving the notation of Exercise 4 and assuming that f is not con-
stant and almost everywhere on [a, b] there are Dini’s right derived numbers
of f equal to zero, show that the set [a, b] \X is of cardinality continuum c.

For this purpose, keep in mind the Alexandrov–Hausdorff theorem stat-
ing that the cardinality of any uncountable Borel subset of [a, b] is equal to
c (see [97], [105], [149], [167]).

6. A function f : [a, b] → R is called weakly smooth (or smooth in the
Riemann sense) at a point x0 ∈ ]a, b[ if

limh→0,h 6=0

f(x0 + h) + f(x0 − h)− 2f(x0)

h
= 0.

Verify that if f is differentiable at x0, then f is also weakly smooth at
x0.

7∗. Let f : [a, b] → R be a continuous function weakly smooth at all
points of ]a, b[. Denote X = {x ∈ [a, b] : there exists f ′(x)}.

Demonstrate that, for every nondegenerate segment [c, d] ⊂ [a, b], the
set X ∩ [c, d] is of cardinality continuum.

Argue as follows. Let φ : [a, b] → R be an affine function such that

φ(c) = f(c), φ(d) = f(d).

Then the function g = f −φ is continuous, weakly smooth, and satisfies the
equalities g(c) = g(d) = 0. Let x0 ∈ ]c, d[ be a point at which g has a local
minimum.

Check that there exists g′(x0) = 0, so f ′(x0) = (f(d)− f(c))/(d− c).
Finally, changing arbitrarily a point t ∈ ]c, d[ and applying the above

argument to the segment [c, t], obtain the required result.

Remark 4. We will see in our further considerations that there exist
everywhere discontinuous weakly smooth functions onR which are also non-
measurable with respect to the standard Lebesgue measure λ (cf. Chapter
11).
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Everywhere differentiable nowhere monotone

functions

It follows from the results discussed in Chapter 4 that if a continuous
function f : R → R is nowhere differentiable, then f is nowhere mono-
tone, i.e., there does not exist a nondegenerate subinterval of R on which
f is monotone. The present chapter is devoted to some constructions of
functions also acting from R into R, differentiable everywhere but nowhere
monotone. The question of the existence of the above-mentioned functions
is obviously typical for classical mathematical analysis. In this connec-
tion, it should be noticed that many mathematicians of the end of the 19th
century and of the beginning of the 20th century tried to give various con-
structions of functions of such a kind. As a rule, their constructions were
either incorrect or, at least, incomplete. As pointed out in [104], the first
explicit construction of such a function was suggested by Köpcke in 1889.
Another example was given by Pereno in 1897 (this example is presented in
[92]). In addition, Denjoy presented in his extensive work [58] a proof of the
existence of an everywhere differentiable nowhere monotone function, as a
consequence of his profound investigations concerning trigonometric series
and their convergence. Afterwards, a number of distinct proofs of the exis-
tence of everywhere differentiable nowhere monotone functions were given
by several authors (see, e.g., [79], [104], [156], [275]).

We begin with the discussion of the construction described in [104]. This
construction is completely elementary and belongs to classical mathematical
analysis. We need some easy auxiliary propositions.

Lemma 1. Let r and s be two strictly positive real numbers. The
following assertions are valid:

(1) if r > s, then (r − s)/(r2 − s2) < 2/r;

(2) if r > 1 and s > 1, then (r + s− 2)/(r2 + s2 − 2) < 2/s.

103
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Proof. Clearly, we have the relation

(r − s)/(r2 − s2) = 1/(r + s) < 1/r < 2/r.

Thus, (1) holds true. Further, it can easily be checked that the inequality
of (2) is equivalent to the inequality

(r − s)2 + (r − 1)(s− 1) + r2 + r + 3s > 5

which, obviously, is fulfilled under our assumptions r > 1 and s > 1. This
completes the proof of Lemma 1.

Lemma 2. Let φ be a function acting from R into R and defined by
the formula φ(x) = (1 + |x|)−1/2 for all x ∈ R, and let a and b be any two
distinct real numbers. Then we have

(1/(b− a))

∫ b

a

φ(x)dx < 4min(φ(a), φ(b)).

Proof. Without loss of generality we may assume that a < b. Only
three cases are possible.

1. 0 ≤ a < b. In this case, taking into account (1) of Lemma 1, we can
write

(1/(b− a))

∫ b

a

φ(x)dx = 2((1 + b)1/2 − (1 + a)1/2)/((1 + b)− (1 + a))

< 4/(1 + b)1/2 = 4min(φ(a), φ(b)).

2. a < b ≤ 0. This case can be reduced to the previous one, because of
the evenness of our function φ.

3. a < 0 < b. In this case, taking into account (2) of Lemma 1, we can
write

(1/(b− a))

∫ b

a

φ(x)dx = 2((1+ b)1/2 +(1− a)1/2 − 2)/((1+ b)+ (1− a)− 2)

< 4min(φ(a), φ(b)).

This finishes the proof of Lemma 2.

Lemma 3. Let n > 0 be a natural number and let ψ : R → R be a
function of the form

ψ(x) =
∑

1≤k≤n

ckφ(dk(x− tk)) (x ∈ R),
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where φ is the function from Lemma 2, c1, c2, ..., cn, d1, d2, ..., dn are strictly
positive real numbers, and t1, t2, . . . , tn are any real numbers. Then

(1/(b− a))

∫ b

a

ψ(x)dx < 4min(ψ(a), ψ(b))

for all distinct reals a and b.

Proof. The assertion follows immediately from Lemma 2, by taking
into account the fact that

(1/(b− a))

∫ b

a

φ(d(x − t))dx = (1/(d(b− t)− d(a− t)))

∫ d(b−t)

d(a−t)

φ(x)dx

for every real number t and any d > 0.

Lemma 4. Let (ψn)n≥1 be a sequence of functions as in Lemma 3. For
each point x ∈ R and for each integer n ≥ 1, let us define

Ψn(x) =

∫ x

0

ψn(z)dz

and suppose that, for some a ∈ R, the series
∑

n≥1
ψn(a) is convergent.

Denote ∑

n≥1

ψn(a) = s < +∞.

Then we have
(1) the series F (x) =

∑
n≥1

Ψn(x) converges uniformly on every bounded
subinterval of R;

(2) the function F is differentiable at the point a and F ′(a) = s.
In particular, if f(z) =

∑
n≥1

ψn(z) < +∞ for each point z ∈ R, then
the function F is differentiable everywhere on R and the equality F ′ = f
holds true.

Proof. Take any b ∈ R satisfying the relation b ≥ |a|. In view of Lemma
3, for all points x ∈ [−b, b] and for all integers n ≥ 1, we may write

|Ψn(x)| ≤ |

∫ a

0

ψn(z)dz|+ |

∫ x

a

ψn(z)dz| ≤

4|a|ψn(a) + 4|x− a|ψn(a) ≤ 12bψn(a).

This shows the uniform convergence of the series
∑

n≥1
Ψn(x) with respect

to x ∈ [−b, b].
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Further, let ε > 0 be given. Pick a natural number k > 0 such that

10 ·
∑

n>k

ψn(a) < ε.

Because all functions ψn are continuous on the whole R (in particular, at
a), there exists some real δ > 0 such that

|(1/h)

∫ a+h

a

ψn(z)dz − ψn(a)| < ε/2k,

whenever 0 < |h| < δ and 1 ≤ n ≤ k. Consequently, assuming 0 < |h| < δ
and applying Lemma 3 once again, we get

|(F (a+ h)− F (a))/h− s| = |
∑

n≥1

((1/h)

∫ a+h

a

ψn(z)dz − ψn(a))| ≤

∑

1≤n≤k

|(1/h)

∫ a+h

a

ψn(z)dz − ψn(a)|+
∑

n>k

((1/h)

∫ a+h

a

ψn(z)dz + ψn(a))

< ε/2 +
∑

n>k

5ψn(a) < ε.

We thus conclude that F ′(a) = s, and the lemma is proved.

Lemma 5. Let n > 0 be a natural number, let I1, ..., In be pairwise
disjoint nondegenerate segments on R, and let tk denote the midpoint of Ik
for each natural number k ∈ [1, n]. Fix any strictly positive real numbers

ε, y1, . . . , yn.

Then there exists a function ψ as in Lemma 3 such that, for all natural
numbers k ∈ [1, n], the following three relations are fulfilled:

(1) ψ(tk) > yk;
(2) (∀x ∈ Ik)(ψ(x) < yk + ε);
(3) (∀x ∈ R \ (I1 ∪ ... ∪ In))(ψ(x) < ε).

Proof. For each natural number k ∈ [1, n], denote ck = yk + ε/2 and
define

φk(x) = ckφ(dk(x− tk)) (x ∈ R),

where a real dk > 0 is chosen so large that (∀x ∈ R \ Ik)(φk(x) < ε/2n).
Finally, put ψ = φ1 + . . . + φn. Then, taking into account the fact that

maxx∈Rφk(x) = φk(tk) = ck (1 ≤ k ≤ n),
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it is easy to check that the function ψ satisfies relations (1), (2), (3).

Lemma 6. Let any two disjoint countable subsets

{tk : k ∈ N, k ≥ 1}, {rk : k ∈ N, k ≥ 1}

of R be given. Then there exists a function F : R → R such that
(1) F is differentiable everywhere on R;
(2) 0 < F ′(x) ≤ 1 for all x ∈ R;
(3) F ′(tk) = 1 for each k ∈ N \ {0};
(4) F ′(rk) < 1 for each k ∈ N \ {0}.

Proof. We shall construct by recursion a sequence {ψn : n ≥ 1} of
functions as in Lemma 3 with some additional properties. Namely, denoting
fn =

∑
1≤k≤n ψk, we desire the following conditions would be satisfied:

(i) for any integer n ≥ 1 and for all integers k ∈ [1, n], we have

fn(tk) > 1− 1/n;

(ii) for any integer n ≥ 1 and for each point x ∈ R, we have

fn(x) < 1− 1/(n+ 1);

(iii) for any integer n ≥ 1 and for all integers k ∈ [1, n], we have

ψn(rk) < 1/(2n · 2n).

At the first step we choose a nondegenerate segment I1 with midpoint
t1, such that r1 6∈ I1, and apply Lemma 5 with ε = 1/4 and y1 = 1/4.
Evidently, we obtain ψ1 and f1 = ψ1 such that relations (i), (ii), and (iii)
are fulfilled for n = 1.

Suppose now that, for a natural number n > 1, we have already defined
the functions ψ1, ..., ψk, ..., ψn−1 satisfying the corresponding analogues of
(i) – (iii) for n − 1. Pick disjoint nondegenerate segments I1, . . . , In in
such a way that

(a) tk is the midpoint of Ik for each integer k ∈ [1, n];
(b) Ik ∩ {r1, ... , rn} = ∅ for each integer k ∈ [1, n];
(c) for any integer k ∈ [1, n] and for any point x ∈ Ik, we have the

inequality fn−1(x) < fn−1(tk) + δ, where

δ = 1/(n(n+ 1)) − 1/(2n · 2n).

We now can apply Lemma 5 with ε = 1/(2n · 2n) and

yk = 1− (1/n)− fn−1(tk) (1 ≤ k ≤ n).
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Applying the above-mentioned lemma, we get the function ψn. Clearly,

ψn(rk) < ε = 1/(2n · 2n)

for all natural numbers k ∈ [1, n], so relation (iii) holds true. Further, for
any natural number k ∈ [1, n], we also have

fn(tk) = fn−1(tk) + ψn(tk) > fn−1(tk) + yk = 1− 1/n,

which shows that relation (i) holds true, too. Finally, in order to verify (ii),
fix any point x ∈ R. If, for some integer k ∈ [1, n], the point x belongs to
Ik, then we may write

fn(x) = fn−1(x) + ψn(x) < fn−1(tk) + δ + yk + ε =

1− 1/n+ 1/(n(n+ 1)) = 1− 1/(n+ 1).

If x does not belong to I1 ∪ ... ∪ In, then

fn(x) = fn−1(x) + ψn(x) < 1− 1/n+ ε < 1− 1/(n+ 1).

Thus, relation (ii) holds true, too. Proceeding in this manner, we are able
to construct the required sequence {ψn : n ≥ 1}. Putting

f =
∑

n≥1

ψn = limn→+∞fn

and denoting

F (x) =

∫ x

0

f(z)dz (x ∈ R),

we obtain the function F : R → R. In view of Lemma 4, we also get

F ′(x) = f(x) (x ∈ R).

Further, the definition of F immediately implies

(∀x ∈ R)(0 < F ′(x) ≤ 1), F ′(tk) = 1 (k ∈ N, k ≥ 1).

Now, fix an integer k ≥ 1 and let n be a natural number strictly greater
than k. Then

F ′(rk) = fn−1(rk) +
∑

m≥n

ψm(rk) <

1− 1/n+
∑

m≥n

1/(2m · 2m) < 1− 1/n+ 1/2n = 1− 1/2n < 1.
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This completes the proof of Lemma 6.

Theorem 1. There exists a function H : R → R such that
(1) H is differentiable everywhere on R;
(2) H ′ is bounded on R;
(3) H is monotone on no nondegenerate subinterval of R.

Proof. Denote by

{tn : n ∈ N, n > 0}, {rn : n ∈ N, n > 0}

some two disjoint countable everywhere dense subsets of R. Using the pre-
vious lemma, take any two everywhere differentiable functions F : R → R

and G : R → R satisfying the relations
(a) 0 < F ′(x) ≤ 1 and 0 < G′(x) ≤ 1 for all x ∈ R;
(b) F ′(tn) = 1 and F ′(rn) < 1 for each natural number n ≥ 1;
(c) G′(rn) = 1 and G′(tn) < 1 for each natural number n ≥ 1.
Now, define H = F −G. Obviously, we have

H ′(tn) > 0, H ′(rn) < 0 (n ∈ N, n ≥ 1).

Because both the sets {tn : n ∈ N, n > 0} and {rn : n ∈ N, n > 0}
are everywhere dense in R, we infer that H cannot be monotone on any
subinterval of R. Also, the relation

−1 < H ′(x) < 1 (x ∈ R)

implies that H ′ is bounded, and the theorem has thus been proved.

In fact, the preceding argument establishes the existence of many func-
tions f : R → R which are everywhere differentiable, nowhere monotone
and such that f ′ is bounded on R. Let us mention several other interesting
and extraordinary properties of any such function f .

1. f has a point of a local maximum and a point of a local minimum
in every nonempty open subinterval of R. Actually, for each nondegenerate
segment [a, b] ⊂ R, we can find two points x1 and x2 satisfying the relations

a < x1 < x2 < b, f ′(x1) > 0, f ′(x2) < 0.

Let us denote M = supt∈[x1,x2]
f(t). Then, for some τ ∈ [x1, x2], we must

have f(τ) =M , and it is clear that τ must be in the interior of [x1, x2]. In
other words, τ is a point of a local maximum for our f .

Applying a similar argument, we can also find a point of a local minimum
of f on the same nondegenerate segment [a, b].
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2. Because f ′ is bounded, the function f satisfies the so-called Lipschitz
condition, i.e., for some real constant d ≥ 0, we have

|f(x)− f(y)| ≤ d|x− y| (x ∈ R, y ∈ R).

Notice that, in the latter relation, we may put d = supt∈R
|f ′(t)|. In par-

ticular, f is absolutely continuous. This also implies that f ′ is Lebesgue
integrable on each bounded subinterval of R.

3. The function f ′ is not integrable in the Riemann sense on any non-
degenerate segment [a, b] ⊂ R. To see this, suppose otherwise, i.e., suppose
that f ′ is Riemann integrable on [a, b]. Then, according to a well-known
theorem of mathematical analysis, f ′ must be continuous at almost all (with
respect to the standard Lebesgue measure) points of [a, b] (see, e.g., [194]).
Taking into account the fact that f ′ changes its sign on each nonempty open
subinterval of R, we infer that f ′ must be equal to zero at almost all points
of [a, b]. Consequently, f must be constant on [a, b], which is impossible.
The contradiction obtained yields the desired result.

4. Being a derivative, the function f ′ belongs to the first Baire class,
i.e., f ′ can be represented as a pointwise limit of a sequence of continuous
functions (see Example 1 from Chapter 2). Hence, by virtue of the classical
Baire theorem (see, e.g., [149], [194], [202] or Theorem 3 from Chapter 2),
the set of all those points of R at which f ′ is continuous is residual (co-
meager), i.e., is the complement of a first category subset of R. This fact is
in contrast to the circumstance mentioned in 3.

5. Let us introduce the notation

X = {t ∈ R : f ′(t) > 0}, Y = {t ∈ R : f ′(t) < 0}.

The sets X and Y are disjoint, Lebesgue measurable, and have the property
that, for each nondegenerate segment [a, b] ⊂ R, the relations

λ(X ∩ [a, b]) > 0, λ(Y ∩ [a, b]) > 0

are valid (where λ denotes, as usual, the Lebesgue measure on R). In order
to demonstrate this fact, suppose, for example, that λ(Y ∩ [a, b]) = 0. Then
we get f ′(t) ≥ 0 for almost all points t ∈ [a, b]. But this immediately implies
that f , being of the form

f(x) =

∫ x

0

f ′(t)dt+ f(0) (x ∈ R),

is increasing on [a, b], which contradicts the definition of f .
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Now, we are going to present an essential generalization of Theorem 1
due to Weil (see [275]). We will see that Weil’s argument uses the classical
Baire theorem on category.

We recall that a function f : R → R is a derivative if there exists at least
one everywhere differentiable function F : R → R satisfying the relation

(∀x ∈ R)(F ′(x) = f(x)).

Let us consider the set D = {f : f is a derivative and f is bounded}. Ob-
viously, D is a vector space over R. We may equip this set with a metric d
defined by the formula

d(f, g) = supx∈R|f(x)− g(x)|.

Clearly, the metric d produces the topology of uniform convergence. In view
of the well-known theorem of mathematical analysis, a uniform limit of a
sequence of bounded derivatives is a bounded derivative (cf. Exercise 19
from Chapter 2). This shows, in particular, that the pair (D, d) is a Banach
space (it can easily be seen that it is nonseparable). Take any function
f ∈ D and consider the set f−1(0). We assert that this set is a Gδ-subset
of R. Indeed, we may write

f−1(0) = {x ∈ R : limn→+∞ n(F (x+ 1/n)− F (x)) = 0},

where a function F : R → R is such that F ′(x) = f(x) for all x ∈ R.
Equivalently, we have

f−1(0) =
⋂

1≤n<ω

(
⋃

n≤m<ω

{x ∈ R : m(F (x + 1/m)− F (x)) < 1/n}).

This formula yields at once the desired result.
Let us put

D0 = {f ∈ D : the set f−1(0) is everywhere dense in R}.

We need the following simple fact.

Lemma 7. The set D0 is a closed vector subspace of the space D.
Consequently, D0 is a Banach space, as well.

Proof. First, we show that D0 is closed in D. Let {fk : k < ω} be
a sequence of functions from D0, converging (in metric d) to some function
f ∈ D. For each k < ω, define Zk = f−1

k (0). Then all the sets Zk are
everywhere dense Gδ-subsets of R. Therefore, the set Z = ∩{Zk : k < ω}
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is an everywhere dense Gδ-subset of R, too, and the inclusion Z ⊂ f−1(0)
is valid. Thus, we obtain that f ∈ D0.

Now, let us demonstrate that D0 is a vector subspace of D. Clearly, if
f ∈ D0 and t ∈ R, then tf ∈ D0. Further, take any two functions g ∈ D0

and h ∈ D0 and consider the sets

Zg = g−1(0), Zh = h−1(0), Zg+h = (g + h)−1(0).

Then Zg ∩Zh is an everywhere dense Gδ-subset of R, and it is evident that
Zg ∩ Zh ⊂ Zg+h. This shows that D0 is a vector space. Lemma 7 has thus
been proved.

Notice now that the space D0 is nontrivial, i.e., contains nonzero func-
tions. For instance, this fact follows directly from Theorem 1 (and it can
also be proved by using another argument).

Theorem 2. Let E denote the set of all those functions f ∈ D0 for
which there exists a nondegenerate subinterval of R (depending on f) where
f preserves its sign.

Then the set E is of first category in the space D0.

Proof. Let {In : n ∈ N} be an enumeration of all nondegenerate
subintervals of R with rational end-points. For each n ∈ N, put

An = {f ∈ D0 : (∀x ∈ In)(f(x) ≥ 0)},

Bn = {f ∈ D0 : (∀x ∈ In)(f(x) ≤ 0)}.

Clearly, we have E = ∪n∈N(An ∪ Bn), so it suffices to demonstrate that
each of the sets An and Bn is closed and nowhere dense. We shall establish
this fact only for An (for Bn, the argument is analogous). The closedness
of An is trivial. In order to prove that An contains no ball in D0, take any
f ∈ D0 and fix an arbitrary real ε > 0. Because f ∈ D0, there exists a
point x ∈ In such that f(x) = 0. Now, by starting with the existence of a
nonzero bounded derivative belonging to D0, it is easy to show that there
is a function h ∈ D0 for which

h(x) < 0, supy∈R
|h(y)| < ε.

Let us define g = f + h. Then the function g belongs to the ball of D0 with
center f and radius ε. At the same time, g does not belong to An because

g(x) = f(x) + h(x) = h(x) < 0.
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This establishes that An is nowhere dense in D0. Theorem 2 has thus been
proved.

Remark 1. In the next chapter, we shall consider one more proof of
the existence of everywhere differentiable nowhere monotone functions, by
applying some properties of the so-called density topology on R.

EXERCISES

1. Give a direct construction of two disjoint Lebesgue measurable sub-
sets X and Y of R, such that, for any nonempty open interval I ⊂ R, the
inequalities λ(I ∩X) > 0 and λ(I ∩ Y ) > 0 hold true.

More generally, show that there exists a partition {Xn : n < ω} of R
consisting of Lebesgue measurable sets and such that λ(I∩Xn) > 0 for each
nonempty open subinterval I of R and for every natural number n.

Infer from the latter fact that there exists a Lebesgue measurable func-
tion g : R → R which is nonintegrable on any nonempty open subinterval
of R.

2. Denote by E the family of all Lebesgue measurable subsets of the
unit segment [0, 1]. For any two sets X ∈ E and Y ∈ E , put

d(X,Y ) = λ(X△Y ).

Identifying all those X and Y for which d(X,Y ) = 0, we come to the metric
space (E , d).

Check that (E , d) is complete and separable, i.e., is a Polish space.
Further, let E ′ be a subspace of E consisting of all sets X ∈ E such that

λ(X ∩ I) > 0, λ(([0, 1] \X) ∩ I) > 0

for each nondegenerate subinterval I of [0, 1].
Show that E ′ is the complement of a first category subset of E . Hence,

according to the Baire theorem, we have E ′ 6= ∅.

Remark 2. It is useful to compare this fact with Exercise 1.

3. Verify that the Banach space (D, d) introduced in this chapter is
nonseparable (moreover, its topological weight is equal to c).

4. Give a direct proof (i.e., without the aid of Theorem 1) that the set
D0 contains nonzero elements.

5∗. Let E be an arbitrary topological space. Recall that a family N of
subsets of E is a net in E if every open subset of E can be represented
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as the union of some subfamily of N (recall also that the concept of a
net, for topological spaces, was introduced by Archangelskii; obviously, it
generalizes the concept of a base of a topological space). We denote by the
symbol nw(E) the smallest cardinality of a net in E.

Let now f : E → R be a function. We put
lmaxv(f) = the set of all those t ∈ R for which there exists a nonempty

open subset U of E such that t = sup(f(U)) and, in addition, there is a
point e ∈ U such that f(e) = sup(f(U));

lminv(f) = the set of all those t ∈ R for which there exists a nonempty
open subset V of E such that t = inf(f(V )) and, in addition, there is a
point e ∈ V such that f(e) = inf(f(V )).

Check that

card(lmaxv(f)) ≤ nw(E) + ω, card(lminv(f)) ≤ nw(E) + ω.

In particular, if E possesses a countable net, then the above-mentioned
subsets of R are at most countable.

Further, let us introduce the notation
slmax(f) = the set of all points e ∈ E having the property that there

exists a neighborhood U(e) such that f(e) > f(x) for each x ∈ U(e) \ {e};
slmin(f) = the set of all points e ∈ E having the property that there

exists a neighborhood V (e) such that f(e) < f(x) for each x ∈ V (e) \ {e}.
Verify that

card(slmax(f)) ≤ nw(E) + ω, card(slmin(f)) ≤ nw(E) + ω.

In particular, if E possesses a countable net, then the sets slmax(f) and
slmin(f) are at most countable.

Finally, for E = R, give an example of a continuous function f for which
the latter two sets are everywhere dense in E.

6∗. Let X be a λ-measurable set in [0, 1] such that

λ(X ∩ I) > 0, λ(([0, 1] \X) ∩ I) > 0

for each nondegenerate subinterval of [0, 1]. Denote by fX the characteristic
function of X and define

F (x) =

∫ x

0

fX(t)dt (x ∈ [0, 1]).

Show that the absolutely continuous function F : [0, 1] → R is not
differentiable at all points of some co-meager subset of [0, 1].
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Continuous nowhere approximately

differentiable functions

The first example of a nowhere approximately differentiable function
belonging to the Banach space C[0, 1] is due to Jarńık (see [95]). Moreover,
he showed that such functions are typical, i.e., they constitute a set whose
complement is of first category in C[0, 1].

In this chapter we present one precise construction of a continuous func-
tion acting from R into R which is nowhere approximately differentiable.
Actually, this construction is due to Malý [174] (cf. also [49] and [50]). It
is not difficult and, at the same time, is quite visual from the geometrical
point of view.

We begin with some preliminary notions and facts.
Let λ denote the standard Lebesgue measure on R and let X be a λ-

measurable subset of R. We recall that a point x ∈ R is said to be a density
point for (of) X if

limh→0, h>0 λ(X ∩ [x− h, x+ h])/2h = 1.

According to the classical Lebesgue theorem (see, e.g., Chapter 0), al-
most all points of X are its density points.

The notion of a density point turned out to be very deep and fruitful
not only for real analysis but also for general topology, probability theory
and some other domains of mathematics. For example, starting with this
notion the important concept of the density topology on R was introduced
and investigated by several authors (Pauc, Goffman, Waterman, Nishiura,
Neugebauer, Tall, and others). This topology was studied, with its further
generalizations, from different points of view (see, e.g., [80], [202], [212],
and [266]). We shall deal with the density topology (and with some of its
natural analogues) in our considerations below.

Now, let f : R → R be a function and let x ∈ R.
We recall that f is said to be approximately continuous at x if there

exists a λ-measurable set X such that

115
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(1) x is a density point of X ;
(2) the function f |(X ∪ {x}) is continuous at x.
Exercises 3 and 4 of this chapter show that all Lebesgue measurable

functions on R can be described in terms of approximate continuity.
Again, let f : R → R be a function and let x ∈ R.
We say that f is approximately differentiable at x if there exist a λ-

measurable set Y , for which x is a density point, and a limit

limy→x, y∈Y, y 6=x

f(y)− f(x)

y − x
.

This limit is denoted by f ′
ap(x) and is called the approximate derivative of

f at the point x.
For our purposes below, we need two simple auxiliary propositions.

Lemma 1. Let f : R → R be a function, let x be a point of R,
and suppose that f is approximately differentiable at x. Then, for any real
number M1 > f ′

ap(x), we have

limh→0+λ({y ∈ [x− h, x+ h] \ {x} : (f(y)− f(x))/(y − x) ≥ M1})/2h = 0.

Similarly, for any real number M2 < f ′
ap(x), we have

limh→0+λ({y ∈ [x− h, x+ h] \ {x} : (f(y)− f(x))/(y − x) ≤ M2})/2h = 0.

Proof. Because the argument in both cases is completely analogous, we
shall consider only the case of M1. There exists a λ-measurable set X such
that x is a density point of X and

limy→x,y 6=x,y∈X(f(y)− f(x))/(y − x) = f ′
ap(x).

Fix a real number ε > 0 for which f ′
ap(x) + ε < M1. Then there exists a

real number δ > 0 such that, for any strictly positive real h < δ, we have

(∀y ∈ X ∩ [x− h, x+ h] \ {x})((f(y)− f(x))/(y − x) ≤ f ′
ap(x) + ε).

But, if a real δ > 0 is sufficiently small, then

λ(X ∩ [x− h, x+ h])/2h ≥ 1− ε

for all strictly positive reals h < δ. So we obtain the relation

λ({y ∈ [x− h, x+ h] \ {x} : (f(y)− f(x))/(y − x) ≥ M1})/2h ≤ ε,
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and the lemma is proved.

Actually, in our further considerations we need only the following aux-
iliary assertion, which is an immediate consequence of Lemma 1.

Lemma 2. Let f : R → R be a function, let x be a point of R and
suppose that, for every strictly positive real number M , the relation

liminfh→0+

λ({y ∈ [x− h, x+ h] \ {x} : |f(y)− f(x)|/|y − x| ≥ M})

2h
> 0

holds true. Then f is not approximately differentiable at x.

In particular, suppose that two sequences

{hk : k ∈ N}, {Mk : k ∈ N}

of real numbers are given, satisfying the following conditions:
(1) hk > 0 and Mk > 0 for all integers k ≥ 0;
(2) limk→+∞hk = 0 and limk→+∞Mk = +∞;
(3) the lower limit

liminfk→+∞λ({y ∈ [x− hk, x+ hk] \ {x} :

|f(y)− f(x)|/|y − x| ≥ Mk})/2hk

is strictly positive.
Then we can assert (by virtue of Lemma 2) that our function f is not

approximately differentiable at the point x.
After these simple preliminary remarks, we are able to begin the con-

struction of a continuous nowhere approximately differentiable function.
First of all, let us put

f1(0/9) = 0, f1(1/9) = 1/3, f1(2/9) = 0, f1(3/9) = 1/3,

f1(4/9) = 2/3, f1(5/9) = 1/3, f1(6/9) = 2/3, f1(7/9) = 3/3,

f1(8/9) = 2/3, f1(9/9) = 3/3

and extend (uniquely) this partial function to a continuous function

f1 : [0, 1] → [0, 1]

in such a way that f1 becomes affine on each segment [k/9, (k+1)/9] where
k = 0, 1, ..., 8. We shall start with this function f1. In our further construc-
tion, we also need an analogous function g acting from the segment [0, 9]
into the segment [0, 3]. Namely, we put

g(x) = 3f1(x/9) (x ∈ [0, 9]).
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Obviously, g is continuous and affine on each segment [k, k + 1], where
k = 0, 1, ..., 8. Also, another function similar to g will be useful in the
construction. Namely, we denote by g∗ the function from [0, 9] into [0, 3],
whose graph is symmetric with the graph of g with respect to the straight
line

{(x, y) ∈ R×R : y = 3/2}.

In other words, we put
g∗(x) = 3− g(x)

for all x ∈ [0, 9]. Suppose now that, for a natural number n ≥ 1, the function

fn : [0, 1] → [0, 1]

has already been defined so that
(a) fn is continuous;
(b) for each segment of the form [k/9n, (k + 1)/9n], where

k ∈ {0, 1, ..., 9n − 1},

the function fn is affine on it, and the image of this segment with respect
to fn is some segment of the form [j/3n, (j + 1)/3n], where

j ∈ {0, 1, ..., 3n − 1}.

Let us construct a function

fn+1 : [0, 1] → [0, 1].

Obviously, for this purpose it suffices to define fn+1 on any segment of the
form [k/9n, (k+1)/9n] where k ∈ {0, 1, ..., 9n − 1}. Here only two cases are
possible.

1. fn is increasing on [k/9n, (k+1)/9n]. In this case, let us consider the
following two sets of points of the plane:

{(0, 0), (0, 3), (9, 3), (9, 0)},

{(k/9n, fn(k/9
n)), (k/9n, fn((k + 1)/9n)),

((k + 1)/9n, fn((k + 1)/9n)), ((k + 1)/9n, fn(k/9
n))}.

Because we have here the vertices of two rectangles, there exists a unique
affine transformation h : R2 → R2 satisfying the conditions

h(0, 0) = (k/9n, fn(k/9
n)), h(0, 3) = (k/9n, fn((k + 1)/9n)),
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h(9, 3) = ((k + 1)/9n, fn((k + 1)/9n)), h(9, 0) = ((k + 1)/9n, fn(k/9
n)).

Let the graph of the restriction of fn+1 to the segment [k/9n, (k + 1)/9n]
coincide with the image of the graph of g with respect to h.

2. fn is decreasing on [k/9n, (k+1)/9n]. In this case, let us consider the
following two sets of points of the plane:

{(0, 0), (0, 3), (9, 3), (9, 0)},

{(k/9n, fn((k + 1)/9n)), (k/9n, fn(k/9
n)),

((k + 1)/9n, fn(k/9
n)), ((k + 1)/9n, fn((k + 1)/9n))}.

Here we also have the vertices of two rectangles, so there exists a unique
affine transformation h∗ : R2 → R2 satisfying the relations

h∗(0, 0) = (k/9n, fn((k + 1)/9n)), h∗(0, 3) = (k/9n, fn(k/9
n)),

h∗(9, 3) = ((k + 1)/9n, fn(k/9
n)), h∗(9, 0) = ((k + 1)/9n, fn((k + 1)/9n)).

Let the graph of the restriction of fn+1 to the segment [k/9n, (k + 1)/9n]
coincide with the image of the graph of g∗ with respect to h∗.

The function fn+1 has thus been determined.
From the above construction immediately follows that the corresponding

analogues of the conditions (a) and (b) hold true for the function fn+1,
too. In other words, fn+1 is continuous and, for each segment of the form
[k/9n+1, (k + 1)/9n+1], where

k ∈ {0, 1, ..., 9n+1 − 1},

the function fn+1 is affine on it, and the image of this segment with respect
to fn+1 is some segment of the form [j/3n+1, (j + 1)/3n+1], where

j ∈ {0, 1, ..., 3n+1 − 1}.

Moreover, the described construction shows that

(∀x ∈ [0, 1])(|fn+1(x)− fn(x)| ≤ 1/3n).

In addition, let
[u, v] = [k/9n, (k + 1)/9n]

be an arbitrary segment on which fn is affine. Then it is not hard to check
that

fn+1([u, (2u+ v)/3]) = fn([u, (2u+ v)/3]),



“K29544” — 2017/8/24

120 chapter 7

fn+1([(2u+ v)/3, (2v + u)/3]) = fn([(2u+ v)/3, (2v + u)/3]),

fn+1([(u + 2v)/3, v]) = fn([(u + 2v)/3, v]).

Proceeding in this way, we come to the sequence of functions

{f1, f2, . . . , fn, . . . }

uniformly convergent to some continuous function f also acting from [0, 1]
into [0, 1]. We assert that f is nowhere approximately differentiable on the
segment [0, 1]. In order to demonstrate this fact, let us take an arbitrary
point x ∈ [0, 1] and fix a natural number n ≥ 1.

Clearly, there exists a number k ∈ {0, 1, ..., 9n − 1} such that

x ∈ [k/9n, (k + 1)/9n].

Therefore, we have
fn(x) ∈ [j/3n, (j + 1)/3n]

for some number j ∈ {0, 1, ..., 3n − 1}. For the sake of simplicity, denote

[u, v] = [k/9n, (k + 1)/9n], [p, q] = [j/3n, (j + 1)/3n].

From the remarks made above it immediately follows that, for all natural
numbers m > n, we have

fm(x) ∈ [p, q]

and, consequently, f(x) ∈ [p, q], too. Further, we may assume without loss
of generality that fn is increasing on [u, v] (the case when fn is decreasing
on [u, v] can be considered completely analogously).

Suppose first that f(x) ≤ (p+ q)/2 and put D1 = [(2v+ u)/3, v]. Then,
for each point y ∈ D1, we may write

f(y) ∈ [(2q + p)/3, q].

Hence, we get

(f(y)− f(x))/(y − x) ≥ ((2q + p)/3− (p+ q)/2)/(v − u) = (1/6)(3n).

Suppose now that f(x) ≥ (p+ q)/2 and denote D2 = [u, (2u+ v)/3]. In this
case, for any point y ∈ D2, we may write

f(y) ∈ [p, (2p+ q)/3].

Hence, we get

(f(x)− f(y))/(x− y) ≥ ((p+ q)/2− (2p+ q)/3)/(v − u) = (1/6)(3n).
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Thus, in both of these cases, we have

λ({y ∈ [x− 1/9n, x+ 1/9n] \ {x} :

|f(y)− f(x)|/|y − x| ≥ (1/6)(3n)}) ≥ (1/3)(1/9n)

or, equivalently,

λ({y ∈ [x− 1/9n, x+ 1/9n] \ {x} :

|f(y)− f(x)|/|y − x| ≥ (1/6)(3n)}) ≥ (1/6)λ([x− 1/9n, x+ 1/9n]).

The latter relation immediately yields that the function f is not approxi-
mately differentiable at x (see Lemma 2 and the comments after it). Thus,
we get the following statement.

Theorem 1. There exists a continuous nowhere approximately differ-
entiable function acting from [0, 1] into [0, 1].

Remark 1. The function f constructed above has a number of other
interesting properties (for more information concerning f , see [174] and
[50]).

Now, starting with an arbitrary continuous nowhere approximately dif-
ferentiable function acting from [0, 1] into [0, 1], one can easily obtain an
analogous function for R. We thus come to the following classical result
(first obtained by Jarńık in 1934).

Theorem 2. There exist continuous bounded functions acting from R

into R which are nowhere approximately differentiable.

Remark 2. Actually, Jarńık proved that almost all (in the sense of the
Baire category) functions from the Banach space C[0, 1] are nowhere approx-
imately differentiable. Clearly, this result generalizes the corresponding re-
sult of Banach and Mazurkiewicz for the usual differentiability of real-valued
continuous functions on [0, 1] (see Theorem 2 from Chapter 0). Further in-
vestigations showed that analogous statements hold true for many kinds of
generalized derivatives. The main tool for obtaining such statements is the
notion of porosity of a subset X of R at a given point x ∈ R. However, this
interesting topic is out of the scope of the present book. So we only refer
the reader to the fundamental paper [34] where several category analogues
of Theorem 1 for generalized derivatives are discussed from this position.

In Chapter 19 we will give an application of a continuous nowhere ap-
proximately differentiable function to the question concerning some relation-
ships between the sup-measurability and weak sup-measurability of func-
tions acting from R×R into R.
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Because the concept of an approximate derivative relies essentially on
the notion of a density point, it is reasonable to mention here once more
the concept of the density topology on R. For a precise definition and some
elementary properties of this topology, see Exercise 9 of the present chapter.

EXERCISES

1. Let (tn)n∈N be a sequence of strictly positive real numbers, such that

limn→+∞ tn = 0, limn→+∞ tn/tn+1 = 1.

Let X be a Lebesgue measurable subset of R and let x ∈ R.
Prove that the following two assertions are equivalent:
(1) x is a density point of X ;
(2) limn→+∞ λ(X ∩ [x− tn, x+ tn])/2tn = 1.

2. Let X be a Lebesgue measurable subset of R and let x ∈ R.
Show that the following two assertions are equivalent:
(1) x is a density point of X ;
(2) limh→0+,k→0+ λ(X ∩ [x− h, x+ k])/(h+ k) = 1.

3. Let g : R → R be a function, let ε be a strictly positive real number,
and suppose that, for any λ-measurable set X with λ(X) > 0, there exists
a λ-measurable set Y ⊂ X with λ(Y ) > 0 such that

(∀x ∈ Y )(∀y ∈ Y )(|g(x) − g(y)| < ε).

Demonstrate that there exists a λ-measurable function h : R → R

having the property

(∀x ∈ R)(|g(x)− h(x)| < ε).

Infer from this fact that if the given function g satisfies the above con-
dition for any ε > 0, then g is measurable in the Lebesgue sense.

4∗. Let f : R → R be an arbitrary function.
By applying the result of Exercise 3 and utilizing Luzin’s classical the-

orem on the structure of Lebesgue measurable functions (see, e.g., [168],
[194], [202] or Theorem 1 from Chapter 3 of this book), show that the
following two assertions are equivalent:

(a) the function f is measurable in the Lebesgue sense;
(b) for almost all (with respect to λ) points x ∈ R, the function f is

approximately continuous at x.
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5. Let f : R → R be a locally bounded Lebesgue measurable function
and let

F (x) =

∫ x

0

f(t)dt (x ∈ R).

Prove that, for any point x ∈ R at which the function f is approximately
continuous, F ′(x) = f(x).

Also, check that the local boundedness of f is essential for the validity
of this result.

6. Demonstrate that if a function f : R → R is approximately differen-
tiable at x ∈ R, then f is also approximately continuous at x.

7. Check that the approximate derivative of a function f : R → R at a
point x ∈ R is uniquely determined, i.e., it does not depend on the choice
of a Lebesgue measurable set Y for which x is a density point.

For this purpose, apply Exercise 29 from Chapter 0.
Check also that the family of all functions acting from R into R and

approximately differentiable at x forms a vector space over R.

8. Verify that if a function f : R → R is differentiable (in the usual
sense) at a point x ∈ R, then f is approximately differentiable at x and
f ′
ap(x) = f ′(x).

Give an example showing that the converse assertion is not true, in
general.

9. For any Lebesgue measurable subset X of R, denote

d(X) = {x ∈ R : x is a density point for X}.

Further, denote by Td the family of all those Lebesgue measurable sets
Y ⊂ R, for which Y ⊂ d(Y ).

Demonstrate that
(a) Td is a topology on R strictly extending the standard Euclidean

topology of R;
(b) the topological space (R, Td) is a Baire space and satisfies the Suslin

condition (i.e., no nonempty open set in (R, Td) is of first category and each
disjoint family of nonempty open sets in (R, Td) is at most countable);

(c) every first category set in (R, Td) is nowhere dense and closed (in
particular, the family of all subsets of (R, Td) having the Baire property
coincides with the Borel σ-algebra of (R, Td));

(d) a set X ⊂ R is Lebesgue measurable if and only if X has the Baire
property in (R, Td);
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(e) a set X ⊂ R is of Lebesgue measure zero if and only if X is a first
category subset of (R, Td);

(f) the space (R, Td) is not separable.

Remark 3. The above-mentioned topology Td is usually called the
density topology on R. In a similar way, the density topology can be intro-
duced for the Euclidean space Rn (n ≥ 2) equipped with the n-dimensional
Lebesgue measure λn.

10. Let f : R → R be a function and let x ∈ R.

Prove that the following two assertions are equivalent:
(a) f is approximately continuous at x;

(b) f regarded as a mapping from (R, Td) into R is continuous at x.

11∗. By starting with the result of the previous exercise, show that the
topological space (R, Td) is connected.

For this purpose, suppose to the contrary that there exists a partition
{A,B} of R into two nonempty sets A ∈ Td and B ∈ Td. Then define a
function

f : R → R

by putting f(x) = 1 for all x ∈ A, and f(x) = −1 for all x ∈ B. Obviously,
f is a bounded continuous mapping acting from (R, Td) into R and hence,
according to Exercise 10, f is approximately continuous at each point of R.
Further, define

F (x) =

∫ x

0

f(t)dt (x ∈ R).

By applying Exercise 5 of this chapter, demonstrate that the function F is
differentiable everywhere on R and

F ′(x) = 1 ∨ F ′(x) = −1

for each x ∈ R. This yields a contradiction with the Darboux property of
any derivative.

Remark 4. One of the most interesting results concerning the density
topology states that (R, Td) is a completely regular topological space (see,
for instance, [202] and [266]). This property of Td implies some nontrivial
consequences in real analysis. The next exercise serves as an illustration
and presents a proof of the existence of everywhere differentiable nowhere
monotone functions by applying the complete regularity of Td (notice that
this approach is due to Goffman [79]).
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12∗. Consider any two disjoint countable sets

A = {an : n ∈ N} ⊂ R, B = {bn : n ∈ N} ⊂ R,

each of which is everywhere dense inR. Taking into account Exercise 10 and
the fact that (R, Td) is completely regular, one can find, for any n ∈ N, an
approximately continuous function fn : R → [0, 1] satisfying the relations

0 ≤ fn(x) ≤ 1 (x ∈ R),

fn(an) = 1, (∀x ∈ B)(fn(x) = 0).

Analogously, for any n ∈ N, there exists an approximately continuous func-
tion gn : R → [0, 1] such that

0 ≤ gn(x) ≤ 1 (x ∈ R),

gn(bn) = 1, (∀x ∈ A)(gn(x) = 0).

Now, define a function h : R → R by the formula

h =
∑

n∈N

(1/2n)(fn − gn)

and verify that
(a) h is bounded and approximately continuous;
(b) h(a) > 0 for all a ∈ A and h(b) < 0 for all b ∈ B.
Also, denoting by H an indefinite integral of h, show that
(i) H is everywhere differentiable onR andH ′(x) = h(x) for each x ∈ R;
(ii) H is nowhere monotone.
Conclude that, with the aid of the density topology on R, it is possible

to give another proof of the existence of everywhere differentiable nowhere
monotone functions acting from R into R (cf. the proof presented in Chap-
ter 6).

Remark 5. The density topology onR can be regarded as a very special
case of the so-called von Neumann topology. Let (E,S, µ) be a space with a
complete probability measure (or, more generally, with a complete nonzero
σ-finite measure). Then, in conformity with a deep theorem of von Neumann
and Maharam (see, e.g., [172], [202], [212], [269]), there exists a topology
T = T (µ) on E such that

(1) (E, T ) is a Baire space satisfying the Suslin condition;
(2) the family of all subsets of (E, T ) having the Baire property coincides

with the σ-algebra S;
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(3) a set X ⊂ E is of µ-measure zero if and only if X is of first category
in (E, T ).

We say that T = T (µ) is a von Neumann topology associated with the
measure space (E,S, µ). Notice that T , in general, is not unique. This fact
is not so surprising, because the proof of the existence of T is essentially
based on the Axiom of Choice. There are very nontrivial applications of a
von Neumann topology in various branches of contemporary mathematics
(for instance, some applications to the general theory of stochastic processes
can be found in [212]).

Remark 6. For the real line R, an interesting analogue of the den-
sity topology, formulated in terms of category and the Baire property, was
introduced and considered by Wilczyński in [278]. Wilczyński’s topology
was then investigated by many authors. An extensive survey devoted to
properties of this topology and to functions continuous with respect to it,
is given in [50] (see also the list of references presented in the same work).

Remark 7. There are some invariant extensions of the Lebesgue mea-
sure λ for which an analogue of the classical Lebesgue theorem on density
points does not hold. For example, there exist a measure µ on R and a
µ-measurable set X ⊂ R, such that

(1) µ is an extension of λ;
(2) µ is invariant under the group of all isometric transformations of R;
(3) there is only one µ-density point for X , i.e., there exists a unique

point x ∈ R for which

limh→0+

µ(X ∩ [x− h, x+ h])

2h
= 1.

A more detailed account of the measure µ and its other extraordinary
properties can be found in [118].
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Blumberg’s theorem and Sierpiński–Zygmund

functions

In various questions of mathematical analysis, one often needs to con-
sider some nontrivial restrictions of a given function (e.g., acting from R

into R), which have nice additional descriptive properties. In general, these
properties do not hold for the original function but may be valid for its
restrictions to certain non-small subsets of its domain.

In order to illustrate this circumstance, let us recall two widely known
statements from the theory of real functions. The first of them is the clas-
sical theorem of Luzin concerning the structure of an arbitrary Lebesgue
measurable function from R into R. Undoubtedly, this theorem plays the
most fundamental role in real analysis and topological measure theory.

Let λ be the Lebesgue measure on R and let f : R → R be any function
measurable in the Lebesgue sense. Then, according to the Luzin theorem
(see, e.g., [194], [202] or Theorem 2 from Chapter 3), there exists a sequence
{Dn : n ∈ N} of closed subsets of R, such that

λ(R \ ∪{Dn : n ∈ N}) = 0

and, for each n ∈ N, the restricted function f |Dn : Dn → R is continuous.
It immediately follows from this important statement that, for the same

f : R → R, there exists a continuous function g : R → R such that

λ({x ∈ R : f(x) = g(x)}) > 0.

Indeed, it suffices to take a set Dn with λ(Dn) > 0 and then to extend the
function f |Dn to a continuous function g acting from R into R (obviously,
we are dealing here with a very special case of the classical Tietze–Urysohn
theorem on the existence of a continuous extension of a continuous real-
valued function defined on a closed subset of a normal topological space).
In particular, we have the equality

card({x ∈ R : f(x) = g(x)}) = c,

127
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where c denotes, as usual, the cardinality of the continuum.

Also, we may formulate the corresponding analogue of Luzin’s theorem
for real-valued functions possessing the Baire property. This analogue is
essentially due to Baire (see, for instance, [149], [202] or Exercise 13 from
Chapter 0).

Let f : R → R be a function having the Baire property. Then there
exists a subset D of R such that

(1) the set R \D is of first category;

(2) the function f |D is continuous.

In particular, because card(D) = c and cl(D) = R, we conclude that the
restriction of f to some everywhere dense subset of R having cardinality c

turns out to be continuous.

It can easily be observed that Luzin’s theorem and its analogue for the
Baire property hold true in much more general situations (see Exercises 1
and 2 of this chapter).

The preceding results show the nice behavior of Lebesgue measurable
functions from R into R (respectively, of functions from R into R with
the Baire property) on some subsets of R that are not small (in a certain
sense). Namely, as mentioned above, an immediate consequence of Luzin’s
theorem is that, for any Lebesgue measurable function f acting from R into
R, there exists a closed subset A of R with strictly positive measure, such
that the restriction f |A is continuous. The corresponding analogue for the
Baire property states even more: for any function g acting from R into R

and possessing the Baire property, there exists a co-meager subset B of R
such that the restriction g|B is continuous, too.

In this connection, the following natural question arises: what can be
said about an arbitrary function acting from R into R?

In other words, if an arbitrary function f : R → R is given, is it true
that f |D is continuous on some set D ⊂ R, which is not small (in a certain
sense)?

The first topological property ofD that may be considered in this respect
is the everywhere density of D in R. It turns out that this property is com-
pletely sufficient for solving the above question in a positive way. Namely,
Blumberg established in [22] that there always exists an everywhere dense
subset D of R for which the restriction f |D is continuous.

This chapter of the book is devoted to Blumberg’s theorem and to some
strange functions that naturally appear when one tries to generalize his
theorem in various directions. Such strange functions were first constructed
by Sierpiński and Zygmund (see [249]). They are extremely discontinuous.
More precisely, the restrictions of such functions to all subsets of R having
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cardinality c are always discontinuous.
It should be noticed that Blumberg’s theorem is a result of ZF & DC

theory (cf. the proof of this theorem given below).
At the same time, the construction of a Sierpiński–Zygmund function

cannot be carried out within ZF & DC and essentially relies on an appro-
priate uncountable form of the Axiom of Choice.

We begin with the following auxiliary notion.
Let f be a function acting from R into R and let x be a point of R.
We shall say that x is a pleasant point with respect to f (or, briefly,

f -pleasant point) if, for each real ε > 0, there exists a neighborhood V (x, ε)
of x such that the set

Y (f, x, ε) = {y ∈ R : |f(y)− f(x)| < ε}

is categorically dense in V (x, ε) (i.e., the intersection of this set with any
nonempty open interval contained in V (x, ε) is of second category in that
interval).

In accordance with the definition above, we shall say that a point x ∈ R

is unpleasant with respect to f (or, briefly, f -unpleasant point) if x is not
f -pleasant.

The following key lemma shows that, for any function f : R → R, the
set of all f -unpleasant points is small in the sense of the Baire category.

Lemma 1. Let f be a function acting from R into R. Then the set of
all f -unpleasant points is of first category in R. Consequently, the set of all
f -pleasant points is co-meager on every nonempty open subinterval of R.

Proof. Suppose to the contrary that the set

A = {x ∈ R : x is unpleasant with respect to f}

is not of first category. For each point x ∈ A, there exists a strictly positive
real number ε(x) such that, for any neighborhood V of x, the set

Y (f, x, ε) = {y ∈ R : |f(y)− f(x)| < ε(x)}

is not categorically dense in V . Let us pick two rational numbers r(x) and
s(x) satisfying the inequalities

f(x)− ε(x)/2 < r(x) < f(x) < s(x) < f(x) + ε(x)/2.

Further, for any pair (r, s) of rational numbers, let us put

Ar,s = {x ∈ A : r(x) = r, s(x) = s}.
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Evidently, we have the equality A = ∪(r,s)∈Q×QAr,s. By our assumption
A is not of first category, so there exists a pair (r0, s0) ∈ Q×Q such that
the set Ar0,s0 is not of first category, either. Consequently, there exists a
nonempty open subinterval ]a, b[ ofR such that the set Ar0,s0 is categorically
dense in ]a, b[. Choose any point x0 ∈ ]a, b[ ∩ Ar0,s0 . For this point, we
may write

f(x0)− ε(x0)/2 < r0 < f(x0) < s0 < f(x0) + ε(x0)/2.

Analogously, for each point y ∈ Ar0,s0 , we have

f(y)− ε(y)/2 < r0 < f(y) < s0 < f(y) + ε(y)/2.

Therefore, the inequalities

|f(y)− f(x0)| < s0 − r0 < ε(x0)

hold true. In other words, we get the inclusion

Ar0,s0 ⊂ {y ∈ R : |f(y)− f(x0)| < ε(x0)},

which immediately implies that the set

Y (f, x0, ε) = {y ∈ R : |f(y)− f(x0)| < ε(x0)}

is categorically dense in ]a, b[, contradicting the definition of ε(x0). The
contradiction obtained finishes the proof of Lemma 1.

We are now ready to prove the classical theorem of Blumberg.

Theorem 1. Let f be an arbitrary function acting from R into R. Then
there exists an everywhere dense subset X of R such that the function f |X
is continuous.

Proof. Since R is homeomorphic to the unit interval ]0, 1[, it suffices to
establish Theorem 1 for any function f : ]0, 1[ → ]0, 1[. Let Γ(f) denote
the graph of f . Starting with Lemma 1, we can recursively construct two
sequences of sets {Zn : n ∈ N} and {Dn : n ∈ N} satisfying the following
five conditions:

(1) for each natural number n, the set Zn can be represented in the form

Zn = ∪{]ai, bi[×]ci, di[ : i ∈ I(n)}

where I(n) is a countable set, the intervals of the family {]ai, bi[ : i ∈ I(n)}
are contained in ]0, 1[ and are pairwise disjoint, the set pr

1
(Zn ∩ Γ(f)) is
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categorically dense in ]0, 1[, and, for any i ∈ I(n), the length of ]ci, di[ is
strictly less than 1/(n+ 1);

(2) for each natural number n, the set Dn is a finite (1/(n+ 1))-net of
]0, 1[, i.e., for any point t from ]0, 1[, there exists a point d ∈ Dn such that
|t− d| < 1/(n+ 1);

(3) the sequence of sets {Zn : n ∈ N} is decreasing by inclusion;
(4) the sequence of sets {Dn : n ∈ N} is increasing by inclusion;
(5) for each natural number n, we have Dn ⊂ pr

1
(Zn ∩ Γ(f)) and any

point from Dn is f -pleasant.
We leave all details of this construction to the reader, because they are

not difficult. As soon as the above-mentioned sequences are defined, we put

D = ∪{Dn : n ∈ N}.

Then condition (2) implies that the set D is everywhere dense in ]0, 1[,
and it can easily be verified, by using conditions (1), (3), (4), (5), that
the restriction of f to D is continuous. Blumberg’s theorem has thus been
proved.

Some stronger versions of Blumberg’s theorem may be obtained by us-
ing additional set-theoretical hypotheses. For instance, in [12] the situa-
tion is discussed when Martin’s Axiom (or certain of its consequences) is
assumed. Actually, Blumberg’s theorem was analyzed and generalized in
many directions. Moreover, the concept of a Blumberg topological space
was introduced and investigated. Here we only formulate the corresponding
definition.

Namely, we say that a topological space E is a Blumberg space if, for
any function g : E → R, there exists an everywhere dense subset X of E
such that the restriction g|X is continuous.

The class of all Blumberg spaces turns out to be sufficiently wide and
possesses a number of interesting properties. Let us point out that any
Blumberg space must be a Baire space (the reader can easily verify this
simple fact). A useful survey of results concerning Blumberg’s theorem and
its generalizations is presented in [29] (see also [30], [96], [230], [276]).

We thus see that any function (acting from R into R) restricted to an
appropriate countable everywhere dense subset of R becomes continuous.
In this connection, the question arises whether that subset can be chosen
to be uncountable. A partial negative answer to this question is given by
the Sierpiński–Zygmund function constructed in [249], with the aid of an
uncountable form of the Axiom of Choice. This function has the property
that its restriction to each subset of R of cardinality continuum c is discon-
tinuous. Consequently, if the Continuum Hypothesis (CH) holds, then the
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restriction of the same function to any uncountable subset of R is discon-
tinuous, too.

We shall describe below the construction of Sierpiński–Zygmund type
functions. Moreover, we shall give a slightly more general construction of
a Sierpiński–Zygmund type function possessing some additional topological
properties.

For this purpose, we need several auxiliary notions and statements.
Let E be a Hausdorff topological space. We recall that E is normal if,

for any two disjoint closed sets X ⊂ E and Y ⊂ E, there exist two open
sets U ⊂ E and V ⊂ E, such that

X ⊂ U, Y ⊂ V, U ∩ V = ∅.

In other words, E is normal if and only if any two disjoint closed subsets
of E can be separated by disjoint open subsets of E.

We also recall the well-known Tietze–Urysohn theorem already men-
tioned at the beginning of this chapter (see [64], [107], [149]). It states that
if E is a normal space, X is a closed subset of E, and f : X → R is a
continuous function, then there exists a continuous function f∗ : E → R

extending f . Furthermore, if, for the original function f , we have the rela-
tion ran(f) ⊂ [a, b] ⊂ R, then the extended function f∗ may be chosen to
satisfy the analogous relation ran(f∗) ⊂ [a, b]. Actually, the property of the
extendability of continuous real-valued functions defined on closed subsets
of E is equivalent to the normality of E.

Recall that a normal topological space E is perfectly normal if each
closed set in E is a Gδ-subset of E (or, equivalently, if each open set in E
is an Fσ-subset of E).

Exercise 3 of this chapter yields another definition of perfectly normal
spaces.

Exercise 4 indicates one important property of any perfectly normal
space E, concerning the structure of its Borel σ-algebra B(E). In fact, the
result presented in Exercise 4 allows us to define Borel subsets of a perfectly
normal space E in the following manner. First, we put

B∗
0
(E) = the class of all closed subsets of E.

Suppose now that, for a nonzero ordinal ξ < ω1, all the classes of sets
B∗
ζ (E) (ζ < ξ) have already been defined.
If ξ is an odd ordinal number, then we put
B∗
ξ (E) = the class of all those sets which can be represented in the form

∪{Xn : n ∈ N}, where {Xn : n ∈ N} is some increasing (with respect to
inclusion) sequence of sets belonging to ∪{B∗

ζ (E) : ζ < ξ}.
If ξ is an even ordinal number, then we put
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B∗
ξ (E) = the class of all those sets which can be represented in the form

∩{Yn : n ∈ N}, where {Yn : n ∈ N} is some decreasing (with respect to
inclusion) sequence of sets belonging to ∪{B∗

ζ (E) : ζ < ξ}.
Finally, we define

B∗(E) = ∪{B∗
ξ (E) : ξ < ω1}.

Then, by virtue of Exercise 4, one may assert that

B∗(E) = B(E).

For any set X ∈ B(E), we say that X is of order ξ < ω1 if

X ∈ B∗
ξ (E) \ ∪{B∗

ζ (E) : ζ < ξ}.

Let now E be an arbitrary topological space.
We denote by the symbol B(E,R) the family of all Borel mappings

acting from E into R. Furthermore, for any ordinal number ξ < ω1, we
define by transfinite recursion the class Baξ(E,R) of functions also acting
from E into R.

First of all, we put Ba0(E,R) = C(E,R), where C(E,R) is the family
of all continuous real-valued functions on E (see Chapter 2).

Suppose that, for a nonzero ordinal ξ < ω1, the classes of functions

Baζ(E,R) (ζ < ξ)

have already been defined. Let us denote by Baξ(E,R) the class of all those
functions f : E → R which satisfy the following condition: there exists a
sequence

{fn : n ∈ N} ⊂ ∪{Baζ(E,R) : ζ < ξ}

(certainly, depending on f) for which the relation

f(x) = limn→+∞ fn(x) (x ∈ E)

holds true. In other words, Baξ(E,R) consists of all pointwise limits of
sequences of functions belonging to ∪{Baζ(E,R) : ζ < ξ}.

Continuing in this manner, we are able to define all the classes of func-
tions Baξ(E,R) (ξ < ω1). Finally, we put

Ba(E,R) = ∪{Baξ(E,R) : ξ < ω1}.

For every ordinal ξ < ω1, the family of functions

Baξ(E,R) \ ∪{Baζ(E,R) : ζ < ξ}
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is called the Baire class of those functions which are of order ξ.
A real-valued function given on E is called measurable in the Baire sense

if it belongs to Ba(E,R).
Exercises 5 and 6 of this chapter give some necessary information about

Baire measurable functions.
As usual, the symbol B(E,R) denotes the family of all Borel measurable

(in short, Borel) functions acting from E into R.

Lemma 2. For any perfectly normal space E, the equality

Ba(E,R) = B(E,R)

is fulfilled. Consequently, this equality holds true for an arbitrary metric
space E (in particular, for E = R).

Proof. Obviously, it suffices to demonstrate that every bounded real-
valued Borel function on E belongs to the class Ba(E,R). Because any such
function is uniformly approximable by linear combinations of characteristic
functions of Borel subsets of E, it is enough to show that the characteristic
function of each Borel subset of E belongs to Ba(E,R).

Let X be an arbitrary closed subset of E. Taking account of the perfect
normality of E and applying the Tietze–Urysohn extension theorem, we
can easily verify that the characteristic function fX is a pointwise limit of a
sequence of continuous functions on E whose ranges are contained in [0, 1]
(cf. Exercise 3).

Let now ξ be an ordinal from the interval ]0, ω1[ and suppose that our
assertion is valid for the characteristic functions of all Borel subsets of E
belonging to the Borel classes of order strictly less than ξ. Take any Borel
set X ⊂ E of order ξ. According to the result of Exercise 4, we may write
X = ∪{Xn : n ∈ N} (or, respectively, X = ∩{Xn : n ∈ N}) where
{Xn : n ∈ N} is an increasing (respectively, a decreasing) sequence of
Borel sets in E belonging to some Borel classes of strictly lower orders.
But, in both of these cases, we have

fX = limn→+∞ fXn
.

In conformity with our inductive assumption, all characteristic functions
fXn

belong to Ba(E,R). Hence the characteristic function fX belongs to
Ba(E,R), too (cf. Exercise 5 of the present chapter). This completes the
proof of Lemma 2.

Let X be a topological space, Y be a metric space, and let Z be a subset
of X . Suppose that a function f : Z → Y is given, and let x be an arbitrary
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point from X . We denote

Ωf (x) = infU∈B(x)diam(f(U)),

where B(x) is a local base of X at x (i.e., B(x) is a fundamental system
of open neighborhoods of x). The value Ωf (x) ≥ 0 is usually called the
oscillation of a function f at a point x (cf. Exercise 3 from Chapter 2).

It can easily be observed that if x does not belong to the closure of Z,
then Ωf (x) = 0.

Also, for a given function g : X → Y , the following two assertions are
equivalent:

(1) g is continuous on X ;
(2) for each point x ∈ X , we have Ωg(x) = 0.
The next auxiliary statement is due to Lavrentieff (see [158]). It has

many important applications in general topology, descriptive set theory and
mathematical analysis (cf., for instance, [64], [105], [149]).

Lemma 3. Let X be a metric space, Y be a complete metric space, and
let Z be a subset of X. Suppose that a continuous function f : Z → Y
is given. Then there exist a set Z∗ ⊂ X and a function f∗ : Z∗ → Y ,
satisfying these three relations:

(1) Z ⊂ Z∗;
(2) Z∗ is a Gδ-subset of X;
(3) f∗ is a continuous extension of f .

Proof. Let cl(Z) denote the closure of Z in X . We put

Z∗ = {z ∈ cl(Z) : Ωf (z) = 0}.

Since the original function f is continuous, we have (∀z ∈ Z)(Ωf (z) = 0).
Consequently, the inclusion Z ⊂ Z∗ is valid. Now, let z be an arbitrary
point of Z∗. Then there exists a sequence of points {zn : n ∈ N} ⊂ Z such
that limn→+∞ zn = z. Taking account of the equality Ωf (z) = 0, we see
that {f(zn) : n ∈ N} is a Cauchy sequence in Y . But Y is complete, so the
above-mentioned sequence converges to some point y ∈ Y . In addition, it
can easily be shown that y does not depend on the choice of {zn : n ∈ N}.
So we may put f∗(z) = y. In this way we get the mapping f∗ : Z∗ → Y ,
which is continuous because, according to the definition of f∗, we have

(∀z ∈ Z∗)(Ωf∗(z) = 0).

Thus, it remains to demonstrate that Z∗ is a Gδ-subset of X . Obviously,
the equality

Z∗ = (∩{Vn : n ∈ N}) ∩ cl(Z)
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holds, where, for each n ∈ N, the set Vn is defined as follows:

Vn = {x ∈ X : Ωf (x) < 1/(n+ 1)}.

Since all sets Vn (n ∈ N) are open in X (cf. Exercise 3 from Chapter 2) and
the closed set cl(Z) is a Gδ-subset of X , we infer that Z∗ is a Gδ-subset of
X , too. This completes the proof of Lemma 3.

Lemma 4. Let X be an arbitrary metric space, Z be a subset of X, and
let f : Z → R be a Borel mapping. Then there exist a set Z∗ ⊂ X and a
mapping f∗ : Z∗ → R, satisfying the following four relations:

(1) Z ⊂ Z∗;
(2) Z∗ is a Borel subset of X;
(3) f∗ is a Borel mapping;
(4) f∗ is an extension of f .

Proof. Taking into account the equalities

B(Z,R) = Ba(Z,R) = ∪{Baξ(Z,R) : ξ < ω1},

it is natural to apply here the method of transfinite induction.
If our mapping f belongs to the class Ba0(Z,R), then we use the result

formulated in Lemma 3.
Now, let ξ be a nonzero ordinal number strictly less than ω1, and suppose

that the assertion is true for all functions from ∪{Baζ(Z,R) : ζ < ξ}. Let
f be an arbitrary function belonging to the class Baξ(Z,R). According to
the definition of Baξ(Z,R), there exist two sequences

{ξn : n ∈ N}, {fn : n ∈ N}

of ordinal numbers and functions, respectively, such that
(a) for each n ∈ N, we have ξn < ξ and fn ∈ Baξn(Z,R);
(b) for any point z ∈ Z, we have f(z) = limn→+∞ fn(z).
By the inductive assumption, for every n ∈ N, there exist a Borel set

Z∗
n ⊂ X and a Borel function f∗

n : Z∗
n → R extending fn (in particular,

Z ⊂ Z∗
n). Let us denote

Z ′ = ∩{Z∗
n : n ∈ N},

Z∗ = {z ∈ Z ′ : there exists a limn→+∞ f∗
n(z)}.

Evidently, the set Z∗ is Borel in X and Z ⊂ Z∗. Further, for any point
z ∈ Z∗, we may put

f∗(z) = limn→+∞ f∗
n(z).
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Then the mapping f∗ : Z∗ → R defined in this manner is Borel, too, and
extends the original mapping f . This finishes the proof of Lemma 4.

Remark 1. A slightly more precise formulation of Lemma 4 can be
found, e.g., in monograph [149] (the proof remains almost the same). But,
for our further purposes, Lemma 4 is completely enough.

Now, we are ready to establish the result of Sierpiński and Zygmund (in
a more general form, not only for continuous restrictions of functions but
also for Borel restrictions).

Theorem 2. There exists a function f : R → R such that, for any set
Z ⊂ R of cardinality continuum, the restriction of f to Z is not a Borel
mapping (from Z into R). In particular, this restriction is not continuous.

Proof. Let Φ denote the family of all partial Borel mappings (from R

into R) defined on uncountable Borel subsets of R. Clearly, we have the
equality card(Φ) = c. Consequently, we may enumerate this family in the
form Φ = {φβ : β < α}, where α is the smallest ordinal number with
card(α) = c. Also, we can analogously enumerate the set of all points of
R, i.e., represent R in the form R = {xβ : β < α}. Now, for each β < α,
take the family {Γ(φξ) : ξ ≤ β} of graphs of functions from {φξ : ξ ≤ β}
and consider the set

({xβ} ×R) \ ∪{Γ(φξ) : ξ ≤ β}.

Clearly, the latter set is not empty (moreover, it is of cardinality c). So we
may pick a point (xβ , yβ) from this set. Let us put

f(xβ) = yβ (β < α).

Evidently, we finally obtain some mapping f : R → R. Let us demonstrate
that f is the desired function.

Indeed, it immediately follows from the definition of f that, for any
partial Borel function φ : R → R defined on an uncountable Borel subset
of R, the inequality

card({x ∈ dom(φ) : φ(x) = f(x)}) < c

is fulfilled. Suppose for a while that there exists a set Z ⊂ R of cardinality
c, such that the restriction f |Z is Borel. Then, in conformity with Lemma
4, there exists a partial Borel mapping f∗ : R → R extending f |Z and
defined on some uncountable Borel subset of R. Consequently, f∗ belongs
to the family Φ, and

Z ⊂ {x ∈ dom(f∗) : f∗(x) = f(x)},
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card({x ∈ dom(f∗) : f∗(x) = f(x)}) = c,

which yields an obvious contradiction. Theorem 2 has thus been proved.

Actually, the proof of Theorem 2 presented above shows that there are
many functions of Sierpiński–Zygmund type (for instance, the cardinality
of the family of all such functions is equal to 2c).

Some interesting extensions and generalizations of Theorem 2 are possi-
ble (see, e.g., Exercise 9 of the present chapter and Exercise 16 from Chapter
14).

Remark 2. In a certain sense, we may say that any Sierpiński–Zygmund
function (defined on R) is totally discontinuous with respect to the family
of all subsets of R having the cardinality of the continuum. In other words,
such a function is very bad from the point of view of continuity of its re-
strictions to large subsets of R (here “large” means that the cardinality
of those subsets must be equal to c). We shall see in Chapter 10 that
a Sierpiński–Zygmund function is also bad from the points of view of the
Lebesgue measurability and the Baire property, i.e., such a function is not
measurable in the Lebesgue sense and does not possess the Baire property.
Actually, this fact follows directly from Luzin’s theorem on the structure of
all Lebesgue measurable functions and from its corresponding analogue for
all functions having the Baire property. Thus, we may conclude that the
Sierpiński–Zygmund construction yields an example of a function which si-
multaneously is not measurable in the Lebesgue sense and does not possess
the Baire property. Of course, there are many other constructions of such
pathological functions (they are necessarily based on uncountable forms of
the Axiom of Choice). The best known constructions are due to Vitali [272]
and Bernstein [19]. We shall examine their constructions in our further
considerations (see Chapter 10).

Remark 3. In connection with the Sierpiński–Zygmund result pre-
sented above, the following question arises naturally: does there exist a
function f : R → R such that, for any uncountable subset Z of R, the
restriction f |Z is not continuous? As mentioned earlier, under the Con-
tinuum Hypothesis (CH), any Sierpiński–Zygmund function yields a posi-
tive answer to this question. Nevertheless, the question cannot be resolved
within ZFC set theory. Moreover, Shinoda demonstrated in [230] that if
Martin’s Axiom with the negation of the Continuum Hypothesis holds and
g is an arbitrary function acting from R into R, then, for each uncountable
set X ⊂ R, there always exists an uncountable set Y ⊂ X such that the
restriction g|Y is continuous (for further details, see [230]).
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Several related questions concerning the existence of a good restriction
of a given function to some non-small subset of its domain are discussed in
[47] where the corresponding references can also be found.

EXERCISES

1. Let E be a Hausdorff topological space, let µ be a finite Radon
measure on E, and let µ′ denote the usual completion of µ.

Prove that, for any µ′-measurable function f : E → R and for every
real number ε > 0, there exists a compact set K ⊂ E for which these two
conditions are fulfilled:

(a) µ(E \K) < ε;
(b) the restriction of f to K is continuous.
Deduce from this result that there exists an Fσ-subset Y of R such that

Y ⊂ f(E) and µ′(E \ f−1(Y )) = 0.

Remark 4. In other words, Exercise 1 states that every Radon measure
is perfect (the notion of a perfect measure was introduced by Gnedenko and
Kolmogorov). Let us underline that perfect probability measures play an
essential role in the theory of random (stochastic) processes (cf. [212]).

2. Let E be a Baire topological space and let E′ be a topological space
with a countable base.

Demonstrate that, for any mapping f : E → E′ having the Baire prop-
erty, there exists a set D ⊂ E satisfying the following relations:

(a) if U is an arbitrary nonempty open subset of E, then the set D ∩ U
is co-meager in U ;

(b) the function f |D is continuous.
Infer from (a) and (b) that the restriction of f to some everywhere dense

subset of E is continuous.

3. Let E be an arbitrary normal space.
Show that these two assertions are equivalent:
(a) E is perfectly normal;
(b) for any closed setX ⊂ E, there is a continuous function f : E → [0, 1]

such that f−1({0}) = X .

4. Let E be a topological space such that every closed subset of E is a
Gδ-set in E. Let M be some class of subsets of E, satisfying the following
three conditions:

(a) the family of all closed subsets of E is contained in M;
(b) if {Xn : n ∈ N} is an increasing (by inclusion) sequence of sets

belonging to M, then the set ∪{Xn : n ∈ N} belongs to M, too;
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(c) if {Yn : n ∈ N} is a decreasing (by inclusion) sequence of sets
belonging to M, then the set ∩{Yn : n ∈ N} belongs to M, too.

Prove, by applying the method of transfinite induction, that B(E) ⊂ M,
i.e., each Borel subset of E belongs to M.

5. Let E be a topological space. Prove, by using the method of transfi-
nite induction, that

(a) for any ξ < ζ < ω1, the inclusion Baξ(E,R) ⊂ Baζ(E,R) is fulfilled;
(b) Ba(E,R) is a vector space over R;
(c) if f ∈ Ba(E,R) and g ∈ Ba(E,R), then f · g ∈ Ba(E,R);
(d) if f ∈ Ba(E,R), then |f | ∈ Ba(E,R);
(e) if f and g belong to Ba(E,R), then

max(f, g) ∈ Ba(E,R), min(f, g) ∈ Ba(E,R);

(f) if f and g belong to Ba(E,R) and g(x) 6= 0 for all x ∈ E, then f/g
also belongs to Ba(E,R);

(g) if a sequence {fn : n ∈ N} ⊂ Ba(E,R) is given such that there
exists a pointwise limit f(x) = limn→+∞fn(x) for all x ∈ E, then f belongs
to Ba(E,R);

(h) if g ∈ Ba(E,R) is such that ran(g) ⊂ ]a, b[ for some open interval
]a, b[, then for any continuous function φ : ]a, b[ → R, the function φ ◦ g
belongs to Ba(E,R);

(i) every function belonging to Ba(E,R) is a Borel mapping from E into
R; in other words, one has the inclusion Ba(E,R) ⊂ B(E,R).

In some cases, the above inclusion can be proper. To see this, equip the
ordinal number ω1 with its order topology and check that

Ba(ω1,R) 6= B(ω1,R).

6∗. Let Φ be a class of functions acting from [0, 1] into R.
We say that a function h : [0, 1]2 → R is universal for Φ if, for any

function φ ∈ Φ, there exists a point y = y(φ) of [0, 1] such that

φ(x) = h(x, y) (x ∈ [0, 1]).

By starting with the existence of continuous mappings of Peano type (see
Chapter 1) and applying the method of transfinite induction, show that, for
each ordinal ξ < ω1, there exists a function hξ : [0, 1]2 → R satisfying the
following two conditions:

(a) hξ is a Borel mapping;
(b) hξ is universal for the class Baξ([0, 1],R).
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Deduce from this fact that, for any ordinal ξ < ω1, the set

Baξ([0, 1],R) \ ∪{Baζ([0, 1],R) : ζ < ξ}

is not empty (i.e., there are Baire functions of order ξ) and conclude that
the family of all Baire classes {Baξ([0, 1],R) : ξ < ω1} is strictly increasing
by inclusion.

Remark 5. This remarkable result was first obtained by Lebesgue (see,
e.g., [149], [160], [161], [194]).

7∗. Let X and Y be two complete metric spaces, let A be a subset
of X , and let B be a subset of Y . Suppose also that f : A → B is a
homeomorphism between A and B.

By starting with the result of Lemma 3, show that there exist two sets
A∗ ⊂ X and B∗ ⊂ Y and a mapping f∗ : A∗ → B∗ satisfying these four
relations:

(a) A ⊂ A∗ and B ⊂ B∗;
(b) A∗ is a Gδ-subset of X and B∗ is a Gδ-subset of Y ;
(c) f∗ is a homeomorphism between A∗ and B∗;
(d) f∗ is an extension of f .

Remark 6. This celebrated result was obtained by Lavrentieff [158]
and is known as Lavrentieff’s theorem on extensions of homeomorphisms.
It found numerous applications in topology and, especially, in descriptive
set theory (see, e.g., [149] where this theorem is applied in order to prove
the topological invariance of Borel classes in complete metric spaces).

8. Let [0, 1]ω denote, as usual, the Hilbert cube (or the Tychonoff cube
of weight ω).

By applying the result of Lemma 4, show that if X is a metric space, Z
is a subset of X , and a mapping g : Z → [0, 1]ω is Borel, then there exist a
set Z∗ ⊂ X and a mapping g∗ : Z∗ → [0, 1]ω satisfying the following four
conditions:

(a) Z ⊂ Z∗;
(b) Z∗ is a Borel subset of X ;
(c) g∗ is a Borel mapping;
(d) g∗ is an extension of g.

9. Give a generalization of Theorem 2 for uncountable Polish spaces.
In other words, prove that if E is an arbitrary uncountable Polish topo-

logical space, then there exists a function f : E → R such that, for every
set Z ⊂ E of cardinality c, the restriction of f to Z is not a Borel mapping.
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10. Demonstrate that any Sierpiński–Zygmund function f : R → R

possesses the following property: for each set X ⊂ R with card(X) = c,
the restriction f |X is not monotone on X (use the fact that if g is an
arbitrary monotone partial function acting from R into R, then the set of
all discontinuity points of g is at most countable).

Deduce from this result that, under the Continuum Hypothesis, the
restriction of f to each uncountable set Y ⊂ R is not monotone on Y (cf.
Exercise 10 from Chapter 4).
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The cardinality of first Baire class

Let E be a nonempty Polish topological space. In Chapter 2 we were
concerned with the class Ba1(E,R) of functions of first Baire class (in short,
Baire one functions), which play a key role in various topics of mathematical
analysis.

Recall, for example, that any real-valued function on E whose set of
discontinuity points is at most countable belongs to this class (see Exercise
13 from Chapter 2).

In particular, if a function g : R → R is such that all discontinuity points
of g are simple, then g ∈ Ba1(R,R).

Indeed, this fact directly follows from the theorem stating that the set
of all simple discontinuity points of any function h : R → R is at most
countable (see Theorem 1 from Chapter 4).

According to the definition of the class Ba1(E,R), if a given function f
belongs to Ba1(E,R), then there exists a sequence {fn : n ∈ N} of continu-
ous functions on E such that

f(x) = limn→+∞fn(x) (x ∈ E).

Since the class Ba0(E,R) of all real-valued continuous functions on E is of
cardinality continuum c and since the equality cω = c holds true, one can
easily infer from the definition of Ba1(E,R) that

card(Ba1(E,R)) = c.

However, the above simple argument substantially relies on the Axiom of
Choice (AC). Moreover, it is not difficult to check that this argument exploits
an uncountable version of AC. So the natural question arises whether it is
possible to establish the equality card(Ba1(E,R)) = c within ZF set theory.

The answer to the formulated question turns out to be positive, and here
we intend to give a detailed proof of this quite profound result that goes back
to Baire and Kuratowski (cf. [8], [148], [149]).

In order to carry out our plan, we need several auxiliary notions and facts.
In accordance with our purpose, we will work in ZF set theory. In other

words, all objects, reasonings, and constructions below will be effective. By
the way, we are going to show in this chapter that Alexandrov’s celebrated

143
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theorem on the topological completeness of all Gδ-subsets of a complete met-
ric space is a result of ZF theory.

Lemma 1. Let {(En, ρn) : n ∈ N} be a sequence of complete metric
spaces and let the product set

E =
∏

{En : n ∈ N}

be equipped with the ordinary product topology. Then there exists an effec-
tively defined metric ρ on E such that

(1) ρ is compatible with the topology of E, i.e., the topology on E produced
by ρ coincides with the product topology of E;

(2) (E, ρ) is a complete metric space.

Proof. We may assume, without loss of generality, that all the given
metrics ρn (n ∈ N) are bounded by 1. Indeed, supposing otherwise, we can
define the new equivalent metrics ρ′n (n ∈ N) by

ρ′n(x, y) = ρn(x, y) if ρn(x, y) < 1, and ρ′n(x, y) = 1 if ρn(x, y) ≥ 1,

where x and y are any two points from En.
Further, in the standard way we introduce the metric ρ on E by putting

ρ(x, y) =
∑

{
1

2n+1
ρn(xn, yn) : n ∈ N} (x ∈ E, y ∈ E).

It is not hard to verify that ρ is bounded by 1, too, and satisfies conditions
(1) and (2) of the lemma. The reader may carry out all the details of such a
verification.

The following statement is a classical result of Alexandrov (see, e.g., [64],
[107], [149], [202]).

Theorem 1. Let (E, ρ) be a complete metric space and let X be a Gδ-
subset of E. There exists a canonical metric ρ′ on the topological subspace X
of E which induces the topology of X and, in addition, (X, ρ′) is a complete
metric space.

Proof. Let U be an arbitrary open set in E. In the product space R×E
consider the following set:

Z = {(t, x) : tρ(x,E \ U) = 1}.

This Z is trivially closed in R×E, so may be regarded as a complete metric
space (by virtue of Lemma 1). Further, the projection

pr
2
: R× E → E
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restricted to Z turns out to be a bijection between Z and U . Since the
same projection is a continuous and open mapping, we conclude that U is
homeomorphic to Z. Consequently, U is topologically complete. Actually, we
have a canonical complete metric ρ′ on U produced by the metric on R×E.

Let now X = ∩{Un : n ∈ N}, where all Un (n ∈ N) are open subsets of
E. We may equip every Un with the canonical complete metric ρ′n. So the
product space

V =
∏

{Un : n ∈ N} ⊂ EN

is also complete (see again Lemma 1). Let △(EN) denote the diagonal in
the product space EN. Clearly, this diagonal is a closed subset of EN. Now,
the set

X ′ = V ∩△(EN)

is closed in V and is homeomorphic to X . This circumstance directly implies
thatX is metrizable by a canonical complete metric ρ′. The proof of Theorem
1 is finished.

Lemma 2. Let (E, ρ) be a complete separable metric space, {Gn : n ∈ N}
be a sequence of open subsets of E, and let

X = ∩{Gn : n ∈ N} 6= ∅.

Then some point x ∈ X can be indicated effectively.

Proof. Fix a countable base B of the topology of E, consisting of open
balls. We may assume, without loss of generality, that

B = {Bk : k ∈ N}.

Take the nonempty open set U0 = G0. Obviously, there exists a least natural
number k(0) such that

cl(Bk(0)) ⊂ U0, rad(Bk(0)) < 1, Bk(0) ∩X 6= ∅,

where cl(·) denotes the closure operation and the symbol rad(Bk(0)) stands
for the radius of Bk(0).

Then take the nonempty open set U1 = G1 ∩ Bk(0). There exists a least
natural number k(1) for which the relations

cl(Bk(1)) ⊂ U1, rad(Bk(1)) < 1/2, Bk(1) ∩X 6= ∅

hold true. We put U2 = G2 ∩Bk(1).
Proceeding by recursion, we get two effective sequences {Un : n ∈ N} and

{Bk(n) : n ∈ N} of nonempty open sets and open balls, respectively, such
that

Un+1 = Gn+1 ∩Bk(n) (n ∈ N),
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Bk(n) ∩X 6= ∅, cl(Bk(n)) ⊂ Un, rad(Bk(n)) < 1/2n (n ∈ N).

Now, there exists a unique point x in ∩{cl(Bk(n)) : n ∈ N}, and it is easy to
see that x ∈ X . Lemma 2 has thus been proved.

Lemma 3. Let (E, ρ) be a complete separable metric space and let G
denote the family of all those nonempty subsets of E which effectively are of
type Gδ. Then there exists an effective choice function Φ : G → E, i.e., we
have the relation Φ(X) ∈ X for any set X ∈ G.

In particular, the domain of Φ contains the family of all nonempty closed
subsets of E.

Proof. Actually, this lemma follows from Lemma 2, keeping in mind the
circumstance that every closed subset Y of E admits a canonical representa-
tion in the form

Y = ∩{Vn(Y ) : n ∈ N \ {0}},

where, as usual, Vn(Y ) = {x ∈ E : ρ(x, Y ) < 1/n}.

In the sequel we also need an effective version of the Tietze–Urysohn
theorem (cf. [59]).

Lemma 4. Let (E, ρ) be a metric space, F be a nonempty closed subset
of E, and let g : F → R be a continuous bounded mapping. Then there
exists a continuous mapping g∗ : E → R which extends g and for which the
relations

supx∈Eg
∗(x) = supx∈F g(x), infx∈Eg

∗(x) = infx∈F g(x)

are satisfied.

Proof. If g is constant, then there is nothing to prove. So suppose that
f is not a constant function. By using an appropriate affine transformation
of R having the form

t → at+ b (t ∈ R),

where a > 0, we may assume without loss of generality that

supx∈F g(x) = 2, infx∈F g(x) = 1.

Now, we define g∗ : E → R by putting g∗(x) = g(x) if x ∈ F , and

g∗(x) = infy∈F

g(y)ρ(x, y)

ρ(x, F )

if x ∈ E \ F . It can be verified (within ZF theory) that the function g∗ is as
required. The details of this checking are left to the reader.

The next auxiliary proposition may be treated as a certain separation
principle for two disjoint Gδ-sets in a complete separable metric space.
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Lemma 5. Let E be a Polish topological space, X and Y be any two
Gδ-subsets of E without common points. Then there exists an effective set
Z ⊂ E such that

(1) Z is simultaneously of type Fσ and of type Gδ;
(2) X ⊂ Z and Y ∩ Z = ∅.

Proof. Fix a countable base {Bn : n ∈ N} of topology of E. We
shall construct by transfinite recursion a certain decreasing (by inclusion)
ω1-sequence {Fξ : ξ < ω1} of closed subsets of E.

First of all, we put F0 = E.
Suppose that, for an ordinal number ξ < ω1, the partial family {Fζ : ζ <

ξ} has already been defined.
If ξ is a limit ordinal, then we simply put Fξ = ∩{Fζ : ζ < ξ}.
If ξ = η + 1, then either Fη = ∅ or Fη 6= ∅. In the first case, we put

Fξ = ∅. In the second case, we consider the following two sets:

Xη = X ∩ Fη, Yη = Y ∩ Fη.

Obviously, both Xη and Yη are of type Gδ in the Polish space Fη, and

Xη ∩ Yη = ∅.

By virtue of the Baire theorem (see Exercise 2 from Chapter 0), one of these
two sets is not everywhere dense in Fη. Therefore, there exists a least natural
index n such that Bn ∩ Fη 6= ∅ but

Bn ∩Xη = ∅ ∨ Bn ∩ Yη = ∅.

We then put Fξ = Fη \Bn.
Proceeding in this manner, we finally come to the ω1-sequence {Fξ : ξ <

ω1}.
Now, according to the Cantor–Baire stationarity principle that is valid

for E within ZF theory (see Exercise 10 of Chapter 2 and Exercise 2 of this
chapter), there exists a least ordinal number α < ω1 for which Fα = ∅. Thus,
we may write

E = ∪{Fξ \ Fξ+1 : ξ < α}.

Further, let us introduce the notation

Ξ = {ξ < α : (Fξ \ Fξ+1) ∩X 6= ∅}, Ξ′ = [0, α[ \ Ξ,

Z = ∪{Fξ \ Fξ+1 : ξ ∈ Ξ}, Z ′ = ∪{Fξ \ Fξ+1 : ξ ∈ Ξ′}.

Clearly, we have the relations

Z ∩ Z ′ = ∅, Z ∪ Z ′ = E.
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Keeping in mind the method of constructing the sets Fξ (ξ < ω1), we readily
conclude that X ⊂ Z and Y ⊂ Z ′ (hence Y ∩ Z = ∅). Exercise 4 for this
chapter shows that both Z and Z ′ are effectively of type Fσ. Lemma 5 is
thus proved.

Lemma 6. Let E be a Polish space and let f : E → [0, 1] be a function of
first Baire class. Then there exists an effective sequence {fn : n ∈ N \ {0}}
of functions on E such that

(1) ran(fn) ⊂ {0, 1/n, 2/n, ..., (n−1)/n, 1} for each natural number n ≥ 1;
(2) all functions fn (n ≥ 1) are of first Baire class;
(3) the sequence {fn : n ∈ N \ {0}} converges uniformly to f .

Proof. Fix a natural number n ≥ 1 and, for an arbitrary natural index
k ∈ {0, 1, 2, ..., n}, introduce the notation

Xk = {x ∈ E : |f(x)− k/n| ≤ 1/n}, Yk = {x ∈ E : |f(x)− k/n| ≥ 2/n}.

Observe that the sets Xk and Yk are of type Gδ in E (see Lemma 2 from
Chapter 2). Since Xk ∩ Yk = ∅, we may apply to these sets the previous
lemma and effectively find a set Zk ⊂ E which is simultaneously of type Fσ

and of type Gδ, and satisfies the relations

Xk ⊂ Zk, Zk ∩ Yk = ∅.

Moreover, the equality E = ∪{Zk : k ∈ {0, 1, 2, ..., n}} is easily verified.
We now define a function fn : E → [0, 1] by putting

fn(x) = k/n (x ∈ Zk \ ∪{Zi : i < k})

for k = 0, 1, 2, ..., n. Using Lemma 4, it is not difficult to check that fn is of
first Baire class. Finally, since

|f(x)− fn(x)| < 2/n (x ∈ E),

the sequence of functions {fn : n ∈ N \ {0}} uniformly converges to f , which
finishes the proof of Lemma 6.

Lemma 7. Let E be a Polish space and let f : E → [0, 1] be a function of
first Baire class. If ran(f) is finite, then a sequence {φn : n ∈ N} of contin-
uous functions from E into [0, 1] can be effectively indicated which converges
pointwise to f .

Proof. According to our assumption, ran(f) = {t1, t2, ..., tm} ⊂ [0, 1],
where all ti (i = 1, 2, ...,m) are pairwise distinct. Let us denote

Xk = f−1(tk) (k ∈ {1, 2, ...,m}).

All setsXk are simultaneously of types Gδ and Fσ. By virtue of Lemma 5 and
Exercise 4 of the present chapter, we infer that all these sets are effectively
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of type Fσ . Finally, by applying once again Lemma 4, the required sequence
of functions {φn : n ∈ N} can readily be constructed, and we come to the
desired result.

Lemma 8. Let E be a Polish space, and let {fn : n ∈ N} and {gn :
n ∈ N} be two sequences of continuous functions from E into [0, 1] pointwise
converging to the functions f and g, respectively. Suppose also that

(∀x ∈ E)(|f(x) − g(x)| < a)

for some real a > 0. Then there exists effectively a sequence {hn : n ∈ N}
of continuous functions from E into [0, 1], pointwise converging to g and
satisfying the relation

supx∈E|hn(x) − fn(x)| ≤ a (n ∈ N).

Proof. First, for any real-valued function φ on E, we need to recall the
notation φ|a−a. Namely, the symbol φ|a−a is an abbreviation for a real-valued
function on E defined by the formula

φ|a−a(x) = φ(x) if |φ(x)| ≤ a,
φ|a−a(x) = a if φ(x) > a,
φ|a−a(x) = −a if φ(x) < −a.
Obviously, if φ is continuous on E, then φ|a−a is continuous on E, too.
Using the above notation, it suffices to define hn (n ∈ N) by the equality

hn = fn + (gn − fn)|
a
−a.

A careful verification of the fact that {hn : n ∈ N} is a required sequence of
functions is left to the reader.

We now are ready to establish the main result of this chapter (within ZF

theory).

Theorem 2. Let E be a Polish space and let f : E → [0, 1] be a function
of first Baire class. There exists effectively a sequence of continuous functions
from E into [0, 1], pointwise convergent to f .

Proof. By virtue of Lemma 6, a sequence {fm : m ∈ N} of functions
from E into [0, 1] can be effectively defined, uniformly converging to f and
such that all fm have finite ranges and are of first Baire class. We may
assume without loss of generality that

(∗) |fm+1(x) − fm(x)| < 1/2m (x ∈ E, m ∈ N).

For every m ∈ N, there exists effectively a sequence {fm,n : n ∈ N \ {0}} of
continuous functions from E into [0, 1], pointwise convergent to fm (in this
connection, see Lemma 7).
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We now are going to define by recursion a double sequence

{hm,n : m ∈ N, n ∈ N \ {0}}

of real-valued continuous functions on E so that

limn→+∞hm,n(x) = fm(x) (m ∈ N, x ∈ E),

|hm+1,n(x) − hm,n(x)| ≤ 1/2m (m ∈ N, n ∈ N \ {0}, x ∈ E).

For this purpose, we first put

{h0,n : n ∈ N \ {0}} = {f0,n : n ∈ N \ {0}}.

Further, suppose that the sequences

{h0,n : n ∈ N \ {0}}, {h1,n : n ∈ N \ {0}}, . . . , {hm,n : n ∈ N \ {0}}

have already been constructed. Taking into account (*) and the relations

fm(x) = limn→+∞hm,n(x) (x ∈ E),

fm+1(x) = limn→+∞fm+1,n(x) (x ∈ E),

we may apply Lemma 8 to the functions fm and fm+1, to a = 1/2m, and to
the sequences

{hm,n : n ∈ N \ {0}}, {fm+1,n : n ∈ N \ {0}}.

As a result, we effectively get the sequence {hm+1,n : n ∈ N \ {0}} of contin-
uous functions from E into [0, 1], such that

limn→+∞hm+1,n(x) = fm+1(x) (x ∈ E),

|hm+1,n(x)− hm,n(x)| ≤ 1/2m (n ∈ N \ {0}, x ∈ E).

It remains to demonstrate that

limn→+∞hn,n(x) = f(x) (x ∈ E).

For this purpose, fix a point x0 ∈ E and take an arbitrary real ε > 0. Let a
natural number m be so large that

1/2m−1 < ε/3, |fm(x0)− f(x0)| < ε/3.

Further, choose a natural number n0 > m such that

|hm,n(x0)− fm(x0)| < ε/3 (n > n0).
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Then, for all natural indices n > n0, we have

|hn,n(x0)− f(x0)| ≤

|hn,n(x0)−hn−1,n(x0)|+|hn−1,n(x0)−hn−2,n(x0)|+...+|hm+1,n(x0)−hm,n(x0)|+

|hm,n(x0)− fm(x0)|+ |fm(x0)− f(x0)| ≤

1/2n−1 + 1/2n−2 + ...+ 1/2m + ε/3 + ε/3 ≤ 1/2m−1 + 2ε/3 < ε,

which completes the proof.

From Theorem 2 one can easily deduce the following slightly more general
statement (essentially due to Baire).

Theorem 3. Let E be a Polish space and let f ∈ Ba1(E,R). Then there
is an effective sequence {fn : n ∈ N} ⊂ Ba0(E,R) pointwise convergent to
f .

Proof. Let us fix an arbitrary (effective) homeomorphism φ : R → ]0, 1[
and consider the function φ ◦ f . Obviously, φ ◦ f belongs to the first Baire
class and its range is contained in [0, 1]. According to Theorem 2, there exists
an effective sequence

{gn : n ∈ N} ⊂ Ba0(E, [0, 1])

which converges pointwise to φ ◦ f . It is now clear that the sequence

{φ−1 ◦ gn : n ∈ N} ⊂ Ba0(E,R)

is also effectively defined and converges pointwise to f . So, the proof of
Theorem 3 is finished.

Remark 1. It follows from the above theorem that, for a nonempty
Polish space E, the equality

card(Ba1(E,R)) = c

holds true effectively, i.e., within ZF theory.

Remark 2. A radically different situation is for the second Baire class
Ba2(E,R). Indeed, if E is a nonempty Polish space, then the equality

card(Ba2(E,R)) = c

can be established in ZFC set theory without any difficulties. However, even
the inequality

card(Ba2(R,R)) ≤ c

cannot be proved within the framework of ZF & DC theory, because it
implies the existence of a Lebesgue nonmeasurable subset of R (in this con-
nection, see Exercise 23 from Chapter 10).
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EXERCISES

1. Let E be a Polish topological space and let X be a closed subset of E.
Indicate effectively a countable subset of X which is everywhere dense in

X .
For this purpose, use Lemma 3 of the present chapter.

2. Let E be an arbitrary topological space with a countable base.
Work in ZF theory and verify that the Cantor–Baire stationarity principle

holds true for E in the following form:
There exists no strictly decreasing family {Fξ : ξ < ω1} of nonempty

closed subsets of E.

3. Check in detail that the function g∗ defined in the proof of Lemma 4
is a continuous extension of g with the required properties.

4∗. Preserving the notation of the proof of Lemma 5, show that the ordinal
α is effectively equinumerous with some subset of N, so is at most countable.

For this purpose, take any ordinal ξ < α and find the least n(ξ) ∈ N

such that Bn(ξ) ∩Fξ 6= ∅ and Bn(ξ) ∩Fξ+1 = ∅. Then infer that the mapping
ξ → n(ξ) (ξ < α) is injective.

Keeping in mind this result and taking into account the fact that all sets
Fξ \ Fξ+1 (ξ < α) are effectively of type Fσ, conclude that both sets Z and
Z ′ in Lemma 5 are effectively of type Fσ, too.

5. Let E be an arbitrary nonempty topological space.
Show that the family D(E) of all those sets in E, which simultaneously

are of type Gδ and of type Fσ, forms an algebra with respect to the standard
set-theoretical operations.

Check also that, in general, D(E) need not to be a σ-algebra (for example,
D(R) is not a σ-algebra).

6∗. Let E be an arbitrary uncountable Polish topological space.
Work in ZFC theory and deduce the equality

card(Ba2(E,R) \Ba1(E,R)) = c.

7. Let a sequence {fn : n ∈ N} of polynomials over R be pointwise
convergent on the unit segment [0, 1] and let the degrees of all fn (n ∈ N)
not exceed a fixed natural number k.

Is it true that the function f = limn→+∞fn is also a polynomial of degree
less than or equal to k?
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Lebesgue nonmeasurable functions and

functions without the Baire property

This chapter is devoted to some well-known constructions of a function
acting from R into R and nonmeasurable in the Lebesgue sense (respec-
tively, of a function acting from R into R and lacking the Baire property).
Obviously, the existence of such a function is equivalent to the existence of a
subset of R nonmeasurable in the Lebesgue sense (respectively, of a subset
of R without the Baire property). Since the fundamental concept of the
Lebesgue measure on R (respectively, the concept of the Baire property)
was introduced, it has been extremely useful in various problems of math-
ematical analysis. The natural question arose whether all subsets of R are
measurable in the Lebesgue sense (respectively, whether all subsets ofR pos-
sess the Baire property). Very soon, two essentially different constructions
of extraordinary point sets in R were discovered which gave simultaneously
negative answers to these two questions. The first construction is due to
Vitali [272] and the second one was carried out by Bernstein [19]. Both of
them were heavily based on an uncountable form of the Axiom of Choice,
so it was reasonable to ask whether it is possible to construct a Lebesgue
nonmeasurable subset of R (or a subset of R without the Baire property)
by using some weak forms of the Axiom of Choice which are enough for
most domains of classical mathematical analysis (for instance, the Axiom
of Dependent Choices). Almost all outstanding mathematicians working
at that time in mathematical analysis and particularly in the theory of real
functions (Borel, Lebesgue, Hausdorff, Luzin, Sierpiński, etc.) believed that
there is no effective construction of a Lebesgue nonmeasurable subset of R.
However, only after long-term developments in mathematical logic and ax-
iomatic set theory and, especially, after the creation (in 1963) of the forcing
method by Cohen, did it become possible to establish the needed result. We
shall return to this theme in our further considerations and touch upon some
related problems that are also interesting from the logical point of view. But

153
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first, we wish to discuss more thoroughly analytic aspects of the problem of
the existence of Lebesgue nonmeasurable point sets (respectively, of point
sets without the Baire property).

Let us indicate one important common feature of Lebesgue measurable
sets and of sets with the Baire property. We shall demonstrate that not
all subsets of R have the above-mentioned feature. Obviously, such an
approach will give us the existence of required bad subsets of R.

In order to carry out this plan, we first introduce the following definition.
Let X be a subset of R. We say that X has the Steinhaus property if

there exists a real ε > 0 such that

(∀h ∈ R)(|h| < ε⇒ (X + h) ∩X 6= ∅).

In other words, a set X ⊂ R has the Steinhaus property if the cor-
responding difference set X − X = {x′ − x′′ : x′ ∈ X, x′′ ∈ X} is a
neighborhood of point 0 ∈ R.

It turns out that, as a rule, all good subsets of R are either of Lebesgue
measure zero, or of first category, or have the Steinhaus property. In this
connection, it is reasonable to indicate here that Steinhaus himself observed
that all Lebesgue measurable sets on R with strictly positive measure have
his property (see [261]). Some years later, it was also established that an
analogous result is true for second category subsets of R possessing the
Baire property.

Let λ denote, as usual, the standard Lebesgue measure on R.
We now formulate and prove the following classical result.

Theorem 1. Let X be a subset of R satisfying at least one of these two
assumptions:

(1) X ∈ dom(λ) and λ(X) > 0;
(2) X ∈ Ba(R) \ K(R).
Then X has the Steinhaus property.

Proof. Suppose first that assumption (1) holds. Let x be a density
point of X (see Theorem 4 from Chapter 0) and let ]a, b[ be an open interval
containing x, for which we have λ(X ∩ ]a, b[) > 2(b−a)/3. Obviously, there
exists a real ε > 0 such that

(∀h ∈ R)(|h| < ε⇒ λ(]a+ h, b+ h[ ∪ ]a, b[) ≤ 4(b− a)/3).

Take an arbitrary h ∈ R with |h| < ε. We assert that

(X + h) ∩X 6= ∅.
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Indeed, assuming for a while that (X + h) ∩X = ∅, we must have

λ(]a + h, b+ h[ ∪ ]a, b[) ≥ λ(((X ∩ ]a, b[) + h) ∪ (X ∩ ]a, b[)) =

2λ(X ∩ ]a, b[) > 4(b− a)/3,

which is impossible. Thus X has the Steinhaus property.
Suppose now that assumption (2) holds. Then X can be represented in

the form X = U△X1, where U is a nonempty open set in R and X1 is a
first category subset of R. Evidently, there exists a real ε > 0 such that

(∀h ∈ R)(|h| < ε⇒ (U + h) ∩ U 6= ∅).

Let us fix any h ∈ R with |h| < ε. It is easy to check the inclusion

((U + h) ∩ U) \ ((X1 + h) ∪X1) ⊂ (X + h) ∩X.

Taking account of the fact that (U + h) ∩ U is a nonempty open subset of
R and (X1 + h) ∪X1 is a first category subset of R, we infer that

((U + h) ∩ U) \ ((X1 + h) ∪X1) 6= ∅.

Consequently, we obtain (X + h) ∩ X 6= ∅, and this finishes the proof of
Theorem 1.

The following statement is an easy consequence of Theorem 1 but, some-
times, is more useful in practice.

Theorem 2. Let X and Y be subsets of R such that at least one of
these two conditions holds:

(1) {X,Y } ⊂ dom(λ), λ(X) > 0, λ(Y ) > 0;
(2) {X,Y } ⊂ Ba(R) \ K(R).
Then the vector sum X + Y = {x+ y : x ∈ X, y ∈ Y } has nonempty

interior.

Proof. Clearly, under assumption (1), there exists an element t ∈ R

such that λ((X + t) ∩ Y ) > 0. Actually, this relation follows from the
metrical transitivity of the measure λ (also, from the Lebesgue theorem on
density points).

Similarly, under assumption (2), there exists an element r ∈ R such that

(X + r) ∩ Y ∈ Ba(R) \ K(R).

In fact, here we have an analogue of the metrical transitivity for the Baire
property.
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Let us put Z = (X + t) ∩ Y in the first case, and Z = (X + r) ∩ Y in
the second one.

It suffices to show that the set Z + Z has nonempty interior. If Z is
symmetric with respect to zero, then we may directly apply Theorem 1.
Generally, we can find z ∈ R such that λ((Z + z) ∩ (−Z)) > 0 in the first
case, and (Z+z)∩ (−Z) ∈ Ba(R)\K(R) in the second one. Further, define
Z ′ = (Z + z/2)∩ (−Z − z/2). The set Z ′ is symmetric with respect to zero
and Z ′ ⊂ Z + z/2. Moreover, we see that λ(Z ′) = λ((Z + z)∩ (−Z)) > 0 in
the first case, and Z ′ ∈ Ba(R)\K(R) in the second one. Applying Theorem
1 to Z ′ and taking into account the relation

Z ′ − Z ′ = Z ′ + Z ′ ⊂ Z + Z + z,

we come to the required result.

Exercises 1 and 2 for this chapter show that Theorems 1 and 2 admit
analogues in much more general situations.

Now, we are ready to present the first classical construction of a subset
of the real line, nonmeasurable in the Lebesgue sense and without the Baire
property. As mentioned earlier, this construction is due to Vitali (see [272]).

Let us consider a binary relation V (x, y) on R defined by the formula

x ∈ R & y ∈ R & x− y ∈ Q,

where Q denotes, as usual, the set of all rational numbers. Since Q is a
subgroup of the additive group (R,+), we infer that V (x, y) is an equiva-
lence relation on R. Consequently, we obtain the partition of R canonically
associated with V (x, y).

This partition is usually called the Vitali partition of R and will be
denoted by R/Q.

Any selector of the Vitali partition is called a Vitali set in R.

Theorem 3. There exist Vitali subsets of R. If X is an arbitrary Vitali
subset of R, then X is Lebesgue nonmeasurable and does not possess the
Baire property (equivalently, the characteristic function of X is Lebesgue
nonmeasurable and does not possess the Baire property).

Proof. The existence of Vitali sets follows directly from the Axiom of
Choice applied to the Vitali partition (since R/Q is uncountable, here a
certain uncountable form of AC should be utilized). Now, let X be a Vitali
set and suppose for a moment that X is either Lebesgue measurable or
possesses the Baire property. Then, keeping in mind the relation

R = ∪{X + q : q ∈ Q},
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we infer that X must be of strictly positive measure (respectively, of second
category). But this immediately yields a contradiction. Indeed, for each
rational number q 6= 0, we have (X + q) ∩ X = ∅, because X is a selector
of R/Q. Here q can be taken arbitrarily small. In other words, we see that
our X does not have the Steinhaus property. This contradicts Theorem 1
and finishes the proof of Theorem 3.

We thus obtained that Vitali sets are very bad from the points of view
of the Lebesgue measure and Baire property. However, these sets may be
rather good for other nonzero σ-finite invariant measures given on R. In this
connection, see Exercise 3. On the other hand, Exercise 4 shows that any
Vitali set remains nonmeasurable with respect to every translation invariant
extension of the Lebesgue measure λ.

It is not hard to see that the argument used in the Vitali construction
heavily relies on the assumption of the invariance of the Lebesgue measure
λ with respect to translations of R. This argument does not work for a
nonzero σ-finite measure µ on R which is only quasi-invariant (i.e., µ is
defined on a σ-algebra of subsets of R, invariant under translations, and
the σ-ideal of all µ-measure zero sets is preserved by translations, too). So
the following question arises: how to prove the existence of nonmeasurable
sets with respect to such a measure µ. We shall consider this question
in the next chapter of the book. Namely, we shall show therein that a
more general algebraic construction is possible which yields the existence of
nonmeasurable sets with respect to µ. The main role in that construction
will be played by so-called Hamel bases of R.

Now, we want to turn our attention to another classical construction of
a Lebesgue nonmeasurable set (and of a set without the Baire property). As
pointed out earlier, this construction is due to Bernstein (see [19]). First, let
us introduce one useful notion closely related to the Bernstein construction.

Let E be a topological space and let X be a subset of E.
We say that X is totally imperfect in E if X contains no nonempty

perfect subset of E.
We say that X is a Bernstein subset of E if X and E \ X are totally

imperfect in E. Equivalently, X is a Bernstein subset of E if, for each
nonempty perfect set P ⊂ E, we have P ∩X 6= ∅ and P ∩ (E \X) 6= ∅.

It immediately follows from this definition that X ⊂ E is a Bernstein
set if and only if its complement E \X is a Bernstein set.

Clearly, each subset of R with cardinality strictly less than the cardi-
nality of the continuum c is totally imperfect. The question concerning the
existence of totally imperfect subsets of R, having cardinality c, turns out
to be nontrivial. For its solution, we again need an uncountable version of
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the Axiom of Choice (cf. Exercise 5).

There are many examples of totally imperfect subsets of the Euclidean
space Rn. A wide class of such sets was introduced and investigated by
Marczewski (see [263]).

Let E be a Polish topological space and let X be a subset of E.

We say that X is a Marczewski subset of E if, for each nonempty perfect
set P ⊂ E, there exists a nonempty perfect set P ′ ⊂ E such that P ′ ⊂ P
and P ′ ∩X = ∅.

It immediately follows from this definition that every Marczewski set
is totally imperfect in E, and that any subset of a Marczewski set is a
Marczewski set, too. Also, it can easily be observed that any set Y ⊂ E with
card(Y ) < c is a Marczewski set. Indeed, let us take an arbitrary nonempty
perfect set P ⊂ E. Then, as we know (cf. Exercise 14 from Chapter 1),
there exists a disjoint family {Pi : i ∈ I} consisting of nonempty perfect
sets in E and satisfying the relations card(I) = c and (∀i ∈ I)(Pi ⊂ P ).
Now, because of card(Y ) < card(I), it is clear that there exists at least one
index i0 ∈ I such that Pi0 ∩ Y = ∅, and thus Y is a Marczewski set.

Let us recall the classical result of Alexandrov and Hausdorff stating that
every uncountable Borel set in a Polish topological space contains a sub-
set homeomorphic to the Cantor discontinuum (hence contains a nonempty
perfect subset). Taking this result into account, we can give another, equiv-
alent, definition of Marczewski sets.

Namely, we may say that a set X lying in a Polish space E is a Mar-
czewski set if, for each uncountable Borel subset B of E, there exists an
uncountable Borel set B′ ⊂ E such that B′ ⊂ B and B′ ∩X = ∅.

In some situations, the second definition is more convenient. For in-
stance, let E1 and E2 be two Polish spaces and let f : E1 → E2 be a Borel
isomorphism between them. Then, for a set X ⊂ E1, the following two
assertions are equivalent:

(1) X is a Marczewski set in E1;

(2) f(X) is a Marczewski set in E2.

In other words, the Borel isomorphism f yields a one-to-one correspon-
dence between Marczewski sets in the spaces E1 and E2. This fact is helpful
in many situations. For instance, suppose that we need to construct a Mar-
czewski subset of E1 having some additional properties which are invariant
under Borel isomorphisms. Sometimes, it turns out that such a set can
much more easily be constructed in E2. Let us denote it by X ′. Then we
apply the Borel isomorphism f−1 to X ′ and obtain the required Marczewski
set f−1(X ′) in the space E1.

Later, we shall demonstrate the usefulness of this idea. Namely, we
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shall show that there exist Marczewski subsets of R nonmeasurable in the
Lebesgue sense (respectively, without the Baire property).

One simple (but important) fact concerning Marczewski sets is presented
in the next statement.

Lemma 1. Let {Xk : k < ω} be a countable family of Marczewski
subsets of a Polish topological space E. Then ∪{Xk : k < ω} is a Marczewski
set, too. In particular, if the space E is uncountable, then the family of all
Marczewski subsets of E forms a σ-ideal in the Boolean algebra of all subsets
of E.

Proof. Fix a nonempty perfect set P ⊂ E. Since X0 is a Marczewski
set, there exists a nonempty perfect set P0 ⊂ E such that

P0 ⊂ P, P0 ∩X0 = ∅, diam(P0) < 1.

Further, because X1 is a Marczewski set, too, there exist nonempty perfect
sets P00 ⊂ E and P01 ⊂ E such that

P00 ⊂ P0, P01 ⊂ P0, diam(P00) < 1/2, diam(P01) < 1/2,

P00 ∩X1 = ∅, P01 ∩X1 = ∅, P00 ∩ P01 = ∅.

Proceeding in this manner, we will be able to define a dyadic system

{Pj1...jk : j1 = 0, j2 ∈ {0, 1}, ..., jk ∈ {0, 1}, 1 ≤ k < ω}

of nonempty perfect sets in E whose diameters converge to zero, and

Pj1...jkj ⊂ Pj1...jk , Pj1...jk0 ∩ Pj1...jk1 = ∅,

Pj1...jk ∩Xk−1 = ∅

for each natural number k ≥ 1. Now, putting

Dk = ∪{Pj1...jk : j1 = 0, j2 ∈ {0, 1}, ..., jk ∈ {0, 1}},

D = ∩{Dk : 1 ≤ k < ω},

we obtain a nonempty perfect set D ⊂ P satisfying the relation

D ∩ (∪{Xk : k < ω}) = ∅.

This shows that ∪{Xk : k < ω} is a Marczewski subset of E, and the proof
is finished.
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Remark 1. Lemma 1 shows that, in an uncountable Polish topological
space E, the family of all Marczewski subsets of E forms a σ-ideal. It
is usually called Marczewski’s σ-ideal in E and plays an essential role in
classical point set theory (cf. [31]). As mentioned above, Marczewski subsets
of E can be regarded as a certain type of small sets in E. In our further
considerations, we shall also deal with some other types of small sets which
generate proper σ-ideals in E. For instance, we shall deal with the σ-ideal
generated by all Luzin subsets of E = R (respectively, by all Sierpiński
subsets ofR). In addition, we shall consider the σ-ideal of so-called universal
measure zero subsets of R and the σ-ideal of strong measure zero subsets
of R. Various properties of these subsets will be discussed in subsequent
chapters of the book (notice that valuable information about different kinds
of small sets in Polish spaces can be found in [31], [149], [184], [207], and
[283]).

Let us return to Bernstein sets. We now formulate and prove the classical
Bernstein result on the existence of such sets.

Theorem 4. There exists a Bernstein subset X of R. This X is
Lebesgue nonmeasurable and does not possess the Baire property (equiva-
lently, the characteristic function of X is Lebesgue nonmeasurable and does
not possess the Baire property).

Proof. Let α denote the least ordinal for which card(α) = c. We know
that the family of all nonempty perfect subsets of R is of cardinality c. So
we may denote this family by {Pξ : ξ < α}. Moreover, we may assume
without loss of generality that each of the two partial families

{Pξ : ξ < α, ξ is an even ordinal}, {Pξ : ξ < α, ξ is an odd ordinal}

also consists of all nonempty perfect subsets ofR. Now, applying the method
of transfinite recursion, we define an α-sequence {xξ : ξ < α} ⊂ R of points
satisfying the following two conditions:

(1) if ξ < ζ < α, then xξ 6= xζ ;
(2) for every ξ < α, we have xξ ∈ Pξ.
Suppose that, for β < α, the partial β-sequence {xξ : ξ < β} has already

been defined. Take the set Pβ . Obviously,

card(Pβ) = c, card({xξ : ξ < β}) ≤ card(β) < c.

Hence we can write Pβ \ {xξ : ξ < β} 6= ∅. Choose an arbitrary element
x from the above-mentioned nonempty difference of sets and put xβ = x.
Continuing in this manner, we will be able to construct the required family
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{xξ : ξ < α} of points of R, satisfying conditions (1) and (2). Further, we
put

X = {xξ : ξ < α, ξ is an even ordinal number}.

It immediately follows from our construction that X is a Bernstein subset
of R (because both sets X and R \X are totally imperfect in R).

It remains to demonstrate that X is not Lebesgue measurable and does
not possess the Baire property.

Suppose first that X is measurable in the Lebesgue sense. Then the set
R \X is Lebesgue measurable, too, and at least one of these two sets must
be of strictly positive measure. We may assume without loss of generality
that λ(X) > 0. Then a well-known regularity property of λ implies that
there exists a closed set F ⊂ R contained in X and also having strictly
positive measure. Because λ is a diffused measure, we obtain card(F ) > ω
and hence card(F ) = c. Denote by F0 the set of all condensation points of
F . Obviously, F0 is a nonempty perfect subset of R contained in X . But
this contradicts the circumstance that X is a Bernstein set in R.

Suppose now that X possesses the Baire property. Then the set R \X
possesses the Baire property, too, and at least one of these two sets must be
of second category. We may assume without loss of generality that X is of
second category. Consequently, we have a representation of X in the form

X = V△Y = (V \ Y ) ∪ (Y \ V ),

where V is a nonempty open subset of R and Y is a first category subset of
R. Applying the classical Baire theorem, we see that the set V \Y contains
an uncountable Gδ-subset of R. This immediately implies that X contains
also a nonempty perfect subset of R (homeomorphic to the Cantor space),
which again contradicts the fact that X is a Bernstein set in R. Theorem 4
is thus proved.

A result much more general than Theorem 4 is presented in Exercises 7
and 8 of this chapter, and Exercise 9 yields a characterization of Bernstein
subsets of Polish spaces in terms of topological measure theory.

All the constructions presented above were concerned with certain point
sets either nonmeasurable in the Lebesgue sense or without the Baire prop-
erty. The existence of such sets trivially implies the existence of real-valued
functions either nonmeasurable in the Lebesgue sense or without the Baire
property. We now wish to consider one direct construction of a Lebesgue
nonmeasurable function acting from R into R. An analogous construction
can be carried out for the Baire property instead of Lebesgue measurability.

In our further considerations, we denote by the symbol λ2 the standard
two-dimensional Lebesgue measure on the Euclidean plane R2 = R × R.
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Clearly, λ2 is the completion of the product measure λ⊗λ where λ denotes,
as usual, the standard Lebesgue measure on R.

We recall that a subset X of R2 is λ2-thick (or λ2-massive) in R2 if, for
every λ2-measurable set Z ⊂ R2 with λ2(Z) > 0, the relation X ∩ Z 6= ∅
holds true.

In other words, X is λ2-thick in R2 if and only if the equality

(λ2)∗(R
2 \X) = 0

is satisfied, where the symbol (λ2)∗ denotes the inner measure canonically
associated with λ2.

Let us observe that if a subset X of R2 is λ2-measurable and λ2-massive
simultaneously, then it is of full λ2-measure, i.e., λ2(R

2 \X) = 0. Thus, if
we a priori know that a set X ⊂ R2 is not of full λ2-measure but is λ2-thick,
then we can immediately conclude that X is not λ2-measurable.

The next statement (essentially due to Sierpiński) shows that there are
functions acting from R into R whose graphs are λ2-thick subsets of the
plane R2.

Theorem 5. There exists a function f : R → R whose graph is a
λ2-thick subset of R2. Consequently, the following two assertions are true:

(1) the graph of f is not a λ2-measurable subset of R2;
(2) f is not a λ-measurable function.

Proof. Let α be the least ordinal number of cardinality continuum.
Consider the family {Bξ : ξ < α} consisting of all Borel subsets of R2 hav-
ing strictly positive λ2-measure. We are going to construct, by transfinite
recursion, a family of points {(xξ, yξ) : ξ < α} ⊂ R2 satisfying these two
conditions:

(a) if ξ < ζ < α, then xξ 6= xζ ;
(b) for each ξ < α, the point (xξ, yξ) belongs to Bξ.
Suppose that, for an ordinal β < α, the partial family {(xξ, yξ) : ξ < β}

of points of R2 has already been defined. Let us take the set Bβ . Applying
the classical Fubini theorem to Bβ , we see that the set

Xβ = {x ∈ R : λ(Bβ(x)) > 0}

is λ-measurable and of strictly positive measure. Consequently, Xβ is of
cardinality c, and there exists a point x ∈ Xβ distinct from all the points
xξ (ξ < β). We put xβ = x. Then we choose an arbitrary point y from
the set Bβ(xβ) and put yβ = y. Proceeding in this manner, we will be able
to construct the required family {(xξ, yξ) : ξ < α}. Now, it follows from
condition (a) that the set F = {(xξ, yξ) : ξ < α} can be regarded as the
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graph of some partial function acting from R into R. We extend arbitrarily
this partial function to a function acting from R into R and denote the
latter function by f . Then condition (b) implies that the graph of f is
λ2-thick in R2.

Since there are continuum many pairwise disjoint translates of this graph
in R2, we conclude that the graph is not of full λ2-measure and hence it is
not a λ2-measurable subset of R2.

Finally, the function f is not λ-measurable. Indeed, otherwise the graph
of f would be a λ2-measure zero subset of R2, which is impossible. This
completes the proof of the theorem.

Some generalizations of the above result are presented in Chapter 14.
If we deal with a class of subsets of R which are small in a certain sense,

then, as a rule, it is not easy to establish the existence of a set belonging
to this class and nonmeasurable in the Lebesgue sense (or lacking the Baire
property).

More precisely, suppose that a σ-ideal I of subsets of R is given. Then
the following natural question can be posed: does there exist at least one set
X ∈ I nonmeasurable in the Lebesgue sense or without the Baire property?
Obviously, the answer to this question depends on the structure of I and
simple examples show that the answer can be negative.

However, let us consider the two classical σ-ideals:
I(λ) = the σ-ideal of all λ-measure zero subsets of R;
K(R) = the σ-ideal of all first category subsets of R.
These two σ-ideals are orthogonal, i.e., there exists a partition {A,B}

of R such that A ∈ I(λ) and B ∈ K(R).
The reader can verify this simple fact, which immediately implies the

existence of a Lebesgue nonmeasurable set belonging to K(R) and the ex-
istence of a Lebesgue measure zero set without the Baire property. Indeed,
let X be an arbitrary Bernstein subset of R. Then, putting X0 = A ∩ X
and X1 = B ∩X , it is easy to check that

(1) X0 ∈ I(λ) and X0 does not possess the Baire property;
(2) X1 ∈ K(R) and X1 is not measurable in the Lebesgue sense.
A more general result is presented in Exercise 16.
Returning to the question formulated above, we wish to consider it more

thoroughly for the Marczewski σ-ideal in R. In other words, it is natural
to ask whether there exist Marczewski subsets of R nonmeasurable in the
Lebesgue sense (or without the Baire property). This problem was originally
raised by Marczewski (see [263]). The solution to it was independently
obtained by Corazza [53] and Walsh [274]. We would like to present their
result here.
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First of all, we need one auxiliary proposition useful in many situations.
The proof of this proposition is very similar to the argument utilized in the
proof of Theorem 5.

Lemma 2. Let {Zj : j ∈ J} be a family of subsets of the plane R2,
satisfying the following two conditions:

(1) card(J) ≤ c;
(2) for each j ∈ J , the set of all x ∈ pr

1
(Zj) for which card(Zj(x)) = c

is of cardinality c.
Then there exist a set-valued mapping F : J → P(R) and an injective

family {xj : j ∈ J} ⊂ R such that, for an arbitrary j ∈ J , the equalities
F (j) = Zj(xj) and card(F (j)) = c hold true.

Proof. Obviously, we may assume without loss of generality that the set
J is of cardinality c. Also, we can identify J with the least ordinal number
α such that card(α) = c. Now, we are going to define a set-valued mapping
F and a family {xξ : ξ < α} by the method of transfinite recursion.

Suppose that, for an ordinal β < α, the partial families {F (ξ) : ξ < β}
and {xξ : ξ < β} have already been constructed. Consider the set Zβ .
According to our assumption, the set of all those x ∈ pr

1
(Zβ) for which

card(Zβ(x)) = c is of cardinality continuum. Because

card({xξ : ξ < β}) < c,

there exists a point x ∈ R such that

(∀ξ < β)(x 6= xξ), card(Zβ(x)) = c.

Therefore, we can put F (β) = Zβ(x) and xβ = x.
Proceeding in this way, we will be able to define F and {xξ : ξ < α}

with the required properties. Lemma 2 has thus been proved.

Starting with the previous lemma, it is not difficult to establish the
following statement.

Theorem 6. There exists a Marczewski subset of R2 nonmeasurable in
the Lebesgue sense and lacking the Baire property.

Proof. Let α be again the least ordinal number with card(α) = c and
let {Zξ : ξ < α} denote the family of all Borel subsets of R2 with strictly
positive λ2-measure. Applying Lemma 2 to this family, we can find a set-
valued mapping F and an injective family {xξ : ξ < α} of points of R
with the corresponding properties. Let now {Pξ : ξ < α} be the family of
all nonempty perfect subsets of R2. For each β < α, we put

yβ ∈ F (β) \ ∪{Pξ(xβ) : ξ ≤ β, card(Pξ(xβ)) ≤ ω}.
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Notice that yβ is well-defined because of the equality card(F (β)) = c.

Let us check that D0 = {(xξ, yξ) : ξ < α} is a Marczewski set non-
measurable with respect to λ2. Indeed, D0 may be regarded as the graph
of a certain partial function acting from R into R. From the construction
of D0 we have that D0 is also a λ2-thick subset of R2. Consequently (cf.
the proof of Theorem 5), we can assert that D0 is nonmeasurable in the
Lebesgue sense. It remains to show that D0 is a Marczewski set. In order
to do this, take an arbitrary nonempty perfect subset P of R2. We must
verify that P contains a nonempty perfect set whose intersection with D0

is empty. If there exists at least one point x ∈ R for which card(P (x)) = c,
then there is nothing to prove. Suppose now that

(∀x ∈ R)(card(P (x)) ≤ ω).

For some β < α, we have Pβ = P . Then, taking into account the definition
of yξ (ξ < α), we get

card(D0 ∩ Pβ) ≤ card(β) + ω < c.

The latter relation easily implies that there exists a nonempty perfect subset
of P having no common points with D0.

In a similar manner, starting with the family of all those Borel subsets
of the plane R2 that do not belong to the σ-ideal K(R2), we can construct
a Marczewski set D1 ⊂ R2 thick in the category sense and coinciding with
the graph of a partial function acting from R into R. Then it is not hard
to see that D = D0 ∪ D1 is a Marczewski set in R2 nonmeasurable in the
Lebesgue sense and without the Baire property. This finishes the proof of
Theorem 6.

Now, it is not difficult to infer from Theorem 6 the existence of Mar-
czewski subsets of R nonmeasurable in the Lebesgue sense (respectively,
without the Baire property). For this purpose, consider a Borel isomor-
phism φ : R → R2. It is a well-known fact that φ can be chosen in such a
way that, simultaneously, φ will be an isomorphism between the measures
λ and λ2. Therefore, if X is a λ2-nonmeasurable Marczewski subset of R2,
then φ−1(X) is a λ-nonmeasurable Marczewski subset of R.

Analogously, a Borel isomorphism φ can be chosen in such a way that
it will preserve the Baire category of sets (consequently, the Baire property
of sets). So, if X is a Marczewski subset of R2 without the Baire property,
then φ−1(X) is a Marczewski subset of R without the Baire property.

A stronger result in this direction is presented in Exercise 18.
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One more example of a Lebesgue nonmeasurable function acting from
R into R, which also does not have the Baire property, can be obtained by
using some results of Chapter 8.

Let us recall the theorem of Sierpiński and Zygmund proved in Chapter
8 and stating that there exists a function f : R → R satisfying the following
condition: for each subset X of R with card(X) = c, the restriction f |X is
not continuous on X .

Actually, this condition implies that f is not Lebesgue measurable and
does not possess the Baire property.

Indeed, suppose for a moment that f has the Baire property. Then,
according to a well-known theorem (see, e.g., [149], [202] or Exercise 13 from
Chapter 0), we can find an everywhere dense Gδ-subset A of R such that
f |A is continuous. Obviously, card(A) = c, and we obtain a contradiction
with the fact that f is a Sierpiński–Zygmund function.

Further, let us demonstrate that f is not measurable in the Lebesgue
sense. We will prove a much more general result asserting that f is not
measurable with respect to the completion of any nonzero σ-finite diffused
Borel measure on R. Let µ be such a measure and let µ′ denote the com-
pletion of µ. Because the analogue of Luzin’s classical theorem holds true
for µ′, we can find a closed subset B of R with µ′(B) > 0 such that the
restricted function f |B is continuous. Taking account of the diffusedness
of µ′ and of the inequality µ′(B) > 0, we infer that B is uncountable and
hence card(B) = c. This yields again a contradiction with the fact that f
is a Sierpiński–Zygmund function.

Concluding this chapter, we wish to make several remarks about logical
aspects of the question concerning the existence of a Lebesgue nonmeasur-
able subset of R (of a subset of R without the Baire property). Namely,
in 1970, Solovay published his famous article [258] where he pointed out
a model of ZF & DC in which all subsets of the real line are Lebesgue
measurable and possess the Baire property. However, the existence of such
a model was based on the assumption of the existence of an uncountable
strongly inaccessible cardinal number and this seemed to be a weak side
of the above-mentioned result. But, some time later, Shelah showed in his
remarkable work [228] that a large cardinal appeared here not accidentally.
More precisely, he established that

(1) there are models of ZF & DC in which all subsets of R possess the
Baire property;

(2) the existence of a model of ZF & DC in which all subsets of R are
Lebesgue measurable implies the existence of a large cardinal.

Solovay constructed also another model of ZFC set theory in which
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all projective subsets of R are Lebesgue measurable and possess the Baire
property (see [258]). In this connection, it is reasonable to recall that in the
Constructible Universe of Gödel L there are projective subsets of R (even
belonging to the class Pr3(R)) which are not Lebesgue measurable and do
not have the Baire property (for more details, see, e.g., [18], [97], [198]).

From among many other results connected with the existence in R of
sets nonmeasurable in the Lebesgue sense (respectively, of sets without the
Baire property), we want to point out the following ones.

1. Kolmogorov showed in [139] that the existence in the theory ZF&DC

of a universal operation of integration for all Lebesgue measurable functions
acting from [0, 1] into R implies the existence of a Lebesgue nonmeasurable
function acting from R into R. A similar result is true (in the same theory)
for a universal operation of differentiation.

So that the two fundamental operations of mathematical analysis (i.e.,
integration and differentiation) lead directly to real-valued functions on R

which are nonmeasurable in the Lebesgue sense. This result seems to be in-
teresting and important from the point of view of foundations of real analy-
sis. In Chapter 22, we shall present some statements concerning generalized
derivatives which are closely related to the above-mentioned Kolmogorov
result (in this context, see also Chapter 12).

2. Sierpiński proved that the existence of a nontrivial ultrafilter in the
Boolean algebra of all subsets of ω implies (within ZF & DC theory) the
existence of a subset of R nonmeasurable in the Lebesgue sense and without
the Baire property.

The proof of this result can be found, e.g., in [248] (see also [43]).

3. Shelah and Raisonnier (see [228], [210]) established that the implica-
tion

ω1 ≤ c ⇒ there exists a Lebesgue nonmeasurable set on R

holds true in ZF & DC theory.

The proof of this fact given in [210] is essentially based on some deep
combinatorial properties of so-called rapid filters in ω (the notion of a rapid
filter was first introduced by Mokobodzki [187]).

4. Pawlikowski showed in his short paper [204] that the Hahn–Banach
theorem on extensions of partial linear continuous functionals implies (in
ZF & DC theory) the famous Banach–Tarski paradox and, hence, implies
the existence of a Lebesgue nonmeasurable subset of R.

Various topics related to the Banach–Tarski paradox are discussed in the
extensive monograph [273]. In particular, certain sections of this monograph
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are specially devoted to profound relationships between equidecomposability
theory and the existence of Lebesgue nonmeasurable subsets of R.

5. Roslanowski and Shelah have proved in their joint work [218] that
there is a model of ZFC theory in which, for every function f : R → R,
there exists a set X ⊂ R nonmeasurable in the Lebesgue sense and such
that the restriction f |X is continuous.

It is useful to compare this result with the existence of a Sierpiński–
Zygmund function (see Chapter 8).

Some other facts concerning the existence of nonmeasurable sets and of
sets without the Baire property are presented in [1], [10], [40], [42], [47],
[67], [83], [90], [108], [109], [115], [116], [127], [129], [152], [192], [202], [224],
[237], [242], [256], [257], [270].

EXERCISES

1. Let (G, ·) be an arbitrary topological group and let X be a subset of
G such that X ∈ Ba(G) \ K(G).

Using the Banach result on first category open sets (see Exercise 30
from Chapter 0), show that the set X · X−1 = {x · y−1 : x ∈ X, y ∈ X}
is a neighborhood of the neutral element of G (this statement is sometimes
called the Banach–Kuratowski–Pettis theorem; see, e.g., [107], [149]).

Deduce from this result that if A and B are any two subsets of G such
that {A,B} ⊂ Ba(G) \ K(G), then the set A · B = {a · b : a ∈ A, b ∈ B}
has nonempty interior.

2. Let (G, ·) be a σ-compact locally compact topological group with the
neutral element e and let µ be the left invariant Haar measure on G. Denote
by µ′ the usual completion of µ and let X be an arbitrary µ′-measurable
subset of G.

Starting with the fact that µ is a Radon measure, prove that

limg→e µ
′((g ·X) ∩X) = µ′(X).

In particular, if µ′(X) > 0, then there exists a neighborhood U(e) of e
such that

(∀g ∈ U(e))(µ′((g ·X) ∩X) > 0)

and, consequently,

(∀g ∈ U(e))((g ·X) ∩X 6= ∅).

Conclude from this fact that if A and B are any two µ′-measurable
subsets of G with µ′(A) > 0 and µ′(B) > 0, then the set A ·B has nonempty
interior.
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3∗. Prove that there exists a measure µ on the real line R, satisfying the
following five conditions:

(a) µ is a nonzero nonatomic complete σ-finite measure invariant under
the group of all isometric transformations of R;

(b) dom(λ) ⊂ dom(µ), where λ denotes the standard Lebesgue measure
on R;

(c) (∀Y ∈ dom(λ))(λ(Y ) = 0 ⇒ µ(Y ) = 0);
(d) (∀Y ∈ dom(λ))(λ(Y ) > 0 ⇒ µ(Y ) = +∞);
(e) there exists a Vitali set X such that X ∈ dom(µ).

Remark 2. Since µ is complete and σ-finite, we can consider a von
Neumann topology T (µ) associated with µ. Let Rµ denote the set of all
real numbers, equipped with T (µ). Then the σ-ideal K(Rµ) and the σ-
algebra Ba(Rµ) are invariant under the group of all translations of R and
the Vitali set X mentioned in (e) belongs to Ba(Rµ), i.e., possesses the
Baire property with respect to T (µ).

4. Check that, for an arbitrary measure ν on R invariant under the
group (Q,+) of all rational numbers and extending the measure λ, no Vitali
subset of R is ν-measurable.

5. Work in ZF & DC theory and demonstrate that if there exists a
totally imperfect subset of R of cardinality c, then there exists a Lebesgue
nonmeasurable subset of R.

Prove also the analogous fact for the Baire property.

6. Let n be a natural number greater than or equal to 2, and let X be
a totally imperfect subset of the n-dimensional Euclidean space Rn.

Show that the set Rn \X is connected (in the usual topological sense).
Infer from this fact that any Bernstein subset of Rn is connected.

7∗. Let E be an infinite set and let {Xj : j ∈ J} be a family of subsets
of E such that

(a) card(J) ≤ card(E);
(b) (∀j ∈ J)(card(Xj) = card(E)).
Prove, by applying the method of transfinite induction, that there exists

a family {Yj : j ∈ J} of subsets of E, satisfying these two relations:
(c) (∀j ∈ J)(∀j′ ∈ J)(j 6= j′ ⇒ Yj ∩ Yj′ = ∅);
(d) (∀j ∈ J)(∀j′ ∈ J)(card(Xj ∩ Yj′ ) = card(E)).
In particular, conclude that there exists a disjoint family {Zj : j ∈ J}

of subsets of E such that

Zj ⊂ Xj , card(Zj) = card(Xj) (j ∈ J).
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8. By starting with the result of the previous exercise, show that in
every complete metric space E of cardinality continuum (hence, in every
uncountable Polish topological space) there exists a Bernstein set.

Moreover, demonstrate that there exists a partition {Yj : j ∈ J} of E
such that

(a) card(J) = c;
(b) for each j ∈ J , the set Yj is a Bernstein subset of E.
Finally, show that if the space E has no isolated points, then all Bern-

stein subsets of E do not possess the Baire property.

9. Let E be an uncountable Polish space and let X be a subset of E.
Check that the following two assertions are equivalent:
(a) X is a Bernstein subset of E;
(b) for every nonzero σ-finite diffused Borel measure µ given on E, the

set X is nonmeasurable with respect to the completion of µ.
Show also that, in general, these two assertions are not equivalent for a

nonseparable complete metric space E.

10∗. Consider the first uncountable ordinal number ω1 equipped with
its order topology, and put

I = {X ⊂ ω1 : (∃F ⊂ ω1)(F is closed, card(F ) = ω1, F ∩X = ∅)}.

Verify that I is a σ-ideal of subsets of ω1.
The elements of I are usually called nonstationary subsets of ω1.
A set Z ⊂ ω1 is called a stationary subset of ω1 if Z is not nonstationary.
Define S = I ∪ I ′, where I ′ is the δ-filter dual to I.
Observe that S is the σ-algebra generated by I and demonstrate that,

for any set X ⊂ ω1, the following two properties are equivalent:
(a) the sets X and ω1 \X are stationary in ω1;
(b) for every nonzero σ-finite diffused measure µ with dom(µ) = S, the

set X is not measurable with respect to the completion of µ.

Remark 3. Any set X with the above-mentioned properties can be
considered as an analogue (for the topological space ω1) of a Bernstein
subset of R. For more information about the σ-ideal I and stationary
subsets of ω1, see [18], [97], [103], [136], and [146].

The next exercise assumes that the reader is familiar with the notion of
a complete Boolean algebra (for the definition, see, e.g., [52] or [153]).

11. Let P(R) denote the complete Boolean algebra of all subsets of the
real line R. Let I0 be the σ-ideal of all Lebesgue measure zero subsets of
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R and let I1 be the σ-ideal of all first category subsets of R. Consider the
corresponding quotient algebras P(R)/I0 and P(R)/I1.

Prove that these Boolean algebras are not complete (apply Exercise 8 of
this chapter).

12. Let E be an uncountable Polish space and let I be some σ-ideal of
subsets of E. One says that I has a Borel base if, for each set X ∈ I, there
exists a Borel subset Y of E such that X ⊂ Y and Y ∈ I.

Supposing that all one-element subsets of E belong to I and that I
possesses a Borel base, put

S(I) = the σ-algebra of subsets of E, generated by B(E) ∪ I.
Let X be a Bernstein subset of E (the existence of Bernstein sets in E

follows, for instance, from Exercise 8).
Show that X 6∈ S(I).
Conclude, in particular, that if µ is a nonzero σ-finite diffused Borel

measure on E, then X 6∈ dom(µ′) where µ′ stands for the completion of µ
(cf. Exercise 9).

Formulate and prove the corresponding consequence for the Baire prop-
erty.

13. Demonstrate that there exists a subset X of R which is simultane-
ously a Vitali set and a Bernstein set.

14. By applying the Kuratowski–Ulam theorem, which is a topological
analogue of Fubini’s classical theorem (see, e.g., [149] or [202]), establish for
the Baire property a statement analogous to Theorem 5.

Namely, prove that there exists a function g : R → R such that its graph
is thick in the sense of the Baire property, i.e., the graph of g intersects all
those subsets of R2 which possess the Baire property and are not of first
category in R2.

Deduce from this fact that the graph of g does not have the Baire prop-
erty in R2 and g does not have the Baire property as a function acting from
R into R.

15∗. Theorem 5 with the previous exercise show that there exist func-
tions from R into R whose graphs are thick subsets of the plane R2 (in
particular, those graphs are nonmeasurable in the Lebesgue sense or do not
possess the Baire property).

On the other hand, demonstrate that there exists a measure µ on R2

satisfying the following three conditions:
(a) µ is an extension of the Lebesgue measure λ2;
(b) µ is invariant under the group of all translations of R2 and under

the central symmetry of R2 with respect to the origin (0, 0);
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(c) the graph of any function acting from R into R belongs to dom(µ)
and, for any such graph Γ, we have µ(Γ) = 0.

Remark 4. We thus see that the graphs of all functions acting from
R into R are small with respect to the above-mentioned measure µ. This
is a common property of all functions, which act from R into R. Another
interesting common feature of all functions from R into R is described by
Blumberg’s theorem (see Chapter 8 of this book). Theorem 5 states that
there exist functions acting fromR intoR, whose graphs are nonmeasurable
with respect to λ2. At the same time, the graphs of such functions may be
regarded as small subsets of R2 with respect to µ.

16. Let X be a Bernstein subset of R, let Y be a λ-measurable set with
λ(Y ) > 0, and let Z be a subset of R having the Baire property but not
belonging to K(R).

Check that the set X ∩ Y is not measurable in the Lebesgue sense and
that the set X ∩ Z does not possess the Baire property.

17. Prove that there exists a Marczewski subset D of R2 such that
(a) D does not possess the Baire property;
(b) D is not measurable with respect to the completion of the product

measure µ ⊗ ν where µ and ν are any two nonzero σ-finite diffused Borel
measures on R.

18. Work in ZF & DC theory and prove that there exists a Borel
isomorphism ψ : R → R2 such that

(a) ψ preserves the category of sets (in particular, ψ preserves the Baire
property);

(b) ψ is an isomorphism between the measures λ and λ2.
By starting with this fact and applying Theorem 6, show that there

exists a Marczewski subset of R, nonmeasurable in the Lebesgue sense and
without the Baire property.

19. Let K be an arbitrary compact subset of R2. Obviously, the set
pr

1
(K) is compact in R.
Demonstrate that there exists a lower semicontinuous (hence, Borel)

mapping φ : pr
1
(K) → R such that the graph of φ is contained in K.

In addition, give an example of a compact connected subset P of R2 for
which there exists no continuous mapping ψ : pr

1
(P ) → R such that the

graph of ψ is contained in P .

Remark 5. This simple result is a very special case of much more
general statements about the existence of measurable selectors for set-valued
mappings measurable in various senses. For example, suppose that a Borel
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subset B of the plane R2 is given satisfying the relation pr
1
(B) = R. Can

one assert that there exists a Borel function h : R → R whose graph is
contained in B? Such a function h is usually called a Borel uniformization
of B. Luzin and Novikov (see, e.g., [167]) showed that, in general, the
answer to this question is negative, i.e., there exists a Borel subset B of R2

with pr
1
(B) = R for which there is no Borel uniformization.

On the other hand, suppose that we have an analytic subset A of R2 and
consider its first projection pr

1
(A) which is an analytic subset of R. Then,

according to the classical theorem of Luzin, Jankov, and von Neumann (see,
for instance, [105]), there exists a function g : pr

1
(A) → R satisfying the

following relations:
(1) the graph of g is contained in A;
(2) g is measurable with respect to the σ-algebra generated by the family

of all analytic subsets of R.
In particular, one may assert that g has the Baire property in the re-

stricted sense and is measurable with respect to the completion of any σ-
finite Borel measure given on R.

The above theorem has numerous applications in real analysis, general
topology, and probability theory (some interesting applications of it are
presented in [105]; cf. also [57], [154]).

20∗. Let K be a compact subset of R2, all vertical sections of which are
at most countable.

Prove that K can be covered by countably many graphs of partial Borel
functions acting from R into R (for a more general statement, see [167] or
[169]).

Applying this result, check that the graph of any function f : R → R of
Sierpiński–Zygmund type is a Marczewski subset of the plane R2.

21∗. Using the method of transfinite recursion, construct a Sierpiński–
Zygmund function whose graph is a λ2-thick subset of the plane R2.

Using the same method, construct a Sierpiński–Zygmund function whose
graph is a thick subset of R2 in the category sense.

Infer from these results that there are λ2-nonmeasurable Marczewski
subsets of R2 (respectively, there are Marczewski subsets of R2 without the
Baire property).

On the other hand, show that there exists a Sierpiński–Zygmund func-
tion whose graph is a λ2-measure zero subset of R2.

Also, show that there exists a Sierpiński–Zygmund function whose graph
is a first category subset of R2.

22. Prove that there exists a partition {Xi : i ∈ I} of R such that
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(a) card(I) = c and card(Xi) = c for all i ∈ I;
(b) every selector of {Xi : i ∈ I} is a Bernstein set in R.

23∗. Let (Q,+) denote, as usual, the subgroup of all rational numbers
in the additive group (R,+).

Demonstrate, within ZF &DC theory, that if there exists a linear order-
ing of the quotient set R/Q, then there exists a λ-nonmeasurable function
from R into R.

For this purpose, argue as follows. Denote {Vi : i ∈ I} = (R/Q) \ {Q}
and suppose that � is a linear order on I. For each index i ∈ I, check that
−Vi = Vj , where j = j(i) is some (uniquely determined by i) index from
I and i 6= j. Since the disjunction i ≺ j ∨ j ≺ i holds true, a function
f : R \Q → R can be defined by putting

f(x) = 1 if x ∈ Vi and i ≺ j;
f(x) = 0 if x ∈ Vi and j ≺ i.
Further, verify that
(a) f(x+ q) = f(x) for any x ∈ R \Q and q ∈ Q;
(b) f(−x) = 1− f(x) for any x ∈ R \Q.
Conclude from (a) and (b) that the function f cannot be λ-measurable.
Deduce from the above result that
(*) it is impossible to prove, within ZF & DC theory, that the family of

all countable subsets of R (even the family R/Q) admits a linear ordering;
(**) it is impossible to prove, within ZF & DC theory, that the cardi-

nality of the family of all countable subsets of R is less than or equal to
c;

(***) it is impossible to prove, within ZF & DC theory, that the Baire
class Ba2(R,R) has cardinality less than or equal to c.
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Hamel basis and Cauchy functional equation

In this chapter we would like to discuss some properties of Hamel bases
of the real lineR and highlight their remarkable role in various constructions
of strange additive functions acting from R into itself.

The existence of such a basis was first established by Hamel in 1905 (see
[87]). Later, it was also shown that the existence of a Hamel basis cannot
be proved without the aid of uncountable forms of the Axiom of Choice (in
particular, it is impossible to establish the existence of such a basis within
ZF & DC theory).

The construction of a Hamel basis can be done by starting with one
general theorem of the theory of vector spaces (over arbitrary fields). Let
us recall that, according to this general theorem, for every vector space E,
there exists a basis of E, i.e., a maximal (with respect to inclusion) linearly
independent subset of E. This assertion follows almost immediately from
the Zorn lemma or, equivalently, from the Axiom of Choice (AC). So, each
element e of E can be represented as a linear combination of finitely many
elements of the basis and such a representation of e is unique.

Let us now consider the real line R as a vector space over the field Q of
all rational numbers. Then, applying the above-mentioned general theorem,
we get that there are bases of R over Q.

Any such basis is called a Hamel basis of R.
Let {ei : i ∈ I} be a Hamel basis of R. It is clear that card(I) = c.

Every element x of R can be uniquely represented in the form

x =
∑

i∈I

qi(x) · ei,

where {qi(x) : i ∈ I} is some indexed family of rational numbers, such that

card({i ∈ I : qi(x) 6= 0}) < ω.

For each index i ∈ I, the rational number qi(x) is called the coordinate
of x corresponding to this index.

175
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From the purely group-theoretical point of view, this representation sim-
ply means that the additive group (R,+) can be regarded as the direct sum
of a family of groups {Qi : i ∈ I}, satisfying the following conditions:

(1) card(I) = c;

(2) for each index i ∈ I, the group Qi is isomorphic to the additive group
(Q,+) of all rational numbers.

In other words, we may write R =
∑

i∈I Qi.

Clearly, an analogous representation will be true for the n-dimensional
Euclidean space Rn, where n ≥ 1, for any infinite-dimensional separable
Hilbert space and, more generally, for an arbitrary vector space over Q

having cardinality c.

Thus, from the group-theoretical point of view, all these spaces are iso-
morphic (i.e., all of them are isomorphic to the group

∑
i∈I Qi).

The above observation seems to be quite trivial. However, by using some
additional argument, it yields highly nontrivial consequences.

We wish to consider here one of such consequences.

Recall that the existence of Lebesgue nonmeasurable subsets of R was
thoroughly discussed in the previous chapter of this book. More precisely,
we discussed therein the two classical constructions of Lebesgue nonmeasur-
able sets, due to Vitali and Bernstein, respectively. The first of them was
based on certain algebraic properties of the Lebesgue measure λ, namely,
on the invariance of this measure under the group of all translations of R,
and the second one was based on some topological properties of λ (actually,
we essentially utilized the fact that λ is a Radon measure).

Also, it was mentioned in the previous chapter that Vitali’s construction
cannot be generalized to the class of all nonzero σ-finite measures given on
R and quasi-invariant with respect to the group of all translations of R (we
recall that a measure µ given on R is quasi-invariant under the group of
all translations of R if dom(µ) and the σ-ideal generated by the family of
all µ-measure zero sets are invariant under this group). In other words, the
argument used in Vitali’s construction does not work for nonzero σ-finite
translation quasi-invariant measures on R.

Let µ be a nonzero σ-finite measure on R quasi-invariant with respect
to the group of all translations of R.

For this µ, the following two closely related problems arise:

1. Does there exist a subset of R nonmeasurable with respect to µ?

2. Does there exist a subgroup of R nonmeasurable with respect to µ?

Our purpose is to establish that the answer to the second question is pos-
itive (consequently, the answer to the first question turns out to be positive,
too). In the process of establishing this fact we shall substantially exploit
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the existence of a Hamel basis for R (hence an appropriate uncountable
form of the Axiom of Choice will be assumed automatically).

In our further consideration, we need several auxiliary statements on
commutative groups. These statements are not difficult to prove. We shall
see that they directly lead us to the required result.

Lemma 1. Let (G,+) be a commutative group, G0 be a subgroup of G,
and let µ be a σ-finite G-quasi-invariant measure on G. Assume also that

(1) the quotient group G/G0 is uncountable;

(2) µ∗(G0) > 0 where µ∗ denotes, as usual, the outer measure associated
with the initial measure µ.

Then G0 is nonmeasurable with respect to µ.

Proof. Suppose for a moment that G0 ∈ dom(µ). Then, according
to condition (2), we must have the inequality µ(G0) > 0. On the other
hand, according to condition (1), there is an uncountable family of pairwise
disjoint G-translates of G0 in G. Taking account of the σ-finiteness and G-
quasi-invariance of our measure µ, we infer that the equality µ(G0) = 0 must
be true, which contradicts the above-written inequality. The contradiction
obtained finishes the proof of Lemma 1.

Exercise 2 of this chapter presents a slightly more general result than
the preceding lemma.

Lemma 2. Let (G,+) be a commutative group and let {Gn : n ∈ ω}
be a countable family of subgroups of G. Assume that the following two
conditions are satisfied:

(1) for each natural number n, the quotient group G/Gn is uncountable;

(2) ∪{Gn : n ∈ ω} = G.

Further, let µ be a nonzero σ-finite G-quasi-invariant measure on G.
Then there exists at least one n ∈ ω such that the corresponding group Gn

is nonmeasurable with respect to µ.

Proof. Because µ is not identically equal to zero and the given family
of subgroups {Gn : n ∈ ω} is a countable covering of G, there exists a
natural number n such that µ∗(Gn) > 0. Now, applying Lemma 1 to the
subgroup Gn, we see that this subgroup is necessarily nonmeasurable with
respect to µ. Lemma 2 has thus been proved.

Lemma 3. Let (G,+) be a commutative group, H be a proper subgroup
of G, and let I be an infinite set of indices. Consider two direct sums of
groups

∑
i∈I Gi and

∑
i∈I Hi where, for each index i ∈ I, the group Gi
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coincides with G and the group Hi coincides with H. Then we have

card((
∑

i∈I

Gi)/(
∑

i∈I

Hi)) ≥ card(I).

In particular, if the set I is uncountable, then the quotient group

(
∑

i∈I

Gi)/(
∑

i∈I

Hi)

is uncountable, too.

Proof. Since H is a proper subgroup of G, there exists at least one
element g ∈ G\H . Denote by the symbol D the family of all those elements
{gi : i ∈ I} ∈

∑
i∈I Gi which satisfy (∀i ∈ I)(gi 6= 0 ⇒ gi = g). Obviously,

we have card(D) = card(I). Also, it is not hard to verify that if d′ and d′′ are
any two distinct elements from D, then d′ − d′′ 6∈

∑
i∈I Hi. Consequently,

we obtain the required inequality

card((
∑

i∈I

Gi)/(
∑

i∈I

Hi)) ≥ card(I),

and the proof of Lemma 3 is completed.

Lemma 4. The additive group (R,+) can be represented in the form

R = ∪{Gn : n ∈ ω},

where {Gn : n ∈ ω} is a countable family of subgroups of R and, for each
n ∈ ω, the quotient group R/Gn is uncountable.

Proof. First, let us consider the additive group (Q,+) and show that
this group can be represented as the union of a countable increasing (with
respect to inclusion) family of its proper subgroups. Indeed, for any natural
number n, define Q(n) = {k/n! : k ∈ Z}, where Z stands for the set of
all integers. Evidently, Q(n) is a proper subgroup of Q. Moreover, we may
write

(∀n)(∀m)(n ≤ m < ω ⇒ Q(n) ⊂ Q(m)),

i.e., the family of groups {Q(n) : n < ω} is increasing with respect to
inclusion. Also, it is clear that Q = ∪{Q(n) : n < ω}.

As demonstrated earlier (with the aid of a Hamel basis), we have a
representation of R in the form of a direct sum R =

∑
i∈I Qi, where I is

a set of indices with card(I) = c and, for each index i ∈ I, the group Qi
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coincides with Q. Now, for any natural number n, we put Gn =
∑

i∈I Q
(n)
i .

It can easily be shown, by applying Lemma 3, that the family {Gn : n ∈ ω}
of subgroups of (R,+) is the required one, and this finishes the proof of
Lemma 4.

The preceding lemmas immediately give us the following generalization
of Vitali’s classical theorem.

Theorem 1. For any nonzero σ-finite measure µ on R which is quasi-
invariant under the group of all translations of R, there exists a subgroup
of (R,+) nonmeasurable with respect to µ.

Exercise 3 of this chapter yields a more general result.
Let us return to Hamel bases of the real line R.
These bases were found not accidentally but as a tool for solving a

concrete question in mathematical analysis. Now, we are going to formulate
this question and discuss its close relationships with Hamel bases of R.

Consider the class of all functions f : R → R satisfying the following
functional equation:

f(x+ y) = f(x) + f(y) (x ∈ R, y ∈ R),

which is usually called Cauchy’s functional equation. Notice that this equa-
tion simply says that f is a homomorphism acting from the additive group
(R,+) into itself. Also, it is easy to see that any homomorphism f from
the group (R,+) into itself satisfies the relation f(qx) = q · f(x) for each
x ∈ R and for each q ∈ Q. In other words, f can be regarded as a linear
mapping when (R,+) is treated as a vector space over the field Q.

The problem is to find all solutions of Cauchy’s functional equation.
It is clear that there are very natural solutions of this equation. Namely,

every function f : R → R of the form

f(x) = a · x (x ∈ R),

where a is an arbitrary real number, is a solution of this equation.
In the following considerations, we shall call such solutions trivial ones.
Let us stress that any continuous solution of the Cauchy functional equa-

tion is trivial. Moreover, a much stronger result will be presented below
stating that any Lebesgue measurable (or having the Baire property) solu-
tion of the Cauchy functional equation is necessarily trivial (see Theorem 4
of this chapter).

Hamel bases allow us to construct nontrivial solutions of this equation.
Namely, we have the following statement due to Hamel (see [87]).



“K29544” — 2017/8/24

180 chapter 11

Theorem 2. There are nontrivial solutions of the Cauchy functional
equation.

Proof. Let {ei : i ∈ I} be a Hamel basis of R. As was noticed earlier,
each x ∈ R can be uniquely represented in the form x =

∑
i∈I qi(x) ·ei. Fix

an index i0 ∈ I and define a function φ : R → R by the following formula:

φ(x) = qi0(x) (x ∈ R).

Since the function φ is additive, it is clear that φ satisfies Cauchy’s functional
equation. Moreover, the range of this function is contained in Q. Also, this
function is not constant because of φ(0) = 0 and φ(ei0) = 1. So φ is not
a continuous function, and we shall see later that φ is not even Lebesgue
measurable and does not possess the Baire property. Theorem 2 has thus
been proved.

The next statement yields a characterization of nontrivial solutions of
the Cauchy functional equation in terms of their graphs.

Theorem 3. Let f be a solution of Cauchy’s functional equation. Then
the following two assertions are equivalent:

(1) the graph of f is dense everywhere in the plane R2;

(2) f is a nontrivial solution of Cauchy’s functional equation.

Proof. Obviously, if f is a trivial solution of Cauchy’s functional equa-
tion, then the graph of f , being a straight line, is nowhere dense in R2.
Consequently, if a solution of Cauchy’s functional equation has the graph
everywhere dense in R2, then this solution must be nontrivial. We thus see
that the implication (1) ⇒ (2) is valid.

Let us establish the converse implication (2) ⇒ (1). Suppose to the
contrary that (2) is satisfied but the graph of f is not dense everywhere in
R2. Then there is a nonempty open rectangle ]a, b[×]c, d[ ⊂ R ×R = R2

such that Gf ∩ (]a, b[×]c, d[) = ∅, where Gf denotes the graph of f . Let us
show that at least one of the following two relations holds:

(i) for all x ∈ ]a, b[, we have f(x) ≥ c;

(ii) for all x ∈ ]a, b[, we have f(x) ≤ d.

Indeed, assuming for a moment that there are two points x1 and x2
from ]a, b[ satisfying the inequalities f(x1) < c and f(x2) > d, we can
readily deduce that, for some rational numbers q1 > 0 and q2 > 0 with
q1 + q2 = 1, the relation

f(q1x1 + q2x2) = q1f(x1) + q2f(x2) ∈ ]c, d[
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must be fulfilled, i.e.,

(q1x1 + q2x2, f(q1x1 + q2x2)) ∈ ]a, b[×]c, d[,

which is impossible. The contradiction obtained yields that at least one of
relations (i) and (ii) holds true. We may suppose, without loss of generality,
that relation (ii) holds. Now, it is easy to see that there exist a real number
δ > 0 and h ∈ R, such that ]− δ, δ[ + h ⊂ ]a, b[. Taking relation (ii) into
account and applying the additivity of our function f , we deduce that f is
bounded from above on ]−δ, δ[. Since f(−x) = −f(x) for all x ∈ R, we also
infer that f is bounded on the same interval and, consequently, is continuous
at the point 0 ∈ R. Finally, using the additivity of f again, we conclude
that f is continuous at all points of R, which contradicts assumption (2).
This contradiction establishes the converse implication (2) ⇒ (1). Theorem
3 has thus been proved.

Suppose now that a function f : R → R is given satisfying Cauchy’s
functional equation. Then, as mentioned above, for every x ∈ R and for
every q ∈ Q, we have the equality f(q ·x) = q · f(x). It immediately follows
from this fact that if f is a continuous function at least at one point of R,
then f(x) = f(1) ·x for each x ∈ R. This simple result was first established
by Cauchy. It is also easy to prove a slightly more general result stating
that if f is a solution of Cauchy’s functional equation and, in addition, has
an upper (or lower) bound on some nonempty open interval, then f is a
trivial solution of this equation (cf. the proof of Theorem 3).

Thus, we see that nontrivial solutions of Cauchy’s functional equation
are very bad from the topological point of view: they are discontinuous at
each element of their domain. The next result (due to Frechet) shows that
nontrivial solutions of Cauchy’s functional equation are also bad from the
point of view of the Lebesgue measurability and Baire property.

Theorem 4. All nontrivial solutions of Cauchy’s functional equation
are Lebesgue nonmeasurable and do not possess the Baire property.

Proof. There are many proofs of this remarkable theorem. We shall
present here a very simple argument based on the Steinhaus property for
the Lebesgue measure (respectively, for the Baire property). Suppose that
a function f : R → R is given satisfying Cauchy’s functional equation, and
suppose to the contrary that this f is Lebesgue measurable (respectively,
possesses the Baire property). Consider the sets of the form f−1([−n, n]),
where n ∈ ω. All these sets are Lebesgue measurable (respectively, have
the Baire property) and ∪{f−1([−n, n]) : n ∈ ω} = R. Hence there ex-
ists a natural number n such that λ(f−1([−n, n])) > 0 or, respectively,
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f−1([−n, n]) ∈ Ba(R)\K(R). Now, the Steinhaus property for the Lebesgue
measure (respectively, its analogue for the Baire property) implies that the
set f−1([−n, n]) − f−1([−n, n]) is a neighborhood of the point 0 ∈ R. Let
now V be any open interval in R such that

0 ∈ V ⊂ f−1([−n, n])− f−1([−n, n]).

Then we obviously get f(V ) ⊂ [−2n, 2n], so the function f is bounded on
V . From this fact it immediately follows that f is continuous at point 0.
Hence f is a trivial solution of Cauchy’s functional equation, and the proof
of Theorem 4 is completed.

As mentioned earlier, there are also many other proofs of the preceding
theorem which are based on essentially different ideas and methods. For
example, one purely analytic proof of this theorem was suggested by Orlicz
(see [200]). However, the argument presented above seems to be more nat-
ural and can be applied in situations where a given Lebesgue measurable
function (or a function having the Baire property) is not necessarily additive
(see, for instance, the proof of Theorem 5 below).

Considering Theorems 2 and 4, we can conclude that the existence of
a Hamel basis in R implies the existence of a subset of R which is not
Lebesgue measurable and does not have the Baire property. More exactly,
we see that the proof of this implication can be done within ZF & DC

theory.
Let us briefly discuss the weakest form of so-called Jensen’s inequality,

which plays a basic role in the theory of real-valued convex functions and
is closely connected with Cauchy’s functional equation.

Let ]a, b[ be an open subinterval of R (here we do not exclude the cases
a = −∞ or b = +∞).

We recall that a function f : ]a, b[ → R satisfies Jensen’s inequality
(or is midpoint convex) if f((x + y)/2) ≤ (f(x) + f(y))/2 for all x ∈ ]a, b[
and y ∈ ]a, b[.

The standard form of Jensen’s inequality (often used in classical math-
ematical analysis) is

f(q1x+ q2y) ≤ q1f(x) + q2f(y)

for all x ∈ ]a, b[ and y ∈ ]a, b[ and for all positive real numbers q1 and q2
whose sum is equal to 1.

It is widely known that the above form of Jensen’s inequality describes
the class of all convex functions acting from ]a, b[ into R. This class is very
important from the point of view of applications. Also, functions belong-
ing to this class have nice properties. For instance, they are continuous
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and possess a derivative almost everywhere. Moreover, a well-known theo-
rem from mathematical analysis states that any convex function possesses
a derivative at all points of ]a, b[ except countably many of them, and pos-
sesses also a second derivative at almost all points of ]a, b[. Indeed, the
derivative of a convex function is monotone, so the desired result follows at
once from the Lebesgue theorem on the differentiability almost everywhere
of any monotone function (see Theorem 2 of Chapter 4).

At the same time, the weakest form of Jensen’s inequality written above
does not restrict essentially the class of admissible functions. Indeed, if f
is any solution of Cauchy’s functional equation, then f obviously satisfies
the weakest form of Jensen’s inequality. But we know that f may be a
nontrivial solution of Cauchy’s functional equation and, in this case, f is
Lebesgue nonmeasurable (and does not possess the Baire property).

In this connection, the following result due to Sierpiński [239] and gen-
eralizing Theorem 4 is of some interest.

Theorem 5. Suppose that f : R → R is a Lebesgue measurable function
(respectively, a function with the Baire property) satisfying the inequality

f((x+ y)/2) ≤ (f(x) + f(y))/2 (x ∈ R, y ∈ R).

Then f is continuous and, consequently, f is a convex function in the usual
sense.

Proof. The argument is analogous to that used in the proof of Theorem
4. However, some delicate moments occur here.

For any natural number n, consider the set Xn = f−1(] − ∞, n]). Ac-
cording to our assumption, all these sets are measurable in the Lebesgue
sense (respectively, possess the Baire property). Because

R = ∪{Xn : n ∈ ω},

at least one of these sets is not of Lebesgue measure zero (respectively, is
not of first category). Let Xm be such a set. Then the Steinhaus property
implies that the vector sum Zm = Xm + Xm has nonempty interior and
hence contains some nondegenerate open interval ∆. Now, the inequality

f((x+ y)/2) ≤ (f(x) + f(y))/2 (x ∈ Xm, y ∈ Xm)

immediately yields that f(t) ≤ m for all t ∈ ∆/2, i.e., our function f is
bounded from above on the interval ∆/2. Further, the inequality

f(t+ r) ≤ (f(2t) + f(2r))/2 (t ∈ ∆/4, r ∈ R)
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shows that f is bounded from above on the interval ∆/4 + r where r ∈ R.
Consequently, f is bounded from above on each subinterval of R with the
compact closure and, actually, f turns out to be locally bounded on R.

Let now t be an arbitrary point of R and let h be a nonzero real number
such that |h| < 1. Obviously, we may write

f(t+ h)− f(t) ≤ (f(t+ 2h)− f(t))/2.

From this inequality, applying an easy induction on k, we get

f(t+ h)− f(t) ≤ (f(t+ 2kh)− f(t))/2k.

But it is clear that, for some k ∈ N, we have 1/2k+1 ≤ |h| < 1/2k. If we
denote

L0 = L0(t, f) = supx∈[t−1,t+1]
f(x) < +∞,

then the preceding inequalities give us

f(t+ h)− f(t) ≤ (L0 − f(t)) · 2|h| = L1 · |h|,

where L1 = L1(t, f) ≥ 0 is some constant depending only on f and t.
Using an analogous argument, we easily come to the relation

f(t)− f(t+ h) ≤ L1 · |h|.

Actually, it suffices to apply the special case of Jensen’s inequality

f(t)− f(t+ h) ≤ f(t− h)− f(t)

and to keep in mind that

f(t− h)− f(t) ≤ L1 · | − h| = L1 · |h|.

Finally, we obtain the relation |f(t + h) − f(t)| ≤ L1 · |h|, which trivially
implies that the function f is continuous at t. Hence f is continuous at all
points of R (because t was taken arbitrarily from R). In other words, f is
a convex function in the usual sense. Theorem 5 has thus been proved.

A detailed account of Cauchy’s functional equation and of the weak-
est form of Jensen’s inequality is presented in the extensive monograph by
Kuczma [145].

There are also many textbooks and monographs devoted to the theory
of convex sets and convex functions (this theory is usually called convex
analysis). A few additional facts about convex functions, interesting from
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the purely analytical point of view, are presented in Exercises 12, 13, and
14 of this chapter.

Let f be a function acting from R into R and let x be a point of R.
Recall that f is symmetric with respect to x if f(x − t) = f(x + t) for

all t ∈ R.
In other words, f is symmetric with respect to x if its graph is a sym-

metric subset of R2 with respect to the straight line {x} ×R.
We shall say that a function f : R → R is almost symmetric with respect

to x ∈ R if card({t ∈ R : f(x− t) 6= f(x+ t)}) < c.
It is easy to see that if f is symmetric with respect to each x ∈ R, then

f is constant.
At the same time, by using a special Hamel basis of R, it can be proved

that there exist almost symmetric functions with respect to all x ∈ R which
are not constant. This result is due to Sierpiński (see [242]). More precisely,
Sierpiński established that the following statement is true.

Theorem 6. There exists a Lebesgue nonmeasurable (and lacking the
Baire property) function f : R → R which is almost symmetric with respect
to all points of R. In particular, such a function is not equivalent to a
constant function, i.e., there exists no set Z ⊂ R of Lebesgue measure zero
(of first category) such that the restriction of f to R \ Z is constant.

Proof. Let α denote the least ordinal number for which card(α) = c.
Let {Pξ : ξ < α} be an enumeration of all nonempty perfect subsets of
R. We may assume without loss of generality that each of the two partial
families

{Pξ : ξ < α, ξ is an even ordinal}, {Pξ : ξ < α, ξ is an odd ordinal}

consists of all nonempty perfect subsets of R, too.
Now, by applying the method of transfinite recursion, it is not hard to

define a family {e′ξ : ξ < α} of elements of R such that
(a) e′ξ ∈ Pξ for each ξ < α;
(b) {e′ξ : ξ < α} is linearly independent over Q.
This construction is very similar to the classical Bernstein construction

(see Chapter 10), so we leave the corresponding details to the reader.
Further, we can extend the family {e′ξ : ξ < α} to some Hamel basis of

R. This Hamel basis will be denoted by the symbol {eξ : ξ < α}. Obviously,
we may also suppose that each of the sets

E0 = {eξ : ξ < α, ξ is an even ordinal},

E1 = {eξ : ξ < α, ξ is an odd ordinal}
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is a Bernstein subset of R (hence, these two sets are nonmeasurable in the
Lebesgue sense and do not possess the Baire property).

Now, for any real number r, we have a unique representation of r in the
form

r = q1eξ1 + q2eξ2 + ...+ qneξn ,

where n = n(r) is a natural number, all q1, q2, ..., qn are nonzero rational
numbers, and ξ1 < ξ2 < ... < ξn < α. We define a mapping

φ : R \ {0} → E0 ∪E1

by the formula
φ(r) = eξn (r ∈ R \ {0}).

Further, we put X = {r ∈ R : φ(r) ∈ E0} and denote by f the characteristic
function of X .

Clearly, f is Lebesgue nonmeasurable and does not possess the Baire
property. Fix a point x ∈ R and let t be an arbitrary point of R \ {0}. If
x 6= 0, then we can write φ(x) = eξ and φ(t) = eζ for some ordinal numbers
ξ < α and ζ < α. If ξ < ζ, then we have the relation

x− t ∈ X ⇔ x+ t ∈ X.

This relation is also true for x = 0. Keeping in mind the equality

card(lin({eζ : ζ ≤ ξ})) = card(ξ) + ω,

where lin({eζ : ζ ≤ ξ}) denotes the vector space (over Q) generated by
{eζ : ζ ≤ ξ}, we obtain that

card({t ∈ R : f(x− t) 6= f(x+ t)}) < c,

i.e., our function f turns out to be almost symmetric with respect to x.
Since x was taken arbitrarily, we conclude that f is an almost symmetric

function with respect to all points of R. Theorem 6 has thus been proved.

Some additional information around Theorem 6 can be found in [74].

Hamel bases have many other interesting and important applications,
and not only in analysis. One of the most beautiful applications may be
found in geometry of Euclidean space, more precisely, in the theory of poly-
hedra lying in this space. We mean here that part of this theory, which
is connected with Hilbert’s third problem about the nonequivalence (by a
finite decomposition) of a three-dimensional unit cube and a regular three-
dimensional simplex of volume 1. Hilbert’s third problem will be briefly
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discussed in Exercise 17 of this chapter. It is reasonable to mention, in this
connection, that Hamel was one of Hilbert’s many students and worked in
the geometry of Euclidean space, as well.

EXERCISES

1. Let E be a vector space (over an arbitrary field).

Show that any two bases of E have the same cardinality (their common
cardinality is called the algebraic (or linear) dimension of the space E).

Remark 1. Notice that the result presented in Exercise 1 is a very
special case of the general theorem on the cardinality of any system of free
generators of a free universal algebra (in this connection, see, e.g., [52]).

2. Let (G, ·) be an arbitrary group and let X be a subset of G. Suppose
that G is equipped with a σ-finite left (respectively, right) G-quasi-invariant
measure µ and suppose also that these two relations are fulfilled:

(a) there exists an uncountable family of pairwise disjoint left (respec-
tively, right) G-translates of X in G;

(b) µ∗(X) > 0.

Show that the set X is nonmeasurable with respect to µ.

3. Let E be an uncountable vector space over the field Q.

Prove that there exists a countable family {En : n ∈ ω} of vector
subspaces of E, satisfying the following conditions:

(a) ∪{En : n ∈ ω} = E;

(b) for each n ∈ ω, the inequality card(E/En) > ω holds true.

Infer from (a) and (b) that, for any nonzero σ-finite measure µ on E
quasi-invariant under the group of all translations of E, there exists at least
one n ∈ ω for which En is nonmeasurable with respect to µ.

Remark 2. Theorem 1 and Exercise 3 above can be significantly gener-
alized. More precisely, it can be proved that, for every uncountable commu-
tative group (G,+) and for any nonzero σ-finite G-quasi-invariant measure
ν on G, there exists a subgroup of G nonmeasurable with respect to ν.
Notice that, in order to obtain this result, one needs some deep theorems
concerning the algebraic structure of infinite commutative groups (for more
details, see [122] and [129]). Notice also that similar statements are valid
(for uncountable commutative groups again) in terms of the Baire prop-
erty (see [122]). On the other hand, there are examples of uncountable
noncommutative groups for which analogous results fail to be true.
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4. Show that there exists a nontrivial automorphism of the additive
group (R,+) onto itself and, more generally, demonstrate that the number
of all such automorphisms is equal to 2c.

5∗. Let (E, || · ||) be an arbitrary normed vector space over the field of
all real numbers (or over the field of all complex numbers) and let E have
an infinite algebraic dimension.

Prove that there exists a linear functional defined onE and discontinuous
at every point of E.

Remark 3. It is useful to compare the above result with the well-known
fact that every linear functional defined on a finite-dimensional normed
vector space is continuous.

6. Let {ei : i ∈ I} be a Hamel basis of R. Fix an index i0 ∈ I and put
Γ = the vector space (over Q) generated by {ei : i ∈ I \ {i0}}.
In other words, Γ is a hyperplane in R regarded again as a vector space

over Q.
Work in ZF & DC theory and show that
(a) R can be covered by a countable family of translates of Γ;
(b) Γ does not have the Steinhaus property, i.e., for each real ε > 0,

there exists a number q ∈ ]− ε, ε[ such that (q + Γ) ∩ Γ = ∅.
Deduce from relations (a) and (b) that Γ is not measurable in the

Lebesgue sense and does not possess the Baire property.
Conclude from this result (in the same ZF & DC theory) that the

existence of a Hamel basis in R implies the existence of a subset of R which
is nonmeasurable in the Lebesgue sense and does not possess the Baire
property.

7. By using the theorem on the existence of a Hamel basis ofR, describe
all solutions of Cauchy’s functional equation.

8. Describe all continuous functions f : R → R that satisfy the following
functional equation:

f(x+ y) = f(x) · f(y) (x ∈ R, y ∈ R).

Show that there are discontinuous (and Lebesgue nonmeasurable) solu-
tions of this functional equation and describe all of them.

Also, consider the functional equation

f(x+ y) = f(x) + f(y) + r (x ∈ R, y ∈ R),

where r is some real constant, and describe all solutions of this equation.
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Remark 4. One can prove that there are Lebesgue measurable and
Lebesgue nonmeasurable Hamel bases (see Exercise 9 below). This fact
underlines an essential difference between Hamel bases and Vitali sets from
the point of view of Lebesgue measurability (the analogous fact may be
observed for the Baire property).

9∗. Demonstrate that there are two sets A ⊂ R and B ⊂ R, both of
Lebesgue measure zero and of first category, such that

A+B = {a+ b : a ∈ A, b ∈ B} = R.

In particular, deduce the equality (A ∪ B) + (A ∪ B) = R, where the set
A ∪ B is also of Lebesgue measure zero and of first category (cf. Exercise
19 from Chapter 1).

Starting with this fact and applying the method of transfinite induction,
show that there exists a Hamel basis H of R contained in the set A ∪ B.
Consequently, H is of first category and of Lebesgue measure zero.

In addition, prove that if µ is an arbitrary σ-finite measure on R invari-
ant (or, more generally, quasi-invariant) under the group of all translations
of R and {ei : i ∈ I} is an arbitrary Hamel basis in R, then the implication

{ei : i ∈ I} ∈ dom(µ) ⇒ µ({ei : i ∈ I}) = 0

holds true.

10. By using the method of transfinite induction, demonstrate that
there exists a Hamel basis of R which simultaneously is a Bernstein subset
of R (cf. the proof of Theorem 6).

Conclude that such a Hamel basis is λ-nonmeasurable and does not pos-
sess the Baire property (where λ denotes, as usual, the standard Lebesgue
measure on R)

Remark 5. In connection with the results presented in the two preced-
ing exercises, the following question arises naturally: is any Hamel basis of
R totally imperfect in R? It turns out that the answer to this question is
negative. Namely, it can be shown that there are nonempty perfect subsets
of R linearly independent over the field Q (see, for instance, [192] or [273]
where a much stronger statement is discussed with its applications). Let P
be such a subset. Then, by using the Zorn lemma, one can readily prove
that there exists a Hamel basis of R containing P . Obviously, this Hamel
basis is not totally imperfect.

Remark 6. The following question also seems to be natural: if µ is a
nonzero σ-finite measure on R, invariant under the group of all translations
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of R, does there exist a Hamel basis in R nonmeasurable with respect
to µ? As pointed out above (see Exercise 10), the answer is positive for
the standard Lebesgue measure λ on R. However, in the general case, this
question is undecidable within ZFC set theory. The next exercise presents
a more precise result concerning the question.

11∗. Prove that the following two statements are equivalent:
(a) the Continuum Hypothesis (c = ω1);
(b) for every nonzero σ-finite measure µ given on R and quasi-invariant

under the group of all translations of R, there exists a Hamel basis in R

nonmeasurable with respect to µ.
In connection with the equivalence of (a) and (b), see also [65] and [247].

12∗. Let f and g be two functions acting from R into R. Suppose that,
for all points x ∈ R and y ∈ R and for each q ∈ [0, 1], the inequality

f(qx+ (1 − q)y) ≤ qg(x) + (1− q)g(y)

is satisfied. Consider the set Γ∗(g) = {(x, t) ∈ R2 : g(x) ≤ t} and let
conv(Γ∗(g)) denote the convex hull of Γ∗(g) (recall that, according to the
standard definition, the convex hull conv(A) of a set A lying in a vector
space E over R is the smallest convex set in E containing A; actually,
conv(A) coincides with the intersection of all those convex subsets of E
which contain A).

Check that conv(Γ∗(g)) is identical with the union of the family of all
those triangles whose vertices belong to the set Γ∗(g).

Show also that the boundary of conv(Γ∗(g)) can be regarded as the
graph of some convex function φ : R → R for which the relation

f(x) ≤ φ(x) ≤ g(x) (x ∈ R)

is fulfilled (in other words, the convex function φ separates the given func-
tions f and g).

13. Let f be a function acting from R into R and let ε be a strictly
positive real number.

This f is called an ε-convex function if, for any points x ∈ R and y ∈ R

and for each q ∈ [0, 1], the inequality

f(qx+ (1 − q)y) ≤ qf(x) + (1− q)f(y) + ε

holds true.
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By applying the result of the previous exercise, demonstrate that if f is
an ε-convex function, then there exists a convex function φ : R → R such
that

f(x) ≤ φ(x) ≤ f(x) + ε (x ∈ R).

Furthermore, define a function ψ : R → R by the formula

ψ(x) = φ(x) − ε/2 (x ∈ R)

and show that |ψ(x) − f(x)| ≤ ε/2 for all x ∈ R.
In other words, for every ε-convex function f , there exists a convex

function ψ such that the norm ||ψ − f || is less than or equal to ε/2.

Remark 7. The above result is due to Hyers and Ulam (see [93]; some
related statements and problems are also discussed in [271]).

Remark 8. Let f be a function acting from R into R and suppose
that, for a real ε > 0, we have the relation

f((x+ y)/2) ≤ (f(x) + f(y))/2 + ε (x ∈ R, y ∈ R).

In general, we cannot assert that there exists a convex function ψ : R → R

satisfying the inequalities ψ(x)−ε ≤ f(x) ≤ ψ(x)+ε for each x ∈ R. Indeed,
if f is a nontrivial solution of the Cauchy functional equation, then f is a
Lebesgue nonmeasurable function and, obviously, it cannot be uniformly
approximated by convex functions (which are measurable in the Lebesgue
sense).

14∗. Let {fn : n < ω} be a sequence of real-valued convex functions on
R and suppose that f(x) = limn→+∞fn(x) for each x ∈ R.

Show that f : R → R is a convex function, too.
In addition, assuming that all functions fn (n < ω) and the function f

are differentiable, show that f ′(x) = limn→+∞f
′
n(x) for all x ∈ R.

Compare this result with Exercise 19 from Chapter 2.

15∗. Let H be an arbitrary Hamel basis in R.
By starting with the fact that any analytic subset of R is Lebesgue

measurable and, applying the Steinhaus property for Lebesgue measurable
sets with positive measure, prove that H is not an analytic subset of R.

Remark 9. The previous exercise provides us with some information
about the descriptive structure of a Hamel basis of the real line. The re-
sult formulated above is due to Sierpiński. In connection with it, let us
remark that there are uncountable linearly independent (over Q) subsets of
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R having a good descriptive structure. For instance, as mentioned earlier,
there are nonempty perfect subsets of R linearly independent over Q. In
this context, it should also be pointed out that there are models of ZFC
theory (e.g., the Constructible Universe L of Gödel) in which some Hamel
basis is a co-analytic set, i.e., is the complement of an analytic subset of R
(see [185], [186]).

16. Let f be a function acting from R into R and let x ∈ R.
This f is called λ-almost symmetric with respect to x if f is λ-measurable

and
λ({t ∈ R : f(x− t) 6= f(x+ t)}) = 0.

Show that if f is λ-almost symmetric with respect to all points belonging
to some everywhere dense subset of R, then f is λ-equivalent to a constant
function.

Formulate and prove an analogous result in terms of the Baire property.

17∗. Recall that a (convex) polyhedron in the space R3 is an arbitrary
convex subset of this space which can be represented as the union of a
nonempty finite family of closed three-dimensional simplices.

For two polyhedra X ⊂ R3 and Y ⊂ R3, we say that they are equivalent
by a finite decomposition if there exist finite families {Xi : i ∈ I} and
{Yi : i ∈ I} of polyhedra such that

(a) X = ∪i∈IXi and Y = ∪i∈IYi;
(b) for any two distinct indices i ∈ I and i′ ∈ I, we have

int(Xi) ∩ int(Xi′ ) = int(Yi) ∩ int(Yi′) = ∅,

where int(·) stands, as usual, for the operation of taking the interior of a
set lying in R3;

(c) for each index i ∈ I, the polyhedra Xi and Yi are congruent with
respect to the group of all motions (i.e., isometric transformations) of R3.

Denote by the symbol P3 the class of all polyhedra in R3.
Consider any solution f : R → R of the Cauchy functional equation,

such that f(π) = 0. Starting with this f , one may define a functional
Φf : P3 → R by putting

Φf (X) =
∑

j∈J

f(αj) · |bj | (X ∈ P3),

where {bj : j ∈ J} is an injective family of all edges of the polyhedron X
and αj is the value of the dihedral angle of X corresponding to the edge bj
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(i.e., αj is the value of the dihedral angle which is formed by two faces of X
meeting at the edge bj) and, finally, |bj | denotes the length of the edge bj .

Verify that the functional Φf is invariant under the group of all motions
of the space R3 and has equal values on any two polyhedra which are
equivalent by a finite decomposition.

This Φf is called the Dehn functional on P3 associated with a solution
f of the Cauchy functional equation.

Let α be the value of the dihedral angle corresponding to an edge of a
regular three-dimensional simplex (tetrahedron).

Show that the two-element set {α, π} ⊂ R is linearly independent over
the fieldQ. Therefore, by applying the Zorn lemma, this set can be extended
to a Hamel basis of R. Conclude from this fact that there exists a solution
g : R → R of the Cauchy functional equation such that g(α) = 1 and
g(π) = 0.

Check that the functional Φg assigns a strictly positive value to a regular
three-dimensional simplex of volume 1 and, simultaneously, Φg assigns value
0 to the closed unit cube in R3. Hence these two polyhedra, being of the
same volume, are not equivalent by a finite decomposition.

This yields a solution of Hilbert’s third problem, first obtained by his
disciple Dehn (see [56]).

Remark 10. The result presented in the above exercise explains why,
in the standard course of elementary geometry, we need to use some infi-
nite procedures or limit processes for calculation of the volume of a three-
dimensional simplex in the Euclidean space R3.

Notice that for the plane R2 the situation is more nice. Namely, it is
well known that any two polygons in R2 with equal areas are equivalent by
a finite decomposition (see, e.g., [24] where a much stronger statement due
to Hadwiger and Glur is formulated and proved).

After Hilbert’s third problem was solved, another problem arose nat-
urally concerning necessary and sufficient conditions for equivalence by a
finite decomposition of two given polyhedra. This essentially more difficult
problem was finally solved by Sydler, who proved that two given polyhedra
X and Y in the space R3 are equivalent by a finite decomposition if and
only if they have the same volume and, for every Dehn functional Φf , the
equality Φf (X) = Φf (Y ) is fulfilled (see the original paper by Sydler [262];
cf. also [98] where a much simpler argument is given). This topic and a
number of related questions are thoroughly considered in the excellent small
textbook by Boltjanskii [24].

18. Let G be an everywhere dense subgroup of the space Rn (n ≥ 1).
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Starting with the Vitali construction of a Lebesgue nonmeasurable set,
show that any two sets X ⊂ Rn and Y ⊂ Rn with nonempty interiors
are countably G-equidecomposable, which means that there exist countable
partitions {Xi : i ∈ I} and {Yi : i ∈ I} of X and Y , respectively, and a
family {gi : i ∈ I} of elements from G such that (∀i ∈ I)(Yi = gi +Xi).

Infer from this fact that there is no G-invariant measure extending the
Lebesgue measure λn and defined on the family of all subsets of Rn.

19∗. Let E be a real locally convex topological vector space of second
category, U be an open convex subset of E, and let f : U → R be a midpoint
convex function possessing the Baire property.

By using an argument similar to the proof of Theorem 5, demonstrate
that f is continuous and hence is a convex function on U .

For this purpose, first check that the family of all nonempty convex
open sets V ⊂ U such that f(V ) is bounded from above in R and f |V is
continuous forms a π-base for the topological space U (see Exercise 1 from
Chapter 18).

20. Prove that there exists a solution f of Cauchy’s functional equa-
tion, which is surjective and is not injective (consequently, f is a nontrivial
solution of Cauchy’s functional equation).

Verify that any such f satisfies the equality f(△) = R for every non-
degenerate subinterval △ of R. In particular, f has the Darboux property.

21∗. Let g : R → R be defined by the formula g(x) = exp(x2).
Demonstrate that
(a) g cannot be represented as the limit of a uniformly convergent se-

quence of finite sums of periodic functions on R;
(b) g = limn→+∞gn for some sequence {gn : n ∈ N} of functions on R

converging uniformly on any bounded subinterval of R, and every gn is a
finite sum of periodic functions each of which has a period belonging to the
segment [1, 2].

For establishing (b), take an appropriate Hamel basis H of R and show,
with the aid of this H , that any real-valued polynomial on R can be ex-
pressed as a finite sum of periodic functions on R with periods belonging
to [1, 2].

22∗. Prove that there exists a translation quasi-invariant measure µ on
R extending the Lebesgue measure λ and such that some additive functional
f : R → R is µ-measurable and is not λ-measurable.
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Summation methods and Lebesgue

nonmeasurable functions

From a naive point of view, all mathematics can be considered as an
intriguing interplay between finite and infinite collections of objects or, if
one prefers, between various discrete and continuous structures. During the
long-term history of human civilization, a lot of thrilling contrasts were dis-
covered concerning discrete and continuous entities, which afterwards have
been realized in well-known paradoxes or antinomies. One might say that
the progress of mathematical sciences was (and still remains) heavily depen-
dent on successful decisions or reasonable explanations of paradoxes of such
a kind.

The emergence and further extensive development of classical mathemat-
ical analysis is a very good illustration of deep connections between finite
and infinite mathematical objects. In any lecture course of mathematical
analysis infinite sequences of real numbers (reals) and the limits of infinite
sequences of reals are thoroughly considered.

Recall that an infinite real sequence is a function whose domain coincides
with the set N of all natural numbers (or with some of its infinite subsets)
and whose range is contained in the real line R. Such a sequence is usually
denoted by {an : n ∈ N} or simply by a0, a1, a2, ..., an, ... . The terms an of
this sequence are often produced by a certain rule or by applying a concrete
algorithm to each natural index n. In particular, quite often an are defined
recursively. However, in many cases restrictions of this kind turn out to
be somewhat artificial and, in fact, are not needed when dealing with the
general properties of infinite sequences.

As known, among all real sequences the most important for applications
are those which are convergent. They are defined as follows.

A real number a is a limit of a sequence {an : n ∈ N} if, for any real
ε > 0, there exists a natural index n0 = n0(ε) such that |an−a| < ε whenever
n > n0. In this case it is usually said that the above-mentioned sequence
converges (or tends) to a as n tends to infinity, and it can readily be shown
that a is uniquely determined. The commonly used abbreviation is

a = limn→+∞an or a = lim{an : n ∈ N}.

195
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Cauchy’s classical criterion states that {an : n ∈ N} is convergent if and
only if, for any real ε > 0, there exists a natural index n0 = n0(ε) such that
|an − am| < ε whenever n > n0 and m > n0.

This fundamental criterion reflects the so-called completeness property
of the real line R and yields a necessary and sufficient condition for the
existence of limn→+∞an.

There are many other sufficient conditions for the convergence of a real
sequence, which are more convenient in practice and admit simpler formu-
lations. For instance, if a sequence of reals is monotone and bounded, then
it necessarily has a limit (actually, this is another form of the completeness
of R).

If two sequences {an : n ∈ N} and {bn : n ∈ N} converge to a and b,
respectively, then, for any reals r and t, the sequence {ran + tbn : n ∈ N}
converges to ra + tb. Briefly speaking, the operation lim on the vector
space of all convergent real sequences turns out to be a linear functional (cf.
Appendix 2).

Suppose that, for given sequences {an : n ∈ N} and {bn : n ∈ N}, two
natural numbers k and m can be found such that ak+i = bm+i whenever
i ∈ N. Then {an : n ∈ N} converges if and only if {bn : n ∈ N} converges
and, in this case, the equality

limn→+∞an = limn→+∞bn

trivially holds true. In other words, the convergence of a sequence of reals
depends only on the behavior of its tail.

Let us recall several widely known examples from the university course
of Calculus.

Example 1. For any α ∈ R, the sequence 1α/1, 2α/2, 3α/3, . . . , nα/n, . . .
converges and its limit is equal to 1 (which is easy to prove).

Example 2. The sequence {bn : n ∈ N}, where

bn = 1/0! + 1/1! + 1/2! + ...+ 1/n!,

converges and its limit is Napier’s constant e = 2, 71828... .

Example 3. The sequence {cn : n ∈ N}, where c0 is a real number and

cn = 1 + 1/2 + ...+ 1/n− ln(n) (n > 0),

converges and its limit is Euler’s constant C = 0, 57721... .

According to the standard definition, if there exists no limit of a sequence
{an : n ∈ N}, then this sequence is called divergent.

In some sense most real sequences turn out to be divergent. This impor-
tant circumstance will be explained later, in more detail.
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Example 4. Any unbounded sequence is divergent; in particular, the
unbounded sequence {an : n ∈ N}, where a0 is again an arbitrary real
number and

an = 1 + 1/2 + ...+ 1/n (n > 0),

is divergent (cf. Example 3).

Example 5. The sequence {bn : n ∈ N}, where bn = 1 for all even
natural indices n and bn = −1 for all odd natural indices n, is divergent.

Example 6. The sequence {cn : n ∈ N}, where c0 is some real number
and

cn = (n!)1/n (n > 0),

is unbounded, so is divergent.

Remark 1. As is well known, in classical mathematical analysis it is con-
venient sometimes to treat certain divergent sequences of reals as converging
(tending) to +∞ or to −∞.

More precisely, a sequence {an : n ∈ N} tends to +∞ if, for every real
r > 0, there exists a natural index n0 = n0(r) such that an > r whenever
n > n0.

Analogously, a sequence {bn : n ∈ N} tends to −∞ if, for every real
r < 0, there exists a natural index n0 = n0(r) such that bn < r whenever
n > n0.

If a sequence {an : n ∈ N} of reals is given, one can associate to it
another sequence {sn : n ∈ N} of reals, where sn =

∑
{ak : k ≤ n} denotes

the sum of the first n + 1 terms of {an : n ∈ N}. Observe that the initial
sequence {an : n ∈ N} is completely determined by {sn : n ∈ N}, because
of the equality an = sn − sn−1 which is valid for all n ∈ N.

The pair ({an : n ∈ N}, {sn : n ∈ N}) is called an infinite series or,
simply, series (see, for instance, [59]). In practice, the symbolic notation

a0 + a1 + a2 + ...+ an + ...

is systematically utilized instead of writing the above-mentioned pair.
A series a0 + a1 + a2 + ... + an + ... is convergent if the corresponding

sequence {sn : n ∈ N} has a finite limit s which is called the sum of this
series. Otherwise, the series is called divergent.

Cauchy’s criterion, for establishing whether a0 + a1 + a2 + ...+ an + ... is
convergent, reads as follows:

A series a0 + a1 + a2 + ...+ an + ... has a sum if and only if, for any real
ε > 0, there exists a natural index n0 = n0(ε) such that

|an + an+1 + ...+ an+m| < ε

whenever n > n0 and m ∈ N.
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In particular, the convergence of a0 + a1 + a2 + ... + an + ... trivially
implies the equality limn→+∞an = 0.

In practice various other much simpler tests are utilized which give suf-
ficient conditions for the convergence of a series. Among them there are
the D’Alembert test, n-th root test, Leibniz test, Raabe test, Kummer test,
Bertrand test, Gauss test, integral test, Abel test, Dirichlet test, Ermakov
test, and so on (see, e.g., [4], [72], [137], [219], [277]).

Example 7. The series

1/12 + 1/22 + 1/32 + ...+ 1/n2 + ...

converges, because all of its terms 1/n2, where n > 1, are strictly less than

1/(n(n− 1)) (= 1/(n− 1)− 1/n)

and the series

1 + 1/2 + 1/6 + 1/12 + ...+ 1/(n(n− 1)) + . . .

converges to the sum equal to 2 (here the so-called comparison test does
work). A more delicate calculation (first made by Euler) shows that

1/12 + 1/22 + 1/32 + ...+ 1/n2 + ... = π2/6.

In this connection, see, e.g., [72], [277] or other textbooks of mathematical
analysis.

There are standard operations over series, which are useful in various top-
ics of mathematical analysis (for instance, the product of two series). Also,
many standard transformations of a series are known, the main purpose of
which is to make the behavior of the series much better in the sense of its
convergence. Among such transformations, Abel’s transformation should be
mentioned especially, which can be treated as a discrete version of integra-
tion by parts. In addition, Euler’s transformation for so-called alternating
series, Kummer’s transformation, Markov’s transformation, and others are
frequently useful for improvement of convergence (in particular, for acceler-
ation of convergence).

Recall that there are special types of series: geometric series, harmonic
series, hyper-geometric series, alternating series, etc.

In many cases a series of the form

a0(x) + a1(x) + a2(x) + ...+ an(x) + ...

is under consideration, where all terms an (n ∈ N) are real-valued functions
of a real variable x (a function series). Here, for each admissible value r of
a variable x, one has the usual series

a0(r) + a1(r) + a2(r) + ...+ an(r) + ... .
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There are also more concrete types of function series, e.g., power series,
Taylor series, Laurent series, Dirichlet series, trigonometric series (in partic-
ular, Fourier series), binomial series, and so on (see [4], [72], [277], [285]).

Let us remind further well-known examples of series.

Example 8. The standard geometric series

1 + q1 + q2 + ...+ qn + ...,

where a real number q satisfies the inequality |q| < 1. This series is trivially
convergent and its sum is equal to 1/(1− q).

Example 9. Grandi’s classical series

1− 1 + 1− 1 + 1− 1 + ...+ (−1)n + ... .

Obviously, this series is divergent.

Example 10. The series

0!− 1! + 2!− 3! + ...+ (−1)nn! + ...

is trivially divergent, because the absolute values of its terms tend to +∞.

Example 11. The Dirichlet series

f(x) = a1/1
x + a2/2

x + a3/3
x + ...+ an/n

x + . . . ,

where x ∈ R and {an : n ∈ N \ {0}} is a sequence of reals. In particular,
the generalized harmonic series (a part of Riemann’s zeta function)

ζ(x) = 1/1x + 1/2x + 1/3x + ...+ 1/nx + ...

and the generalized alternating harmonic series (a part of Dirichlet’s eta
function)

η(x) = 1/1x − 1/2x + 1/3x − ...+ (−1)n−1/nx + ...

are obtained in this way. It makes sense to recall that the generalized har-
monic series converges for all real numbers x > 1, while the generalized
alternating harmonic series converges for all real numbers x > 0.

Example 12. A series a0 + a1 + a2 + ... + an + ... is called absolutely
convergent if the series |a0| + |a1| + |a2| + ... + |an| + ... converges. Any
absolutely convergent series converges. However, the converse assertion is
not true in general. For instance, the alternating harmonic series

1− 1/2 + 1/3− 1/4 + ...+ (−1)n−1(1/n) + ...
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converges and its sum is equal to ln(2), but the same series is not absolutely
convergent (see Example 4).

It is usually said that a convergent series a0 + a1 + a2 + ... + an + ... is
conditionally convergent if the associated series |a0|+|a1|+|a2|+...+|an|+...
diverges.

If a series converges conditionally, then for any real r there exists a per-
mutation (rearrangement) of the terms of this series such that the obtained
new series is convergent to r. This is Riemann’s classical theorem, which also
admits a nontrivial generalization to a series of vectors in a finite-dimensional
Euclidean space.

Abel wrote in one of his essays that divergent series are the devil’s inven-
tion, because they lead to strange and paradoxical conclusions. Nevertheless,
Euler systematically was dealing with series of such a kind and manipulated
with them quite successfully. In his works he was trying to show that even
in the case of a divergent series, it is possible to speak of meaningful value of
the sum of the series. After many clever manipulations over divergent series,
Euler claimed that any of such series must have a certain sum (in the gener-
alized sense). This position was under strong criticism of D’Alembert, Abel,
and other mathematicians of that time. Only much later a rational fragment
of Euler’s idea was transformed into a rich theory of summability (summa-
tion) of divergent series. A lot of summability methods were introduced
and studied. Among them the following should be mentioned especially:
Abel’s summation method, Borel’s summation method, Cesáro’s summation
method, Euler’s summation method, Hölder’s summation method, Kum-
mer’s summation method, Lambert’s summation method, Lindelöf’s summa-
tion method, Poisson’s summation method, Voronoy’s summation method,
and many others (see [25], [72], [88], [137], [250], [277]).

The simplest method of summation is named after Cesáro. It looks as
follows. If a series a0 + a1 + ... + an + ... is given, then sometimes it may
happen that the corresponding sequence of arithmetic means of its partial
sums

s0, (s0 + s1)/2, (s0 + s1 + s2)/3, . . . , (s0 + s1 + + sn)/(n+ 1), . . .

converges to a certain real number r, and in this case r is called the Cesáro
sum of the series. It should be stressed that the introduced notion of Cesáro’s
sum is compatible with the usual notion of sum of a convergent series. In-
deed, one of Cauchy’s theorems states that if a sequence of reals has a
limit, then the corresponding sequence of arithmetic means of these reals
also converges and has the same limit. Simple counterexamples show that
the converse assertion is not true, in general.

Notice, by the way, that the Cesáro summability method inspired Taube-
rian type results in the general theory of series. Speaking more precisely,
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those results allow one to establish the convergence of a given series a0 +
a1+...+an+... if it is a priori known that a0+a1+...+an+... is summable by
some method and satisfies minimal additional conditions (for more details,
see [25], [72], [88], [137], [277]).

A widely known summation method is based on fruitful ideas of Abel,
so is called the Abel summation method (or, sometimes, the Abel–Poisson
summation method). Again, suppose that a series a0 + a1 + ... + an + ... is
given and, for a variable x ranging over the open interval ]0, 1[, consider the
associated power series

a0 + a1x
1 + a2x

2 + ...+ anx
n + ... .

It may happen that this series converges for each x from ]0, 1[, so determines
a concrete function f(x) on the above-mentioned interval. Moreover, in
some cases it may happen that there exists a limit of f(x) as x tends to
1. Then this limit is called the Abel sum of the given series. Similarly to
Cesáro’s summation method, the introduced notion is compatible with the
usual notion of the sum of a convergent series. In other words, if a series
a0 + a1 + ... + an + ... converges to s, then, by virtue of Abel’s classical
theorem (see, e.g., [25], [72], [137]), the Abel sum of a0 + a1 + ... + an + ...
is also equal to s. In general, the converse assertion does not hold.

Example 13. Grandi’s series

1− 1 + 1− 1 + 1− 1 + ...+ (−1)n + ...

is summable by Abel’s method to 1/2. The same series is also summable by
Cesáro’s method and its Cesáro’s sum is again equal to 1/2. The latter cir-
cumstance is not occasional, because Abel’s method is substantially stronger
than Cesáro’s. In other words, if a series is summable in the sense of Cesáro,
then it is also summable in the sense of Abel, and both generalized sums
of the series obtained by these two summation methods are equal to each
other.

There are many examples showing the existence of series summable by
Abel’s method and not summable by Cesáro’s method.

Example 14. Consider the series

1− 2 + 3− 4 + ...+ (−1)n(n+ 1) + ...

which trivially is divergent and, moreover, is not summable in the Cesáro
sense. However, Abel’s summation method can be successfully applied to
this series. Indeed, if 0 < x < 1, then the series

1− 2x1 + 3x2 − 4x3 + ...

converges and its ordinary sum is equal to 1/(x+1)2. Therefore, by putting
x = 1, Abel’s method yields the equality

1− 2 + 3− 4 + ...+ (−1)n(n+ 1) + ... = 1/4.
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It should also be noticed that Abel’s method is very helpful when dealing
with the products of infinite series. If one is given two series

a0 + a1 + ...+ an + ..., b0 + b1 + ...+ bn + ...,

then they form the product series c0 + c1 + ... + cn + ... whose terms are
defined by the equalities

cn = a0bn + a1bn−1 + a2bn−2 + ...+ an−2b2 + an−1b1 + anb0 (n ∈ N).

It is well known that the product series of two conditionally convergent
series is not, in general, convergent. However, if a0 + a1 + ...+ an + ... and
b0 + b1 + ...+ bn + ... are summable in the sense of Abel, then their product
series c0 + c1 + ...+ cn + ... is also summable in the same sense, and Abel’s
sum of the product series is equal to the usual product of Abel’s sums of the
given series a0 + a1 + ...+ an + ... and b0 + b1 + ...+ bn + ... .

Example 15. In particular, using the fact mentioned above, one imme-
diately obtains the equality

(1− 1 + 1− 1 + ...)(1 − 1 + 1− 1 + ...) = 1− 2 + 3− 4 + ... .

Example 16. Several important summation methods were suggested by
Borel. A special version of his method may be described as follows. If one
is given a series a0 + a1 + a2 + ...+ an + ..., then the function

f(x) = e−x(
∑

{snx
n/n! : n ∈ N})

can be considered on the set of all those real numbers x, for which this
function is well-defined (observe that if {sn : n ∈ N} is bounded, then f(x)
is defined on the whole of R). It may happen that f(x) has a finite limit r
as x tends to +∞. In this case, r is called Borel’s sum of the series. It is
not difficult to prove that if a series a0+ a1+ a2+ ...+ an+ ... is convergent,
then it is Borel summable, too, and its usual sum coincides with its Borel
sum.

Example 17. Borel also introduced another slightly more complicated
integral summation method which turned out to be very strong from the
point of view of summability. For instance, the series

0!− 1! + 2!− 3! + ...+ (−1)nn! + ...

is not summable by Abel’s method but is summable by Borel’s integral
summation method and the corresponding Borel sum of this series is equal
to ∫

+∞

0

(e−t/(1 + t))dt.



“K29544” — 2017/8/24

summation methods and lebesgue nonmeasurable functions 203

For further details, see, e.g., [25], [88], [137], [277].

Example 18. Consider partial Riemann’s zeta function ζ(x) and partial
Dirichlet’s eta function η(x) for all those real numbers x which are strictly
greater than 1 (see Example 11). In this case, the convergence of the corre-
sponding two series

1/1x + 1/2x + 1/3x + ...+ 1/nx + . . . ,

1/1x − 1/2x + 1/3x − ...+ (−1)n−1/nx + . . .

is readily obtained, which also yields the following equality:

η(x) = (1− 21−x)ζ(x).

Further, one can consider the series 1/1x−1/2x+1/3x−...+(−1)n−1/nx+...
corresponding to η(x) not only for real numbers x but also for complex
numbers z. So, replacing x by z, one obtains the series

1/1z − 1/2z + 1/3z − ...+ (−1)n−1/nz + ...

which converges to a complex value whenever the real part of z is strictly
greater than 1. It was proved that η(x) admits an analytic continuation
defined on the complex plane C. Then the above equality takes the form

η(z) = (1− 21−z)ζ(z),

where ζ(z) is an analytic function on the open set C \ {1}, extending ζ(x).
Taking into account that η(−1) = 1/4 (cf. Example 14), one finally comes
to the remarkable relation

1 + 2 + 3 + ...+ n+ ... = ζ(−1) = −1/12,

which has nontrivial applications in certain questions and topics of contem-
porary theoretical physics.

In this chapter we are not going to touch upon numerous other summa-
bility methods and once again refer the reader to [25], [72], [88], [137], [277].
Instead of more or less detailed consideration of such methods, we would like
to briefly discuss several set-theoretical aspects of summation theory.

A general scheme of summability methods can be described as follows.
Suppose that a sequence {gn : n ∈ N} of real-valued functions is given on
some subset D of R such that there is an accumulation point d of D. Here
we do not exclude the case d = +∞ (or the case d = −∞), which simply
means that D is not bounded from above (from below). Suppose also that,
for each n ∈ N, there exists a limit of gn(t) as t ∈ D tends to d, and this
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limit is equal to 1. Consider an arbitrary series a0 + a1 + ... + an + ... and
associate to it the following function series:

g(t) = a0g0(t) + a1g1(t) + ...+ angn(t) + ... (t ∈ D).

It may happen that, for some neighborhood U(d) of d, the function g is
well-defined on U(d) ∩D and that there exists a finite limit

s = s(a0 + a1 + ...+ an + ...)

of g(t) as t ∈ U(d) ∩D tends to d.
In this case, the series a0 + a1 + ... + an + ... is called summable by the

described method and its generalized sum is taken to be equal to s.

Example 19. Assume that a sequence of functions {gn : n ∈ N} men-
tioned above satisfies these two conditions:

(1) all functions from {gn : n ∈ N} are uniformly bounded, i.e., there
exists a positive real constant r such that |gn(t)| < r for all n ∈ N and all
t ∈ D;

(2) for each t ∈ D, the sequence {gn(t) : n ∈ N} is monotone.
In this case one can assert that if a given series a0 + a1 + ... + an +

... converges to s, then the same series is also summable to s by the just
described method.

Many classical summation methods correspond to appropriate choices of
a sequence {gn : n ∈ N} satisfying conditions (1) and (2) of Example 19.

Indeed, for Cesáro’s summation method, the functions gn (n ∈ N) can
be defined on the set N of all natural numbers as follows:

gn(m) = (m+ 1− n)/(m+ 1) if n ≤ m, and gn(m) = 0 if n > m.
For Abel’s summation method, the functions gn (n ∈ N) can be defined

on the interval ]0,1[ as follows:

gn(t) = tn (0 < t < 1).

Further, taking the positive ray ]0,+∞[ of R as D and defining the
functions gn (n ∈ N) on it by the formula

gn(t) = 1−

∑
{tk/k! : k < n}

et
(t > 0),

one gets a certain version of Borel’s summation method.
There are also other general schemes of summability methods (see, e.g.,

[25], [72], [88], [277], [285]). Notice also that two different summability meth-
ods can be incompatible (inconsistent) in the sense that, for some concrete
divergent series, they yield respectively two distinct generalized sums.

Example 20. Quite often a summability method is formulated in terms
of a real-valued matrix T with countably many rows and columns. In this
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case, we have the so-called T -summability method. Such a matrix transforms
any given infinite sequence of reals into another one that may have bet-
ter properties from the convergence viewpoint. The celebrated Silverman–
Toeplitz theorem establishes necessary and sufficient conditions under which
the class of all convergent sequences is transformed by T into itself (for more
details, see [25], [72], [88], [250], [285]). Among many interesting and impor-
tant statements about matrix summability methods, we only wish to mention
the result of [165]. For a given matrix T and a series a0 + a1 + ...+ an + ...,
consider all those rearrangements of the terms of a0+a1+ ...+an+ ... which
yield T -summable series, and denote by the symbol

S(a0 + a1 + ...+ an + ..., T )

the set of all T -sums obtained in this manner. It turns out that, changing
a0 + a1 + ... + an + ... and T in all possible ways, the family of the above-
mentioned sets S(a0+a1+...+an+..., T ) yields the family of all analytic (i.e.,
Suslin) subsets of R. Recall that this family is much wider than the family
of all Borel subsets of R (the theory of Borel and analytic sets in Polish
topological spaces is presented in detail in the two classical monographs
[149] and [167]; see also [105]).

The previous example vividly shows that various summability methods
naturally lead to a large family of point sets in R and are connected with
more or less delicate facts of classical descriptive set theory. Actually, con-
nections of this sort are much deeper and even touch upon the problem of
the Lebesgue measurability of all subsets of R (cf. Chapter 10).

From the general position, any summability method can be described as
a functional f defined on some vector subspace L = dom(f) of the space RN

of all infinite real sequences. The elements of L are of the form {sn : n ∈ N},
where sn (n ∈ N) are the partial finite sums of a series a0+a1+ ...+an+ ... .

As a rule, the following two natural conditions are fulfilled for a summa-
bility method: linearity and regularity. The first condition means that f
is a linear functional on L and the second condition means that f extends
the standard linear functional lim defined on the space of all convergent
sequences in RN.

Sometimes, the third condition is imposed, which is an analogue of trans-
lation invariance. This translativity condition requires that if s is the f -
sum of a series a0 + a1 + ... + an + ... and r is the f -sum of the series
a1 + a2 + ...+ an + ..., then the equality s = a0 + r must be valid.

Example 21. No summability method satisfying the translativity con-
dition can be applied to the series 1+1+1+ ...+1+ ..., i.e., no such method
can assign a finite sum s to this series. Indeed, otherwise we would have

s = 1 + (1 + 1 + 1 + ...+ 1 + ...) = 1 + s,

which implies the equality 0 = 1, so yields a contradiction.
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Now, if a sequence {tn : n ∈ N} does not belong to the space L ⊂ RN and
r is an arbitrary real number, then the linear functional f can be extended
to a linear functional g defined on a larger vector subspace K of RN such
that

{tn : n ∈ N} ∈ K, g({tn : n ∈ N}) = r.

Moreover, this fact admits a constructive proof which does not rely on the
Axiom of Choice. So Euler’s idea may be justified in the following manner:
for any concrete divergent series, there exists a linear regular summability
method with the aid of which it is possible to assign a (finite) sum to this se-
ries and, moreover, the sum can be an arbitrary real number. Consequently,
the series

1 + 2 + 3 + ...+ n+ ...

can be made summable to an arbitrary finite value (cf. Example 18).
However, there exists no linear summability method satisfying the transla-

tivity condition, which assigns a finite sum to 1+2+3+ ...+n+ ... . Indeed,
suppose for a moment that 1 + 2 + 3 + ... + n + ... = s, where s is a real
number. Then we must have

s− 1 = 2 + 3 + ...+ n+ ...,

−1 = (s− 1)− s = (2− 1) + (3 − 2) + ...+ (n+ 1− n) + ... =

1 + 1 + 1 + ...+ 1 + ... ,

which is impossible in view of Example 21.

Remark 2. If one wishes to assign certain generalized sums to all di-
vergent series simultaneously, then one must appeal to strong forms of the
Axiom of Choice (more precisely, to uncountable forms of this axiom). In-
deed, a standard application of the Kuratowski–Zorn lemma (which is a
logical equivalent of the Axiom of Choice), shows that there exists a linear
regular summation method whose domain is the entire space RN. However,
this result is useless in practice, because of its extremely nonconstructive
character.

On the other hand, it can be deduced from the fundamental results of
Solovay [258] and Shelah [228] that, within the framework of ZF & DC

theory, it is logically consistent to assume that the domain of any linear
regular summability method is a first category subspace of RN. Since RN is
a Polish topological space, RN is of second category on itself. Consequently,
one may assume that the domain of any effectively (constructively) defined
linear regular summability method is a very small part of RN. Moreover,
within the same weak fragment of set theory, one may suppose that the class
of all linear regular summation methods, equipped with its natural partial
ordering, does not possess maximal elements.

In this context, it should also be mentioned that, by using uncountable
forms of the Axiom of Choice, some remarkable linear functionals were con-
structed on various vector subspaces of RN. Among them the best known
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is Banach’s functional Lim which is defined on the space of all bounded real
sequences, is linear, extends the standard functional lim, and satisfies the
translativity condition (see, e.g., [15], [273], and Appendix 2 of the present
book). However, the existence of functionals of such a kind always implies
(in ZF & DC theory) the existence of ultimately pathological subsets of R,
namely, sets nonmeasurable in the Lebesgue sense or sets not having the
Baire property (see again Appendix 2; a lot of interesting and deep analo-
gies between the Lebesgue measurability and Baire property of point sets are
thoroughly discussed in a small but very informative textbook by Oxtoby
[202]).

Example 22. Consider the following function series:

cos(t) + cos(2t) + cos(4t) + ...+ cos(2nt) + ... ,

where a variable t ranges over R. Assuming that, for each t from some
Lebesgue measurable subset of R with strictly positive measure, this series
is summable to the finite value φ(t) by a certain linear regular summation
method satisfying the translativity condition, one necessarily comes to the
conclusion that the obtained function φ is nonmeasurable in the Lebesgue
sense (Kolmogorov’s theorem [139]). For more information about this and
similar results, see [285] or the extensive article [171] (cf. also Chapter 22).

Some aspects of summability methods, treated from the point of view
of modern functional analysis and general theory of linear operators, are
presented, e.g., in [25] and [61].

EXERCISES

1. Show that the generalized harmonic series converges for all reals x > 1
and the generalized alternating harmonic series converges for all reals x > 0.

2. Give an example of a divergent sequence of reals such that the cor-
responding sequence of arithmetic means of these reals converges to a finite
limit.

On the other hand, prove that if a sequence of reals converges to a finite
limit, then the corresponding sequence of arithmetic means of these reals
also converges to the same limit.

3. Verify that the series

1− 2 + 3− 4 + ...+ (−1)n(n+ 1) + ...

is not summable by Cesáro’s summation method.

4. Present an example of two conditionally convergent series whose prod-
uct series is divergent.
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5. Give a proof of the assertion formulated in Example 16.

6∗. Give a proof of the assertion formulated in Example 19.

7∗. Let I be a countable set of indices. Equip RI with the product
topology and canonical vector structure. For each index i ∈ I, denote by pri
the canonical projection of RI onto R corresponding to i.

Work in ZF & DC theory and show that, for a linear functional f :
RI → R, the following three assertions are equivalent:

(a) f has the Baire property;
(b) f is continuous;
(c) f = t1pri1 + t2pri2 + ...+ tkprik , where k is some natural number and

{t1, t2, ..., tk} ⊂ R, {i1, i2, ..., ik} ⊂ I.

8∗. Let {Xj : j ∈ J} be a family of subsets of R such that card(J) = c

and card(Xj) = c for any index j ∈ J .
Using the method of transfinite induction, demonstrate that there exists

a disjoint family {Yj : j ∈ J} satisfying the following two conditions:
(a) Yj ⊂ Xj and card(Yj) = c for each j ∈ J ;
(b) the set ∪{Yj : j ∈ J} is linearly independent over the field Q of all

rational numbers.

9. Let λ denote, as usual, the standard Lebesgue measure on R.
Show that there exists an additive function ψ : R → R such that, for

every λ-measurable set X with λ(X) > 0, the equality ψ(X) = R holds true.
For this purpose, apply the result of Exercise 8.
Check that this ψ satisfies the following two relations:
(a) ψ is not λ-measurable;
(b) for an arbitrary λ-nonmeasurable set Z ⊂ R, the set ψ−1(Z) is also

λ-nonmeasurable.

10. Formulate and prove the analogue of Exercise 9 in terms of the Baire
property.
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Luzin sets, Sierpiński sets, and their

applications

This chapter is devoted to the so-called Luzin subsets of the real line R

and to the Sierpiński subsets of R. These sets are useful in various ques-
tions of real analysis and measure theory. Also, they have a number of
applications in modern set theory (in particular, in constructing some spe-
cial models of ZFC theory) and in certain topics of general topology.

First of all, we wish to emphasize the fact that the existence of Luzin
and Sierpiński subsets of R cannot be established within ZFC theory, so if
we want to deal with such subsets, then we need additional set-theoretical
axioms (see Theorems 1 and 4 below).

We begin our consideration with some properties of Luzin sets. These
sets were constructed by Luzin, in 1914, under the assumption of the Con-
tinuum Hypothesis (CH). The same sets were constructed by Mahlo one
year before Luzin. However, in the mathematical literature the notion of a
Luzin set is usually utilized, instead of Mahlo’s set, probably because Luzin
investigated these sets more deeply and also showed their applications to
the theory of real-valued functions and classical measure theory (see, for
example, [145], [149], [166], [192], [202]).

We now give the precise definition of Luzin sets.

Let X be a subset of R. We say that X is a Luzin set if X is uncountable
and, for every first category subset Y of R, the intersection X∩Y is at most
countable.

It is obvious that the family of all Luzin subsets of R generates the
σ-ideal on R invariant under the group of all those transformations of R
which preserve the σ-ideal of all first category subsets of R. Consequently,
the above-mentioned family is invariant with respect to the group of all
homeomorphisms of R and, in particular, with respect to the group of all
translations of R.

We would like to underline once again that it is impossible to prove in

209
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ZFC theory the existence of a Luzin set. Namely, assume that the relation

(Martin′s Axiom) & (2ω > ω1)

holds and take an arbitrary set X ⊂ R. If X is at most countable, then it is
not a Luzin set. Suppose now that X is uncountable. As known (see, e.g.,
[18], [146]), Martin’s Axiom implies that the union of an arbitrary family
{Yi : i ∈ I} of first category (respectively, of Lebesgue measure zero) subsets
of R, where card(I) < c, is also of first category (respectively, of Lebesgue
measure zero). In particular, under Martin’s Axiom, each subset of R with
cardinality strictly less than c is of first category and of Lebesgue measure
zero. Let now Y be any subset of X of cardinality ω1. Then, taking into
account the inequality ω1 < c, we readily infer that Y is a first category
subset of R and card(X ∩ Y ) = card(Y ) = ω1 > ω, so we obtain again that
X is not a Luzin set.

Fortunately, if one assumes the Continuum Hypothesis, then one can
prove that Luzin sets exist on R (we recall once more that this classical
result is due to Luzin and Mahlo).

Theorem 1. If the Continuum Hypothesis (CH) holds, then there are
Luzin subsets of R.

Proof. As we know, CH means the equality c = ω1, which implies, in
particular, that the family of all Borel subsets of R has cardinality ω1. Let
{Xξ : ξ < ω1} denote the family of all first category Borel subsets of R.
We define, by the method of transfinite recursion, a family {xξ : ξ < ω1} of
points fromR. Suppose that ξ < ω1 and that the partial family {xζ : ζ < ξ}
has already been constructed. Let us consider the set

Zξ = (∪{Xζ : ζ < ξ}) ∪ {xζ : ζ < ξ}.

It is clear that Zξ is a first category subset of R. Hence, by the classical
Baire theorem applied to R, there exists a point x ∈ R \ Zξ. Thus we may
put xξ = x. This ends the construction of the required family {xξ : ξ < ω1}.

Further, we define X = {xξ : ξ < ω1}. Observe that if ζ < ξ < ω1,
then xζ 6= xξ. Therefore, we immediately get card(X) = ω1 = c.

Suppose now that Z is an arbitrary first category subset ofR. Then there
is an ordinal ξ < ω1 such that Z ⊂ Xξ (because the family {Xξ : ξ < ω1}
forms a base of the σ-ideal of all first category subsets of R). Obviously, we
have the relations

X ∩ Z ⊂ X ∩Xξ ⊂ {xζ : ζ ≤ ξ}, card(X ∩ Z) ≤ ω,
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which enable us to conclude that X is a Luzin set. This finishes the proof
of Theorem 1.

Notice that if X is a Luzin set on R, then the set X ∪Q is also a Luzin
set (where Q denotes, as usual, the set of all rational numbers). Hence, CH

implies that there are Luzin sets everywhere dense in R. We can easily get
a much stronger result. Namely, a slight modification of the proof presented
above gives us a Luzin set X such that, for any set Y ⊂ R with the Baire
property, we have the relation

(card(Y ∩X) ≤ ω) ⇔ (Y is of first category).

In this connection, see Exercise 1 of the present chapter.

Remark 1. It makes sense to point out here that the existence of Luzin
subsets of R is also possible in some cases when CH does not hold. Namely,
there are certain Cohen-type models of set theory in which the negation of
CH is true and there exist Luzin sets of cardinality c (for more details, see,
e.g., [146], [147]). Notice, in addition, that in those models we also have a
subset of R of cardinality ω1 < c which does not possess the Baire property
(cf. Exercise 2).

Luzin sets possess a number of specific features important from the point
of view of their applications in real analysis and topology. The following
statement was proved by Luzin.

Theorem 2. Suppose that X is a Luzin set on R. Then X does not
possess the Baire property in R (and, moreover, any uncountable subset of
X, being also a Luzin set, does not possess the Baire property). Further-
more, in the space X ∪Q equipped with the topology induced by the standard
topology of R, every first category set is at most countable and, conversely,
every at most countable subset of the space X ∪ Q is of first category in
X ∪Q.

Proof. Let X be an arbitrary Luzin set on R. Suppose, for a moment,
that X has the Baire property. Because X is uncountable and, for every
first category set Y ⊂ R, we have card(X ∩ Y ) ≤ ω, we infer that X is
not a first category subset of R. But then X contains some uncountable
Gδ-subset Z (let us stress in this place that Z is a Gδ-set in R). Let Y be
any subset of Z homeomorphic to the classical Cantor discontinuum. Then
Y is nowhere dense in R and Y ⊂ X . We also may write

card(X ∩ Y ) = card(Y ) = c ≥ ω1,
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which contradicts the definition of a Luzin set. The contradiction obtained
yields us that X does not have the Baire property.

The second part of this theorem follows from the fact that X ∪Q is a
Luzin set and, in addition, X ∪Q is everywhere dense in R. The proof of
Theorem 2 is thus completed.

The result established above shows us that if the Continuum Hypothesis
(CH) holds, then there exists a subspace X of R everywhere dense in R

and such that card(X) = c and K(X) = [X ]≤ω, where K(X) denotes, as
usual, the σ-ideal of all first category subsets of the space X and [X ]≤ω

denotes the family of all (at most) countable subsets of X .
The latter equality also implies that, for the sameX , we have the relation

Ba(X) = B(X), where Ba(X) denotes the class of all subsets of X with the
Baire property and B(X) denotes the Borel σ-algebra of X .

Taking this result into account, it is reasonable to introduce the following
definition.

A Hausdorff topological space E without isolated points is called a Luzin
space if the equality K(E) = [E]≤ω is valid.

Hence we see that, under CH, there exists an everywhere dense Luzin
set on the real line R, which can be regarded as an example of a topological
Luzin space E with card(E) = c.

In our further considerations, we need one simple auxiliary statement
concerning first category supports of σ-finite diffused Borel measures given
on separable metric spaces.

Recall that a measure µ defined on a σ-algebra of subsets of a ground
set E is diffused (continuous) if, for each e ∈ E, we have {e} ∈ dom(µ) and
µ({e}) = 0.

Lemma 1. Let E be an arbitrary separable metric space and let µ be
a σ-finite diffused Borel measure on E. Then there exists a subset Z of E
such that

(1) Z ∈ K(E) and Z is an Fσ-subset of E;
(2) µ(E \ Z) = 0.
In other words, Z is a first category support of µ.

Proof. Without loss of generality, we may assume that µ is a probability
measure, i.e., the equality µ(E) = 1 holds true. Denote by {en : n < ω}
a countable everywhere dense subset of the given space E. Fix a natural
number k. Since our µ is a diffused measure, we can find, for each point en,
an open neighborhood Vk(en) such that µ(Vk(en)) < 1/2k+n. Let us put

Vk = ∪{Vk(en) : n < ω}.
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Then Vk is an everywhere dense open subset of E and µ(Vk) ≤ 1/2k−1.
Now, putting Y = ∩{Vk : k < ω}, we obtain a Gδ-subset Y of E of
µ-measure zero. According to the definition of Y , the set Z = E \ Y is a
first category Fσ-subset of E such that µ(E \ Z) = µ(Y ) = 0. Thus, Z is
the required support of our measure µ, and the proof is finished (a slightly
more general result than Lemma 1 is formulated in Exercise 3).

The next statement, also essentially due to Luzin, highlights an inter-
esting connection between Luzin sets on R and topological measure theory.

Theorem 3. Let X be an arbitrary Luzin subset of R. The following
two assertions are valid:

(1) if µ is any σ-finite diffused Borel measure on R, then µ∗(X) = 0,
where µ∗ denotes the outer measure canonically associated with µ;

(2) if µ is any σ-finite diffused Borel measure on the topological space
X, then µ is identically equal to zero.

Proof. It is almost obvious that assertions (1) and (2) are equivalent.
Hence it is sufficient to prove only the second assertion.

Without loss of generality, we may assume that X is an everywhere
dense subset of R. Let µ be an arbitrary σ-finite diffused Borel measure
given on the topological space X . Because X is a separable metric space,
we may apply to X the preceding lemma on first category supports of σ-
finite diffused Borel measures. So, according to Lemma 1, there exists a
first category subset of X on which our µ is concentrated. But we know
that each first category subset of X is at most countable (see Theorem 2).
Since µ is diffused, we conclude that µ must be identically equal to zero,
and the theorem has thus been proved.

Theorems 2 and 3 show us that, on the one hand, from the topological
point of view Luzin sets are extremely pathological (because any uncount-
able subset of a Luzin set does not have the Baire property in R) but, on
the other hand, from the point of view of topological measure theory, Luzin
sets are very small (because they have measure zero with respect to the
completion of any σ-finite diffused Borel measure on R).

Let E be a topological space such that all one-element sets {e}, where
e ∈ E, are Borel in E. We shall say that E is a universal measure zero
space (or an absolute null space) if every σ-finite diffused Borel measure on
E is identically equal to zero.

It immediately follows from Theorem 3 that, under CH, there exist uni-
versal measure zero subspaces of R having the cardinality of the continuum
(namely, any Luzin subset of R is such a space). In particular, CH implies
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that c is not a real-valued measurable cardinal (for the definition of real-
valued measurable cardinals and their properties, see [18], [97], [202], [232],
[259], and [270]).

As mentioned above, any Luzin subset of R is universal measure zero.
But the existence of Luzin sets cannot be proved within ZFC theory. On the
other hand, it is known that the existence of uncountable universal measure
zero subsets of R can be established within ZFC (see, for instance, [84],
[149], [169], [184], [207], [283], and Chapter 23). One of the earliest examples
of an uncountable universal measure zero subset of R was constructed by
Luzin, who applied, in his construction, some specific methods of the theory
of analytic sets. In fact, the construction of Luzin yields a universal measure
zero set Y ⊂ R with card(Y ) = ω1. In particular, one may conclude that
it is impossible to establish within ZFC theory that Y is a Luzin set in
the sense of the definition presented in this chapter. In addition, let us
remark that Luzin’s result concerning the cardinality of universal measure
zero subsets of R is quite precise. Namely, as shown by Laver (cf. [157],
[184]), in a certain model of set theory each universal measure zero subspace
ofR has cardinality less than or equal to ω1, and the inequality ω1 < c holds
in the same model.

As we see, Luzin sets and universal measure zero sets on R may be
regarded as small subsets of R. There are also many other notions of small
subsets of R. One of such notions was introduced by Borel in 1919.

Let X be a subset of R. We say that X is small in the Borel sense (or
is a strong measure zero set) if, for any sequence {εn : n < ω} of strictly
positive real numbers, there exists a countable covering { ]an, bn[ : n < ω}
of X by open intervals, such that (∀n < ω)(bn − an < εn).

It immediately follows from this definition that the family of all subsets
of R small in the Borel sense forms a σ-ideal in the Boolean algebra of all
subsets of R.

It turns out that any Luzin set is small in the Borel sense and that any
subset of R small in the Borel sense is universal measure zero (see Exercises
8 and 9 for this chapter). So, assuming CH and taking into account the
result of Exercise 8, we come to the existence of uncountable subsets of R
small in the Borel sense.

The Borel Conjecture is the following set-theoretical statement:

Every set on R small in the Borel sense is at most countable.

Thus, under CH, the Borel Conjecture is false. However, Laver demon-
strated that there are some models of set theory in which this conjecture
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holds true (for more detailed information, see [157], [184] and the corre-
sponding references therein).

Exercises 10 and 11 present some additional information about Luzin
subsets of R.

Dual (in a certain sense) objects to Luzin sets are the so-called Sierpiński
sets, which were constructed by Sierpiński in 1924, also under the assump-
tion of the Continuum Hypothesis.

Let us introduce the notion of Sierpiński sets and consider some prop-
erties of these sets.

LetX be a subset ofR. We say thatX is a Sierpiński set ifX is uncount-
able and, for each Lebesgue measure zero subset Y of R, the intersection
X ∩ Y is at most countable.

Many facts concerning Sierpiński sets are similar to the corresponding
facts concerning Luzin sets. For example, we have

(a) the family of all Sierpiński sets generates the σ-ideal of subsets of R
invariant under the group of all those transformations of R which preserve
the σ-ideal of all Lebesgue measure zero subsets of R (in particular, this
family is invariant with respect to the group of all translations of R);

(b) the assumption

(Martin′s Axiom) & (2ω > ω1)

implies that there are no Sierpiński sets on R.
Analogously, we have the following theorem due to Sierpiński.

Theorem 4. Assume the Continuum Hypothesis (CH). Then there
exist Sierpiński subsets of R.

Proof. The argument is very similar to the proof of Theorem 1. The
only change is the replacement of the family {Xξ : ξ < ω1} of all first cat-
egory Borel subsets of R by the family {Yξ : ξ < ω1} of all λ-measure zero
Borel subsets of R (where λ denotes, as usual, the standard Lebesgue mea-
sure on R). Also, instead of the classical Baire theorem, here we should refer
to the trivial fact that λ is not identically equal to zero. The corresponding
details are left to the reader.

In connection with Theorem 4, we wish to notice that the existence of
Sierpiński subsets of R is possible in some situations when the Continuum
Hypothesis does not hold. More precisely, there are models of ZFC theory
in which the negation of CH is valid and there exist Sierpiński sets of
cardinality c (see, e.g., [146] and [147]). Evidently, in such models we also
have Lebesgue nonmeasurable subsets of R whose cardinality is equal to ω1

and ω1 < c.



“K29544” — 2017/8/24

216 chapter 13

Remark 2. There is a quite general result due to Sierpiński and Erdös,
which states that under certain additional set-theoretical hypotheses (in
particular, under CH or Martin’s Axiom), the σ-ideal of all first category
subsets of R is isomorphic to the σ-ideal of all Lebesgue measure zero sub-
sets of R. An isomorphism between these two classical σ-ideals is purely
set-theoretical and does not have nice descriptive properties. However, the
existence of such an isomorphism allows one to obtain automatically many
theorems for the Lebesgue measure (the Baire category) starting with the
corresponding theorems for the Baire category (the Lebesgue measure).
In particular, in this way one can easily deduce Theorem 4 from Theo-
rem 1 (and, conversely, Theorem 1 from Theorem 4). A detailed proof of
the Sierpiński–Erdös result mentioned above (the so-called Sierpiński–Erdös
Duality Principle) is given in the well-known textbooks [192] and [202] where
numerous applications of this principle are presented as well. Some general
version of the Duality Principle is formulated and proved in [43].

Let us point out another similarity between Luzin and Sierpiński sets.

Theorem 5. Every Sierpiński set is a first category subset of R. No
uncountable subset of a Sierpiński set is Lebesgue measurable.

Proof. Let X be a Sierpiński set. Let I(λ) denote, as usual, the σ-ideal
of all Lebesgue measure zero subsets of R. As we know, the σ-ideals K(R)
and I(λ) are orthogonal, i.e., there exists a partition {A,B} of R such that
A ∈ K(R) and B ∈ I(λ). So we have the inequality card(X ∩ B) ≤ ω and
the inclusion X ⊂ A ∪ (X ∩ B), from which we immediately obtain that
X ∈ K(R).

Let now Y be an arbitrary uncountable subset of X (so Y is a Sierpiński
set, too). BecauseX∩Y is uncountable, we observe that Y 6∈ I(λ). Suppose,
to the contrary, that Y is Lebesgue measurable. Then λ(Y ) > 0 and we can
find an uncountable set Z ⊂ Y of Lebesgue measure zero. But then the set
X ∩ Z is uncountable, so we get a contradiction with the definition of the
Sierpiński set X . The contradiction obtained finishes the proof of Theorem
5.

If we replace the Continuum Hypothesis by Martin’s Axiom (which is a
much weaker assertion than CH), then we can prove the existence of some
analogues of Luzin and Sierpiński sets.

Namely, if Martin’s Axiom (MA) holds, then there exists a set X ⊂ R

such that

(1) card(X) = c;

(2) for each set A ∈ K(R), we have card(A ∩X) < c.
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Any set X with the above two properties is usually called a generalized
Luzin subset of the real line R.

Similarly, if Martin’s Axiom (MA) holds, then there exists a set Y ⊂ R

such that
(1′) card(Y ) = c;
(2′) for each set B ∈ I(λ), we have card(B ∩ Y ) < c.
Any set Y with the above two properties is usually called a generalized

Sierpiński subset of the real line R.
Observe that, for the existence of generalized Luzin sets or generalized

Sierpiński sets, we do not need the full power of Martin’s Axiom. In fact, the
existence of generalized Luzin and Sierpiński sets is implied by some addi-
tional set-theoretical assumptions that are essentially weaker than Martin’s
Axiom. Exercise 19 for this chapter presents the corresponding result for
an abstract σ-ideal of subsets of a given uncountable ground set.

We wish to give here one application of a generalized Luzin set to the
construction of a function which is extremely bad from the point of view of
measure theory.

Let E be a set (in particular, a topological space) and let f be a func-
tion acting from E into the real line R. We shall say that f is absolutely
nonmeasurable if, for any nonzero σ-finite diffused measure µ on E, this f
is nonmeasurable with respect to µ.

Let us underline that, in this definition, the domain of µ is not a fixed
σ-algebra of subsets of E (actually, dom(µ) may be an arbitrary σ-algebra
of subsets of E, containing all singletons in E).

Theorem 6. Suppose that Martin’s Axiom (MA) is valid. Then there
exists an injective absolutely nonmeasurable function f : R → R.

Proof. We know that Martin’s Axiom implies the existence of a gener-
alized Luzin subset of R. Let X be such a subset. Because we have

card(X) = c = card(R),

there exists a bijection f : R → X . Obviously, we can consider f as an
injection acting from R into itself. Let us verify that f is the required func-
tion. Suppose, for a moment, that our f is not absolutely nonmeasurable.
Then there exists a nonzero σ-finite diffused measure µ on R such that f is
µ-measurable, i.e., for any Borel set B ⊂ R, the relation f−1(B) ∈ dom(µ)
is satisfied. So, for any Borel subset B′ of X , we have f−1(B′) ∈ dom(µ).
Clearly, without loss of generality, we may assume that µ is a probability
measure. Now, for each Borel subset B′ of X , we put ν(B′) = µ(f−1(B′)).
In this way we come to a Borel diffused probability measure ν on X , which
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is impossible since X is a universal measure zero space (see Exercise 21
of the present chapter). The contradiction obtained finishes the proof of
Theorem 6.

Remark 3. The preceding theorem was formulated and proved under
the assumption that Martin’s Axiom is valid. In this connection, it is rea-
sonable to mention that one cannot establish the existence of an absolutely
nonmeasurable function on R within ZFC set theory. Indeed, if the cardi-
nality of the continuum is real-valued measurable, then such functions do
not exist. At the same time, one can easily demonstrate in ZFC theory
that there is an absolutely nonmeasurable function f : ω1 → R. In order to
demonstrate this, it suffices to pick a universal measure zero subspace X of
R with card(X) = ω1 and then to take as f any bijection acting from ω1

onto X . Some additive version of Theorem 6 will be discussed in Chapter
14 in connection with invariant extensions of the standard Borel measure
on R.

In our further considerations, we shall meet many other applications
of Luzin sets and Sierpiński sets (respectively, of generalized Luzin sets
and generalized Sierpiński sets). But now we shall use once more Martin’s
Axiom for giving a construction of a generalized Sierpiński set with the
Baire property in the restricted sense.

Theorem 7. Suppose that Martin’s Axiom (MA) holds. Then there
exists a set X ⊂ R such that

(1) for every nonempty perfect set P ⊂ R, the intersection X ∩ P is a
first category set in P ;

(2) for each Lebesgue measurable set Y ⊂ R with λ(Y ) > 0, the inter-
section X ∩ Y is nonempty;

(3) X is a generalized Sierpiński subset of R.

Proof. Let α denote the smallest ordinal number whose cardinality is
equal to c. Actually, we may identify α with c (see Chapter 0).

Let {Zξ : ξ < α} denote the family of all Borel subsets of R having
strictly positive Lebesgue measure, i.e., {Zξ : ξ < α} = B(R)\I(λ), and let
{Tξ : ξ < α} denote the family of all Borel subsets of R having Lebesgue
measure zero, i.e., {Tξ : ξ < α} = B(R) ∩ I(λ). For each ordinal ξ < α,
we fix a partition {Z0

ξ , Z
1

ξ} of Zξ such that Z0

ξ is a Lebesgue measure zero

set and Z1

ξ is a first category set in Zξ. Notice that the existence of such
a partition follows directly from Lemma 1. Now, we define an injective
α-sequence {xξ : ξ < α} of real numbers.

Suppose that ξ < α and that the partial sequence {xζ : ζ < ξ} has
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already been determined. Let us consider the set

Dξ = (
⋃

ζ≤ξ

Z0

ζ ) ∪ {xζ : ζ < ξ} ∪ (
⋃

ζ≤ξ

Tζ).

Martin’s Axiom implies that the set Dξ is of Lebesgue measure zero. Hence
we have the relation Zξ \ Dξ 6= ∅. So we can choose a point xξ from the
above-mentioned nonempty difference of sets.

Proceeding in this manner, we are able to define the whole α-sequence
{xξ : ξ < α} of points of R. Afterwards, we put X = {xξ : ξ < α} and we
are going to show that the set X is as required.

Let P be any nonempty perfect subset of R. If its Lebesgue measure
is equal to zero, then, for some ordinal ξ < α, we may write P = Tξ.
Consequently, from the method of construction of the setX , we immediately
obtain the inequality card(P ∩X) < c. Applying Martin’s Axiom again, we
see that the intersection P ∩X is a first category set in P .

Suppose now that λ(P ) > 0. Then, for some ordinal ξ < α, we can
write P = Zξ. Therefore, P ∩ X ⊂ Z1

ξ ∪ {xζ : ζ < ξ}. Taking account of
the fact that the set P does not have isolated points, we obtain from the
last inclusion that P ∩X is a first category set in P . Hence condition (1) is
satisfied for our set X . Furthermore, since xξ ∈ Zξ for each ordinal ξ < α,
we conclude that condition (2) holds for the set X , too. The validity of
condition (3) follows directly from our construction. Theorem 7 has thus
been proved.

Remark 4. This theorem enables us to conclude that Martin’s Axiom
implies the existence of a generalized Sierpiński subset of R which is thick
(with respect to the Lebesgue measure λ) and simultaneously has the Baire
property in the restricted sense (cf. Exercise 12 from Chapter 0).

We want to finish this chapter with one interesting fact concerning uni-
versal measure zero sets and Lebesgue measure zero sets. The following
statement (due to Marczewski) yields a characterization of universal mea-
sure zero subsets of R in terms of Lebesgue measure zero sets.

Theorem 8. Let X be a subset of R. Then these two assertions are
equivalent:

(1) X is a universal measure zero space;
(2) each homeomorphic image of X lying in R has Lebesgue measure

zero.

Proof. Suppose first that X satisfies relation (1). Let Y be a subset of
R homeomorphic to X . Fix any homeomorphism f : X → Y . If λ∗(Y ) > 0,
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then obviously there exists a nonzero σ-finite diffused Borel measure µ on
Y . Putting

ν(Z) = µ(f(Z)) (Z ∈ B(X)),

we obtain a nonzero σ-finite diffused Borel measure ν on X . But this is
impossible because X is a universal measure zero space. Therefore, the
equality λ(Y ) = 0 must be valid. The implication (1) ⇒ (2) has thus been
proved.

Let nowX satisfy relation (2). We are going to demonstrate that relation
(1) holds for X , too. Of course, without loss of generality, we may assume
that our X is a subset of the unit segment [0, 1]. Suppose for a moment that
X is not a universal measure zero space. Then there exists a Borel diffused
probability measure µ on [0, 1] such that µ∗(X) > 0. We may also assume
that µ does not vanish on any nonempty open subinterval of [0, 1] (replacing,
if necessary, µ by (µ + λ)/2). Now, define a function f : [0, 1] → [0, 1] by
the formula

f(x) = µ([0, x]) (x ∈ [0, 1]).

Evidently, f is an increasing homeomorphism from [0, 1] onto itself. Let us
put

ν(Z) = µ(f−1(Z)) (Z ∈ B([0, 1])).

In this way we get a Borel probability measure ν on [0, 1] such that

ν∗(f(X)) = µ∗(X) > 0.

Furthermore, it turns out that ν coincides with the standard Borel measure
on [0, 1]. Indeed, for each interval [a, b] ⊂ [0, 1], we may write

f−1([a, b]) = {t ∈ [0, 1] : µ([0, t]) ∈ [a, b]} = [c, d],

where µ([0, c]) = a and µ([0, d]) = b. Then we have

ν([a, b]) = µ(f−1([a, b])) = µ([c, d]) = µ([0, d])− µ([0, c]) = b − a.

Consequently, the measures ν and λ are identical on the family of all subin-
tervals of [0, 1] and hence these two measures coincide on the whole Borel
σ-algebra of [0, 1]. Thus λ∗(f(X)) = ν∗(f(X)) > 0, which contradicts rela-
tion (2). The contradiction obtained establishes the implication (2) ⇒ (1)
and completes the proof of Theorem 8.

EXERCISES

1. By assuming the Continuum Hypothesis (CH) and applying the
method of transfinite induction, show that there exists a Luzin subset X of
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R such that, for each set Y ⊂ R possessing the Baire property, the following
two relations are equivalent:

(a) card(Y ∩X) ≤ ω;
(b) Y is a first category subset of R.
Also, check whether the assumption that all Y possess the Baire property

is essential for the validity of (a) ⇔ (b).

2. Let X be a Luzin set on R with card(X) = c and let κ be a cardinal
number satisfying the inequalities ω1 ≤ κ < c.

Demonstrate that no subset Y of X with card(Y ) = κ possesses the
Baire property in R.

3. Let E be a topological space satisfying the following two conditions:
(a) there exists a countable subset D of E everywhere dense in E;
(b) each one-element set {e}, where e ∈ D, is a Gδ-subset of E.
Let µ be a σ-finite Borel measure on E such that (∀e ∈ D)(µ({e}) = 0).
Prove that there exists a first category Fσ-subset Z of E for which the

equality µ(E \ Z) = 0 holds true.

4. Verify that
(a) any subspace of a universal measure zero space is also a universal

measure zero space;
(b) the class of all universal measure zero spaces is closed under finite

Cartesian products, but is not closed under countable Cartesian products;
(c) if I is a set of indices whose cardinality is not real-valued measurable,

and {Ei : i ∈ I} is a family of universal measure zero spaces, then the
topological sum of {Ei : i ∈ I} is a universal measure zero space, too.

5. Assume that E is a topological space such that all singletons in E
are Borel subsets of E.

Prove that the following two assertions are equivalent:
(a) E is a universal measure zero space;
(b) for any topological space E′ satisfying the same assumption and

containing E as a subspace, and for any σ-finite diffused Borel measure µ
on E′, the equality µ∗(E) = 0 holds true, where µ∗ denotes, as usual, the
outer measure associated with µ.

Deduce from this result that if {En : n ∈ ω} is a countable family
of universal measure zero subspaces of a topological space E′, then the
space ∪{En : n ∈ ω} is universal measure zero, too. In other words, if
a topological space E′ is not universal measure zero, then the family of
all universal measure zero subspaces of E′ forms a σ-ideal in the Boolean
algebra of all subsets of E′.
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6. Let E1 and E2 be two topological spaces satisfying the assumption
of Exercise 5, and let f : E1 → E2 be an injective Borel mapping.

Check that if the space E2 is universal measure zero, then the space E1

is universal measure zero, too.
Show also that the condition of injectivity of f is essential here. More-

over, show that a bijective continuous image of a universal measure zero
space is not, in general, universal measure zero.

7. Verify that any universal measure zero subspace X of R is a Mar-
czewski subset of R (see Chapter 10 of this book), i.e., for each nonempty
perfect set P ⊂ R, there exists a nonempty perfect set P ′ ⊂ R such that
P ′ ⊂ P and P ′ ∩X = ∅.

8. Demonstrate that any Luzin subset of R is small in the Borel sense.

9. Let [a, b] be an arbitrary compact subinterval of R and let µ be a
finite diffused Borel measure on [a, b].

Show that, for each real ε > 0, there exists a real δ > 0 such that, for
any subinterval [t′, t′′] of [a, b] with t′′ − t′ < δ, one has µ([t′, t′′]) < ε.

Deduce from this fact that every subset of R small in the Borel sense
is universal measure zero (notice that the converse assertion is not true; in
this connection, see Exercise 25 below).

10. Let X be a Luzin subset of the real line R and let µ be an arbitrary
σ-finite diffused Borel measure on R. Suppose also that f : X → R is a
mapping which has the Baire property.

Prove that µ∗(f(X)) = 0, where µ∗ denotes, as usual, the outer measure
associated with µ. Hence, f(X) is a universal measure zero subset of R.

11. Suppose that the Continuum Hypothesis holds, and let X be an
uncountable everywhere dense subspace of R such that Ba(X) = B(X).

Check that X is a Luzin subset of R.

12. Give a detailed proof of Theorem 4.

13. Let T = Td denote the density topology on R.
Show that a set Z ⊂ R is a Sierpiński set in R if and only if Z is a

Luzin set in the space (R, T ) (the latter means that Z is uncountable and,
for every first category set Y in (R, T ), the intersection Z ∩ Y is at most
countable).

14. Let X be a Sierpiński subset of R considered as a topological space
with the induced topology.

Prove that any Borel subset of X is simultaneously an Fσ-set and a
Gδ-set in X (in particular, each countable subset of X is a Gδ-set in X).
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15. Let X be a Sierpiński subset of R.
Demonstrate that, for any nonempty perfect set P ⊂ R, the set X ∩ P

is of first category in P (this result strengthens the corresponding part of
Theorem 5).

16. Let X be a Sierpiński subset of R. Equip X with the topology
induced by the density topology of R.

Check that the topological space X is nonseparable and hereditarily
Lindelöf (the latter means that each subspace of X is Lindelöf, i.e., any
open covering of a subspace contains a countable subcovering).

17∗. Assume that CH holds and let X be a Sierpiński set on R. Equip
X with the topology induced by the Euclidean topology of R.

Prove that A(X) = B(X), where A(X) denotes the class of all analytic
subsets of X and B(X) denotes the class of all Borel subsets of X .

18∗. Let J1 and J2 be two orthogonal σ-ideals of subsets of R, each of
which is invariant with respect to the group of all translations of R. Let A1

and A2 be two subsets of R satisfying the relations A1 6∈ J1 and A2 6∈ J2.
Demonstrate that
(i) there exists a set B1 ∈ J1 for which one has

B1 −A2 = ∪{B1 − a : a ∈ A2} = R;

(ii) there exists a set B2 ∈ J2 for which one has

B2 −A1 = ∪{B2 − a : a ∈ A1} = R.

Further, put
J1 = the σ-ideal of all first category subsets of R;
J2 = the σ-ideal of all Lebesgue measure zero subsets of R.
Deduce from relations (i) and (ii) that if X is a Luzin set on R and Y

is a Sierpiński set on R, then the equalities card(X) = card(Y ) = ω1 are
fulfilled, and conclude that the simultaneous existence in R of Luzin and
Sierpiński sets immediately implies that the cardinality of these sets is as
minimal as possible (i.e., is equal to the least uncountable cardinal).

Remark 5. The above result was first obtained by Rothberger (see
[220]).

19. Let E be a set with card(E) ≥ ω1 and let J be a σ-ideal of subsets
of E, containing in itself all one-element subsets of E. Denote

cov(J ) = the smallest cardinality of a covering of E by sets belonging
to J ;



“K29544” — 2017/8/24

224 chapter 13

cof(J ) = the smallest cardinality of a base of J .
Prove that if the equalities cov(J ) = cof(J ) = card(E) are fulfilled,

then there exists a subset D of E such that card(D) = card(E) and, for any
set Z ∈ J , one has card(Z ∩D) < card(E).

In particular, if a ground set E coincides with the real line R and J
is the σ-ideal of all first category subsets of R (respectively, the σ-ideal of
all Lebesgue measure zero subsets of R), then one obtains, under Martin’s
Axiom, the existence of a generalized Luzin subset of R (respectively, the
existence of a generalized Sierpiński subset of R).

20∗. Assume that the Continuum Hypothesis (CH) holds.
Demonstrate that there exists a set X ⊂ R satisfying the following two

conditions:
(a) X is a vector space over the field Q;
(b) X is an everywhere dense Luzin subset of R.
Show also that there exists a set Y ⊂ R satisfying the following two

conditions:
(a′) Y is a vector space over the field Q;
(b′) Y is an everywhere dense Sierpiński subset of R.
Moreover, by assuming Martin’s Axiom, formulate and prove analogous

results for generalized Luzin sets and for generalized Sierpiński sets.
In addition, infer from these results, by assuming Martin’s Axiom again,

that there exist an isomorphism f of the additive group (R,+) onto itself
and a generalized Luzin set Z inR such that f(Z) is a generalized Sierpiński
set in R.

21∗. Suppose that Martin’s Axiom (MA) holds.
Prove that any generalized Luzin subset of R is universal measure zero.
In addition, by using a generalized Luzin set onR, show that there exists

a σ-algebra S of subsets of R, such that
(a) for each point x ∈ R, we have {x} ∈ S;
(b) S is a countably generated σ-algebra, i.e., there exists a countable

subfamily of S, which generates S;
(c) there is no nonzero σ-finite diffused measure whose domain coincides

with S.
Conclude that Martin’s Axiom implies that the cardinal c is not real-

valued measurable (i.e., there exists no nonzero σ-finite diffused measure
defined on the family of all subsets of R).

Remark 6. A result similar to the one presented in Exercise 21 can
be proved within ZFC theory if we replace R by a certain uncountable
subspace E of R. Namely, it suffices to take as E a universal measure zero
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subset of R with cardinality equal to ω1. In particular, we immediately
obtain from this result that ω1 is not real-valued measurable (cf. [270]).

22. Assume Martin’s Axiom (MA).
By applying a generalized Luzin set, prove that there exist two σ-

algebras S1 and S2 of subsets of R, satisfying the following five conditions:
(a) B(R) ⊂ S1 ∩ S2;
(b) both S1 and S2 are countably generated σ-algebras;
(c) there exists a measure µ1 on S1 extending the standard Borel measure

on R;
(d) there exists a measure µ2 on S2 extending the standard Borel mea-

sure on R;
(e) there is no nonzero σ-finite diffused measure defined on the σ-algebra

of sets, generated by S1 ∪ S2.

Remark 7. The result of Exercise 22 will be significantly strengthened
in Chapter 14.

23∗. Check that if A is an arbitrary first category subset of R, then the
equality (R \A) + (R \A) = R holds true.

By starting with this fact, assuming the Continuum Hypothesis and
using the method of transfinite recursion, construct a Luzin set X in R

such that X +X = R.
Formulate and prove the analogous result (under Martin’s Axiom) for a

generalized Luzin set.

24. Let Z be a subset of the Euclidean plane R2.
This Z is called strong measure zero if, for any sequence {εn : n ∈ ω} of

strictly positive reals, there exists a countable covering {Vn : n ∈ ω} of Z
by squares, such that (∀n ∈ ω)(diam(Vn) < εn).

Let l be a straight line in R2 not parallel to the line R× {0}. Consider
the projection pr

(R,l) : R
2 → R of R2 onto R, canonically associated with

the direction l. According to the definition of pr
(R,l), for each point (x, y)

of R2, one has pr
(R,l)(x, y) = (x′, 0), where the vector (x− x′, y) is parallel

to the line l.
Show that if Z is a strong measure zero subset of R2, then pr

(R,l)(Z) is
a strong measure zero subset of R.

In addition, introduce the notion of a Luzin subset (respectively, of a
generalized Luzin subset) of the plane R2 and prove that, under the Con-
tinuum Hypothesis (respectively, under Martin’s Axiom), there exist Luzin
subsets (respectively, generalized Luzin subsets) of R2.

Finally, verify that any Luzin set in R2 is strong measure zero (and
hence universal measure zero).
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25∗. Let X be the Luzin set of Exercise 23 and let φ : R2 → R be the
mapping defined by

φ((x, y)) = x+ y ((x, y) ∈ R2).

Observe that φ coincides with the projection pr
(R,l) of R

2 onto R, where

l = {(x, y) ∈ R2 : x+ y = 1}.
Check also that φ(X × X) = R and infer from this circumstance that

X ×X is not a strong measure zero subset of R2 (cf. the result of Exercise
24). Conclude from the above-mentioned fact that the Cartesian product
of two strong measure zero subsets of R is not, in general, a strong measure
zero subset of R2.

Compare the above result with the fact that the class of all universal
measure zero spaces is closed under finite Cartesian products (see Exercise
4 of the present chapter).

Remark 8. The results given in Exercises 23, 24, and 25 are essentially
due to Sierpiński (cf. [241]).

26. Let X be an uncountable topological space such that all one-element
subsets of X are Borel in X .

This X is called a Sierpiński space if X contains no universal measure
zero subspace with cardinality equal to card(X).

Demonstrate that
(a) any generalized Sierpiński subset of R is a Sierpiński space;
(b) if X is a Sierpiński space of cardinality ω1, then A(X) = B(X),

where A(X) denotes the class of all analytic subsets of X (i.e., the class
of all those sets which can be obtained by applying the (A)-operation to
various (A)-systems consisting of Borel subsets of X) and B(X) denotes, as
usual, the class of all Borel subsets of X ;

(c) if X1 and X2 are two Sierpiński spaces and X is their topological
sum, then X is a Sierpiński space, too;

(d) if X is any Sierpiński space, Y is any topological space such that
card(Y ) = card(X), all one-element subsets of Y are Borel in Y , and there
exists a Borel surjection from X onto Y , then Y is a Sierpiński space,
too; consequently, if X is a Sierpiński subset of R and f : X → R is a
Borel mapping such that card(f(X)) = card(X), then f(X) is a Sierpiński
subspace of R.

27. By assuming Martin’s Axiom and applying the method of transfinite
recursion, construct a generalized Sierpiński subset X of R satisfying the
equality X +X = R.
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Infer from this equality that there exists a continuous surjection from
the product space X ×X onto R.

Further, by starting with this property of X and keeping in mind asser-
tion (d) of Exercise 26, conclude that the topological product X ×X is not
a Sierpiński space.

So, the topological product of two Sierpiński spaces is not, in general, a
Sierpiński space.

28. Let H be a Hilbert space (over the field R) whose Hilbert dimension
is equal to c (in particular, the cardinality of H equals c, too).

Assuming that c is not a real-valued measurable cardinal, demonstrate
that there exists a subset X of H satisfying the following three conditions:

(a) card(X) = c;

(b) X is everywhere dense in H (in particular, X is nonseparable);
(c) X is a universal measure zero subspace of H .
Suppose now that c is not cofinal with ω1, i.e., c cannot be represented

in the form c =
∑

ξ<ω1
κξ, where all cardinal numbers κξ (ξ < ω1) are

strictly less than c.
By starting with the fact that there exists an ω1-sequence of nowhere

dense subsets of H which cover H , show that there is no generalized Luzin
subset of H ; in other words, show that there is no subset Y of H satisfying
these two relations:

(d) card(Y ) = c;

(e) for each first category set Z ⊂ H , the inequality card(Z ∩ Y ) < c is
fulfilled.

29∗. Consider the Hilbert cube [0, 1]ω. A deep theorem due to Hurewicz
states that this cube cannot be covered by countably many zero-dimensional
subspaces (see, for instance, [149]). Also, it is well known that

(a) any zero-dimensional subset of [0, 1]ω can be included in some zero-
dimensional Gδ-subspace of [0, 1]ω;

(b) any finite-dimensional subset of [0, 1]ω is contained in a finite union
of zero-dimensional subspaces of [0, 1]ω.

For more details, see again [149] (notice that (a) is a direct consequence
of the Lavrentieff theorem on extensions of homeomorphisms).

Starting with these facts and assuming the Continuum Hypothesis, con-
struct an uncountable Luzin type set X ⊂ [0, 1]ω for the σ-ideal generated
by the family of all zero-dimensional Gδ-sets in [0, 1]ω.

Check that no uncountable subspace of X is finite-dimensional.
Now, fix a Peano type mapping φ : C → [0, 1]ω, where C denotes the

classical Cantor discontinuum on the segment [0, 1], and define two functions
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f1 : [0, 1]ω → C and f2 : [0, 1]ω → C by the formulas

f1(x) = min(φ−1(x)), f2(x) = max(φ−1(x)) (x ∈ [0, 1]ω).

Both these functions are semicontinuous (see Exercise 4 from Chapter 3).
Show that, for any uncountable set Y ⊂ X , the restrictions f1|Y and

f2|Y are not continuous; deduce from this circumstance that f1|Y and f2|Y
are not countably continuous.

30∗. Assume Martin’s Axiom (MA).
Starting with the existence of a generalized Luzin set in R and using

the topological invariance of the Baire property in the restricted sense (see
Chapter 0), demonstrate that there exist a function f acting from R into
[0, 1] and a set X ⊂ R having the following properties:

(a) f is upper semicontinuous;
(b) card(X) = c;
(c) for any set Y ⊂ X with card(Y ) = c, the restriction f |Y is not

continuous.
Infer from these three properties that if f = ∪{fi : i ∈ I}, where

card(I) < c, then at least one partial function fi is not continuous (in
particular, f is not countably continuous).

Remark 9. The result of Exercise 30 is essentially due to Sierpiński
(see [243]).

31∗. Assuming CH, establish that there exists a family {Xi : i ∈ I} of
Luzin sets in R such that

(a) card(I) > c;
(b) for any two distinct indices i ∈ I and j ∈ I, there is no Borel

isomorphism of Xi onto a subset of Xj .
Formulate and prove the analogous result for Sierpiński sets in R.

Remark 10. Additional information about Luzin sets and Sierpiński
sets (also, about other small subsets of the real line) can be found in [43],
[84], [145], [149], [184], [192], [202], [207], and [283].
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Absolutely nonmeasurable additive functions

It was shown in Chapter 13 that, assuming Martin’s Axiom (MA), there
exists an injective absolutely nonmeasurable function f : R → R. In other
words, it was demonstrated therein that some functions f acting from R

into R are extremely bad from the measure-theoretical point of view, i.e.,
those f are nonmeasurable with respect to any nonzero σ-finite diffused
measure defined on a σ-algebra of subsets of R. In the same chapter it was
also pointed out that the existence of absolutely nonmeasurable functions
acting fromR intoR cannot be proved within ZFC set theory, so necessarily
needs additional set-theoretical axioms.

Here we wish to develop this topic and to establish some interesting
connections between absolutely nonmeasurable functions and the measure
extension problem (the latter was raised by Banach many years ago).

First, it is natural to ask whether there exist (under MA) absolutely
nonmeasurable functions f : R → R having important additional (e.g.,
algebraic or topological) properties. For instance, one can ask whether
there exists an absolutely nonmeasurable homomorphism of the additive
group (R,+) into itself.

In fact, Exercise 20 from Chapter 13 gives a positive answer to this
question (assuming Martin’s Axiom). More precisely, if we suppose that
there exists a generalized Luzin subsetX ofR being simultaneously a vector
space over the field Q of all rational numbers, then the required absolutely
nonmeasurable homomorphism from R into R can be constructed without
any difficulty. Namely, let us treat R as a vector space over Q. Because we
have card(R) = card(X) = c, the vector spaces R and X are isomorphic,
so we may take any isomorphism h : R → X between these two spaces.
Then we may consider h as an injective homomorphism from R into R. A
simple argument presented in the same chapter (see the proof of Theorem
6 therein) yields that h is an absolutely nonmeasurable function.

Remark 1. We thus conclude that the existence of absolutely non-
measurable solutions of Cauchy’s functional equation can be proved under

229
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Martin’s Axiom. In this context, it is reasonable to recall that any nontriv-
ial solution of Cauchy’s functional equation is necessarily nonmeasurable
with respect to the classical Lebesgue measure λ on R (see Theorem 4 from
Chapter 11).

In the present chapter, our main goal is to obtain a certain generaliza-
tion of the result of Pelc and Prikry [205] concerning the above-mentioned
measure extension problem (cf. Exercise 22 from Chapter 13). The exis-
tence of absolutely nonmeasurable additive functions acting from R into R

will be a starting point for our further considerations. Some other questions
closely connected with measurability properties of additive functions will be
discussed, too.

First, we would like to recall several notions and facts.
Let E be a nonempty set and let µ be a measure defined on a σ-algebra

of subsets of E. We recall that µ is diffused (or continuous) if all singletons
in E are of µ-measure zero.

Let us emphasize that the measures considered below in this chapter are
always assumed to be diffused.

Let M be a class of measures given on various σ-algebras of subsets of
E and let f : E → R be a function. We shall say that f is absolutely
nonmeasurable with respect to M if there exists no measure µ ∈ M such
that f is measurable with respect to µ.

We shall say that f is absolutely nonmeasurable if f is absolutely non-
measurable with respect to the class of all nonzero σ-finite diffused measures
on E.

Remark 2. In the definition above, the real line R can be replaced
by any uncountable Polish topological space (or, more generally, by any
uncountable Borel subset of a Polish space). Indeed, since an arbitrary
uncountable Borel subset B of a Polish space is Borel isomorphic to R (see,
e.g., [105], [149]), we have a one-to-one correspondence between all functions
f : E → R that are absolutely nonmeasurable with respect to a class M,
and all functions g : E → B that are absolutely nonmeasurable with respect
to the same M.

Example 1. Let E = R. Take as M the class of all those measures
on R which extend λ and are invariant under the group of all translations
of R. Let X be a Vitali set in R and denote by f = fX its characteristic
function. In view of the Vitali theorem (see also Exercise 4 from Chapter
10), we can assert that f is absolutely nonmeasurable with respect to M.

Example 2. Let E be an uncountable Polish topological space and let
M denote the class of the completions of all nonzero σ-finite diffused Borel
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measures on E. As we know, there exists a Bernstein subset X of E (see
Chapter 10). Let f = fX be the characteristic function of X . Then we can
assert that f is absolutely nonmeasurable with respect to M (cf. Exercise
9 from Chapter 10).

Let λ0 stand for the restriction of λ to the Borel σ-algebra B(R) (in
other words, λ0 is the standard Borel measure on R).

Pelc and Prikry proved in their work [205] the following statement.

If the Continuum Hypothesis holds, then there exist two σ-algebras S1

and S2 of subsets of R such that

(1) the Borel σ-algebra of R is contained in S1 ∩ S2;
(2) both σ-algebras S1 and S2 are countably generated;

(3) both σ-algebras S1 and S2 are invariant under the group Γ of all
isometric transformations of R;

(4) there exists a Γ-invariant measure µ1 on S1 extending λ0;

(5) there exists a Γ-invariant measure µ2 on S2 extending λ0;
(6) there is no nonzero σ-finite diffused measure defined on the σ-algebra

generated by S1 ∪ S2.

The proof of this statement given in [205] essentially utilizes the methods
developed in [83] and [100]. Also, in [205] the question is posed whether the
statement remains valid assuming Martin’s Axiom (MA) instead of the
Continuum Hypothesis (CH).

By applying the method of Kodaira and Kakutani [138] and by us-
ing absolutely nonmeasurable homomorphisms from (R,+) into the one-
dimensional unit torus, it will be demonstrated below that the question of
Pelc and Prikry is solvable positively (Theorem 2 of this chapter). Also, the
reader will be able to see that our approach essentially differs from the one
presented in [205] and leads to a much stronger result in terms of absolutely
nonmeasurable additive functions.

Let T be the one-dimensional unit torus in the plane R2 = R × R.
Actually, this torus is defined by T = {(x, y) ∈ R2 : x2 + y2 = 1} and
therefore coincides with the unit circle in R2.

We will consider T as a commutative compact topological group with
respect to the natural group operation and topology (the latter is induced
by the standard Euclidean topology on R2). The group operation in T will
be denoted by + and, accordingly, the neutral element in T will be denoted
by 0. The pair (T,+) is often called the circle group. Observe also that
(T,+) may be identified with (S1, ·), where S1 = T and · is the restriction
to S1 of the standard multiplication operation for complex numbers.



“K29544” — 2017/8/24

232 chapter 14

Being a compact topological group, (T,+) is equipped with the Haar
probability measure which will be denoted by ν. In fact, the completion of
ν coincides with the standard Lebesgue measure on T taken with coefficient
1/(2π). Further, the group (T,+) is divisible, i.e., for each t ∈ T and for
any natural number n > 0, there exists z ∈ T such that

t = nz = z + z + ...+ z,

where in the sum of the right-hand side of this relation z is taken n times.

Some nontrivial subgroups of (T,+) are divisible, too. In particular,
consider the subgroup G of T consisting of all those elements from T which
have finite order; in other words, put

G = {t ∈ T : (∃n < ω)(n 6= 0 & nt = 0)}.

It can easily be verified that G is infinite, countable, and divisible.

By virtue of Exercise 3 of this chapter, the group (T,+) is representable
in the form

T = G+H (G ∩H = {0}),

where G is again the countable group of all those elements in T which have
finite order, and H is a complemented subgroup of T.

It can readily be checked that the following three relations are satisfied:

(a) H is a vector space (over Q) isomorphic to R;

(b) H is a ν-thick subset of T, i.e., ν∗(H) = 1;

(c) H is a second category subset of T; moreover, H is thick in the sense
of category (i.e., H intersects each second category subset of T possessing
the Baire property).

Taking the above-mentioned facts into account, we come to the following
auxiliary proposition.

Lemma 1. Under Martin’s Axiom (MA), there exists a set L in T

such that

(1) L ⊂ H;

(2) L is a generalized Luzin subset of T;

(3) L is a vector space over Q.

Proof. Indeed, by using the standard argument (see the proof of The-
orem 1 and Exercise 20 from Chapter 13), a generalized Luzin set L ⊂ T

can be constructed in such a manner that all points of L would be in H and
L would be a vector space over Q. We omit the details of this construction
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(which are not difficult). Let us only notice that, because H is a thick sub-
space of T in the sense of category, L is a generalized Luzin subset of H .

The next auxiliary statement plays the key role for our further consid-
erations.

Lemma 2. Assuming Martin’s Axiom (MA), there exist two functions
φ : R → H and ψ : R → H which satisfy the following four conditions:

(1) φ and ψ are homomorphisms of vector spaces (over Q);
(2) the graph of φ is (λ⊗ ν)-thick in the product space R×T;
(3) the graph of ψ is (λ⊗ ν)-thick in the product space R×T;
(4) φ+ψ is an isomorphism between R and L, where L is the generalized

Luzin set of Lemma 1.

Proof. Let α denote the least ordinal number of cardinality c and let
{Zξ : ξ < α} be the family of all Borel subsets of R × T with strictly
positive (λ⊗ ν)-measure. Moreover, fix some partition {Ξ1,Ξ2,Ξ3} of [0, α[
into three sets, each of cardinality c, and assume that every Borel subset
of R×T whose (λ⊗ ν)-measure is strictly positive belongs to both partial
families {Zξ : ξ ∈ Ξ1} and {Zξ : ξ ∈ Ξ2}. Let L be as in Lemma 1.
Pick a Hamel basis {lξ : ξ < α} of L. By using the method of transfinite
recursion, it is not hard to construct three α-sequences

{xξ : ξ < α}, {yξ : ξ < α}, {y′ξ : ξ < α},

which satisfy these four relations:
(a) {xξ : ξ < α} is a Hamel basis of R;
(b) (xξ, yξ) ∈ Zξ for any ordinal number ξ ∈ Ξ1;
(c) (xξ, y

′
ξ) ∈ Zξ for any ordinal number ξ ∈ Ξ2;

(d) {yξ, y′ξ} ⊂ H and yξ + y′ξ = lξ for each ordinal ξ < α.
Now, we define

φ(xξ) = yξ, ψ(xξ) = y′ξ (ξ < α).

In view of the linear independence of {xξ : ξ < α}, both φ and ψ can
uniquely be extended to homomorphisms φ : R → H and ψ : R → H ,
which also determine the homomorphism φ+ψ : R → H . Since the relation
(φ + ψ)(xξ) = lξ holds for all ξ < α and {lξ : ξ < α} is a Hamel basis of
L, we infer that φ + ψ is an isomorphism between R and L. Finally, by
virtue of relations (b) and (c), it is clear that the graphs of φ and ψ are
(λ⊗ ν)-thick in the product space R×T. This obviously finishes the proof
of Lemma 2.
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Let f : R → T be an arbitrary group homomorphism whose graph is
(λ ⊗ ν)-thick in R × T. Then f can be made measurable with respect to
an appropriate invariant extension of λ0 (see, for instance, the well-known
article by Kodaira and Kakutani [138]). Indeed, for each set Z belonging
to dom(λ0 ⊗ ν), denote Z ′ = {x ∈ R : (x, f(x)) ∈ Z} and consider the
family of sets S ′ = {Z ′ : Z ∈ dom(λ0 ⊗ ν)}. It is not difficult to verify that
S ′ is a σ-algebra of subsets of R, containing dom(λ0) and invariant under
the group Γ of all isometric transformations of R. Also, we can define a
functional µ on S ′ by putting

µ(Z ′) = (λ0 ⊗ ν)(Z) (Z ′ ∈ S′).

It turns out that µ is a measure on S ′ extending λ0 and invariant under Γ
(cf. [118], [125], [138]). An easy verification of this fact is left to the reader.
Besides, the definition of µ directly implies that the original homomorphism
f becomes measurable with respect to µ.

Theorem 1. Assuming Martin’s Axiom (MA), there exist two group
homomorphisms f1 : R → T and f2 : R → T and two measures µ1 and µ2

on R, such that
(1) µ1 extends λ0 and is invariant under Γ;
(2) µ2 extends λ0 and is invariant under Γ;
(3) f1 is measurable with respect to µ1;
(4) f2 is measurable with respect to µ2;
(5) the homomorphism f1 + f2 is absolutely nonmeasurable.

Proof. It suffices to put f1 = φ and f2 = ψ, where φ and ψ are as in
Lemma 2. Because the graphs of φ and ψ are (λ⊗ν)-thick subsets of R×T,
they determine the corresponding Γ-invariant extensions µ1 and µ2 of the
Borel measure λ0. At the same time, the group homomorphism f1 + f2 is
injective and its range is a generalized Luzin subset of T. This yields at
once that f1 + f2 is an absolutely nonmeasurable function (cf. Theorem 6
from Chapter 13), and so completes the proof of the statement.

Theorem 2. Assume again Martin’s Axiom. Then there exist two σ-
algebras S1 and S2 of subsets of R such that

(1) the Borel σ-algebra of R is contained in S1 ∩ S2;
(2) both σ-algebras S1 and S2 are countably generated;
(3) both σ-algebras S1 and S2 are invariant under the group Γ of all

motions of R;
(4) there exists a Γ-invariant measure µ1 on S1 extending λ0;
(5) there exists a Γ-invariant measure µ2 on S2 extending λ0;
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(6) there is no nonzero σ-finite diffused measure on the σ-algebra gen-
erated by S1 ∪ S2.

Proof. Let B(R) denote, as usual, the Borel σ-algebra of R and let
B(R×T) denote the Borel σ-algebra of R×T. Take the homomorphisms
f1 and f2 of Theorem 1 and define

S1 = {{x : (x, f1(x)) ∈ B} : B ∈ B(R×T)};

S2 = {{x : (x, f2(x)) ∈ B} : B ∈ B(R×T)}.

A simple argument shows that these σ-algebras are the required ones.
Indeed, relations (1)–(5) are verified directly in view of Theorem 1. It

remains to check the validity of relation (6).
Suppose, to the contrary, that there exists a nonzero σ-finite diffused

measure µ on the σ-algebra S generated by the family S1∪S2 (observe that
S is also countably generated and invariant under the group of all motions of
R). Because the homomorphism f1 is measurable with respect to S1 and the
homomorphism f2 is measurable with respect to S2, we deduce that both f1
and f2 are measurable with respect to S (or, equivalently, with respect to µ).
Consequently, the homomorphism f1 + f2 must be measurable with respect
to µ, too, which contradicts the absolute nonmeasurability of f1 + f2 (see
relation (5) of Theorem 1). The contradiction obtained finishes the proof.

Remark 3. One generalization of Theorem 2 for certain measure type
functionals was established in [124].

Remark 4. Under Martin’s Axiom, Theorems 1 and 2 can be general-
ized to the case of the n-dimensional Euclidean space Rn (n ≥ 1) equipped
with the group Γn which is generated by the family of all central symmetries
of Rn (in particular, Γn contains the group of all translations of Rn).

Remark 5. Actually, we do not need the full power of Martin’s Axiom
for obtaining Theorems 1 and 2. It suffices to utilize the corresponding
properties of generalized Luzin sets, which are implied by this axiom.

The following example seems to be relevant in the context of considera-
tions presented in this chapter.

Example 3. Let µ be a nonzero σ-finite measure on the real line R

and let f : R → R be a function such that, for some nonzero σ-finite Borel
measure ν on ran(f), the graph of f is (µ ⊗ ν)-thick in the product set
R× ran(f). Then f is measurable with respect to an appropriate extension
µ′ of µ (hence, f is not absolutely nonmeasurable). Indeed, we may suppose
without loss of generality that ν is a Borel probability measure on ran(f)
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and we may apply once again the method of Kodaira and Kakutani [138].
For each set Z ∈ dom(µ⊗ ν), let us denote Z ′ = {x ∈ R : (x, f(x)) ∈ Z}.
Furthermore, introduce the family of sets S ′ = {Z ′ : Z ∈ dom(µ ⊗ ν)}.
Again, it can easily be seen that S ′ is a σ-algebra of subsets ofR. In addition,
if X ∈ dom(µ), then we trivially have

X × ran(f) ∈ dom(µ⊗ ν), X = {x ∈ R : (x, f(x)) ∈ X × ran(f)},

whence it follows that X ∈ S′. Consequently, we get dom(µ) ⊂ S ′. Now, for
any set Z ∈ dom(µ⊗ ν), let us put µ′(Z ′) = (µ⊗ ν)(Z). A straightforward
verification shows that the functional µ′ is well-defined (by virtue of the
thickness of the graph of our function f) and that µ′ is a measure on S ′

extending the initial measure µ. The definition of µ′ also implies that f
turns out to be measurable with respect to µ′.

In particular, the previous argument shows that if the graph of a func-
tion f : R → R is (λ ⊗ λ)-thick in the plane R2 (for examples of such
functions, see, e.g., [78] or Theorem 5 from Chapter 10), then f can be
made measurable with respect to an appropriate extension of λ.

In this context, the following question naturally arises.
Let µ be a measure on R extending λ and such that there exists a

function acting from R into R, whose graph is (µ ⊗ λ)-thick in the plane
R2. Does there exist a group homomorphism from R into R whose graph
is also (µ⊗ λ)-thick in R2?

We do not know an answer to this question.

EXERCISES

1. Put E = R and let M be the class of all those measures on R which
extend λ and are quasi-invariant under the group of all motions of R.

Show that there exists a Vitali set Y in R whose characteristic function
fY is not absolutely nonmeasurable with respect to M.

2∗. Let (U,+) be an arbitrary commutative group and let (V,+) be a
divisible commutative group. Suppose that some partial homomorphism
φ : U → V is given (i.e., φ is a homomorphism acting from a subgroup of
U into V ).

By using the Zorn lemma, show that φ is extendible to a homomorphism
acting from U into V .

3. Let (U,+) be an arbitrary commutative group and letW be a divisible
subgroup of U .
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Applying the result of the previous exercise, prove that W is a direct
summand in U . In other words, demonstrate that U admits a representation
in the form

U =W +W ′ (W ∩W ′ = {0})

for some subgroup W ′ of U (in general, W ′ is not uniquely determined).
Show also that any direct summand in a divisible commutative group is

divisible, too.

4. Verify the validity of relations (a), (b), and (c) formulated before
Lemma 1 in this chapter.

5∗. Denote by µ′ the completion of the measure µ which is indicated
before formulation of Theorem 1.

Prove that µ′ possesses the uniqueness property, i.e., for an arbitrary
σ-finite Γ-invariant measure θ with dom(θ) = dom(µ′), there exists a real
coefficient t ≥ 0 such that θ = t ·µ′ (in other words, any σ-finite Γ-invariant
measure defined on the domain of µ′ is proportional to µ′).

Remark 6. In particular, we see that there are Γ-invariant strong ex-
tensions of λ possessing the uniqueness property (similarly to λ). Moreover,
it is known that there are even nonseparable Γ-invariant extensions of λ with
the same property (in this connection, see [118] and [125]).

6. Let E be a set and let f : E → R be a function.
Show that the following two assertions are equivalent:
(a) f is absolutely nonmeasurable;
(b) the set ran(f) is universal measure zero and card(f−1(t)) ≤ ω for all

points t ∈ R.
Deduce from this equivalence that an absolutely nonmeasurable function

on E exists if and only if there is a universal measure zero subset X of R
with card(X) = card(E). In particular, if card(E) > c, then no real-valued
function on E is absolutely nonmeasurable.

7∗. Let S be an equivalence relation on R, all equivalence classes of
which are at most countable.

A mapping f : R → R is called a Vitali type function for the relation
S if ran(f) is a selector of the partition of R canonically determined by S
and (r, f(r)) ∈ S whenever r ∈ R.

Vitali’s classical result (see Chapter 10) implies that if V is the Vitali
equivalence relation on R (i.e., (x, y) ∈ V ⇔ x − y ∈ Q), then every
Vitali type function for V is nonmeasurable with respect to any translation
invariant measure on R extending λ.

Verify that there are additive Vitali type functions for V .



“K29544” — 2017/8/24

238 chapter 14

Conclude that there exist some solutions of Cauchy’s functional equa-
tion which are absolutely nonmeasurable with respect to the class of all
translation invariant measures on R extending λ.

On the other hand, prove that if f is an arbitrary Vitali type function for
V , then f is measurable with respect to a certain measure on R extending
the Lebesgue measure λ.

8∗. Assuming Martin’s Axiom, demonstrate that there exist a general-
ized Luzin set X ⊂ R and an equivalence relation S ⊂ R×R satisfying the
following two conditions:

(a) card(S(r)) = ω for any r ∈ R;

(b) X is a selector of the partition {S(r) : r ∈ R} of R.

Let h : R → R be a Vitali type function for S such that ran(h) = X .

Verify that the function h is absolutely nonmeasurable.

Infer from this fact that the validity of the result presented in Exercise
7 is essentially based on specific properties of the Vitali partition of R.

Remark 7. It can be proved within ZFC theory that there exists a
Vitali set absolutely nonmeasurable with respect to the class of all nonzero
σ-finite translation quasi-invariant measures on R (see [132]). It imme-
diately follows from this result that there exist Vitali type functions for
V which are absolutely nonmeasurable with respect to the same class of
measures.

9. Show that there exists a function g : R → R having the following
property: for any σ-finite diffused Borel measure µ on R and for any σ-finite
measure ν on R, the graph of g is a (µ⊗ν)-thick subset of the plane R×R.

In order to establish this fact, keep in mind the existence of a partition
{Xt : t ∈ R} of R such that all Xt (t ∈ R) are Bernstein sets in R.

Try to construct a solution of Cauchy’s functional equation possessing
the same property.

10. Let E 6= {0} be a separable Banach space. Demonstrate that E
admits a representation in the form

E = X1 +X2 (X1 ∩X2 = {0}),

where X1 and X2 satisfy these two conditions:

(a) both X1 and X2 are vector spaces over Q;

(b) both X1 and X2 are Bernstein subsets of E.
Applying such a representation, prove that there exists a group homo-

morphism h : E → T having the following property: for any σ-finite diffused
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Borel measure µ on E, the graph of h is a (µ⊗ν)-thick subset of the product
group E ×T (here ν denotes the Haar probability measure on T).

Infer from this property that
(c) for every σ-finite diffused Borel measure µ on E, the function h

becomes measurable with respect to an appropriate extension µ′ of µ;
(d) if an initial σ-finite diffused Borel measure µ on E is invariant (quasi-

invariant) under a subgroup G of E, then the measure µ′ is invariant (quasi-
invariant) under the same group G.

Remark 8. The results formulated in Exercises 9 and 10 strengthen
some statements given in Chapter 10 (see, for instance, Theorem 5 from
that chapter).

11. Assuming Martin’s Axiom (MA), demonstrate that R admits a
representation in the form

R = Y1 + Y2 (Y1 ∩ Y2 = {0}),

where Y1 and Y2 satisfy the following two conditions:
(a) both Y1 and Y2 are vector spaces over Q;
(b) both Y1 and Y2 are generalized Luzin sets (respectively, generalized

Sierpiński sets) in R.
Deduce from this fact that there exist two generalized Luzin subsets L1

and L2 of R whose algebraic sum L1 + L2 is a Bernstein subset of R.

Remark 9. We thus see that, under Martin’s Axiom, there are two
universal measure zero sets in R (even two strong measure zero sets in R)
whose algebraic sum is absolutely nonmeasurable with respect to the class
of the completions of all nonzero σ-finite diffused Borel measures on R. Let
us underline that this result can be established only under some additional
set-theoretical assumptions, because there exist models of ZFC in which
ω1 < c and the cardinalities of all universal measure zero subsets of R do
not exceed ω1 (see [157], [184]).

12∗. Prove in ZFC theory that there exists a Lebesgue measure zero set
X ⊂ R such that X +X is not measurable in the Lebesgue sense.

For this purpose, use the technique of Hamel bases.

Remark 10. The existence of X was first obtained by Sierpiński [237]).

13∗. Show in ZFC theory that R admits a representation in the form

R = X + Y (X ∩ Y = {0}),
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where X and Y satisfy the following two conditions:
(a) both X and Y are vector spaces over Q;
(b) both X and Y are of Lebesgue measure zero.

Remark 11. The result of Exercise 13 is due to Erdös, Kunen, and
Mauldin (see [66]).

14∗. Demonstrate that there exists a subset Z of R possessing the fol-
lowing three properties:

(a) Z is of first category in R;
(b) Z is of Lebesgue measure zero;
(c) for any countable family {hi : i ∈ I} of translations of R, the

relation ∩{hi + Z : i ∈ I} 6= ∅ holds true.
Assuming the Continuum Hypothesis (CH), starting with the above-

mentioned properties of Z and applying the method of transfinite recursion,
construct two subsets X and Y of R such that

(d) both X and Y are vector spaces over Q;
(e) X + Y = R and X ∩ Y = {0};
(f) both X and Y are of first category in R and have Lebesgue measure

zero.

15. As known, the real line R can be represented in the form Q+W ,
where W is some vector space over Q and Q ∩W = {0}. Actually, W is
a Vitali subset of R and, simultaneously, is a hyperplane in R regarded as
a vector space over Q (see Chapters 10 and 11). Thus, one can conclude
that there exists an infinite countable (hence Borel) subgroup of R which
is a direct summand in R.

Suppose now that R is represented in the form R = X + Y , where X
and Y are some analytic (Suslin) subgroups of R and X ∩ Y = {0}.

Demonstrate that either X = {0} or Y = {0}.

16∗. Prove that there exists a function f : R → R satisfying the follow-
ing three conditions:

(a) f is a solution of the Cauchy functional equation;
(b) f is a Sierpiński–Zygmund function (consequently, f turns out to be

a nontrivial solution of the Cauchy functional equation);
(c) f is measurable with respect to some R-quasi-invariant extension of

the Lebesgue measure λ (in particular, f is not absolutely nonmeasurable).

Remark 12. The last exercise of this chapter shows that there ex-
ist additive Sierpiński–Zygmund functions which are rather good from the
measure-theoretical point of view.
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Egorov type theorems

One of the earliest important results in real analysis and Lebesgue mea-
sure theory was obtained by Egorov [62], who discovered close relationships
between the uniform convergence and the convergence almost everywhere
of a sequence of real-valued Lebesgue measurable functions. This classical
result (widely known now as Egorov’s theorem) has numerous consequences
and applications in mathematical analysis and measure theory. For exam-
ple, it suffices to mention that another classical result in real analysis –
Luzin’s theorem on the structure of Lebesgue measurable functions – can
easily be deduced by starting with the Egorov theorem.

Here we wish to discuss some aspects of Egorov’s theorem and, in addi-
tion, to show that, for a sequence of nonmeasurable real-valued functions,
there is no hope of getting a reasonable analogue of this theorem. In other
words, we are going to demonstrate in our further considerations that there
are some sequences of strange real-valued functions for which even weak
analogues of Egorov type theorems fail to be true.

First of all, we want to give Egorov’s theorem in a form slightly more
general than those of its versions which are usually presented in standard
courses of real analysis and measure theory. In order to do this, we need
some auxiliary notions and facts.

Let E be a nonempty base (ground) set and let S be some class of subsets
of E, satisfying the following two conditions:

(1) ∅ ∈ S and E ∈ S;

(2) S is closed under countable unions and countable intersections.

Suppose also that a functional ν : S → R is given such that

(a) for any increasing (with respect to the inclusion relation) sequence
of sets {Xn : n < ω} ⊂ S, we have

ν(∪{Xn : n < ω}) ≤ sup{ν(Xn) : n < ω};

(b) for any decreasing (with respect to the inclusion relation) sequence

241
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of sets {Yn : n < ω} ⊂ S, we have

ν(∩{Yn : n < ω}) ≥ inf{ν(Yn) : n < ω}.

In this case, we say that S is an admissible class of subsets of E and ν
is an admissible functional on S.

Notice that, in mathematical analysis, there are many natural examples
of admissible functionals. This can be confirmed by the following fairly
standard example.

Example 1. Let E be a nonempty set and let S be some σ-algebra of
subsets of E. Then it is obvious that S is an admissible class. Suppose, in
addition, that ν is a finite measure on S. Then it can easily be observed that
ν is an admissible functional on E. Actually, in this case, the inequalities
of (a) and (b) are reduced to the equalities.

Analogously to the concept of measurability of real-valued functions with
respect to ordinary measures, the concept of measurability of real-valued
functions with respect to admissible functionals may be introduced and
investigated.

Namely, we say that a function f : E → R is measurable with respect
to an admissible functional ν on E (or, simply, f is ν-measurable) if, for
each open interval ]a, b[ ⊂ R, the relation f−1(]a, b[) ∈ dom(ν) holds true.

Obviously, the same definition can be introduced for partial functions
acting from E into R.

The properties of functions (partial functions) measurable with respect
to admissible functionals turn out to be very similar to the properties of
functions (partial functions) measurable in the usual sense. Exercises 2 and
3 of the present chapter more or less illustrate this fact.

Now, we are able to formulate and prove a direct analogue of Egorov’s
theorem for sequences of real-valued functions measurable with respect to
an admissible functional.

Theorem 1. Let E be a ground set and let ν be an admissible functional
on E. Suppose, in addition, that a sequence {fn : n < ω} of ν-measurable
functions is given, pointwise convergent on E, and let f denote the corre-
sponding limit function.

Then, for each real ε > 0, there exists a set X ∈ dom(ν) satisfying these
two relations:

(1) ν(E)− ν(X) ≤ ε;
(2) the sequence of functions {fn|X : n < ω} converges uniformly to

the function f |X.
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Proof. For any natural number m, let us denote

E0,m = {x ∈ E : (∀n ≥ m)(|fn(x) − f(x)| < 1)}.

It is easy to check that the set E0,m belongs to dom(ν) and

E0,0 ⊂ E0,1 ⊂ ... ⊂ E0,m ⊂ ..., ∪ {E0,m : m < ω} = E.

Consequently, there is a natural index m0 such that ν(E) − ν(E0,m0
) < ε.

Let us put X0 = E0,m0
. Further, for each m < ω, consider the set

E1,m = {x ∈ X0 : (∀n ≥ m)(|fn(x)− f(x)| < 1/2)}.

Evidently, E1,m belongs to dom(ν) and

E1,0 ⊂ E1,1 ⊂ ... ⊂ E1,m ⊂ ..., ∪ {E1,m : m < ω} = X0.

Consequently, there is a natural index m1 such that ν(E) − ν(E1,m1
) < ε.

Let us put X1 = E1,m1
. Continuing in this manner, we will be able to define

by recursion a certain sequence {Xk : k < ω} of sets, all of which belong to
dom(ν) and satisfy the relations

(i) X0 ⊃ X1 ⊃ ... ⊃ Xk ⊃ ...;
(ii) for any k < ω, we have ν(E)− ν(Xk) < ε;
(iii) for any k < ω, there is a natural number mk such that

(∀n ≥ mk)(∀x ∈ Xk)(|fn(x)− f(x)| < 1/2k).

Finally, we put X = ∩{Xk : k < ω}. Then, by virtue of the definition
of an admissible functional, we may write ν(E)−ν(X) ≤ ε, and it can easily
be verified that the sequence of the restricted functions {fn|X : n < ω}
converges uniformly to the restricted function f |X . This completes the
proof of Theorem 1.

Obviously, the theorem proved above immediately implies the classical
Egorov theorem [62]. It suffices to take as ν an arbitrary finite measure
on E. In this connection, let us recall that for σ-finite measures the direct
analogue of Egorov’s theorem is not true in general (see Exercise 4 of the
present chapter).

In conformity with Egorov’s theorem, any convergent sequence of mea-
surable real-valued functions converges uniformly on some large measurable
subset of E (of course, “large” means here that the measure of the comple-
ment of this subset may be taken arbitrarily small). In particular, if a given
finite Borel measure on a topological space E is nonzero, diffused, and in-
ner regular, then we immediately obtain that every convergent sequence of
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measurable real-valued functions on E converges uniformly on an uncount-
able closed subset of E. Hence, if E is an uncountable Polish topological
space equipped with a nonzero finite diffused Borel measure, then, for any
convergent sequence of measurable real-valued functions on E, there exists
a nonempty compact perfect subset of E (actually, a subset homeomorphic
to the Cantor discontinuum) on which the sequence converges uniformly.

In connection with these observations, it makes sense to consider the
following more general situation.

Let E be an arbitrary uncountable complete metric space without iso-
lated points and let {fn : n < ω} be a sequence of real-valued Borel functions
on E, such that, for some constant d ≥ 0, we have

(∀n < ω)(∀x ∈ E)(|fn(x)| ≤ d).

In other words, our sequence of functions is uniformly bounded. Then one
may ask whether there exist a nonempty perfect compact subset P of E
and an infinite subset K of ω, for which the partial sequence of functions
{fn|P : n ∈ K} is uniformly convergent on P .

Evidently, we may restrict our considerations to the case where the given
space E is homeomorphic to the Cantor discontinuum (because, according
to the well-known theorem from general topology, every complete metric
space without isolated points contains a homeomorphic image of the Cantor
discontinuum). Actually, we may suppose from the beginning that our E is
an uncountable Polish topological space.

Also, in order to get a positive solution to the question formulated
above, it suffices to demonstrate that there exist an infinite subset K of
ω and a nonempty perfect compact subset P ′ of E, such that the sequence
{fn|P ′ : n ∈ K} converges pointwise on P ′. Indeed, suppose that this fact
has already been established and equip the set P ′ with some Borel diffused
probability measure µ. Then, evidently, we may apply Egorov’s theorem to
µ and to the sequence of functions {fn|P ′ : n ∈ K}. In accordance with
this theorem, there exists a Borel set X ⊂ P ′ with µ(X) > 1/2, for which
the sequence of functions {fn|X : n ∈ K} converges uniformly. Since µ is
diffused and µ(X) > 0, we obviously obtain the relation card(X) ≥ ω1 and,
consequently, card(X) = c because X is Borel in P ′. It is clear now that
X contains a nonempty perfect compact subset P for which the sequence
of functions {fn|P : n ∈ K} converges uniformly, too.

Mazurkiewicz was the first mathematician to prove that, for any uni-
formly bounded sequence of real-valued Borel functions given on an un-
countable Polish space E, there exists a subset of E homeomorphic to the
Cantor discontinuum, on which some subsequence of the sequence converges
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uniformly (see his remarkable work [179]).
In order to present a detailed proof of this interesting result, we need

some auxiliary notions and simple statements concerning those notions.
Let E be an uncountable Polish space and let Φ be a family of real-

valued functions defined on E. We say that the family Φ is semicompact
if, for every sequence {φn : n < ω} ⊂ Φ and for each nonempty perfect set
P ⊂ E, there exist an infinite subset K of ω and a nonempty perfect set P ′

contained in P , such that the partial sequence of functions {φn : n ∈ K}
converges pointwise on P ′.

We say that a family S consisting of some Borel subsets of E is semicom-
pact if the corresponding family of characteristic functions {fX : X ∈ S} is
semicompact in the sense of the definition above.

The following auxiliary proposition yields a much more vivid description
of semicompact families of Borel sets in E.

Lemma 1. Let S be a family of Borel subsets of an uncountable Polish
space E. Then these two assertions are equivalent:

(1) the family S is semicompact;
(2) for any sequence {Xn : n < ω} of sets from S and for each nonempty

perfect subset P of E, there exists an infinite set K ⊂ ω such that

card((∩{Xn : n ∈ K}) ∩ P ) > ω ∨ card((∩{E \Xn : n ∈ K}) ∩ P ) > ω.

Proof. Notice first that the implication (2) ⇒ (1) is almost trivial
because if, for example, we have card((∩{Xn : n ∈ K}) ∩ P ) > ω for a
nonempty perfect set P ⊂ E and for some infinite subset K of ω, then
the set (∩{Xn : n ∈ K}) ∩ P contains a nonempty perfect subset P ′, and
the sequence of characteristic functions {fXn

: n ∈ K} converges pointwise
on the set P ′ to the characteristic function fP ′ (actually, all the functions
fXn

(n ∈ K) are identically equal to 1 on P ′).
Now, let us verify the implication (1) ⇒ (2). Suppose that relation (1)

is fulfilled. Let {Xn : n < ω} be an arbitrary sequence of sets from S
and let P be a nonempty perfect subset of E. We may assume, without
loss of generality, that P = E. Then, according to (1), there exists an
infinite subsetK of ω such that the corresponding sequence of characteristic
functions {fXn

: n ∈ K} is convergent on an uncountable Borel subset Y
of E. Let us denote

f(y) = limn→+∞,n∈K fXn
(y) (y ∈ Y ).

Obviously, f is a Borel function on Y and ran(f) ⊂ {0, 1}. Therefore, at
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least one of the sets

Y0 = {y ∈ Y : f(y) = 0}, Y1 = {y ∈ Y : f(y) = 1}

is uncountable. Suppose, for example, that card(Y1) > ω. Then, by taking
account of the formula

Y1 = Y1 ∩ limsup{Xn : n ∈ K} = Y1 ∩ liminf{Xn : n ∈ K},

it can easily be checked that, for some infinite subsetK1 ofK, the inequality

card(∩{Xn : n ∈ K1}) > ω

is satisfied. If card(Y0) > ω, then an analogous argument applied to the
sequence of characteristic functions {fE\Xn

: n ∈ K} yields the existence of
an infinite subset K0 of K for which the inequality

card(∩{E \Xn : n ∈ K0}) > ω

is fulfilled. This establishes the validity of the implication (1) ⇒ (2) and
finishes the proof of Lemma 1.

The next two auxiliary propositions also are not hard to prove.

Lemma 2. Let Φ be a semicompact family of real-valued functions
defined on an uncountable Polish space E. Then, for any real number d ≥ 0,
the family of functions {tφ : |t| ≤ d, φ ∈ Φ} is semicompact, too.

Lemma 3. Let Φ1 and Φ2 be any two semicompact families of real-
valued functions defined on an uncountable Polish space E. Then the family
of functions {φ1 + φ2 : φ1 ∈ Φ1, φ2 ∈ Φ2} is semicompact, too.

It immediately follows from the above two lemmas (by using the method
of induction) that if d ≥ 0 and Φ1, Φ2,..., Φk are some semicompact families
of real-valued functions on an uncountable Polish space E, then the family
of all those functions φ which can be represented in the form

φ = t1φ1 + t2φ2 + ...+ tkφk,

where

|t1| ≤ d, |t2| ≤ d, ..., |tk| ≤ d, φ1 ∈ Φ1, φ2 ∈ Φ2, ..., φk ∈ Φk,

is also semicompact.

Lemma 4. Let Φ be a semicompact family of bounded real-valued func-
tions on an uncountable Polish space E and let Φ∗ denote the family of all
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those functions which are uniform limits of sequences of functions belonging
to Φ. Then the family Φ∗ is semicompact, too.

Proof. Let {φ∗n : n < ω} be an arbitrary sequence of functions from
the family Φ∗. By virtue of the definition of Φ∗, for every natural number
n, there exists a function φn ∈ Φ such that

||φ∗n − φn|| ≤ 1/(n+ 1).

Let us consider the family of functions {φn : n < ω}. According to our
assumption, Φ is semicompact. Hence, for each nonempty perfect set P in
E, there exist an infinite subset K of ω and a nonempty perfect subset P ′ of
P , such that the partial sequence of functions {φn|P ′ : n ∈ K} converges
pointwise on P ′ to some function φ defined on P ′. Now, it can readily be
verified that the corresponding sequence of functions {φ∗n|P

′ : n ∈ K} also
converges pointwise to φ. This completes the proof of Lemma 4.

The following auxiliary statement plays the key role in our further con-
siderations.

Lemma 5. The family of all Borel subsets of an uncountable Polish
topological space E is semicompact.

Proof. Let {Xn : n < ω} be an arbitrary sequence of Borel subsets of
E and let P be a nonempty perfect set in E. Denote by 2<ω the family of
all finite sequences whose terms belong to the set 2 = {0, 1}. We are going
to construct (by recursion) a dyadic family {Pσ : σ ∈ 2<ω} of nonempty
perfect sets in E and a sequence {nk : k < ω} of natural numbers, such
that

(a) P∅ is contained in P ;
(b) for any σ ∈ 2<ω, we have

Pσ0 ∪ Pσ1 ⊂ Pσ, Pσ0 ∩ Pσ1 = ∅;

(c) for any nonempty σ ∈ 2<ω, we have

diam(Pσ) ≤ 1/(lh(σ)),

where the symbol lh(σ) denotes the length of σ;
(d) the sequence {nk : k < ω} is strictly increasing;
(e) for each nonzero k < ω, the inclusion

∪{Pσ : lh(σ) = k} ⊂ Xn1
∩Xn2

∩ ... ∩Xnk

is fulfilled.
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Pick a nonempty perfect set P∅ ⊂ P and a natural number n0 arbitrarily.
Suppose now that the natural numbers n0 < n1 < ... < nk and the

partial family {Pσ : σ ∈ 2<ω, lh(σ) ≤ k} of nonempty perfect sets in E
have already been defined.

Only two cases are possible here.
1. There exists a natural number n > nk for which all the sets

Xn ∩ Pσ (lh(σ) = k)

are uncountable. In this case, we may put nk+1 = n and, for any σ ∈ 2<ω

with lh(σ) = k, we can construct two nonempty perfect sets Pσ0 and Pσ1

satisfying the relations

Pσ0 ∩ Pσ1 = ∅, Pσ0 ∪ Pσ1 ⊂ Pσ ∩Xnk+1
,

diam(Pσ0) ≤ 1/(k + 1), diam(Pσ1) ≤ 1/(k + 1).

So we see that the process of our construction can be continued.
2. For each natural number n > nk, there exists a σ from 2<ω with

lh(σ) = k, such that card(Pσ ∩ Xn) ≤ ω. In this case, since the family
{Pσ : lh(σ) = k} is finite, we can find an infinite subset M of ω and a
σ′ ∈ 2<ω with lh(σ′) = k, such that card(Pσ′ ∩Xn) ≤ ω for all numbers n
belonging to M . From the latter relation we obtain

card((∩{E \Xn : n ∈M}) ∩ Pσ′) > ω,

which immediately gives the desired result (in view of Lemma 1).
Thus, we may restrict our considerations only to case 1. As mentioned

above, in this case, the described construction can be continued and after ω
many steps it yields a dyadic family {Pσ : σ ∈ 2<ω} of nonempty perfect
subsets of E. Now, putting

P ′ =
⋂

k<ω

(∪{Pσ : lh(σ) = k}),

we get a nonempty perfect set P ′ such that

P ′ ⊂ (∩{Xnk
: 1 ≤ k < ω}) ∩ P.

Hence, we come to the inequality

card((∩{Xnk
: 1 ≤ k < ω}) ∩ P ) > ω.

Using once again Lemma 1, we complete the proof of Lemma 5.
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Now, taking into account all the preceding lemmas, we are able to for-
mulate and prove the following result of Mazurkiewicz [179].

Theorem 2. Let Φ be an arbitrary uniformly bounded family of real-
valued Borel functions on an uncountable Polish space E. Then Φ is semi-
compact.

Proof. Because our Φ is uniformly bounded, there exists a real number
d ≥ 0 such that (∀φ ∈ Φ)(||φ|| ≤ d). Let us denote by Ψ the family of all
those functions ψ which satisfy the following two relations:

(1) ||ψ|| ≤ d;
(2) ψ is a linear combination of characteristic functions of some Borel

subsets of E.
Then, according to Lemmas 2, 3, and 5, the family Ψ is semicompact.

Also, it is clear that the original family Φ is contained in the closure of Ψ
(with respect to the topology of uniform convergence on E). Hence, in view
of Lemma 4, the family Φ is semicompact as well. This finishes the proof
of Mazurkiewicz’s theorem.

Let us observe that if E = R, then Theorem 2 can be extended to
an arbitrary family of uniformly bounded real-valued Lebesgue measurable
functions on E and to an arbitrary family of uniformly bounded real-valued
functions on E having the Baire property. Indeed, in order to obtain the
corresponding results, it suffices to apply the following well-known fact:

For an arbitrary Lebesgue measurable (respectively, having the Baire
property) real-valued function f on R, there exists a real-valued Borel func-
tion g onR such that the set {x ∈ R : f(x) 6= g(x)} is of Lebesgue measure
zero (respectively, of first category).

As demonstrated above, for any uniformly bounded sequence of real-
valued functions possessing good descriptive properties, we have the point-
wise convergence (and even the uniform convergence) of an appropriate sub-
sequence on some nonempty perfect set, hence, on some set of cardinality
continuum. However, various uniformly bounded sequences of real-valued
functions are possible, which are extremely bad for the pointwise conver-
gence. The following statement (essentially due to Sierpiński) shows that
the existence of such sequences can be directly deduced from the existence
of a Luzin set Z in an uncountable Polish space E, with card(Z) = c. In
this connection, it is reasonable to recall here that the existence of a Luzin
set of cardinality continuum is easily implied by CH (see Theorem 1 from
Chapter 13).

Theorem 3. Let Z be a Luzin subset of the Cantor space 2ω, satisfying
the equality card(Z) = c. Then there exists a sequence {Xn : n < ω} of
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subsets of 2ω such that, for each infinite subset K of ω, the correspond-
ing partial sequence of characteristic functions {fXn

: n ∈ K} converges
pointwise only on a countable subset of 2ω.

Proof. For every n ∈ N, let us denote Bn = {x ∈ 2ω : xn = 1}. The
sets Bn (n < ω) and their complements are clopen in the Cantor space 2ω

and generate a base of the standard product topology on 2ω. It can easily
be seen that, for any infinite subset K of ω, both intersections

∩{Bn : n ∈ K}, ∩ {2ω \Bn : n ∈ K}

are nowhere dense closed subsets of 2ω. Because Z is a Luzin set in 2ω, we
have

card(∩{Bn : n ∈ K} ∩ Z) ≤ ω, card(∩{2ω \Bn : n ∈ K} ∩ Z) ≤ ω.

Now, let h : 2ω → 2ω be an injective mapping such that h(2ω) = Z. We put

Xn = h−1(Bn) (n < ω).

Consider the sequence of characteristic functions {fXn
: n < ω}. We assert

that this sequence is as required. Indeed, it immediately follows from the
definition of the family of sets {Xn : n < ω} that, for any infinite subset K
of ω, the intersections

∩{Xn : n ∈ K}, ∩ {2ω \Xn : n ∈ K}

are at most countable. But from this fact we easily infer that the corre-
sponding partial sequence of characteristic functions {fXn

: n ∈ K} can be
convergent pointwise only on a countable subset of 2ω. Theorem 3 has thus
been proved.

Remark 1. Theorem 3 is established under the assumption of the
existence of a Luzin set with cardinality equal to c. As we know (see,
e.g., Chapter 13), if Martin’s Axiom and the negation of the Continuum
Hypothesis hold, then there are no Luzin sets in the real line R (and in the
Cantor discontinuum 2ω). So, in such a case, the above argument does not
work.

The last theorem of this chapter, presented below, shows that under
Martin’s Axiom the pointwise convergence of an appropriate subsequence
of real-valued functions can be achieved for any subset with small cardinality
(i.e., with cardinality strictly less than c). Actually, in order to establish the
desired result, we do not need the full power of Martin’s Axiom. It suffices
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to apply one purely combinatorial assertion concerning certain families of
infinite subsets of ω. This auxiliary combinatorial assertion is formulated
in Exercise 10.

Theorem 4. Assume Martin’s Axiom (MA). Let E be an arbitrary set
of cardinality c, let X be a subset of E with card(X) < card(E), and let
{fn : n < ω} be a uniformly bounded sequence of real-valued functions given
on E. Then there exists an infinite subset M of ω such that the partial
sequence of functions {fn|X : n ∈M} converges pointwise on X.

Proof. Let us put κ = card(X) and let {xξ : ξ < κ} be some enumera-
tion of all elements of X . By using the notation and result of Exercise 10,
it is not hard to define recursively a family {Mξ : ξ < κ} of infinite subsets
of ω, satisfying the following two conditions:

(a) Mζ �Mξ for ξ ≤ ζ < κ;
(b) for each ξ < κ, the partial sequence of reals {fn(xξ) : n ∈ Mξ} is

convergent.
Now, applying the result of Exercise 10 once more, we can define an

infinite subset M of ω such that (∀ξ < κ)(M � Mξ). Then it is readily
verified that the partial sequence of functions {fn|X : n ∈ M} converges
pointwise on the set X . Theorem 4 has thus been proved.

Remark 2. In addition to the above theorem, it should be mentioned
that the method just described turns out to be useful in those questions
of mathematical analysis which are concerned with various kinds of conver-
gence of sequences of real-valued functions on a given set E. In fact, this
method may be regarded as a certain generalization of the classical diagonal-
ization method of Cantor. Notice also that purely combinatorial arguments
(similar to the one presented above) have found numerous applications in
real analysis (see, for instance, [38] and [47]).

EXERCISES

1. Give an example of an admissible functional on R which is not a
measure on R.

2. Let ν be an admissible functional on E, let f : E → R and g : E → R

be any two ν-measurable functions, and let t ∈ R.
Show that the three functions tf , f + g, and f · g are ν-measurable, too.
In addition, show that if g(x) 6= 0 for all x ∈ E, then the function f/g

is also ν-measurable.
Finally, let X be an arbitrary set from dom(ν).
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Check that the restriction f |X is a ν-measurable partial function acting
from E into R.

3. Let ν be an admissible functional on a ground set E and let a sequence
{fn : n < ω} of ν-measurable real-valued functions be given, pointwise
convergent on E to some function f .

Demonstrate that the function f is also measurable with respect to ν.

4. Let λ denote, as usual, the standard Lebesgue measure on R.
Give an example of a sequence {fn : n < ω} of real-valued uniformly

bounded λ-measurable (even continuous) functions on R which is conver-
gent everywhere on R but there exists no unbounded subset X of R such
that the sequence of the restricted functions {fn|X : n < ω} is uniformly
convergent on X .

5. Let E be a normal topological space and let µ be a finite inner regular
Borel measure on E, i.e., for each Borel subset Y of E, one has the equality

µ(Y ) = sup{µ(F ) : F ⊂ Y & F is closed in E}.

Denote by µ′ the usual completion of µ and let f : E → R be an arbitrary
µ′-measurable function.

By applying the Tietze–Urysohn theorem on the existence of a continu-
ous extension of a continuous real-valued function defined on a closed subset
of E, show that, for every real number ε > 0, there exists a continuous func-
tion g : E → R satisfying the relation

µ′({x ∈ E : |f(x)− g(x)| ≥ ε}) < ε.

Infer from this fact that, for any µ′-measurable function φ : E → R,
there exists a sequence {φn : n < ω} of continuous real-valued functions on
E, convergent to φ almost everywhere (with respect to µ′).

6. Let E be a normal topological space, µ be a finite inner regular Borel
measure on E, and let µ′ denote the completion of µ.

Starting with Egorov’s theorem and applying the result of Exercise 5,
prove the following Luzin type theorem:

For any µ′-measurable function f : E → R and for each real ε > 0, there
exists a continuous function g : E → R such that

µ′({x ∈ E : f(x) 6= g(x)}) < ε.

Remark 3. The above relation expresses in a precise form that the
given function f has the so-called C-property of Luzin. It is frequently said
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that all µ′-measurable functions possess this property (and the converse
assertion is true, too).

7. Give the detailed proofs of Lemma 2 and Lemma 3.

8. Let E be an uncountable Polish topological space.
Prove the two analogues of Theorem 2 for real-valued functions on E

possessing the Baire property and for real-valued functions on E measurable
with respect to the completion of a fixed nonzero σ-finite diffused Borel
measure on E.

In addition, give an example of a sequence {fn : n < ω} of uniformly
bounded real-valued Borel functions onR, such that, for each infinite subset
M of ω, the corresponding partial sequence {fn : n ∈M} is convergent only
on a first category subset of R being simultaneously of Lebesgue measure
zero.

9. Formulate and prove the analogue of Theorem 3 in the situation when
there exists a generalized Luzin subset of the Cantor space 2ω (we recall
that the existence of generalized Luzin sets in 2ω follows, for instance, from
Martin’s Axiom; see Chapter 13).

In addition, formulate and prove two statements analogous to Theorem 3
under the assumption of the existence of a Sierpiński set in 2ω (respectively,
of a generalized Sierpiński set in 2ω).

10∗. For any two subsets M and K of ω, write M � K if the inequality
card(M \K) < ω is valid.

Observe that the relation � is a pre-ordering on the family of all subsets
of ω.

Suppose that Martin’s Axiom holds. Let κ be an infinite cardinal strictly
less than c (as usual, we identify κ with the smallest ordinal number having
the same cardinality), and let {Mξ : ξ < κ} be a family of infinite sets in
ω such that

(∀ξ)(∀ζ)(ξ ≤ ζ < κ⇒Mζ �Mξ).

Demonstrate that there exists an infinite subset M of ω satisfying the
relation (∀ξ < κ)(M �Mξ).

In addition, show within ZF theory that if {Mn : n < ω} is a sequence
of infinite subsets of ω such that

(∀n)(∀k)(n ≤ k < ω ⇒Mk �Mn),

then there exists an infinite set M ⊂ ω satisfying the relation

(∀n < ω)(M �Mn).
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Remark 4. Some other combinatorial consequences of Martin’s Axiom
closely related to the one presented in Exercise 10 are discussed in [18] and
[146].

11∗. Let X be a Polish topological space equipped with a Borel proba-
bility measure µ, let F : X×R → R be a Borel mapping, and suppose that
for each point x ∈ X , there exists a limit limt→0F (x, t) = f(x).

Starting with the fact that the projection of a Borel subset of a Polish
product space is an analytic set and taking into account the universal mea-
surability of analytic (co-analytic) sets, prove the following parameterized
version of Egorov’s theorem:

For any real ε > 0, there is a closed set Y ⊂ X such that µ(Y ) > 1− ε
and the equality limt→0F (y, t) = f(y) holds uniformly with respect to a
variable y ∈ Y .

Remark 5. The result formulated in Exercise 11 is due to Tolstov (see
[267]).

12. Let {Yn : n < ω} be a countable partition of the segment [0, 1] into
λ-thick subsets of [0, 1] and let, for each n < ω, the symbol gn denote the
characteristic function of ∪{Yk : n ≤ k < ω}.

Check that
(a) the sequence of functions {gn : n < ω} is decreasing and converges

pointwise to zero;
(b) if Y is a subset of [0, 1] and {gn|Y : n < ω} converges uniformly on

Y , then λ∗(Y ) = 0.

Remark 6. It was demonstrated by Weiss that the following Egorov
type statement is independent from ZFC theory:

For any pointwise convergent sequence {fn : n < ω} of real-valued
functions on [0, 1] and for any real ε > 0, there exists a set X ⊂ [0, 1]
with λ∗(X) > 1− ε such that {fn|X : n < ω} converges uniformly on X .
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A difference between the Riemann and

Lebesgue iterated integrals

If one is given a real-valued function f which is defined on a nondegener-
ate rectangle [a, b]× [c, d] ⊂ R2, then one may consider the question of the
existence of two iterated integrals

∫ d

c

(

∫ b

a

f(x, y)dx)dy,

∫ b

a

(

∫ d

c

f(x, y)dy)dx

in the Riemann sense or in the Lebesgue sense. Further, if both iterated
integrals exist, then one can ask whether they are equal to each other, i.e.,
whether the equality

∫ d

c

(

∫ b

a

f(x, y)dx)dy =

∫ b

a

(

∫ d

c

f(x, y)dy)dx

holds true.
In the present chapter we are focused on these two questions and we will

show that in the case of the Riemann integrable uniformly bounded partial
functions

f(·, y), f(x, ·) (x ∈ [a, b], y ∈ [c, d])

both questions have positive answers. On the other hand, if the partial
functions written above are assumed Lebesgue integrable, then the situ-
ation turns out to be radically different. Moreover, certain additional set-
theoretical assumptions enter the scene and imply some unexpected (at least,
at first sight) effects. A more detailed explanation of the phenomenon arising
in this context will be given in the next chapter where Sierpiński’s partition
of the unit square [0, 1]2 will be discussed with several interesting applica-
tions.

As usual, we will denote by λ (= λ1) the standard one-dimensional
Lebesgue measure on the real line R.

In what follows we need the dominated convergence theorem of Lebesgue
(cf. [23], [28], [85], [194], [221]). This theorem plays a key role in integration
theory and is helpful in many situations. A much more general result in this
direction is also known, which is due to Vitali and establishes necessary and

255
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sufficient conditions for the commutativity of the operations of taking limits
and integrals, respectively (see, e.g., [61], [194], [196]).

Theorem 1. Let (E,S, µ) be a σ-finite measure space and let {fn : n ∈
N} be a sequence of µ-measurable real-valued functions on E satisfying the
following two conditions:

(1) for each point x ∈ E, the sequence {fn(x) : n ∈ N} converges to
some value f(x);

(2) there exists a µ-integrable function φ : E → R such that

|fn(x)| ≤ |φ(x)| (n ∈ N, x ∈ E).

Then the equality

limn→+∞

∫

E

|fn(x)− f(x)|dµ(x) = 0

holds true and, in addition, these two assertions are valid:
(a) the function f is µ-integrable on E;
(b) limn→+∞

∫
E
fn(x)dµ(x) =

∫
E
f(x)dµ(x).

Proof. It suffices to consider the case when 0 < µ(E) < +∞.
First of all, notice that the function f , being a pointwise limit of a se-

quence of µ-measurable real-valued functions, is also µ-measurable. Further,
condition (2) directly implies that

|f(x)| ≤ |φ(x)| (x ∈ E),

so f is also µ-integrable. Now, take any real ε > 0. There exists a real δ > 0
such that ∫

X

|φ(x)|dµ(x) < ε/3

whenever X ∈ S and µ(X) < δ (this is the so-called absolute continuity of
the µ-integral; cf. Exercise 2). According to Egorov’s theorem (see Chapter
15), there exists a µ-measurable subset Y of E satisfying the following two
relations:

(i) µ(Y ) < δ;
(ii) the sequence {fn : n ∈ N} uniformly converges on E \ Y .
Let n0 be a natural number such that

|fn(x)− f(x)| < ε/(3µ(E))

whenever n > n0 and x ∈ E \ Y . Then, for all natural numbers n > n0, we
can write
∫

E

|fn(x)−f(x)|dµ(x) =

∫

E\Y

|fn(x)−f(x)|dµ(x)+

∫

Y

|fn(x)−f(x)|dµ(x) ≤
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∫

E\Y

|fn(x)− f(x)|dµ(x) +

∫

Y

|fn(x)|dµ(x) +

∫

Y

|f(x)|dµ(x) ≤

∫

E\Y

|fn(x) − f(x)|dµ(x) + 2

∫

Y

|φ(x)|dµ(x) < ε/3 + 2ε/3 = ε.

This yields the required result and finishes the proof.

The above theorem can be successfully applied to many questions con-
cerning the Riemann (respectively, Lebesgue) integrability of limits of point-
wise convergent sequences of real-valued functions. Here is a simple result
in this direction (cf. [72]).

Theorem 2. Let {fn : n ∈ N} be a sequence of real-valued functions,
all of which are defined on a closed interval [a, b] ⊂ R, and suppose that

(1) this sequence is uniformly bounded, i.e., |fn(x)| ≤ L for some fixed
real constant L ≥ 0 and for all points x ∈ [a, b];

(2) every function fn is Riemann (respectively, Lebesgue) integrable on
[a, b];

(3) there exists a pointwise limit

f(x) = limn→+∞fn(x) (x ∈ [a, b]).

Under these conditions, the following three assertions are valid:
(a) there exists a limit of the sequence of integrals

{

∫ b

a

fn(x)dx : n ∈ N};

(b) if the limit function f is Riemann integrable, then

limn→+∞

∫ b

a

fn(x)dx =

∫ b

a

f(x)dx;

(c) if all functions fn (n ∈ N) are Lebesgue integrable, then the limit
function f is automatically Lebesgue integrable and the above equality re-
mains true.

Actually, this statement is an easy special case of the Lebesgue dominated
convergence theorem, so we omit a detailed proof of Theorem 2.

As an immediate application of the above theorem, we can present the
following statement.

Theorem 3. Let [a, b] and [c, d] be closed intervals on R and let

f : [a, b]× [c, d] → R

be a function satisfying these three conditions:
(1) for each y ∈ [c, d], the partial function f(·, y) is Riemann (Lebesgue)

integrable on [a, b];
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(2) there exists a constant L ≥ 0 such that |f(x, y)| ≤ L for all points
(x, y) ∈ [a, b]× [c, d];

(3) there exists a point y0 ∈ [c, d] such that

limy→y0
f(x, y) = φ(x)

for each point x ∈ [a, b].
Under the conditions (1)–(3), the following two assertions are valid:
(a) if φ is a Riemann integrable function on [a, b], then

limy→y0

∫ b

a

f(x, y)dx =

∫ b

a

φ(x)dx;

(b) the above equality holds true in the case of the Lebesgue integrable
functions f(·, y) (y ∈ [c, d]), and in this case the limit function φ is auto-
matically Lebesgue integrable.

Proof. Let {tn : n ∈ N} be an arbitrary sequence of points from [c, d]
converging to y0. For each index n ∈ N, denote

φn(x) = f(x, tn) (x ∈ [a, b]).

Applying Theorem 2 to the sequence of functions {φn : n ∈ N}, we get

limn→+∞

∫ b

a

φn(x)dx =

∫ b

a

φ(x)dx.

Since {tn : n ∈ N} was taken arbitrarily, we come to the desired equality

limy→y0

∫ b

a

f(x, y)dx =

∫ b

a

φ(x)dx

in both cases of Riemann or Lebesgue integrable functions. This completes
the proof.

A slightly more complicated argument is needed to prove the next well-
known result of classical mathematical analysis (see, e.g., [72]).

Theorem 4. Let [a, b] and [c, d] be two closed intervals on R and let

f : [a, b]× [c, d] → R

be a function satisfying the following three conditions:
(1) for each y ∈ [c, d], the partial function f(·, y) is Riemann (Lebesgue)

integrable on [a, b];
(2) there exists a partial derivative f ′

y(x, y) at every point (x, y) from the
rectangle [a, b]× [c, d] and, for any y ∈ [c, d], the function f ′

y(·, y) is Riemann
(Lebesgue) integrable on [a, b];
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(3) there exists a real constant L ≥ 0 such that the inequality |f ′
y(x, y)| ≤

L is satisfied for all points (x, y) from [a, b]× [c, d].
Let us define a function Φ : [c, d] → R by the formula

Φ(y) =

∫ b

a

f(x, y)dx (y ∈ [c, d]).

Then Φ is differentiable at each point y0 ∈ [c, d] and the relation

Φ′(y0) =

∫ b

a

f ′
y(x, y0)dx

holds true.

Proof. Fix any y0 ∈ [c, d] and let {hn : n ∈ N} be an arbitrary sequence
of nonzero real numbers converging to 0. Obviously, for every index n ∈ N,
we may write

Φ(y0 + hn)− Φ(y0)

hn

=

∫ b

a

f(x, y0 + hn)− f(x, y0)

hn

dx.

Using the classical Lagrange formula, we get

f(x, y0 + hn)− f(x, y0)

hn

= f ′
y(x, y0 + θnhn),

where 0 ≤ θn ≤ 1. Let us introduce the notation

fn(x) =
f(x, y0 + hn)− f(x, y0)

hn

(x ∈ [a, b]).

By virtue of condition (3), we may write

|fn(x)| = |f ′
y(x, y0 + θnhn)| ≤ L (x ∈ [a, b]).

It is also clear that

limn→+∞fn(x) = f ′
y(x, y0) (x ∈ [a, b]).

Now, tending n to +∞ and applying Theorem 3 to the introduced sequence
of functions {fn : n ∈ N}, we come to the relation

limn→+∞

Φ(y0 + hn)− Φ(y0)

hn

=

∫ b

a

f ′
y(x, y0)dx (y0 ∈ [c, d]).

Finally, since {hn : n ∈ N} was taken arbitrarily, we conclude that there
exists Φ′(y0) and the required relation

Φ′(y0) =

∫ b

a

f ′
y(x, y0)dx (y0 ∈ [c, d])
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is valid. This finishes the proof.

The above results were proved simultaneously for Riemann and Lebesgue
integrable real-valued functions. The next result is specific for Riemann
integrable functions and has no analogue (at least, within ZFC set theory)
for Lebesgue integrable functions (see [72] and Chapter 17).

Theorem 5. Let [a, b] and [c, d] be any two closed bounded intervals on
R and let

f : [a, b]× [c, d] → R

be a function satisfying the following conditions:
(1) there is a real constant L ≥ 0 such that |f(x, y)| ≤ L for all points

(x, y) ∈ [a, b]× [c, d];
(2) for each x ∈ [a, b], the partial function f(x, ·) is Riemann integrable

on [c, d];
(3) for each y ∈ [c, d], the partial function f(·, y) is Riemann integrable

on [a, b].
Then there exist two Riemann iterated integrals

∫ d

c

(

∫ b

a

f(x, y)dx)dy,

∫ b

a

(

∫ d

c

f(x, y)dy)dx

and the equality

∫ d

c

(

∫ b

a

f(x, y)dx)dy =

∫ b

a

(

∫ d

c

f(x, y)dy)dx

holds true.

Proof. First of all, we need to introduce two real-valued functions

Φ(y) =

∫ b

a

f(x, y)dx (y ∈ [c, d]),

Ψ(x) =

∫ d

c

f(x, y)dy (x ∈ [a, b]).

By virtue of conditions (2) and (3), the functions Φ and Ψ are well-defined.
We wish to show that both these functions are Riemann integrable. Let

us do it for the function Φ. For this purpose, take any sequence

{D0,D1,D2, ...,Dn, ...}

of finite decompositions of [c, d] into intervals such that the maximum of the
lengths of all intervals belonging to Dn (n ∈ N) tends to zero as n tends to
infinity. Now, fix

Dn = {∆n,0,∆n,1, ...,∆n,j(n)}
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in the above-mentioned sequence and take any family of points

yn,0 ∈ ∆n,0, yn,1 ∈ ∆n,1, . . . , yn,j(n) ∈ ∆n,j(n).

By definition, the Riemann sum sn for Φ corresponding to the decomposition
Dn and to the sequence of points (yn,0, yn,1, . . . , yn,j(n)) is equal to

Φ(yn,0)λ1(∆n,0) + Φ(yn,1)λ1(∆n,1) + . . . +Φ(yn,j(n))λ1(∆n,j(n)).

Clearly, this sum can be rewritten as

sn =

∫ b

a

∑
{f(x, yn,k)λ1(∆n,k) : 0 ≤ k ≤ j(n)}dx.

Introducing the notation

f∗
n(x) =

∑
{f(x, yn,k)λ1(∆n,k) : 0 ≤ k ≤ j(n)} (x ∈ [a, b]),

we come to the following expression of sn:

sn =

∫ b

a

f∗
n(x)dx.

By virtue of assumption (2), for each x ∈ [a, b], the partial function f(x, ·)
is Riemann integrable on [c, d], which means that the introduced sequence
of functions {f∗

n : n ∈ N} pointwise converges on [a, b] and

limn→+∞f∗
n(x) =

∫ d

c

f(x, y)dy = Ψ(x),

in view of the definition of Ψ(x). At the same time, using condition (1), we
get

|f∗
n(x)| ≤ L(d− c) (x ∈ [a, b]).

Therefore, according to Theorem 2, we infer that there exists a limit

limn→+∞

∫ b

a

f∗
n(x)dx

and this limit is independent of the choice of {D0,D1,D2, ...,Dn, ...} and of
the choice of (yn,0, yn,1, . . . , yn,j(n)) for any Dn. The last circumstance
directly indicates that our function Φ is Riemann integrable on [c, d] and

∫ d

c

Φ(y)dy =

∫ b

a

Ψ(x)dx,
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where the right integral in the above equality can be understood in the
Lebesgue sense.

Finally, by using a dual argument for Ψ, we come to the analogous result,
which yields that, similarly to Φ, the function Ψ is Riemann integrable on
[a, b] and ∫ b

a

Ψ(x)dx =

∫ d

c

Φ(y)dy.

In other words, we have the required equality

∫ d

c

(

∫ b

a

f(x, y)dx)dy =

∫ b

a

(

∫ d

c

f(x, y)dy)dx

for these two Riemann iterated integrals. Theorem 5 has thus been proved.

Let us repeat once more that Theorem 5 cannot be extended (within
ZFC set theory) to the case of iterated integrals in the Lebesgue sense.

In various courses of mathematical analysis it is usually underlined that
there is an essential advantage of the Lebesgue integral over the Riemann
integral. In fact, one may observe a very good behavior of the Lebesgue
integral with respect to standard operations of analysis and, first of all, with
respect to the fundamental limit operation. Nevertheless, Theorem 5 shows
us that sometimes the Riemann integral turns out to be preferable to the
Lebesgue integral.

It should also be mentioned that there exist many Lebesgue nonmeasur-
able functions f : [0, 1]2 → [0, 1] such that all partial functions

f(x, ·), f(·, y) (x ∈ [0, 1], y ∈ [0, 1])

are integrable in the Riemann sense (in this connection, see Exercise 6).

EXERCISES

1. Let (E,S, ν) and (E,S, µ) be two measure spaces. Recall that ν
is absolutely continuous with respect to µ if, for every set X ∈ S, the
implication

µ(X) = 0 ⇒ ν(X) = 0

holds true.
Demonstrate that if ν is a finite measure, then the following two asser-

tions are equivalent:
(a) ν is absolutely continuous with respect to µ;
(b) for every real ε > 0, there exists a real δ > 0 such that the relation

X ∈ S & µ(X) < δ

implies ν(X) < ε.
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Give an example of two σ-finite measure spaces (E,S, ν) and (E,S, µ)
for which the equivalence (a) ⇔ (b) fails to be true.

2. Let (E,S, µ) be a σ-finite measure space and let f : E → R be any
µ-integrable function.

Show that, for every real ε > 0, there exists a real δ > 0 such that the
relation

X ∈ S & µ(X) < δ

implies

|

∫

X

f(x)dµ(x)| ≤

∫

X

|f(x)|dµ(x) < ε

(the absolute continuity of the µ-integral).
For this purpose, define

ν(X) =

∫

X

|f(x)|dµ(x) (X ∈ S)

and apply Exercise 1 to the measures µ and ν.

3. Give a detailed proof of Theorem 2.

4. Deduce the dominated convergence theorem of Lebesgue from Fubini’s
theorem on the product of two σ-finite measures.

For this purpose, denoting by λ the standard Lebesgue measure on R,
consider a σ-finite measure space (E,S, µ), the product measure µ ⊗ λ on
E×R, and take into account that, for any real-valued µ-integrable function
f ≥ 0 on E, the following equality holds true:

∫

E

f(x)dµ(x) = (µ⊗ λ)(L(f)),

where the set L(f) is defined by the formula

L(f) = {(x, t) ∈ E ×R : 0 ≤ t ≤ f(x)}.

5∗. Let (E,S) be a measurable space and let {µn : n ∈ N} be a sequence
of probability measures, all of which are given on the σ-algebra S. Suppose
that, for every set X ∈ S, there exists limn→+∞µn(X) and denote this limit
by µ(X).

Prove that µ is also a probability measure on E with dom(µ) = S.

6∗. Work in ZFC theory and construct an example of a Lebesgue non-
measurable function

f : [0, 1]2 → {0, 1}

such that
(a) for each x ∈ [0, 1], the partial function f(x, ·) coincides with the

characteristic function of a singleton contained in [0, 1];
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(b) for each y ∈ [0, 1], the partial function f(·, y) coincides with the
characteristic function of a singleton contained in [0, 1].

In order to show the existence of such a function f , construct by the
method of transfinite recursion a set Z ⊂ [0, 1]2 satisfying the following
three conditions:

(c) Z meets every λ2-measurable subset of [0, 1]2 with strictly positive
measure;

(d) card(Z ∩ ({x} × [0, 1])) = 1 for any point x ∈ [0, 1];
(e) card(Z ∩ ([0, 1]× {y})) = 1 for any point y ∈ [0, 1].
Further, denoting by f the characteristic function of Z, verify that f

satisfies both conditions (a) and (b) and is λ2-nonmeasurable; conclude that
all partial functions

f(x, ·), f(·, y) (x ∈ [0, 1], y ∈ [0, 1])

are uniformly bounded, integrable in the Riemann sense, and

∫
1

0

(

∫
1

0

f(x, y)dx)dy =

∫
1

0

(

∫
1

0

f(x, y)dy)dx = 0.

7∗. Let n ≥ 1 be a natural number, let (E,S, µ) be a σ-finite measure
space, and let f1, f2, ..., fn be any µ-integrable real-valued functions on E.

Prove that the inequality

(

∫

E

|f1(t)f2(t)...fn(t)|
1/ndt)n ≤

∫

E

|f1(t)|dt

∫

E

|f2(t)|dt...

∫

E

|fn(t)|dt

holds true and specify the case when the above inequality is reduced to the
equality.

Argue in two steps. First, demonstrate that if the inequality is valid for
n functions, then it is also valid for 2n functions. Then demonstrate that if
the inequality is valid for n+1 functions, then it is also valid for n functions
(Cauchy’s classical method).
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Sierpiński’s partition of the Euclidean plane

In this chapter we discuss several results and statements closely con-
nected with Sierpiński’s partition of the Euclidean plane R2 = R ×R. It
turns out that these results and statements can be successfully applied in
various fields of mathematics (especially, in real analysis, measure theory,
and general topology).

Let ω denote, as usual, the least infinite ordinal number and let ω1

denote the least uncountable ordinal number. It is a well-known fact that
Sierpiński was the first mathematician who considered, in his classical paper
[236], a partition {A,B} of the product set ω1 × ω1, defined as follows:

A = {(ξ, ζ) : ξ ≤ ζ < ω1}, B = {(ξ, ζ) : ω1 > ξ > ζ}.

He observed that, for any two ordinal numbers ξ < ω1 and ζ < ω1, the
inequalities card(Aζ) ≤ ω and card(Bξ) ≤ ω are valid, where

Aζ = {ξ : (ξ, ζ) ∈ A}, Bξ = {ζ : (ξ, ζ) ∈ B}.

In other words, each of the sets A and B can be represented as the union
of a countable family of “curves” lying in the product set ω1 × ω1. This
property of the partition {A,B} implies many interesting and important
consequences. For instance, it immediately follows from the existence of
{A,B} that if the Continuum Hypothesis (CH) holds true, then there exists
a partition {A′, B′} of the Euclidean planeR2, satisfying these two relations:

(1) for each straight line L in R2 parallel to the line R × {0}, the
inequality card(A′ ∩ L) ≤ ω is fulfilled;

(2) for each straight line M in R2 parallel to the line {0} × R, the
inequality card(B′ ∩M) ≤ ω is fulfilled.

Moreover, Sierpiński demonstrated that if a covering {A′, B′} ofR2 with
the above-mentioned properties (1) and (2) does exist, then CH holds true.

Indeed, suppose that {A′, B′} is such a covering of R2. Choose a subset
X of R having cardinality ω1 and put Z = (X ×R) ∩B′. Then, according

265
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to relation (2), we get card(Z) ≤ ω · ω1 = ω1. On the other hand, let
us show that pr2(Z) = R. In order to do this, take an arbitrary point
y ∈ R and consider the straight line R × {y}. Relation (1) implies that
card(A′ ∩ (R × {y})) ≤ ω. At the same time, we obviously have

card((X ×R) ∩ (R× {y})) = ω1.

Hence there exists t ∈ R such that (t, y) 6∈ A′ and (t, y) ∈ X ×R. Because
{A′, B′} is a covering of R2, we infer that (t, y) ∈ B′ and, consequently,
(t, y) ∈ Z and y ∈ pr2(Z), which yields the desired equality pr2(Z) = R.
We thus obtain

c = card(R) ≤ card(Z) ≤ ω1

and, finally, c = ω1.
In other words, Sierpiński showed thatCH is equivalent to the statement

that there exists a partition {A′, B′} of the Euclidean plane R2, satisfying
relations (1) and (2).

Let us mention an important consequence of the existence of a Sierpiński
partition {A′, B′} of R2. For this purpose, consider two sets

A′′ = [0, 1]2 ∩ A′, B′′ = [0, 1]2 ∩B′.

Then we get a partition {A′′, B′′} of [0, 1]2 with the properties very similar
to the ones of {A′, B′}. Let us introduce the following two functions:

f = the characteristic function of A′′;
g = the characteristic function of B′′.
It can easily be observed that there exist the Lebesgue iterated integrals

∫ 1

0

(

∫ 1

0

f(x, y)dy)dx,

∫ 1

0

(

∫ 1

0

f(x, y)dx)dy,

∫ 1

0

(

∫ 1

0

g(x, y)dy)dx,

∫ 1

0

(

∫ 1

0

g(x, y)dx)dy,

but we have
∫ 1

0

(

∫ 1

0

f(x, y)dy)dx =

∫ 1

0

(

∫ 1

0

g(x, y)dx)dy = 1,

∫ 1

0

(

∫ 1

0

f(x, y)dx)dy =

∫ 1

0

(

∫ 1

0

g(x, y)dy)dx = 0

and, consequently,

∫ 1

0

(

∫ 1

0

f(x, y)dy)dx 6=

∫ 1

0

(

∫ 1

0

f(x, y)dx)dy,
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∫ 1

0

(

∫ 1

0

g(x, y)dy)dx 6=

∫ 1

0

(

∫ 1

0

g(x, y)dx)dy.

Thus, we infer that the classical Fubini theorem does not hold for each
of the functions f and g. But these functions, obviously, are nonnegative
and bounded on [0, 1]2. Therefore, both f and g are nonmeasurable in the
Lebesgue sense (cf. the situation for Riemann iterated integrals that was
discussed in Chapter 16).

Remark 1. We see that CH implies the existence of a function f acting
from [0, 1]2 into [0, 1] such that its Lebesgue iterated integrals do exist but
differ from each other. It is not hard to verify that CH is not necessary
for this conclusion. For instance, Martin’s Axiom also implies the existence
of such a function (and, moreover, we do not need here the whole power of
MA; it suffices to assume that each subset of R whose cardinality is strictly
less than c is measurable in the Lebesgue sense). On the other hand, it was
demonstrated in [76] that there are models of set theory in which, for every
function g : [0, 1]2 → [0, 1], the existence of both iterated integrals

∫ 1

0

(

∫ 1

0

g(x, y)dx)dy,

∫ 1

0

(

∫ 1

0

g(x, y)dy)dx

implies the equality between them. For some further results concerning
iterated integrals and tightly connected with Sierpiński’s partition of R2,
see [231]. Roughly speaking, we do not have any equivalent of CH in terms
of iterated integrals. Below, we shall see that there is a beautiful equivalent
of CH in terms of differentiability of real-valued functions.

We now formulate one statement (also interesting from the viewpoint of
measure theory) which is based on some properties of Sierpiński’s partition
{A,B} of the product set ω1 × ω1.

(i) If P(ω1) is the σ-algebra of all subsets of ω1, then the product σ-
algebra P(ω1)⊗P(ω1) coincides with the σ-algebra P(ω1×ω1) of all subsets
of ω1 × ω1.

In order to establish this result, it is sufficient to consider an arbitrary
subset X of the real line R with card(X) = ω1 and to apply the well-known
fact that the graph of any real-valued function on X is a measurable subset
of the product space

(X,P(X))× (R,B(R)) = (X ×R,P(X)⊗ B(R)).

Notice that an argument establishing the above equality relies essentially
on the Axiom of Choice because the existence of an embedding of ω1 into
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R cannot be proved in ZF & DC theory. Moreover, as has been shown
by Shelah [228] and Raisonnier [210], the existence of such an embedding
implies in ZF & DC theory the existence of a subset of R nonmeasurable
in the Lebesgue sense.

Starting with the equality P(ω1×ω1) = P(ω1)⊗P(ω1), one can directly
obtain the following important statement:

(ii) There does not exist a nonzero σ-finite diffused measure µ defined
on the whole σ-algebra P(ω1).

Let us recall that this classical statement is due to Ulam [270], who es-
tablished the nonexistence of such a measure in another way, by applying
a transfinite matrix of a special type (for details, see, e.g., [18], [192], [202],
or [270]). In order to prove this statement by using the corresponding prop-
erties of the partition {A,B}, suppose for a moment that such a measure
µ does exist and apply the Fubini theorem to the product measure µ ⊗ µ
and to the sets A and B of Sierpiński’s partition. Because all horizontal
sections of A are at most countable and all vertical sections of B are also
at most countable, we get the equalities (µ⊗ µ)(A) = (µ⊗ µ)(B) = 0 and,
consequently, (µ⊗µ)(A∪B) = (µ⊗µ)(ω1×ω1) = 0, which yields a contra-
diction with our assumption that µ is not identically equal to zero. Thus,
ω1 is not a real-valued measurable cardinal.

Actually, the real-valued nonmeasurability of ω1 is historically the first
nontrivial fact which concerns some important combinatorial properties of
uncountable cardinals and which can be established within ZFC theory.

Remark 2. We see, in particular, that if CH holds, then the cardinality
of the continuum c is not real-valued measurable, either. It is reasonable
to recall here that the latter result was first obtained by Banach and Ku-
ratowski in their joint paper [16]. In this context, it should also be noticed
that the method of [16] gives a more general result. Namely, let us consider
the family F of all functions acting from ω into ω. Let f and g be any
two functions from F . We put f � g if and only if there exists a natu-
ral number n = n(f, g) such that the inequality f(m) ≤ g(m) is valid for
all natural numbers m ≥ n. Obviously, the relation � is a pre-ordering
of F . Now, assuming that CH holds, it is not difficult to define a subset
E = {fξ : ξ < ω1} of F satisfying the following two conditions:

(a) if f is an arbitrary function from F , then there exists an ordinal
ξ < ω1 such that f � fξ;

(b) for any ordinals ξ and ζ such that ξ < ζ < ω1, the relation fζ � fξ
is not valid.

Evidently, each of conditions (a) and (b) implies card(E) = ω1.
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Further, for any two natural numbers m and n, we put

Em,n = {fξ : fξ(m) ≤ n}.

So we get a double family of sets (Em,n)m<ω, n<ω, which is usually called
a Banach–Kuratowski matrix. It is easy to check that, for every m < ω,
we have the series of inclusions Em,0 ⊂ Em,1 ⊂ ... ⊂ Em,n ⊂ ... and the
equality E = ∪{Em,n : n < ω}. Also, conditions (a) and (b) immediately
imply that if f is an arbitrary function from F , then the intersection

E0,f(0) ∩ E1,f(1) ∩ ... ∩ Em,f(m) ∩ ...

is at most countable. From these properties of the Banach–Kuratowski
matrix it is not hard to deduce that there does not exist a nonzero σ-finite
diffused measure on E defined simultaneously for all sets Em,n, wherem < ω
and n < ω. In addition, it can easily be seen that the analogous result is true
for many other functionals (much more general than measures). Namely,
let ν be a real-valued positive (i.e., nonnegative) function defined on some
class of subsets of E, closed under finite intersections. We say (cf. the
corresponding definition presented in Chapter 15) that ν is an admissible
functional on E if the following three conditions hold:

(1) the family of all countable subsets of E is contained in dom(ν) and,
for any countable set Z ⊂ E, we have the equality ν(Z) = 0;

(2) if {Xn : n < ω} is an increasing (with respect to inclusion) family
of sets, such that Xn ∈ dom(ν) for all n < ω, then the set ∪{Xn : n < ω}
also belongs to dom(ν) and ν(∪{Xn : n < ω}) ≤ sup{ν(Xn) : n < ω};

(3) if {Yn : n < ω} is a decreasing (with respect to inclusion) family
of sets, such that Yn ∈ dom(ν) for all n < ω, then the set ∩{Yn : n < ω}
also belongs to dom(ν) and ν(∩{Yn : n < ω}) ≥ inf{ν(Yn) : n < ω}.

Evidently, if ν is a finite diffused measure on E, then ν satisfies con-
ditions (1), (2), and (3). In general, an admissible functional ν need not
have any additive properties similar to the corresponding properties of usual
measures. However, the Banach–Kuratowski method works for such func-
tionals, too, and one can conclude that there does not exist a nonzero
admissible functional on E defined simultaneously for all sets of a given
Banach–Kuratowski matrix.

Let us return to a Sierpiński partition of the Euclidean plane R2 and
consider some other interesting results related to it. For instance, we have
the following “geometric” fact:

(iii) Assuming CH, there exists a function φ : R → R such that

R2 = ∪{gn(Γφ) : n < ω}
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where Γφ denotes the graph of φ and gn (n < ω) are some motions of the
plane R2, each of which either is a translation of R2 or is a rotation of R2

(about a point) whose angle is equal to ±π/2.

The proof of this result is not difficult and we leave it to the reader as a
useful exercise.

Let now X and Y be any two sets. We recall (see, e.g., Chapter 0) that
a set-valued mapping is an arbitrary function of the type F : X → P(Y ),
where P(Y ) denotes, as usual, the family of all subsets of Y . According to
a well-known definition from general set theory, a subset Z of X is indepen-
dent with respect to F if, for any two distinct elements z ∈ Z and z′ ∈ Z,
we have the relations z 6∈ F (z′) and z′ 6∈ F (z).

It can easily be shown that there exists a set-valued mapping

F : ω1 → [ω1]
≤ω

such that no two-element subset of ω1 is independent with respect to F
(as usual, the symbol [ω1]

≤ω stands for the family of all at most countable
subsets of ω1). Actually, the desired set-valued mapping F may trivially be
defined as follows:

F (ζ) = Aζ (ζ < ω1)

where A is the first component of Sierpiński’s partition {A,B} of the prod-
uct set ω1 × ω1.

In connection with this simple fact, let us remark that if a set-valued
mapping F : ω1 → [ω1]

<ω is given, then there always exists a subset Ξ of
ω1 satisfying the following two conditions:

(*) card(Ξ) = ω1;
(**) Ξ is independent with respect to F .
The reader can easily derive this result from the so-called △-system

lemma (see, e.g., [18] or [146]). It is also reasonable to point out here that
the △-system lemma is a theorem of the theory ZF & DC.

Finally, let us mention that an analogous result (concerning the existence
of large independent subsets) holds true for uncountable cardinal numbers,
but the proof of this generalized result due to Hajnal and Erdös is more
difficult and needs a delicate additional argument.

There are many other interesting statements and facts which are related
to Sierpiński’s partition of ω1 × ω1 or can be obtained by using certain
properties of this partition (see, e.g., [44], [47], [73], [129], [140], [190], [191],
[246], [247], and [251]).

Here we wish to consider an application of Sierpiński’s partition in real
analysis. Namely, we shall present one theorem of Morayne [190] that es-
tablishes an interesting connection of this partition with the existence of
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some strange mappings acting from R onto R ×R. In order to prove the
above-mentioned theorem, we need several auxiliary notions and proposi-
tions.

Let f be a partial function acting from R into R, and let X be a subset
of R. We say that f satisfies the Banach condition on X if the set

{y ∈ f(X) : card(f−1(y) ∩X) > ω}

is of Lebesgue measure zero.
We also recall that a partial function f acting from a metric space (X, d)

into R satisfies the Lipschitz condition if there exists a real L ≥ 0 such that

|f(x)− f(y)| ≤ Ld(x, y) (x ∈ dom(f), y ∈ dom(f)).

In this case, the real L is usually called a Lipschitz constant for f .
It is not hard to prove the following auxiliary statement.

Lemma 1. Let (X, d) be a metric space, Y be a subset of X, and let f
be a function acting from Y into R and satisfying the Lipschitz condition
with a Lipschitz constant L ≥ 0.

Then f can be extended to a function g : X → R which fulfils this
condition, too, with the same Lipschitz constant L.

Proof. Assume that Y 6= ∅ and, for any point x ∈ X , define

g(x) = inf{f(y) + Ld(x, y) : y ∈ Y }.

In this way we obtain a mapping g acting from X into R. Let us check that
g is the required extension of f . Fix an arbitrary x ∈ Y . Obviously, for
each y ∈ Y , we have

g(x) ≤ f(y) + Ld(x, y).

In particular, putting y = x, we get g(x) ≤ f(x). On the other hand, the
relation

|f(x)− f(y)| ≤ Ld(x, y) (y ∈ Y )

implies that
f(x) ≤ f(y) + Ld(x, y) (y ∈ Y )

and, hence, f(x) ≤ g(x). So we obtain the equality g(x) = f(x) and,
consequently, g is an extension of f .

Now, let x1 and x2 be two arbitrary points from X and let ε > 0. There
exist points y1 ∈ Y and y2 ∈ Y such that

f(y1) + Ld(x1, y1)− ε ≤ g(x1) ≤ f(y2) + Ld(x1, y2),
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f(y2) + Ld(x2, y2)− ε ≤ g(x2) ≤ f(y1) + Ld(x2, y1).

Then we may write

g(x2)− g(x1) ≤ L(d(x2, y1)− d(x1, y1)) + ε ≤ Ld(x1, x2) + ε,

g(x1)− g(x2) ≤ L(d(x1, y2)− d(x2, y2)) + ε ≤ Ld(x1, x2) + ε,

and, finally, |g(x1) − g(x2)| ≤ Ld(x1, x2) + ε. Because ε is an arbitrary
strictly positive real number, we conclude that

|g(x1)− g(x2)| ≤ Ld(x1, x2),

which completes the proof of Lemma 1.

Actually, we need only a very special case of this lemma when X = R.
In this case, the proof can be done directly.

Lemma 2. Let f be a partial function acting from R into R, and
suppose that f is differentiable at all points of dom(f), i.e., for every point
t ∈ dom(f), there exists a derivative f ′

dom(f)(t) relative to the set dom(f).

Then dom(f) can be represented in the form dom(f) = ∪{Pi : i ∈ I}, where
card(I) ≤ ω and each set Pi (i ∈ I) has the property that f |Pi satisfies the
Lipschitz condition.

Proof. First, let us denote D = dom(f) and, for every natural number
n > 0, define the set Dn ⊂ D by

Dn = {t ∈ D : (∀t′ ∈ D)(|t′ − t| ≤ 1/n ⇒ |f(t′)− f(t)| ≤ n|t′ − t|)}.

Then, taking into account the assumption that f is differentiable relative
to D, it is not hard to check the equality D = ∪{Dn : 0 < n < ω}. Further,
for any natural number n > 0, we may write Dn = ∪{Dnk : k < ω},
where (∀k < ω)(diam(Dnk) ≤ 1/n). Now, it immediately follows from the
definition of Dn that all the restrictions

f |Dnk (0 < n < ω, k < ω)

satisfy the Lipschitz condition. So we can put

{Pi : i ∈ I} = {Dnk : 0 < n < ω, k < ω},

and Lemma 2 is thus proved.

The next auxiliary proposition is well known in real analysis and is due
to Banach (see, e.g., [194], [225]).
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Lemma 3. Let f be a continuous real-valued function of finite variation,
defined on some segment [a, b] ⊂ R. For every y ∈ R, put φf (y) = +∞ if
card(f−1(y)) ≥ ω, and φf (y) = card(f−1(y)) if card(f−1(y)) < ω.

Then the function φf : R → R ∪ {+∞} is integrable in the Lebesgue
sense, and the relation

∫

R

φf (y)dy = var[a,b](f) < +∞

is valid. In particular, for almost all (with respect to the Lebesgue measure
λ) points y ∈ R, one has the inequality card(f−1(y)) < ω.

Lemma 4. Let f be a function acting from R into R, and let

D = {t ∈ R : f ′(t) exists}.

Then f satisfies the Banach condition on D.

Proof. In view of Lemmas 1 and 2, it suffices to demonstrate that, for
each closed interval [a, b] ⊂ R, any function g : [a, b] → R satisfying the
Lipschitz condition on [a, b], fulfills the Banach condition on the same in-
terval. But this immediately follows from Lemma 3 because g is continuous
and of finite variation on [a, b].

Now, we are ready to formulate and prove the result of Morayne [190].
Actually, this result yields a purely analytic equivalent of the Continuum
Hypothesis.

Theorem 1. The following two assertions are equivalent:

(1) the Continuum Hypothesis (CH);

(2) there exists a surjection f = (f1, f2) : R → R × R such that, for
any point t ∈ R, at least one of the coordinate functions f1 and f2 is
differentiable at t.

Proof. We first establish the implication (1) ⇒ (2). Suppose that CH

holds. Then we may consider a Sierpiński type partition {A,B} of R ×R

such that (∀x ∈ R)(card(A(x)) ≤ ω) and (∀y ∈ R)(card(B(y)) ≤ ω), where

A(x) = {y ∈ R : (x, y) ∈ A}, B(y) = {x ∈ R : (x, y) ∈ B}.

Further, we introduce a function φ : R → R defined by the formula

φ(t) = t · sin(t) (t ∈ R).
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It is evident, from the geometrical point of view, that, for any two numbers
u ∈ R and v ∈ R, the sets φ−1(u) ∩ ]−∞,−1] and φ−1(v) ∩ [1,+∞[ are
countably infinite. So we may write

φ−1(u) ∩ ]−∞,−1] = {tu1 , t
u
2 , ..., t

u
n, ...},

φ−1(v) ∩ [1,+∞[ = {sv1, s
v
2 , ..., s

v
n, ...}.

At the same time, we can represent the two countable sets

A(u) = {y ∈ R : (u, y) ∈ A}, B(v) = {x ∈ R : (x, v) ∈ B}

as A(u) = {au1 , a
u
2 , ..., a

u
n, ...} and B(v) = {bv1, b

v
2, ..., b

v
n, ...}, respectively.

Let now t be an arbitrary point of R.
If t ∈ ]−∞, 1[, then we put f1(t) = φ(t).
If t ∈ [1,+∞[, then t = svn for some real v and natural n. In this case,

we define f1(t) = f1(s
v
n) = bvn.

Analogously, if t ∈ ]− 1,+∞[, then we put f2(t) = φ(t).
If t ∈ ] − ∞,−1], then t = tun for some real u and natural n. In this

case, we define f2(t) = f2(t
u
n) = aun.

Finally, we introduce a mapping f : R → R×R by the formula

f(x) = (f1(x), f2(x)) (x ∈ R).

Let us verify that f is the required function. For this purpose, take any
point t ∈ R. Since R = ] − ∞, 1[ ∪ ] − 1,+∞[, there exists an open
neighborhood W (t) of t such that

W (t) ⊂ ]−∞, 1[ ∨ W (t) ⊂ ]− 1,+∞[

and, hence, at least one of the coordinate functions f1 and f2 coincides
with the function φ on W (t). But φ is differentiable everywhere on R.
Consequently, at least one of the functions f1 and f2 is differentiable on
W (t) and, in particular, differentiable at the point t ∈ W (t).

Also, it can easily be checked that f is a surjection. Indeed, let (u, v)
be an arbitrary point of R2. Since the equality R2 = A ∪ B holds, the
point (u, v) belongs either to A or to B. We may assume, without loss of
generality, that (u, v) ∈ A. Then

v ∈ A(u) = {au1 , a
u
2 , ..., a

u
n, ...},

φ−1(u) ∩ ]−∞,−1] = {tu1 , t
u
2 , ..., t

u
n, ...}
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and, for some natural number n, we must have v = aun. Putting t = tun and
taking into account the definition of f , we get

f(t) = (f1(t), f2(t)) = (φ(t), aun) = (u, v),

which shows that our f is a surjection.
In this way we have established the implication (1) ⇒ (2).
Suppose now that assertion (2) is valid, i.e., for some surjective mapping

f = (f1, f2) : R → R×R, the equality R = D1 ∪D2 is fulfilled, where

D1 = {t ∈ R : f ′
1(t) exists}, D2 = {t ∈ R : f ′

2(t) exists}.

In conformity with Lemma 4, the coordinate functions f1 and f2 satisfy the
Banach condition on the sets D1 and D2, respectively. Hence the sets

K1 = {y ∈ f1(D1) : card(f−1
1 (y) ∩D1) > ω},

K2 = {y ∈ f2(D2) : card(f−1
2 (y) ∩D2) > ω}

are of Lebesgue measure zero. Let us put M1 = R \K1 and M2 = R \K2.
Then, for the sets M1 and M2, we have card(M1) = card(M2) = c. Now,
we define

A = f(D1) ∩ (M1 ×M2), B = f(D2) ∩ (M1 ×M2).

Keeping in mind the fact that f is a surjection, we get A ∪B = M1 ×M2.
Also, it immediately follows from the definition of M1 and M2 that

(∀x ∈ M1)(card(A(x)) ≤ ω), (∀y ∈ M2)(card(B(y)) ≤ ω).

In other words, we obtain a covering {A,B} of the product set M1 ×M2,
having properties quite similar to those of Sierpiński’s partition of ω1 × ω1.
But the product set M1×M2 may be identified (in the purely set-theoretical
sense) with R×R. So we conclude that CH must be true (cf. the argument
presented at the beginning of this chapter; see also Exercise 1). The proof
of Theorem 1 is thus finished.

Remark 3. One interesting generalization of the above theorem was
obtained in [44].

The function f considered in Theorem 1 is singular from the point of
view of Lebesgue measurability (Exercise 7 illustrates this circumstance).

We want to finish this chapter with one statement closely related to
the Sierpiński partition of ω1 × ω1. This statement does not require any
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additional set-theoretical hypotheses and establishes a certain relationship
between Sierpiński type partitions and the nonmeasurability in the Lebesgue
sense.

Theorem 2. In ZF & DC theory, the assertion “there exists a bijection
from R onto a well-ordered set” implies the assertion “there exists a subset
of R nonmeasurable in the Lebesgue sense”.

Proof. Obviously, the existence of a bijection between R and some
well-ordered set is equivalent to the existence of a well-ordering of R and,
actually, means that R can be represented as an injective family of points
R = {xξ : ξ < α}, where α denotes some ordinal number of cardinal-
ity continuum. Also, it is clear that if we want to prove the existence of
Lebesgue nonmeasurable subsets of R, it suffices for us to establish the
existence of subsets of the plane R2, nonmeasurable with respect to the
standard two-dimensional Lebesgue measure λ2 on R2. Let λ denote, as
usual, the standard Lebesgue measure on R. Let β ≤ α be the least ordinal
for which λ∗({xξ : ξ < β}) > 0, where λ∗ is the outer measure associated
with λ. If the set {xξ : ξ < β} is nonmeasurable with respect to λ, then
we are done. Otherwise, we may write

{xξ : ξ < β} ∈ dom(λ), λ({xξ : ξ < β}) > 0

and, according to the definition of β, for each ordinal number γ < β, we
have λ({xξ : ξ < γ}) = 0. Now, define a subset Z of R2 as follows:

Z = {(xξ, xζ) : ξ ≤ ζ < β}.

We assert that Z is nonmeasurable with respect to λ2. Indeed, suppose for
a moment that Z ∈ dom(λ2). Then, considering all vertical and horizontal
sections of Z and applying the classical Fubini theorem to Z, we get, on
the one hand, the relation λ2(Z) > 0 and, on the other hand, the equality
λ2(Z) = 0. Because this is impossible, we conclude that Z is not λ2-
measurable, which also implies the existence of a Lebesgue nonmeasurable
subset of the real line R. Theorem 2 has thus been proved.

Actually, Theorem 2 and the result of Exercise 12 show us that the exis-
tence of a well-ordering of the real line R immediately yields the existence
of subsets of R having a very bad descriptive structure from the points of
view of the Lebesgue measurability and Baire property.

In this connection, let us recall that the existence of a totally imper-
fect subset of R of cardinality continuum also implies (within the same
ZF & DC theory) the existence of a Lebesgue nonmeasurable subset of R
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and the existence of a subset of R without the Baire property (see Exercise
5 from Chapter 10).

EXERCISES

1. Let E1 and E2 be two sets such that card(E1) = card(E2) = c.
Check that the following two assertions are equivalent:
(i) the Continuum Hypothesis (CH);
(ii) there exists a covering (partition) {A,B} of the product set E1×E2,

satisfying the relations

(∀y ∈ E2)(card(A ∩ (E1 × {y})) ≤ ω),

(∀x ∈ E1)(card(B ∩ ({x} × E2)) ≤ ω).

2. Define a function f : [−1, 1]2 → R by putting
f(x, y) = (xy)/((x2 + y2)2) if (x, y) 6= (0, 0);
f(x, y) = 0 if (x, y) = (0, 0).
Demonstrate that
(a) the function f is of first Baire class (hence Lebesgue measurable)

but is not Lebesgue integrable;
(b) the iterated integrals for f do exist and

∫ 1

−1

(

∫ 1

−1

f(x, y)dx)dy =

∫ 1

−1

(

∫ 1

−1

f(x, y)dy)dx = 0.

Remark 4. In connection with this exercise, let us note that a much
more general result is presented in the old paper by Fichtenholz [71].

3. Give a detailed proof of the equality P(ω1 × ω1) = P(ω1)⊗ P(ω1).

4. Let E be a ground set with card(E) > ω, for which a Banach–
Kuratowski matrix (Em,n)m<ω, n<ω of subsets of E does exist.

Show that there is no nonzero admissible functional ν on E satisfying
the relation (∀m < ω)(∀n < ω)(Em,n ∈ dom(ν)).

5∗. By starting with Sierpiński’s partition of R2, give a proof of the
assertion (iii).

6∗. Give a detailed proof of Lemma 3.

7. Let f = (f1, f2) be any surjection from R onto R × R having the
property that, for each t ∈ R, at least one of the coordinate functions f1
and f2 is differentiable at t.
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Demonstrate that f is not measurable in the Lebesgue sense.

Remark 5. In connection with this exercise, let us notice that a some-
what stronger result is obtained in [190].

8. Let n ≥ 2 be a natural number. Recall that the n-dimensional
Euclidean space Rn consists of all n-sequences x of the form

x = (x1, x2, ..., xn) (xi ∈ R, i = 1, 2, ..., n).

For any t ∈ R and for each natural index i ∈ [1, n], denote

Γi(t) = {x ∈ Rn : xi = t}.

Obviously, Γi(t) is an affine hyperplane in the space Rn.
Verify that the following two assertions are equivalent:
(a) the Continuum Hypothesis (CH);
(b) there is a partition {A1, A2, ..., An} of Rn such that, for any t ∈ R

and for each natural index i ∈ [1, n], the inequality card(Γi(t) ∩ Ai) ≤ ω is
satisfied.

Remark 6. The above result generalizes the case of R2 and is also
due to Sierpiński. The following simple exercise shows that, for infinite-
dimensional analogues of a Euclidean space, the situation is substantially
different.

9∗. Consider the infinite-dimensional topological vector space

Rω = R1 ×R2 × ...×Rn × ...,

where (∀i ∈ ω \ {0})(Ri = R), and denote by Γi(t) the affine hyperplane
in this space, corresponding to an index i ∈ {1, 2, ..., n, ...} and to a real
number t, i.e., Γi(t) = {x ∈ Rω : xi = t}.

Show that there does not exist a covering {Ai : i ∈ ω \{0}} of Rω such
that, for any i ∈ ω \ {0} and for each t ∈ R, the relation

card(Γi(t) ∩ Ai) < c

is fulfilled.
Consequently, there is no covering {Bi : i ∈ ω \ {0}} of Rω such that,

for any i ∈ ω \ {0} and for any t ∈ R, the relation card(Γi(t) ∩ Bi) ≤ ω is
satisfied.

10. Let n ≥ 2 be an arbitrary natural number.
Prove that the following two assertions are equivalent:
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(a) the Continuum Hypothesis (CH);
(b) there exists a surjection f = (f1, f2, ..., fn) : R → Rn such that, for

each point t ∈ R, at least one of the coordinate functions f1, f2, ... , fn is
differentiable at t.

11. Show that there is no surjection f = (f1, f2, ..., fn, ...) : R → Rω

having the property that, for any point t ∈ R, at least one of the coordinate
functions f1, f2, ... , fn, ... is differentiable at t.

Remark 7. The results presented in the preceding two exercises are
due to Morayne (see [190] and [191]).

12. Work in ZF & DC theory and verify that the assertion “there exists
a bijection from R onto some ordinal number” implies the assertion “there
exists a subset of R not possessing the Baire property”.

13∗. Let Z be a subset of the plane R2 such that card(Z ∩ L) < ω for
every straight line L in R2 which is parallel to the line R × {0}. Let µ be
an arbitrary σ-finite measure on R2 quasi-invariant under the group of all
translations of R2.

Prove that if Z ∈ dom(µ), then µ(Z) = 0.

14. Demonstrate that there exists no covering {X,Y } of the plane R2

satisfying the following conditions:
(a) card(X ∩ L) < ω for all straight lines L in R2 which are parallel to

the line R× {0};
(b) card(Y ∩M) < c for all straight lines M in R2 which are parallel to

the line {0} ×R.

15∗. Show that the Continuum Hypothesis (CH) is equivalent to the
existence of a partition {X,Y, Z} of the Euclidean space R3 such that

(a) card(X ∩ L) < ω for all straight lines L in R3 which are parallel to
the line R× {0} × {0};

(b) card(Y ∩M) < ω for all straight lines M in R3 which are parallel
to the line {0} ×R× {0};

(c) card(Z ∩N) < ω for all straight lines N in R3 which are parallel to
the line {0} × {0} ×R.

Remark 8. The geometric equivalent of CH formulated in Exercise 15
was found by Sierpiński (see, e.g., [247]).

16∗. Let (G,+) be an arbitrary uncountable commutative group and let
0 denote the neutral element of G.

Prove that there exist three subgroups G1, G2, G3 of G satisfying these
four relations:
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(a) card(G1) = card(G2) = card(G3) = ω1;
(b) G1 ∩ (G2 +G3) = {0};
(c) G2 ∩ (G1 +G3) = {0};
(d) G3 ∩ (G1 +G2) = {0}.
In other words, this result shows that any uncountable commutative

group G contains a direct sum of three uncountable subgroups of G.
Moreover, prove that any uncountable commutative group G contains a

direct sum of an ω1-sequence of uncountable subgroups of G.

17. Let (Γ, ·) be a group and let X be a subset of Γ. This X is called a
Γ-negligible set in Γ if the following two conditions hold:

(a) there exists a nonzero σ-finite left Γ-invariant measure µ on Γ such
that X ∈ dom(µ);

(b) for every σ-finite left Γ-quasi-invariant measure ν on Γ, one has the
implication X ∈ dom(ν) ⇒ ν(X) = 0.

Starting with the results of Exercises 15 and 16, demonstrate that if
(G,+) is an uncountable commutative group, then G admits a representa-
tion in the form G = X ∪ Y ∪ Z, where X , Y , and Z are some pairwise
disjoint G-negligible subsets of G.

18∗. Recall that a group (Γ, ·) is solvable if there exists a finite family
{Γi : 1 ≤ i ≤ n} of subgroups of Γ such that

(a) Γ1 = {e}, where e is the neutral element of Γ;
(b) Γn = Γ;
(c) for each natural index i ∈ [1, n−1], the group Γi is a normal subgroup

of Γi+1 and the quotient group Γi+1/Γi is commutative.
By using the result of Exercise 17, prove that if (Γ, ·) is an arbitrary

uncountable solvable group, then this Γ can be represented in the form
Γ = X ∪ Y ∪ Z, where X , Y , and Z are three pairwise disjoint Γ-negligible
subsets of Γ.
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Bad functions defined on second category sets

According to commonly used terminology, if E is a topological space
which is not of first category on itself, then E is said to be of second category
(see Chapter 0).

Analogously, if X is a subset of E and X is not of first category in E,
then one simply says that X is of second category (in E).

Obviously, if X ⊂ E is of first category in E and f : X → R is an
arbitrary function, then f can be extended to a function f∗ : E → R

possessing the Baire property. Indeed, it suffices to put f∗(x) = 0 for all
points x ∈ E \X .

In this chapter we are interested in the following naturally arising ques-
tion:

Let E be a topological space without isolated points and let X ⊂ E be
of second category in E. Does there exist a function f : X → R that cannot
be extended to a function f∗ : E → R having the Baire property?

It is reasonable first to examine this question for the classical case E = R

and then to try to consider a more general situation.

It turns out that, for E = R, the answer is positive and this result is
essentially due to Novikov (see [198]).

In his above-mentioned work [198] Novikov dealt only with the question
of the existence of a function f : X → R that cannot be extended to a Borel
function f∗ : R → R, where X is an arbitrary second category subset of R.
However, slightly modifying his argument, it is not difficult to obtain the
required result in terms of the Baire property.

Now, we are going to discuss thoroughly this remarkable result of de-
scriptive set theory (let us emphasize that it does not appeal to extra set-
theoretical axioms, i.e., belongs to ZFC theory).

We need several auxiliary statements. First, let us recall the precise
formulation of the Kuratowski–Ulam theorem, which can be regarded as a
reasonable topological version of the Fubini theorem (see, e.g., [105], [149]
or [202]).

281
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Theorem 1. Let E1 and E2 be two topological spaces, let E2 possess
a countable base, and let Z ⊂ E1 × E2. The following three assertions are
valid:

(1) if Z is of first category in the product space E1×E2, then for almost
all points x ∈ E1 the section Z(x) = {y ∈ E2 : (x, y) ∈ Z} is of first category
in the space E2;

(2) if Z possesses the Baire property in the product space E1 ×E2, then
for almost all points x ∈ E1 the section Z(x) possesses the Baire property
in the space E2;

(3) if Z possesses the Baire property in E1 × E2 and, for almost all
x ∈ E1, the set Z(x) is of first category in E2, then Z is of first category in
E1 × E2.

As pointed out in preceding chapters, the Kuratowski–Ulam theorem has
many interesting consequences and applications in set-theoretical topology
and mathematical analysis. One nontrivial application of this theorem will
be given later in Chapter 22, where some questions concerning the descrip-
tive structure of generalized derivatives are discussed.

In the present chapter we need only the following special case of the
Kuratowski–Ulam theorem for R2 = R×R.

Lemma 1. Let Z be a subset of the plane R×R such that
(1) pr2(Z) is of second category in R;
(2) for any y ∈ pr2(Z), the set {x ∈ R : (x, y) ∈ Z} is of second category

in R.
Then the set Z is of second category in R×R.

Obviously, this lemma is a direct consequence of Theorem 1.

Lemma 2. Let A be an arbitrary subset of the plane R×R. Denote

A∗ = {(x, y) ∈ R ×R : y ∈ cl(A(x))},

where cl(A(x)) stands, as usual, for the closure of A(x) in R.
If A is an analytic subset of R×R, then A∗ is also analytic in R×R.
In particular, if A is Borel in R×R, then A∗ is analytic in R×R.

Proof. According to the definition of A∗, we can write

(x, y) ∈ A∗ ⇔ (∀n < ω)(∃z ∈ R)(|y − z| < 1/(n+ 1) & (x, z) ∈ A).

For any n < ω, define the set Dn in the space R3 by the formula

Dn = {(x, y, z) : |y − z| < 1/(n+ 1) & (x, z) ∈ A}.
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It can easily be seen that Dn is an analytic subset of R3. This implies at
once that the set

A∗ =
⋂

n<ω

prR×RDn

is analytic in R×R, and the proof is completed.

Lemma 3. Let B be a Borel subset of R×R such that

(∀x ∈ R)(card(B(x)) ≤ ω).

Let us denote

B′ = {x ∈ R : B ∩ ({x} ×R) is nowhere dense in {x} ×R}.

Then the set B′ is also Borel in R.

Proof. Fix a countable base {Un : n < ω} of open subsets of R. For
any natural number n, define the set I(n) = {m < ω : Um ⊂ Un}. Clearly,
we can write

x ∈ B′ ⇔ (∀n < ω)(∃m ∈ I(n))(({x} × Um) ∩B = ∅)

or, equivalently,

x ∈ B′ ⇔ (∀n < ω)(∃m ∈ I(n))¬(∃y)(y ∈ Um & (x, y) ∈ B).

It suffices to establish that all sets

{x ∈ R : ¬(∃y)(y ∈ Um & (x, y) ∈ B)} (m < ω)

are Borel in R. We observe that, for each m < ω, the set

Tm = {x ∈ R : (∃y)((x, y) ∈ (R × Um) ∩B)}

coincides with the projection on R of some Borel subset of R2, all vertical
sections of which are at most countable. Consequently (see Chapter 0), the
set Tm is also Borel in R. Clearly, the same is true for the set R \ Tm. We
thus get the required result.

Lemma 4. Let X ⊂ R be a set of second category in R. There exists a
set Z ⊂ R×R such that

(1) pr1(Z) is a subset of X and is also of second category in R;
(2) for any point x ∈ pr1(Z), the set Z(x) is nowhere dense in R;
(3) Z is of second category in R ×R.
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Proof. The argument presented below is very similar to that given in
the proof of Theorem 2 from Chapter 17. Let us represent our set X in the
form of an injective transfinite α-sequence of points:

X = {xξ : ξ < α},

where α ≥ ω1 is some ordinal number. Let β ≤ α denote the least ordinal
number such that the set {xξ : ξ < β} is of second category. Then we have

(∀ξ < β)(the set {xζ : ζ < ξ} is of first category in R).

Let us put

X0 = {xξ : ξ < β}, S = {(xξ, xζ) : ζ ≤ ξ < β}.

Evidently, we have the equalities

pr1(S) = X0, pr2(S) = X0,

and, for any point x ∈ pr1(S), the set S(x) is of first category. Applying
Sierpiński’s classical argument to S (cf. Chapter 17) and taking into account
Lemma 1, we infer that S does not possess the Baire property, hence S
is of second category. At the same time, it is evident that S admits a
representation S = ∪{Zn : n < ω}, where each set Zn has the following
property:

(∀x ∈ pr1(Zn))(Zn(x) is nowhere dense in R).

Obviously, there exists n0 < ω such that Zn0
is of second category in R×R.

We define Z = Zn0
. It is not difficult to verify that relations (1), (2), and

(3) of the lemma are satisfied for Z, which finishes the proof.

We now are ready to establish the following statement.

Theorem 2. Let X ⊂ R be an arbitrary set of second category in R.
Then there exists a function f : X → R which does not admit any extension
f∗ : R → R possessing the Baire property.

Proof. In view of the preceding lemma, a set Z ⊂ R×R can be found
such that

(1) pr1(Z) ⊂ X and pr1(Z) is of second category in R;
(2) Z is of second category in R×R;
(3) for any x ∈ pr1(Z), the set Z(x) is nowhere dense in R.
It suffices to show that there exists a function f : pr1(Z) → R which

does not admit an extension f∗ : R → R having the Baire property.



“K29544” — 2017/8/24

bad functions defined on second category sets 285

For every point x ∈ pr1(Z), denote by D(x) a subset of Z(x) that is at
most countable and everywhere dense in Z(x). Further, consider the set

T =
⋃

x∈pr
1
(Z)

({x} ×D(x)).

Notice that pr1(T ) = pr1(Z). Also, the set

T ∗ = {(x, y) ∈ R×R : y ∈ cl(T (x))}

contains Z and hence is of second category in R ×R. Obviously, we may
represent T as a countable union of the graphs of functions acting from
pr1(Z) into R. In other words, we may write

T = ∪{fn : n < ω},

where fn : pr1(Z) → R for each n < ω.
Now, we assert that at least one function fn cannot be extended to a

function f∗
n : R → R possessing the Baire property.

Suppose to the contrary that every fn admits such an extension f∗
n.

Then, according to the well-known theorem from general topology (see,
e.g., [149], [202] or Exercise 13 from Chapter 0), for any n < ω, we can find
an Fσ-set Pn ⊂ R of first category, such that the restriction f∗

n|(R \ Pn) is
continuous. Let us denote

P = ∪{Pn : n < ω}.

The set P is also of type Fσ and of first category in R. In addition, all
restrictions f∗

n|(R \ P ), where n < ω, are continuous. Let us observe that
the set K = pr1(Z) \ P is of second category in R, the set

B =
⋃

x∈R\P

({x} × {f∗
0 (x), f

∗
1 (x), ..., f

∗
n(x), ...})

is Borel in R×R and, in view of the definition of all functions f∗
n, we have

⋃

x∈K

({x} ×D(x)) ⊂ B.

Further, putting H =
⋃

x∈K({x}×D(x)) and taking into account the equal-
ity

T = H ∪ (
⋃

x∈pr
1
(Z)∩P

({x} ×D(x))),
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we see that the set

H∗ = {(x, y) ∈ R×R : y ∈ cl(H(x))}

is of second category in R×R. By virtue of Lemma 3, the set B′ is Borel
in R and the inclusion K ⊂ B′ holds. We thus get the relation

H ⊂ B ∩ (B′ ×R).

Notice now that the set L = B ∩ (B′ ×R) is Borel in R2 and, by Lemma
2, the set L∗ is analytic in R2. Also, all vertical sections of L∗ are nowhere
dense. Remembering that L∗ has the Baire property (see Chapter 0), we
conclude by the Kuratowski–Ulam theorem that L∗ is of first category in
R×R. But this is impossible since H∗ ⊂ L∗ and, as mentioned above, H∗

is of second category. The contradiction obtained completes the proof.

We wish to underline once more that Theorem 2 is a result of ZFC theory
and essentially relies on some profound facts from classical descriptive set
theory.

Obviously, we may replace the real line R by any nonempty Polish space
E without isolated points, and prove the analogous result for E.

Now, let us give our attention to the general situation where a topological
space E without isolated points is given with its second category subset X .
Does there exist a function f : X → R that is not extendible to a function
possessing the Baire property?

It turns out that we cannot positively answer this question within ZFC

theory. Indeed, assuming the existence of some large cardinal, Kunen proved
the consistency with ZFC of the following statement.

There exists a topological space W satisfying these four conditions:
(1) card(W ) = ω1;
(2) W is Hausdorff and contains no isolated points;
(3) W is a Baire space;
(4) no nonempty open set U ⊂ W admits a representation in the form

of the union of two disjoint subsets each of which is everywhere dense in U .

We recall (see Exercise 4 from Chapter 2) that a topological space E
is resolvable if it admits a representation E = A ∪ B, where A and B are
disjoint and everywhere dense subsets of E.

Clearly, if E is resolvable, then it does not contain isolated points.
Relation (4) above says that no nonempty open subspace of the Kunen

space W is resolvable.
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Exercise 5 of this chapter shows that any subset of the Kunen space W
possesses the Baire property. Hence, any real-valued function defined on W
has the Baire property. Therefore, the answer to the question posed above
is trivially negative for such a space.

So we must introduce some natural restrictions on a general topological
space E if we want our question for E to be solved positively. Those re-
strictions can be formulated in purely topological terms, but it is desirable
to formulate some conditions only in terms of the σ-ideal K(E) of all first
category subsets of E, not touching the inner properties of the topology of
E. Notice that, in many cases, those properties are not preserved under
taking subspaces.

The following definition is useful for our further considerations.
Let E be a nonempty set equipped with a σ-algebra S of its subsets

and let I be a σ-ideal of subsets of E such that I ⊂ S. The members of I
are usually called small sets (or negligibles) with respect to the measurable
structure (E,S).

The triple (E,S, I) is called a measurable space with negligibles (see,
for instance, [75]).

Of course, we have the following two widely known examples of such
spaces (E,S, I).

Example 1. Let E be a topological space of second category on itself,
let S = Ba(E) be the σ-algebra of all subsets of E having the Baire property
in E, and let I = K(E) be the σ-ideal of all first category subsets of E. Then
the triple (E,S, I) can be regarded as a measurable space with negligibles.

Example 2. Let E be a set, S be a σ-algebra of subsets of E, and
let µ be a nonzero σ-finite complete measure with dom(µ) = S. Denote
by I = I(µ) the σ-ideal of all µ-measure zero sets in E. Then the triple
(E,S, I) is a measurable space with negligibles.

It is easy to see that the question posed at the beginning of this chapter
can be reformulated in the following more general form:

Let (E,S, I) be a measurable space with negligibles and let X be a
subset of E not belonging to I. Does there exist a function f : X → R

which cannot be extended to an S-measurable function f∗ : E → R?
A rather natural approach for solving this question is presented in the

proof of the next statement.

Theorem 3. Let (E,S, I) be a measurable space with negligibles, X be
a subset of E, and let

SX = {Y ∩X : Y ∈ S}.
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Suppose that SX 6= P(X). Then there exists a function g : X → R which
cannot be extended to an S-measurable function g1 : E → R.

In particular, if SX 6= P(X) for all non-small sets X ⊂ E, then there
are real-valued functions on any non-small set in E which do not admit an
S-measurable extension defined on the entire set E.

Proof. The argument is very easy. Because SX 6= P(X), there exists a
set Z ⊂ X not belonging to SX . Let

gZ : X → {0, 1}

denote the characteristic function of Z. Clearly, gZ is not SX -measurable.
We assert that g = gZ is the required one. Indeed, suppose to the contrary
that there exists a function g1 : E → R extending gZ and measurable with
respect to S. Then, for any open set U ⊂ R, we can write

g−1
Z (U) = g−1

1 (U) ∩X.

Because g−1
1 (U) ∈ S, we get g−1

Z (U) ∈ SX . Therefore, gZ must be SX -
measurable, which contradicts the definition of gZ . The contradiction ob-
tained finishes the proof.

Actually, the same argument establishes a much stronger statement,
namely, the characteristic function gZ cannot be extended to a partial S-
measurable real-valued function.

Returning to the problem of the existence of a real-valued partial func-
tion on a topological space E which does not admit an extension defined on
E and possessing the Baire property, we will see later that this problem can
be solved positively in the case when we are able to prove that any second
category subset X of E includes a set without the Baire property (with re-
spect to X). Some exercises for the present chapter yield certain results in
this direction. They are based on Theorem 3 formulated and proved above.

EXERCISES

1. Let E be a topological space. Recall that a family {Ui : i ∈ I} of
nonempty open subsets of E is a π-base in E if, for each nonempty open
set U ⊂ E, there exists an index i ∈ I such that Ui ⊂ U .

Evidently, any base of E is also a π-base in E but the converse assertion
is not true, in general.

Let E1 be an arbitrary topological space and let E2 be a topological
space with a countable π-base.
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For a set Z ⊂ E1 × E2, verify the validity of relations (1), (2), and (3)
of Theorem 1.

2. Let E be a topological space of second category, satisfying the Suslin
condition, and let {Ui : i ∈ I} be some π-base in E.

Show that there exists a base B of the σ-ideal K(E) of all first category
subsets of E, such that card(B) ≤ (card(I))ω .

3. Let A be an arbitrary analytic set in the Euclidean plane R2.
Check that, for every natural number n, the set

An = {x ∈ R : card(A(x)) ≥ n}

is analytic in R.
Deduce from this fact that the set Aω = {x ∈ R : card(A(x)) ≥ ω} is

also analytic in R.

4. Let f : R → R be a Sierpiński–Zygmund function.
Assuming that each set in R of cardinality strictly less than c is of first

category in R, show that for any second category set X ⊂ R, the function
f |X cannot be extended to a function f∗ : R → R possessing the Baire
property.

5. Suppose that in a topological spaceE no nonempty open set U admits
a representation in the form of the union of two disjoint everywhere dense
subsets of U .

Demonstrate that any subset X of E with int(X) = ∅ is nowhere dense
in E.

Deduce from this fact that in such a space E each subset can be repre-
sented as the union of an open set and a nowhere dense set. Consequently,
each subset of E has the Baire property in E.

6. Check that there exist a Baire space E without isolated points and
satisfying the Suslin condition (even separable) and a subspace X of E of
second category in E, such that the Suslin condition does not hold for X .

7. Let E be an arbitrary topological space, A be a subset of E, and let
e be a point in E. One says that A is of second category at e if, for every
neighborhood U(e) of e, the set U(e) ∩ A is of second category in E.

Let X be an arbitrary second category subset of E.
Show that there exists a set Y ⊂ X satisfying the following two relations:
(a) Y is of second category at each point y ∈ Y ;
(b) X \ Y is of first category in E.
For this purpose, use Exercise 30 from Chapter 0.
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Also, demonstrate that
(c) K(Y ) = {Z ∩ Y : Z ∈ K(E)};
(d) Ba(Y ) = {Z ∩ Y : Z ∈ Ba(E)}.

8∗. Let E be an infinite ground set and let {Xj : j ∈ J} be a family of
subsets of E such that

(a) card(J) ≤ card(E);
(b) (∀j ∈ J)(card(Xj) = card(E)).
Prove that there exists a family {Yi : i ∈ I} of subsets of E satisfying

these three conditions:
(c) card(I) > card(E);
(d) card(Yi∩Yi′ ) < card(E) for any i ∈ I, i′ ∈ I, i 6= i′ (in other words,

the family {Yi : i ∈ I} is almost disjoint);
(e) (∀i ∈ I)(∀j ∈ J)(card(Xj ∩ Yi) = card(E)).
For this purpose, use the method of transfinite induction (cf. Exercise 7

from Chapter 10).

Remark 1. The above result generalizes the classical Sierpiński theorem
on large almost disjoint families of sets (see [247]). In particular, one can
directly obtain from Exercise 8 that there exists some almost disjoint family
{Yi : i ∈ I} of infinite subsets of ω with card(I) > ω. Moreover, it is easy to
strengthen the last fact and prove (even within ZF theory) that there exists
an almost disjoint family of infinite subsets of ω, whose cardinality is equal
to c. This result is also due to Sierpiński and has interesting applications
in various mathematical questions (cf. Exercise 13 of the present chapter).

9∗. Let E be a topological space satisfying the following relations:
(1) card(E) = ω1;
(2) E is of second category and has no isolated points;
(3) there exists a base of K(E) whose cardinality does not exceed ω1.
Show that there exists a subset of E which does not possess the Baire

property.
Moreover, prove that, for each second category subset X of E, there

exists a set Y ⊂ X without the Baire property (in E).
For this purpose, keeping in mind the results of Exercises 7 and 8, apply

the Banach theorem on open sets of first category (see Exercise 30 from
Chapter 0).

Further, show that, for any second category subset X of E, there exists
a function g : X → R not extendible to a function g∗ : E → R possessing
the Baire property.

In particular, conclude that under CH the analogue of Theorem 2 holds
true for any topology T on R extending the standard Euclidean topology
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of R and such that the σ-ideal of all first category sets (with respect to T )
contains all singletons in R and possesses a base whose cardinality does not
exceed c.

Remark 2. It is useful to compare the above exercise with Kunen’s
result formulated in this chapter.

10. Let E be a set with card(E) = ω1 and let µ be a nonzero σ-
finite complete diffused measure defined on some σ-algebra of subsets of E.
Denote by S the domain of µ and by I = I(µ) the σ-ideal of all µ-measure
zero sets in E.

Applying to the measurable space with negligibles (E,S, I) the classical
Ulam theorem on the non-real-valued measurability of ω1, show that for
any set X 6∈ I, there exists a function g : X → R not extendible to an
S-measurable function g∗ : E → R.

11∗. Let E be a topological space of second category and suppose that
the following two conditions are satisfied:

(a) for an arbitrary family F ⊂ K(E) with card(F) < card(E), one has
∪F ∈ K(E), i.e., the σ-ideal K(E) is card(E)-additive;

(b) there exists a base of K(E) whose cardinality is less than or equal
to card(E).

Let {Xi : i ∈ I} ⊂ K(E) be a point-finite family of sets, i.e.,

(∀x ∈ E)(card({i ∈ I : x ∈ Xi}) < ω),

and suppose in addition that ∪{Xi : i ∈ I} = E.
Prove that there exist two disjoint sets I1 ⊂ I and I2 ⊂ I such that both

sets ∪{Xi : i ∈ I1} and ∪{Xi : i ∈ I2} do not possess the Baire property in
E.

12∗. Let E be a topological space of second category, satisfying the
conditions (a) and (b) of Exercise 11, let E1 be a metric space, and let

Φ : E → P(E1)

be a set-valued mapping such that Φ(x) is nonempty and compact for any
x ∈ E. Suppose also that, for each open set U ⊂ E1, the set

{x ∈ E : Φ(x) ∩ U 6= ∅}

possesses the Baire property in E.
Fix a real ε > 0 and demonstrate that there exists a ball B ⊂ E1 with

diam(B) ≤ ε, such that the set

{x ∈ E : Φ(x) ∩B 6= ∅}
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is of second category in E.
Assume additionally that E satisfies the Suslin condition and prove that

there exists a selector f of Φ possessing the Baire property, i.e., there exists
a function

f : E → E1

possessing the Baire property and such that f(x) ∈ Φ(x) for all x ∈ E.

13∗. Let E be a Banach space and let E1 be a Banach subspace of
E. Recall that E1 admits a complemented space if there exists a Banach
subspace E2 of E such that E is a direct topological sum of E1 and E2. In
this case, E1 is also called a direct topological summand in E.

For example, every Hilbert subspace H1 of an arbitrary Hilbert space H
is a direct topological summand in H .

Let l∞ denote the Banach space of all bounded real-valued sequences
and let c0 denote the Banach subspace of l∞ consisting of all sequences
tending to zero (notice that l∞ is nonseparable and c0 is separable).

Demonstrate that c0 does not admit a complemented space in l∞ (the
old result of Sobczyk).

Do this in the following manner. Start with the observation that the
conjugate space (l∞)∗ contains a countable subfamily separating the points
in l∞. Consequently, each vector subspace F of l∞ possesses the same
property, i.e., F ∗ contains a countable subfamily which separates the points
in F . Assuming to the contrary that F is a complemented space for c0,
infer first that F must be isomorphic to the Banach factor-space l∞/c0.

On the other hand, show that (l∞/c0)
∗ does not contain a countable

subfamily separating the points in l∞/c0.
For this purpose, take an arbitrary uncountable almost disjoint family

{Ai : i ∈ I} of infinite subsets of ω (see Exercise 8 and Remark 1) and
consider the characteristic functions

fAi
: ω → {0, 1} (i ∈ I)

of these subsets. Observe that all functions fAi
belong to l∞. Let

φ : l∞ → l∞/c0

denote the canonical surjective homomorphism of Banach spaces and let

xi = φ(fAi
) (i ∈ I).

Further, for any functional g ∈ (l∞/c0)
∗ and for each index i from I, put

ai = sgn(g(xi)).
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Check that if a set I0 ⊂ I is finite, then ||
∑

i∈I0
aixi|| ≤ 1 in view of the

almost disjointness of {Ai : i ∈ I}.
Deduce from this fact that

||g|| ≥ |g(
∑

i∈I0

aixi)| =
∑

i∈I0

|g(xi)|,

which implies that the family {|g(xi)| : i ∈ I} of real numbers is summable,
i.e., ∑

{|g(xi)| : i ∈ I} < +∞.

Consequently, there are only countably many members of this family
which differ from zero.

Finally, conclude that if {gk : k < ω} is an arbitrary countable family of
functionals from (l∞/c0)

∗, then there exists an index i0 ∈ I satisfying the
relations

gk(xi0 ) = 0 (k < ω).

In other words, {gk : k < ω} does not separate the points xi0 6= 0 and 0 in
the space l∞/c0.

The obtained contradiction shows that c0 is not a direct topological
summand in l∞.

Remark 3. As the reader could see, Exercise 13 yields a nontrivial
application of almost disjoint families of infinite subsets of ω to a concrete
problem arising in the theory of Banach spaces.

14. Observe that if a Banach space E1 is a direct topological summand
in a Banach space E and a Banach space E2 is a direct topological summand
in E1, then E2 is a direct topological summand in E.

Deduce from this fact and the result of Exercise 13 that the Banach
space c consisting of all convergent real-valued sequences does not admit a
complemented space in l∞.

15. Applying Exercise 8 of this chapter, prove that if E is a set and µ is
a nonatomic probability measure defined on the family P(E) of all subsets
of E, then µ is not perfect (cf. Exercise 1 and Remark 4 from Chapter 8).

On the other hand, check that if ν is a two-valued probability measure
defined on the same family P(E), then ν is perfect.

16∗. Recall that a cardinal a is two-valued measurable if there is a two-
valued probability diffused measure defined on the family of all subsets of
a. Recall also that the existence of two-valued measurable cardinals cannot
be established within ZFC set theory (see, e.g., [97], [103]).
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Let (G, ·) be a nondiscrete topological group of second category (not
necessarily Hausdorff) and let card(G) be strictly less than the smallest
two-valued measurable cardinal.

Demonstrate that there exists a subset of G not having the Baire prop-
erty.

Argue as follows. Suppose to the contrary that all subsets of G possess
the Baire property and assume, without loss of generality, that card(G)
takes the minimum value. Using Exercise 1 from Chapter 10, verify the
validity of the following two relations:

(a) card(G) > ω;
(b) if X ⊂ G and card(X) < card(G), then X is of first category in G.
Denoting by α the least ordinal number with card(α) = card(G), con-

struct a partition {Xξ : ξ < α} of G such that
(c) card(Xξ) < card(G) for all ξ < α;
(d) for any set Ξ ⊂ α and for any g ∈ G, the symmetric difference

(g · (∪{Xξ : ξ ∈ Ξ}))△(∪{Xξ : ξ ∈ Ξ})

has cardinality strictly less than card(G), so is of first category.
Infer from (b), (c), and (d) that card(G) is a two-valued measurable

cardinal, which yields a contradiction.

17. Let (G, ·) be a nondiscrete topological group (not necessarily Haus-
dorff) and let card(G) be strictly less than the smallest two-valued measur-
able cardinal.

Starting with Exercise 16, show that the disjunction of the following two
assertions holds true:

(a) G is a resolvable topological space;
(b) G is a first category topological space.
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Chapter 19

Sup-measurable and weakly sup-measurable

functions

It is well known that the concept of measurability of sets and functions
plays an important role in various fields of classical and modern mathemat-
ical analysis (also, in probability theory, in the theory of random processes,
and in general topology).

For functions of several variables, a related notion of sup-measurability
was introduced and investigated (see, e.g., [5], [9], [47], [51], [82], [111], [123],
[126], [128], [143], [144], [218], [233], [234] and references given therein).
It turned out that this notion can successfully be applied to some top-
ics of mathematical analysis and, in particular, to the theory of ordinary
differential equations (for more information concerning applications of sup-
measurable mappings in the above-mentioned theory, see [144] and Chapter
21 of the present book).

Here we would like to introduce and examine the following three classes
of functions acting from R2 = R×R into R:

(1) the class of sup-continuous mappings;
(2) the class of sup-measurable mappings;
(3) the class of weakly sup-measurable mappings.
We begin with the definitions of sup-continuous and sup-measurable

functions.
We say that a mapping Φ : R × R → R is sup-continuous (sup-

measurable) with respect to the second variable y if, for every continuous
(Lebesgue measurable) function φ : R → R, the superposition Φφ : R → R

given by the formula

Φφ(x) = Φ(x, φ(x)) (x ∈ R)

is also continuous (Lebesgue measurable).
Actually, the sup-continuity notion yields nothing new, because the class

of all sup-continuous mappings coincides with the class of all continuous

295
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mappings acting from R×R into R. For the sake of completeness, we give
below the proof of this simple and, probably, well-known fact.

Theorem 1. Let Φ be a mapping acting from R×R into R. Then the
following two assertions are equivalent:

(1) Φ is continuous;
(2) Φ is sup-continuous.

Proof. The implication (1) ⇒ (2) is trivial. So it remains to establish
only the converse implication (2) ⇒ (1). Let Φ be sup-continuous, and
suppose to the contrary that Φ is not continuous. Then there exist a point
(x0, y0) of R×R, a real number ε > 0, and a sequence of points

{(xn, yn) : n ∈ N, n > 0} ⊂ R ×R

such that
(a) limn→+∞ (xn, yn) = (x0, y0);
(b) |Φ(xn, yn)− Φ(x0, y0)| > ε for all n ∈ N \ {0}.
We may assume, without loss of generality, that the sequence of points

{xn : n ∈ N, n > 0} ⊂ R is injective and xn 6= x0 for each n ∈ N \ {0}.
Indeed, if

fn : R → R (n = 1, 2, ...)

denotes the function identically equal to yn, then Φfn : R → R is a con-
tinuous function and Φfn(xn) = Φ(xn, yn). Therefore, for some strictly
positive real number δ = δ(xn) and for all points x belonging to the open
interval ]xn− δ, xn+ δ[, we have the inequality |Φfn(x)−Φ(x0, y0)| > ε or,
equivalently,

|Φ(x, yn)− Φ(x0, y0)| > ε.

From this fact it immediately follows that the above-mentioned sequence of
points {xn : n ∈ N, n > 0} can be chosen to be injective and satisfying the
relation (∀n ∈ N \ {0})(xn 6= x0).

Now, it is not difficult to define a continuous function f : R → R such
that

(∀n ∈ N)(f(xn) = yn).

For this function f , we get the continuous superposition Φf : R → R. Since
limn→+∞ xn = x0, we must have the equality

limn→+∞Φf (xn) = Φf (x0)

and, consequently,

limn→+∞ Φ(xn, yn) = Φ(x0, y0),
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which is impossible. This contradiction finishes the proof of Theorem 1.

A completely different situation occurs for sup-measurable mappings.
On the one hand, simple examples show that if Φ : R × R → R is a
Lebesgue measurable mapping, then it need not be sup-measurable (see,
e.g., Exercise 1). On the other hand, it turns out that there exist (under
some additional set-theoretical axioms) various sup-measurable mappings
which are not measurable in the Lebesgue sense. In order to present this
result, let us first formulate and prove one simple auxiliary statement.

Lemma 1. Suppose that Ψ is a mapping acting from R × R into R.
Then the following two assertions are equivalent:

(1) Ψ is sup-measurable;
(2) for every continuous function ψ : R → R, the function Ψψ is

Lebesgue measurable.

Proof. The implication (1) ⇒ (2) is trivial. Let us show that the
converse implication (2) ⇒ (1) is true, too. Let Ψ satisfy (2) and let ψ be an
arbitrary Lebesgue measurable function acting fromR intoR. Using Luzin’s
C-property of ψ, we can find a countable disjoint covering {Xk : k < ω}
of R and a countable family {ψk : k < ω} of functions acting from R into
R, such that

(a) all sets Xk (1 ≤ k < ω) are closed in R and X0 is of Lebesgue
measure zero;

(b) all functions ψk (1 ≤ k < ω) are continuous;
(c) for each index k < ω, the restriction of ψ to Xk coincides with the

restriction of ψk to Xk.
Let us denote by fk the characteristic function of Xk. Then it is not

difficult to check the equality

Ψψ =
∑

k<ω

fk ·Ψψk
.

According to our assumption, all superpositions Ψψk
(1 ≤ k < ω) are

Lebesgue measurable. In addition, the function f0 ·Ψψ0
is equivalent to zero.

Thus, we easily conclude that the superposition Ψψ is Lebesgue measurable,
too. Lemma 1 has thus been proved.

Now, we wish to formulate and prove the following statement.

Theorem 2. Let λ denote the standard Lebesgue measure on R and let
[R]<c be the family of all subsets of R whose cardinalities are strictly less
than c. There exists a subset Z of R ×R such that
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(1) no three distinct points of Z belong to a straight line (in other words,
Z is a set of points in general position in the plane R2 = R×R);

(2) Z is a Lebesgue nonmeasurable subset of R×R;
(3) if the inclusion [R]<c ⊂ dom(λ) holds, then the characteristic func-

tion of Z is sup-measurable.

Proof. The argument is very similar to that applied in the construction
of a Sierpiński–Zygmund function (see Chapter 8).

Obviously, we can identify c with the first ordinal number α such that
card(α) = c. Let λ2 denote the standard two-dimensional Lebesgue measure
on the plane R×R and let {Zξ : ξ < α} be the family of all Borel subsets
of R×R having strictly positive λ2-measure. In addition, let {φξ : ξ < α}
be the family of all continuous functions acting from R into R. As usual,
we identify any function from R into R with its graph lying in the plane
R2. Now, using the method of transfinite recursion, we are going to define
an α-sequence of points {(xξ, yξ) : ξ < α} ⊂ R×R, satisfying the following
four conditions:

(a) if ξ < α, ζ < α, and ξ 6= ζ, then xξ 6= xζ ;
(b) for each ξ < α, the point (xξ, yξ) belongs to the set Zξ;
(c) for each ξ < α, the point (xξ, yξ) does not belong to the union of the

family {φζ : ζ ≤ ξ};
(d) for each ξ < α, no three distinct points of the set {(xζ , yζ) : ζ ≤ ξ}

belong to a straight line.
Suppose that, for an ordinal ξ < α, the partial ξ-sequence of points

{(xζ , yζ) : ζ < ξ} ⊂ R×R

has already been defined. Let us consider the set Zξ. We have the inequality
λ2(Zξ) > 0, so according to the classical Fubini theorem, we can write

λ({x ∈ R : Zξ(x) ∈ dom(λ) & λ(Zξ(x)) > 0}) > 0,

where Zξ(x) denotes the section of Zξ corresponding to a point x ∈ R.
Taking account of the latter formula, we see that there exists an element

xξ ∈ R \ {xζ : ζ < ξ}

for which λ(Zξ(xξ)) > 0. In particular, we get card(Zξ(xξ)) = c. Conse-
quently, there exists an element

yξ ∈ Zξ(xξ) \ ∪{φζ(xξ) : ζ ≤ ξ}.

Moreover, yξ can be chosen in such a way that the corresponding point
(xξ, yξ) does not belong to the union of all straight lines having at least two
common points with the set {(xζ , yζ) : ζ < ξ}.
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Thus, the point (xξ, yξ) ∈ R×R is defined.
Proceeding in this manner, we are able to construct the α-sequence

{(xξ, yξ) : ξ < α} satisfying conditions (a), (b), (c), and (d). Finally, let
us put

Z = {(xξ, yξ) : ξ < α}

and let Φ denote the characteristic function of Z (obviously, Z is consid-
ered as a subset of the plane R ×R). Notice that Z can also be regarded
as the graph of a partial function acting from R into R. Hence the inner
λ2-measure of Z is equal to zero. On the other hand, the construction of
Z immediately yields that Z is a λ2-thick subset of the plane R2. Conse-
quently, Z is nonmeasurable in the Lebesgue sense and the same is true for
its characteristic function Φ.

It remains to check that Φ is a sup-measurable mapping under the as-
sumption [R]<c ⊂ dom(λ). Let us take any continuous function φ : R → R.
Then φ = φξ for some ordinal ξ < α. Now, we can write

{x ∈ R : Φ(x, φξ(x)) 6= 0} = {x ∈ R : (x, φξ(x)) ∈ Z}

and it easily follows from condition (c) that

card({x ∈ R : (x, φξ(x)) ∈ Z}) < c.

Because the inclusion [R]<c ⊂ dom(λ) holds, we obtain that the function
Φφξ

= Φφ almost vanishes (with respect to λ) and, in particular, Φφ is
λ-measurable. Applying Lemma 1, we conclude that Φ is sup-measurable
and this finishes the proof.

Remark 1. It is reasonable to stress here that the set Z (and, conse-
quently, its characteristic function Φ) is defined within ZFC theory. We
used an additional set-theoretical hypothesis only to establish that Φ is a
sup-measurable mapping. Let us also recall that the first construction of a
Lebesgue nonmeasurable subset of the Euclidean plane, no three points of
which belong to a straight line, is due to Sierpiński (see, for instance, [202]).

Remark 2. In connection with Theorem 2, the question naturally
arises whether it is possible to establish within ZFC the existence of a
sup-measurable mapping that is not measurable in the Lebesgue sense (see,
e.g., [111]). This question was solved negatively by Shelah and Roslanowski.
Namely, they have shown in [218] that the statement “all sup-measurable
mappings are Lebesgue measurable” is consistent with ZFC theory.

We now introduce the notion of a weakly sup-measurable function.
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Let Φ be a mapping acting from R × R into R. We shall say that
Φ is weakly sup-measurable if, for any continuous function φ : R → R

differentiable almost everywhere (with respect to λ), the superposition Φφ
is Lebesgue measurable.

From the view-point of the theory of first-order ordinary differential
equations, the notion of a weakly sup-measurable mapping is more prefer-
able than the notion of a sup-measurable mapping, because any solution of
a first-order ordinary differential equation must be continuous everywhere
and differentiable almost everywhere.

Clearly, Theorem 2 can be formulated in terms of weakly sup-measurable
mappings. In this connection, the following question seems to be of inter-
est: does there exist a weakly sup-measurable mapping that is not sup-
measurable? In order to give a partial answer to this question, we need one
auxiliary statement due to Jarńık (see [95]).

Lemma 2. There exists a continuous function f : R → R which is
nowhere approximately differentiable.

We recall that Lemma 2 was proved in Chapter 7 of this book, devoted to
one special construction of a nowhere approximately differentiable function.

We also want to recall that, in fact, Jarńık proved in [95] that the set
of all those functions from the Banach space C([0, 1]), which are nowhere
approximately differentiable, is residual in C([0, 1]), i.e., is the complement
of a first category set. Nevertheless, in our further considerations, we need
only one such function.

Theorem 3. Suppose that
(1) [R]<c ⊂ dom(λ);
(2) for any cardinal number κ < c and for any family {Xξ : ξ < κ} of

λ-measure zero subsets of R, we have ∪{Xξ : ξ < κ} 6= R.
Then there exists a weakly sup-measurable mapping Φ : R × R → R

which is not sup-measurable.

Proof. We can identify c with the first ordinal number α such that
card(α) = c. Let f be a function from Lemma 2. Let {Bξ : ξ < α}
be some Borel base of the σ-ideal of all Lebesgue measure zero subsets of
R and let {φξ : ξ < α} be the family of all continuous functions acting
from R into R and differentiable almost everywhere in R. We are going to
construct (by transfinite recursion) an injective α-sequence

{(xξ, yξ) : ξ < α} ⊂ R×R

of points belonging to the graph of f . Suppose that, for an ordinal ξ < α,
the partial ξ-sequence {(xζ , yζ) : ζ < ξ} has already been defined. Notice
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that, for each ordinal ζ ≤ ξ, the closed set

Pζ = {x ∈ R : φζ(x) = f(x)}

is of Lebesgue measure zero. Indeed, assuming otherwise, i.e., λ(Pζ) > 0,
we can find a density point x of Pζ belonging to Pζ such that there exists
an approximate derivative f ′

ap(x) = φ′ζ(x). But this is impossible in view
of the main property of f . Consequently, λ(Pζ) = 0 for all ordinal numbers
ζ ≤ ξ, and the set

R \ ((∪{Bζ : ζ ≤ ξ}) ∪ (∪{Pζ : ζ ≤ ξ}) ∪ {xζ : ζ < ξ})

is not empty. Let xξ be an arbitrary point from this set and let yξ = f(xξ).
Proceeding in such a manner, we are able to define the required family

of points {(xξ, yξ) : ξ < α}. Now, we put

Z = {(xξ, yξ) : ξ < α}, X = {xξ : ξ < α}

and denote by Φ the characteristic function of Z. Then it can easily be
seen that Φ is a weakly sup-measurable mapping (cf. the proof of Theorem
2). On the other hand, let us consider the superposition Φf . Obviously, we
have

Φf (x) = 1 ⇔ (x, f(x)) ∈ Z ⇔ x ∈ X.

It follows from our construction that X is a Sierpiński type subset of the
real line R (for the definition and various properties of Sierpiński sets, see,
e.g., [43], [149], [184], [192], [202] or Chapter 13 of this book, which is
specially devoted to Luzin and Sierpiński sets). In particular, as shown in
that chapter, X is not measurable in the Lebesgue sense and, therefore,
Φf is not Lebesgue measurable, either. We thus conclude that Φ is not a
sup-measurable mapping. This completes the proof of the theorem.

Remark 3. It is well known that assumptions (1) and (2) of Theorem
3 are logically independent (see, for instance, [147]). Slightly changing the
argument presented above, one can show (under the assumptions of The-
orem 3) that there exists a weakly sup-measurable mapping which is not
sup-measurable and, in addition, is not Lebesgue measurable. We do not
know whether the assertion of Theorem 3 (i.e., the existence of a weakly
sup-measurable mapping which is not sup-measurable) can be proved within
ZFC theory.

Remark 4. Evidently, the notion of sup-measurability can be formu-
lated in terms of the Baire property instead of measurability in the Lebesgue
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sense. More precisely, we say that a function Φ : R × R → R is sup-
measurable in the sense of the Baire property if, for any function φ : R → R

possessing the Baire property, the superposition

x→ Φ(x, φ(x)) (x ∈ R)

possesses the Baire property, too. In a similar way, the notion of weak sup-
measurability (in the sense of the Baire property) can be introduced. It is
not difficult to verify that, for functions with the Baire property, the direct
analogue of Theorem 2 holds true. The corresponding analogue of Theorem
3 also holds (in this case, we do not need Lemma 2; it suffices to apply the
existence of a continuous nowhere differentiable function acting from R into
R). The corresponding details are left to the reader as a useful exercise.

There is an important class of λ2-measurable real-valued functions on
R2 which are also sup-measurable. Namely, Exercise 2 of this chapter shows
that all functions of two variables which satisfy the Carathéodory conditions
are good from the point of view of sup-measurability. In addition, such func-
tions play a significant role in the theory of first-order ordinary differential
equations. The following definition introduces a slightly more general class
of functions.

Let (X,S, µ) be a space with a nonzero σ-finite complete measure, let
Y be a topological space, and let f : X × Y → R be a function. We say
that f almost satisfies the Carathéodory conditions if

(*) for almost all (with respect to µ) points x ∈ X , the partial function
f(x, ·) is continuous on Y ;

(**) for all points y ∈ Y , the partial function f(·, y) is µ-measurable.
Obviously, if f satisfies the Carathéodory conditions, then it almost

satisfies these conditions. The converse assertion is not true, in general.
However, it can easily be verified that if f almost satisfies the Carathéodory
conditions, then there exists a function g : X × Y → R satisfying these
conditions, such that f(x, ·) = g(x, ·) for almost all points x ∈ X .

Some useful additional information about functions which almost satisfy
the Carathéodory conditions is given in Exercises 13 and 14 of this chapter.
Exercise 16 highlights the role of such functions in certain delicate ques-
tions of mathematical analysis that are closely connected with measurable
selectors. Here we wish to consider a result which is much deeper than that
presented in Exercise 16. For this purpose, we need the notion of a C-set.
This notion was introduced by Luzin and Kolmogorov many years ago and
was investigated by several authors (see, e.g., [163], [197], and [227]).

Let E be a metric space. We define the family of all C-sets in E as
the smallest class containing all open subsets of E and closed under the
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operation of taking the complement and under the (A)-operation. Because
the (A)-operation includes countable unions and countable intersections, we
see that the class of all C-sets in E forms a certain σ-algebra containing all
analytic subsets of E (in particular, the Borel σ-algebra of E is contained in
the class of all C-subsets of E). It immediately follows from the definition
that all C-sets are universally measurable and possess the Baire property
in the restricted sense (see Chapter 0).

Now, let E′ be a metric space and let f : E → E′ be a mapping. We
say that f is C-measurable if, for each open subset U of E′, the pre-image
f−1(U) is a C-set in E.

The definition of the (A)-operation directly implies that the pre-image
of the result of this operation over a given family of sets coincides with the
result of the same operation over the family of pre-images of sets. Taking
this fact into account, one may readily infer that, for any C-measurable
mapping f acting from E into E′ and for any C-set Z in E′, the pre-image
f−1(Z) is a C-set in E.

In particular, the composition of two C-measurable functions is a C-
measurable function, too (this is an important feature of C-measurable
functions, which has no analogue in the class of Lebesgue measurable func-
tions).

Let now X and Y be any two Polish topological spaces and let

f : X × Y → R

be a Borel mapping such that

(∀x ∈ X)(∃y ∈ Y )(f(x, y) = inft∈Y f(x, t)).

Let us define
f∗(x) = inft∈Y f(x, t) (x ∈ X).

Notice that, for each a ∈ R, we have

{x ∈ X : f∗(x) < a} = {x ∈ X : (∃t ∈ Y )(f(x, t) < a)}.

Because the original function f is Borel, we conclude that the second set
in the above equality is analytic, i.e., the function f∗ is measurable with
respect to the σ-algebra generated by all analytic subsets of X (hence f∗ is
C-measurable as well). In the product space X ×R× Y consider the set

B = {(x, z, y) : f(x, y) = z}.

Obviously, this set is Borel (as a homeomorphic image of the graph of a
Borel function). According to the classical uniformization theorem of Luzin,
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Jankov, and von Neumann (which is an easy consequence of the theorem
of Kuratowski and Ryll-Nardzewski [154] on measurable selectors), there
exists a function h : prX×R

(B) → Y such that
(a) h is measurable with respect to the σ-algebra generated by all ana-

lytic subsets of dom(h);
(b) the graph of h is contained in B.
Further, our assumption on f and the definition of f∗ imply the following

two relations:
(c) prX(dom(h)) = X ;
(d) for any x ∈ X , we have (x, f∗(x)) ∈ dom(h).
Consequently, we may write

(∀(x, z) ∈ dom(h))((x, z, h(x, z)) ∈ B),

(∀(x, z) ∈ dom(h))(f(x, h(x, z)) = z),

(∀x ∈ X)(f(x, h(x, f∗(x))) = f∗(x)).

Now, define a function g : X → R by the formula

g(x) = h(x, f∗(x)) (x ∈ X).

Then g is C-measurable (as the composition of two C-measurable functions)
and we get

f(x, g(x)) = f∗(x) = inft∈Y f(x, t)

for all points x ∈ X (cf. Exercise 16).

EXERCISES

1. Give an example of a function Φ : R × R → R which is Lebesgue
measurable but is not sup-measurable.

More precisely, demonstrate that the existence of such examples follows
directly from the widely known fact that the composition of two Lebesgue
measurable functions (acting from R into R) need not be Lebesgue mea-
surable.

2. Let Φ be a mapping acting from R × R into R. Suppose that this
mapping satisfies the so-called Carathéodory conditions, i.e.,

(1) for each x ∈ R, the partial function y → Φ(x, y) (y ∈ R) is continu-
ous;

(2) for each y ∈ R, the partial function x→ Φ(x, y) (x ∈ R) is Lebesgue
measurable.

Show that
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(a) Φ is measurable with respect to the usual two-dimensional Lebesgue
measure λ2 on the plane R2 (more precisely, Φ is measurable with respect
to the product of the σ-algebras dom(λ) and B(R));

(b) Φ is sup-measurable.

3. Let Φ be a mapping acting from R × R into R. Suppose that the
following two conditions hold:

(1) for each x ∈ R, the partial function y → Φ(x, y) (y ∈ R) is a
continuous mapping from R into R;

(2) for each y ∈ R, the partial function x → Φ(x, y) (x ∈ R) is a Borel
mapping from R into R.

Demonstrate that Φ is a Borel mapping from R×R into R.
By using the method of transfinite induction, give an example of a func-

tion Ψ acting from R×R into R such that
(a) for any points x0 ∈ R and y0 ∈ R, the partial functions

y → Ψ(x0, y) (y ∈ R), x→ Ψ(x, y0) (x ∈ R)

are upper semicontinuous (hence Borel);
(b) Ψ is not measurable with respect to the two-dimensional Lebesgue

measure λ2 on R×R.

4. Let n > 1 be a natural number and let Φ be a mapping acting from
the n-dimensional Euclidean space Rn into R. Suppose also that Φ satisfies
the following condition: for each natural index i ∈ [1, n] and for any points
x1 ∈ R, ..., xi−1 ∈ R, xi+1 ∈ R, ..., xn ∈ R, the partial function

x→ Φ(x1, ..., xi−1, x, xi+1, ..., xn) (x ∈ R)

is continuous.
Prove, using induction on n, that Φ is a Borel mapping acting from Rn

into R. More precisely, verify that the Baire order of Φ is less than or equal
to n− 1 (cf. Theorem 4 of Chapter 2).

5∗. Let T denote the one-dimensional unit torus, i.e., the set

T = {(x, y) ∈ R×R : x2 + y2 = 1}

is regarded as a commutative compact topological group with respect to
the usual group operation and the Euclidean topology. Denote by e the
neutral element of this group and consider the product group Tω which is
a commutative compact topological group, too. Equip this product group
with the Haar probability measure µ. In fact, µ is the product measure
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of the countable family of measures, each of which coincides with the Haar
probability measure on T. Further, denote by G the subset of Tω consisting
of all those elements {xn : n ∈ ω} ∈ Tω for which

card({n ∈ ω : xn 6= e}) < ω.

Obviously, G is an everywhere dense Borel subgroup of Tω. Finally, let
{Di : i ∈ I} be the injective family of all G-orbits in Tω.

Check that card(I) = c, where c denotes, as usual, the cardinality of
the continuum.

Prove that there exists J ⊂ I such that the set D = ∪{Dj : j ∈ J} is
not measurable with respect to the completion of µ.

Deduce from this fact that there exists a mapping Ψ : Tω → R satisfying
the following three relations:

(a) ran(Ψ) = {0, 1};
(b) Ψ is constant with respect to each variable xn (n ∈ ω); in particular,

Ψ is continuous with respect to each xn;
(c) Ψ is nonmeasurable with respect to the completion of µ.

Remark 5. The result presented in Exercise 5 shows that, for some
standard infinite-dimensional spaces, the situation is essentially different
from the one described in Exercise 4.

6. Verify that the result of Exercise 5 has a direct analogue in terms of
the Baire property.

7. By assuming Martin’s Axiom and using an argument similar to the
proof of Theorem 2, demonstrate that there is a mapping Φ : R ×R → R

satisfying the following two conditions:
(a) for every Lebesgue measurable function φ : R → R, both superposi-

tions
x→ Φ(φ(x), x) x→ Φ(x, φ(x)) (x ∈ R)

are also Lebesgue measurable;
(b) Φ is not measurable in the Lebesgue sense.

Remark 6. Actually, for the existence of a function Φ of the previous
exercise, one does not need the whole power of Martin’s Axiom. It suffices
to apply a certain set-theoretical hypothesis weaker than Martin’s Axiom
(cf. Theorem 3). On the other hand, it is not difficult to prove that if a
mapping Ψ : R×R → R has the property that, for any two Borel functions
f and g acting from R into R, the superposition

x→ Ψ(f(x), g(x)) (x ∈ R)
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is Lebesgue measurable, then Ψ is Lebesgue measurable, too (see, e.g.,
[111]). The next exercise presents a slightly more general result.

8. Let Φ be a function acting from R × R into R and such that the
superposition

x→ Φ(f(x), g(x)) (x ∈ R)

is Lebesgue measurable for all continuous functions f and g acting from R

into R.
Show that Φ is Lebesgue measurable (cf. Lemma 1 of this chapter).

9. Prove the analogue of Theorem 2 for the Baire property.

10. Prove the analogue of Theorem 3 for the Baire property.

11. Let k be a strictly positive integer. Suppose that
(a) any subset X of R with card(X) < c has the Baire property, i.e., is

of first category;
(b) for any family {Xi : i ∈ I} with card(I) < c, consisting of first

category subsets of R, we have R 6= ∪{Xi : i ∈ I}.
Demonstrate that there exists a mapping Φ : R×R → R satisfying the

following two relations:
(1) for every k-times continuously differentiable function g : R → R,

the superposition

x→ Φ(x, g(x)) (x ∈ R)

has the Baire property;
(2) there is a (k−1)-times continuously differentiable function h : R → R

such that the superposition

x→ Φ(x, h(x)) (x ∈ R)

does not possess the Baire property.
Formulate and prove the analogous result in terms of the Lebesgue mea-

sure λ.

12. Let Φ be an arbitrary function acting from R×R into R.
Verify that the following two assertions are equivalent:
(a) Φ is sup-measurable in the sense of the Baire property;
(b) for every Borel function φ acting from R into R, the superposition

x→ Φ(x, φ(x)) (x ∈ R)

has the Baire property.
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Also, determine the precise Baire order of functions φ which is sufficient
for the equivalence of these two assertions.

13∗. Let (X,S, µ) be a space with a complete probability measure, Y
be a topological space with a countable base, and let f : X × Y → [0, 1] be
a function satisfying the Carathéodory conditions. Pick a countable base
{Un : n ∈ N} of Y and consider the family F of all those functions φ
which can be represented in the form φ = qn · ψUn

, where

n ∈ N, qn ∈ Q ∩ [0, 1], ψUn
= the characteristic function of Un.

Because the family F is countable, one may write F = {φk : k ∈ N}.
Further, for any k ∈ N, define

Xk = {x ∈ X : (∀y ∈ Y )(φk(y) ≤ f(x, y))}.

Fix a countable subset Y0 of Y everywhere dense in Y and, for each k ∈ N,
put

X ′
k = {x ∈ X : (∀y ∈ Y0)(φk(y) ≤ f(x, y))}.

Check that the set X ′
k is µ-measurable and the equality Xk = X ′

k holds;
therefore, Xk is a µ-measurable subset of X .

Show that
f(x, y) = supk∈N ψXk

(x)φk(y)

for all x ∈ X and y ∈ Y (here ψXk
denotes the characteristic function of

Xk).
Deduce from this fact that
(a) the function f is measurable with respect to the product of the σ-

algebras S and B(Y ), where B(Y ) denotes, as usual, the Borel σ-algebra of
Y ;

(b) the function f is sup-measurable, i.e., for any µ-measurable mapping
h : X → Y , the superposition x→ f(x, h(x)) (x ∈ X) is µ-measurable, too.

Suppose, in addition, that X is a Hausdorff topological space and µ is
the completion of a Radon probability measure on X .

By applying a Luzin type theorem on the structure of µ-measurable real-
valued functions, prove that, for each real ε > 0, there exists a compact set
P ⊂ X with µ(P ) > 1− ε, such that the restriction of f to the product set
P × Y is lower semicontinuous.

Extend the results presented above to the functions which almost satisfy
the Carathéodory conditions.

14. Let X be a Hausdorff topological space, let µ be the completion of
a Radon probability measure on X , and let Y be a topological space with
a countable base.
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By using the results of Exercise 13, show that, for an arbitrary function
f : X × Y → [0, 1], the following two assertions are equivalent:

(a) f almost satisfies the Carathéodory conditions;

(b) for every real ε > 0, there exists a compact set P ⊂ X such that
µ(P ) > 1−ε and the restriction of f to the product set P ×Y is continuous.

Remark 7. The equivalence of these two assertions is usually called
the Scorza Dragoni theorem.

15∗. Let (X,S, µ) be a space with a complete σ-finite measure, Y be
a locally compact topological space with a countable base, and let Z be a
subset of the product space X×Y , measurable with respect to the product
of the σ-algebras S and B(Y ).

Demonstrate that the set pr
1
(Z) is measurable with respect to µ.

For this purpose, apply Choquet’s theorem on capacities (see, e.g., [43],
[57] or [196]).

16∗. Let (X,S, µ) be a space with a complete probability measure, let
Y be a nonempty compact metric space, and let f : X × Y → [0, 1] be
a function satisfying the Carathéodory conditions. For each point x ∈ X ,
denote F (x) = {y ∈ Y : f(x, y) = inft∈Y f(x, t)}.

Check that F (x) is a nonempty closed subset of Y ; so one may consider
the associated set-valued mapping F : X → P(Y ).

Prove that, for any open set U ⊂ Y , the set {x ∈ X : F (x) ∩ U 6= ∅} is
µ-measurable.

Derive from this fact, by using the theorem of Kuratowski and Ryll-
Nardzewski on measurable selectors (see [150] or [154]), that there exists a
µ-measurable mapping h : X → Y such that

f(x, h(x)) = infy∈Y f(x, y)

for all points x ∈ X .

Formulate and prove the analogous statement for functions almost sat-
isfying the Carathéodory conditions.

17. Consider the diagonal {(x, y) : x ∈ R, y ∈ R, x = y} of the Eu-
clidean plane R2 and let Z be a subset of this diagonal, nonmeasurable with
respect to the standard one-dimensional Lebesgue measure on it. Introduce
a function f : R2 → R by putting

f(x, y) = 0 if (x, y) 6∈ Z, and f(x, y) = −1 if (x, y) ∈ Z.

Verify that
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(a) for each point x ∈ R, the partial function f(x, ·) : R → R is lower
semicontinuous;

(b) for each point y ∈ R, the partial function f(·, y) : R → R is lower
semicontinuous;

(c) the function x → f(x, x) (x ∈ R) is not Lebesgue measurable (con-
sequently, f is not sup-measurable);

(d) f is measurable with respect to the two-dimensional Lebesgue mea-
sure λ2 on R2.

18. Suppose that there exists a Luzin subset of the Euclidean plane R2.
Demonstrate that, in this case, there exists a mapping Φ : R2 → R

satisfying the following two relations:
(a) Φ does not have the Baire property;
(b) for any function φ : R → R whose graph is a first category subset of

the plane (in particular, for any φ : R → R possessing the Baire property),
the superposition x→ Φ(x, φ(x)) (x ∈ R) possesses the Baire property.

Deduce the analogous result (in terms of the Lebesgue measurability)
from the existence of a Sierpiński subset of the plane R2.

19∗. Denote by the symbol M0 = M0[0, 1] the family of all Lebesgue
measurable functions acting from [0, 1] into R. Obviously, there is a canon-
ical equivalence relation ≡ in M0 defined by the formula

f ≡ g ⇔ f and g coincide almost everywhere on [0, 1].

Also, denote byM the quotient set with respect to this equivalence relation
(i.e., M is the family of all equivalence classes with respect to ≡). If f
is an arbitrary function from the original family M0, then the symbol [f ]
will stand for the class of all those functions which are equivalent to f .
The natural algebraic operations in M0 are compatible with the relation
≡ and, consequently, induce the corresponding algebraic operations in M .
Therefore, M becomes an algebra over the field R.

Further, for any two elements [f ] ∈M and [g] ∈M , put

d([f ], [g]) =

∫
1

0

|f(t)− g(t)|

1 + |f(t)− g(t)|
dt.

Check that this definition is correct (i.e., it does not depend on the
choice of f and g) and that the function d : M ×M → R obtained in this
way turns out to be a metric on M .

Show that
(a) the pair (M,d) is a Polish topological vector space;
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(b) there exists no nonzero linear continuous functional defined on the
entire space M (in other words, the conjugate space M∗ is trivial).

Now, extend the equivalence relation ≡ introduced above onto the fam-
ily of all Lebesgue measurable partial functions acting from [0, 1] into R.
Namely, for any two such functions f and g, put f ≡ g iff

λ(dom(f)△dom(g)) = 0 & f(x) = g(x) for almost all x ∈ dom(f)∩dom(g).

Further, denote by the symbol M ′ the family of all equivalence classes with
respect to ≡. Evidently, one gets a canonical embedding j : M →M ′ and
so one may identify M with the subset j(M) of M ′.

Suppose now that some mapping (operator) H : M ′ → M ′ is given
and satisfies the following two conditions:

(1) for each element [f ] ∈ M ′ and for any Lebesgue measurable partial
function g such that [g] = H([f ]), one has the equality

λ(dom(f)△dom(g)) = 0;

(2) if [f ] ∈ M ′, all partial functions fn (n < ω) are the restrictions
of f to pairwise disjoint Lebesgue measurable subsets of R whose union
coincides with dom(f) and

H([fn]) = [gn] (n < ω),

dom(gn) ∩ dom(gm) = ∅ (n < ω, m < ω, n 6= m),

then one has the equality H([f ]) = [g], where g denotes the common exten-
sion of all partial functions gn (n < ω) with

dom(g) = ∪{dom(gn) : n < ω}.

In this case, H is called an admissible operator acting from the family
M ′ into itself.

Suppose that such an operator H is given.
Under the assumption that the σ-ideal I(λ) is c-additive, establish the

existence of a mapping Φ : [0, 1]×R → R satisfying the following relation:
For every Lebesgue measurable partial function f : [0, 1] → R, the

superposition Φf : [0, 1] → R is a Lebesgue measurable partial function,
too, and the equality H([f ]) = [Φf ] holds true.

In other words, any admissible operator H : M ′ → M ′ is representable
in the form of some superposition operator Φ (this result is essentially due
to Krasnoselskii and Pokrovskii).
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Also, check that descriptive properties of this Φ can be bad, namely,
Φ can be nonmeasurable with respect to the standard two-dimensional
Lebesgue measure λ2 on R2 (cf. Theorem 2 of this chapter).

Finally, formulate and prove an appropriate analogue of the preceding
result for partial functions acting from [0, 1] into R and possessing the Baire
property (under the assumption that the σ-ideal K(R) of all first category
subsets of R is c-additive).

20∗. Let X be a set equipped with a complete σ-finite measure µ, let Y
be a compact metric space, and let Φ0 : X × Y → R be a partial mapping
measurable with respect to the product of the σ-algebras dom(µ) and B(Y ).

Applying Exercise 15 of this chapter, the Tietze–Urysohn theorem on
extensions of continuous real-valued functions, and the theorem of Kura-
towski and Ryll-Nardzewski on measurable selectors, demonstrate that the
following two assertions are equivalent:

(a) for each element x ∈ X , the partial function Φ0(x, ·) is uniformly
continuous on its domain;

(b) there exists a mapping Φ : X × Y → R extending Φ0 and satisfying
the Carathéodory conditions.

21∗. Let X be a topological space equipped with a σ-finite inner regular
Borel measure µ and let Y be a compact metric space. Denote

µ′ = the completion of µ;
S ′ = dom(µ′);
F(Y ) = the family of all nonempty closed subsets of Y .
Let Ψ : X → F(Y ) be a set-valued mapping.
Prove that the following three assertions are equivalent:
(a) Ψ is µ′-measurable as a function acting from the measure space

(X,S ′, µ′) into the space F(Y ) endowed with the Hausdorff metric;
(b) Ψ is lower S ′-measurable, i.e., {x ∈ X : Ψ(x) ∩ U 6= ∅} ∈ S ′ for all

open sets U ⊂ Y ;
(c) Ψ is upper S ′-measurable, i.e., {x ∈ X : Ψ(x) ∩ F 6= ∅} ∈ S′ for all

closed sets F ⊂ Y .
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Generalized step-functions and superposition

operators

The previous chapter was devoted to some properties of sup-measurable
and weakly sup-measurable functions of two variables. In this chapter, for
a given σ-ideal of sets, we introduce the notion of a real-valued general-
ized step-function and investigate generalized step-functions in connection
with the problem of sup-measurability of certain functions of two variables,
regarded as superposition operators.

Let R denote, as usual, the real line and let Φ : R × R → R be a
function of two variables. According to the material of Chapter 19, this
Φ can be treated as a superposition operator defined as follows: for any
function f : R → R, we put

(Φ(f))(x) = Φ(x, f(x)) (x ∈ R).

Sometimes, Φ is also called the Nemytskii superposition operator (cf. [142],
[234]).

Let λ (= λ1) denote the standard Lebesgue measure on R. In many
cases, it is important to know whether a given superposition operator Φ
preserves the class L(R,R) of all real-valued Lebesgue measurable func-
tions on R (i.e., Φ(f) is λ-measurable whenever f is λ-measurable). There
are various sufficient conditions under which Φ maps L(R,R) into itself.
In particular, we know (see again Chapter 19) that if Φ is λ-measurable
with respect to the first variable and continuous with respect to the second
variable (the so-called Carathéodory classical conditions), then Φ preserves
L(R,R) or, in short, Φ is sup-measurable. In such a case, Φ is also λ2-
measurable, where λ2 stands for the two-dimensional Lebesgue measure on
the plane R2 = R×R.

Other conditions for the sup-measurability of Φ can be found, e.g., in
[233].

We have already shown in Chapter 19 that, under some additional set-
theoretical axioms, there exist sup-measurable operators Φ, which are not

313
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λ2-measurable.
In this chapter our attention will be focused on the following problem:
Give a characterization of all those functions f ∈ L(R,R) for which

there exists a superposition operator Φ having rather nice descriptive prop-
erties and such that Φ(f) does not belong to L(R,R).

In order to present a solution of this problem, we need several auxiliary
notions and propositions. First of all, let us formulate the following classical
statement from descriptive set theory.

Lemma 1. Let E be a Polish topological space, E′ be a metric space, and
let φ : E → E′ be a continuous mapping whose range is uncountable. Then
there exists a set C ⊂ E homeomorphic to the Cantor discontinuum, such
that the restriction φ|C is injective (consequently, φ|C is a homeomorphism
between C and φ(C)).

For the proof of Lemma 1, see, e.g., [149]. In fact, this lemma directly
implies that the cardinality of any uncountable analytic subset of a Polish
space is equal to the cardinality of the continuum (= c).

Recall that f ∈ L(R,R) is a step-function if card(ran(f)) ≤ ω, i.e., the
range of f is at most countable.

Clearly, if f ∈ L(R,R) is a step-function, then there exists a countable
partition {Xj : j ∈ J} of R consisting of Lebesgue measurable sets such
that, for any j ∈ J , the restriction f |Xj is a constant function.

We shall say that f ∈ L(R,R) is a generalized step-function if there ex-
ists at least one step-function g ∈ L(R,R) such that f and g are equivalent
with respect to the measure λ, i.e.,

{x ∈ R : f(x) 6= g(x)} ∈ I(λ).

The next lemma yields a characterization of generalized step-functions.
This characterization will be helpful for our purposes.

Lemma 2. If f ∈ L(R,R), then the following two assertions are equiv-
alent:

(1) f is not a generalized step-function;
(2) there exists a set Y ⊂ R with λ∗(Y ) > 0 such that the restriction

f |Y is injective.

Proof. The implication (2) ⇒ (1) is trivial. Let us prove the implication
(1) ⇒ (2). Suppose that f ∈ L(R,R) satisfies (1). Let us denote

T0 = {t ∈ ran(f) : λ(f−1(t)) > 0}.
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In view of the σ-finiteness of λ, we have the inequality card(T0) ≤ ω. Be-
cause f is not a generalized step-function, we also have

λ(R \ f−1(T0)) > 0.

Moreover, applying to f Luzin’s classical C-property, we readily infer that
there exists a closed set P ⊂ R \ f−1(T0) with λ(P ) > 0 for which the
restriction f |P is continuous and card(ran(f |P )) > ω. Let us put

h = f |P, T = ran(h).

Then λ(h−1(t)) = 0 for each point t ∈ T .
Denote by α the least ordinal number of cardinality continuum and let

{Pξ : ξ < α} be an injective enumeration of all closed subsets of P having
strictly positive λ-measure. Construct, by using the method of transfinite
recursion, a family of points

{yξ : ξ < α} ⊂ P.

Namely, take an arbitrary ordinal ξ < α and suppose that the partial family
{yζ : ζ < ξ} has already been defined. Keeping in mind Lemma 1, it is not
difficult to check that

Pξ \ ∪{h
−1(h(yζ)) : ζ < ξ} 6= ∅.

Hence, there exists a point y belonging to Pξ \ ∪{h−1(h(yζ)) : ζ < ξ}. We
then put yξ = y.

By proceeding in this manner, the required family of points {yξ : ξ < α}
will be constructed. Now, denote

Y = {yξ : ξ < α}.

It immediately follows from our construction that Y is a partial selector of
the disjoint family of sets {h−1(t) : t ∈ T }. This implies that the restriction
h|Y (consequently, the restriction f |Y ) is injective. Moreover, since we have
Pξ ∩ Y 6= ∅ for each ξ < α, we easily deduce that λ∗(Y ) = λ(P ) > 0. This
completes the proof of Lemma 2.

Lemma 3. If f ∈ L(R,R) is not a generalized step-function, then
there exists a λ-nonmeasurable set X ⊂ R for which the restriction f |X is
injective.

Proof. According to Lemma 2, there exists a set Y ⊂ R with λ∗(Y ) > 0
such that f |Y is an injection. If Y is not measurable in the Lebesgue sense,
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then we are done. Suppose now that Y ∈ dom(λ) and hence λ(Y ) > 0. It
is well known (see, e.g., Chapter 10 of this book) that Y contains a subset
nonmeasurable with respect to λ. Take any such subset and denote it by
X . Clearly, f |X is an injection, and the proof is finished.

Theorem 1. Let f ∈ L(R,R) and suppose that f is not a generalized
step-function. Then there exists a superposition operator

Φ : R×R → R

satisfying the following five relations:
(1) ran(Φ) = {0, 1};
(2) for any x ∈ R, the partial function Φ(x, ·) is lower semicontinuous;
(3) for any y ∈ R, the partial function Φ(·, y) is lower semicontinuous;
(4) Φ is a λ2-measurable operator;
(5) the function Φ(f) is not λ-measurable.

Proof. According to Lemma 3, there exists a λ-nonmeasurable set
X ⊂ R for which the restriction f |X is injective. Define the required
superposition operator Φ as follows:

Φ(x, y) = 0 (x ∈ X, y = f(x)),

Φ(x, y) = 1 (x ∈ R \X, y = f(x)),

Φ(x, y) = 1 (x ∈ R, y ∈ R, y 6= f(x)).

For this Φ, relations (1), (2), and (3) are verified directly. Further, because
the graph of f is a λ2-measure zero subset ofR2, we infer that Φ is equivalent
to a constant function and, consequently, Φ is λ2-measurable. Finally, we
have

Φ(x, y) = 0 ⇔ (x ∈ X & y = f(x)),

whence it follows that (Φ(f))−1(0) = X and, therefore, Φ(f) is not λ-
measurable. Theorem 1 has thus been proved.

Theorem 2. Let f ∈ L(R,R) and suppose that f is not a generalized
step-function. Then there exists a superposition operator Ψ : R ×R → R

such that
(1) ran(Ψ) = {1, 2},
(2) for any x ∈ R, the partial function Ψ(x, ·) is lower semicontinuous;
(3) for any y ∈ R, the partial function Ψ(·, y) is lower semicontinuous;
(4) Ψ is a λ2-nonmeasurable operator;
(5) the function Ψ(f) is λ-nonmeasurable.
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Proof. By using the method of transfinite recursion and applying a
fairly standard argument (cf. the proof of Theorem 5 from Chapter 10),
an injective function g : R → R can be defined whose graph is λ2-thick in
R2 and does not intersect the graph of f . Let χg denote the characteristic
function of the graph of g (of course, this graph is considered as a subset of
R2). We put

Ψ = Φ + 1− χg,

where Φ is the superposition operator of Theorem 1. It is easy to verify
that Ψ is the required superposition operator, i.e., Ψ satisfies all relations
(1)–(5) of Theorem 2.

Remark 1. If a superposition operator Φ : R×R → R is λ-measurable
with respect to the first variable, then Φ(f) is λ-measurable for every gener-
alized step-function f ∈ L(R,R). We thus see (in view of Theorem 1) that
the generalized step-functions are exactly those functions f ∈ L(R,R) for
which every superposition operator Φ, Lebesgue measurable with respect to
the first variable, yields Lebesgue measurable Φ(f).

Remark 2. If a superposition operator Φ : R × R → R is lower
semicontinuous (more generally, Borel) with respect to the first variable and
continuous with respect to the second variable, then Φ is a Borel mapping
from R2 into R, hence Φ is also sup-measurable (see Exercise 3 of Chapter
19). A much stronger result is presented in Exercise 1 of this chapter.

Remark 3. Theorems 1 and 2 admit direct analogues for functions
possessing the Baire property. Those analogues can be proved by the same
scheme as for Lebesgue measurable functions. Only one essential moment
should be mentioned. Namely, the proofs of Theorems 1 and 2 are based on
Luzin’s theorem concerning the structure of λ-measurable functions. Be-
cause we cannot apply Luzin’s theorem to functions possessing the Baire
property, we must replace this theorem by an appropriate similar state-
ment. The required statement is well known in general topology (see [149],
[202] or Exercise 13 from Chapter 0) and is formulated as follows. Let E1

be a topological space, E2 be a topological space with a countable base, and
let f : E1 → E2 be a mapping possessing the Baire property; then there
exists a first category set Z ⊂ E1 such that the restriction f |(E1 \ Z) is
continuous. In this statement we may assume, without loss of generality,
that Z is an Fσ-subset of E1, hence E1 \Z is a Gδ-set in E1. If the original
space E1 is Polish, then E1 \ Z is also Polish (by virtue of the Alexandrov
theorem). Consequently, if E1 is a Polish space and E2 = R, we are able to
apply Lemma 1 to the continuous function f |(E1 \ Z).



“K29544” — 2017/8/24

318 chapter 20

Under some additional set-theoretical axioms, Lemma 2 admits a signif-
icant generalization and we want to consider some abstract version of this
lemma.

Fix an uncountable ground set E and a σ-ideal I of subsets of E, con-
taining all singletons in E.

We shall say that g : E → R is a step-function if card(ran(g)) ≤ ω.
We shall say that f : E → R is a generalized step-function with respect

to I if there exists at least one step-function g : E → R for which we have

{x ∈ E : f(x) 6= g(x)} ∈ I,

i.e., f and g are I-equivalent functions.
Recall that a family of sets B ⊂ I forms a base of I if, for any set Y ∈ I,

there exists a set Z ∈ B such that Y ⊂ Z.
The following statement is valid.

Theorem 3. Let card(E) = ω1, let I be a σ-ideal of subsets of E,
containing all singletons in E and possessing a base whose cardinality does
not exceed ω1, and let f : E → R be a function. Then these two assertions
are equivalent:

(1) f is not a generalized step-function with respect to I;
(2) there exists a set X ⊂ E such that X 6∈ I and the restriction f |X is

injective.

Proof. The implication (2) ⇒ (1) is evident. Let us establish the
validity of the implication (1) ⇒ (2). Suppose that f satisfies (1) and
introduce the following two sets:

T0 = {t ∈ ran(f) : f−1(t) 6∈ I}, T1 = {t ∈ ran(f) : f−1(t) ∈ I}.

According to our assumption, there exists a base B = {Bξ : ξ < ω1} of the
given σ-ideal I. Only two cases are possible.

1. card(T0) = ω1. In this case we may write

T0 = {tξ : ξ < ω1},

where tξ 6= tζ for all distinct ξ < ω1 and ζ < ω1.
Consider the family of sets {f−1(tξ) \Bξ : ξ < ω1}. Obviously, we have

f−1(tξ) \Bξ 6= ∅

for each ordinal ξ < ω1. Let us choose an element xξ ∈ f−1(tξ) \Bξ for any
ξ < ω1, and let us put

X = {xξ : ξ < ω1}.



“K29544” — 2017/8/24

generalized step-functions and superposition operators 319

From the definition of X it immediately follows that the restriction f |X is
an injection. Moreover, we have X \ Bξ 6= ∅ whenever ξ < ω1. The latter
circumstance implies at once that the set X does not belong to I.

2. card(T0) ≤ ω. In this case we obtain card(T1) = ω1 and f−1(T1) 6∈ I
(because our f is not a generalized step-function with respect to I). Let
us construct, by using the method of transfinite recursion, an ω1-sequence
{xξ : ξ < ω1} of points of f−1(T1). Suppose that, for an ordinal ξ < ω1, the
partial family of points

{xζ : ζ < ξ} ⊂ f−1(T1)

has already been determined. Clearly,

(∪{f−1(f(xζ)) : ζ < ξ}) ∪Bξ ∈ I.

Therefore,

f−1(T1) \ ((∪{f
−1(f(xζ)) : ζ < ξ}) ∪Bξ) 6= ∅.

Choose any element x from the above nonempty set and put xξ = x.
Proceeding in this manner, we are able to construct the required ω1-

sequence {xξ : ξ < ω1}. Finally, put

X = {xξ : ξ < ω1}.

In view of our construction, X is a partial selector of the disjoint family
of sets {f−1(t) : t ∈ T1}. Hence, the restriction of f to X is injective.
Furthermore, X \ Bξ 6= ∅ for all ordinals ξ < ω1, whence it follows that X
does not belong to I. This completes the proof of Theorem 3.

Remark 4. Assume the Continuum Hypothesis (CH) and take as I
the σ-ideal I(λ) of all Lebesgue measure zero subsets of R. Let f : R → R

be a function distinct from all generalized step-functions with respect to
I(λ). Suppose also that the graph of f is of λ2-measure zero. Then it is
not hard to show that, for such an f , there always exists a superposition
operator Φ : R × R → R satisfying relations (1)–(5) of Theorem 1. In
this connection, let us underline that f does not need to be a λ-measurable
function.

Remark 5. Let E be a nonempty set, I be a σ-ideal of subsets of
E, and let S be a σ-algebra of subsets of E such that I ⊂ S. Elements
of S are usually called measurable sets in E and elements of I are called
negligible sets in E. The triple (E,S, I) is called a measurable space with
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negligibles (see, e.g., [75]). If X ⊂ E and X 6∈ I, then, in general, we cannot
assert that X contains at least one subset not belonging to S. However, in
some situations the specific features of a given σ-ideal I imply that any non-
negligible set in E includes a nonmeasurable set. For example, assume again
that card(E) = ω1 and that E is a topological space of second category, all
singletons of which are of first category. Let I = K(E) denote the σ-ideal of
all first category subsets of E and suppose that this σ-ideal possesses a base
whose cardinality does not exceed ω1. Denote also by Ba(E) the σ-algebra
of all subsets of E having the Baire property (recall that K(E) ⊂ Ba(E)).
Then, for any set X ⊂ E, the following two assertions are equivalent:

(a) X 6∈ K(E) (i.e., X is not of first category in E);
(b) there exists a set Y ⊂ X such that Y 6∈ Ba(E) (i.e., Y does not have

the Baire property in E).
The proof of the equivalence of (a) and (b) can be found in [116] where

some related results are also presented (cf. Exercise 9 from Chapter 18).
Notice once more that this equivalence relies on the inner properties of the
σ-ideal K(E) and does not touch the structure of the σ-algebra Ba(E).

Let us continue our consideration of the question of measurability of
functions obtained by using the superposition operator which is induced
by a given function of two variables. In this connection, we would like to
discuss some related measurability properties of functions of two variables.

Let Φ : R2 → R be again a function of two variables and let F be a
class of functions acting from R into R. As in Chapter 19, for any f ∈ F ,
we denote by Φf the function acting from R into R and defined by

Φf (x) = Φ(x, f(x)) (x ∈ R).

We have already mentioned that, in some sense, Φ plays the role of a super-
position operator whose domain coincides with the given class F of func-
tions.

A general problem arises to describe those conditions on Φ under which
various nice properties of functions from F are preserved by Φ. For ex-
ample, suppose that F = L(R,R) is the class of all real-valued Lebesgue
measurable functions on R. Then it is natural to try to characterize those
operators Φ for which L(R,R) is preserved (i.e., the Lebesgue measura-
bility of functions of one variable is preserved by Φ). We already know
that, in general, the Lebesgue measurability of Φ (regarded as a function
of two variables) does not guarantee the Lebesgue measurability of Φf for
f ∈ L(R,R). Also, it is commonly known that if Φ satisfies the so-called
Carathéodory conditions, then it preserves the class L(R,R).

In this context, the next example is relevant.
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Example 1. For any Lebesgue measurable function f : R → R, there
exists a function Φ : R2 → R satisfying the Carathéodory conditions and
there is a continuous function g : R → R such that

f(x) = g′(x) = Φ(x, g(x))

for almost all x ∈ R. Indeed, according to the classical Luzin theorem on
the existence of primitives (see [168], [225] or Appendix 1 of this book),
there exists a continuous function g : R → R such that g′(x) = f(x) for
almost all x ∈ R. Let us define

Φ(x, y) = f(x) + y − g(x) (x ∈ R, y ∈ R).

Then Φ is measurable with respect to x and affine with respect to y (hence,
Φ satisfies the Lipschitz condition with respect to y). Obviously, we also
have f(x) = g′(x) = Φ(x, g(x)) for almost all x ∈ R. We thus conclude
that any real-valued Lebesgue measurable function can be simultaneously
regarded as the derivative (almost everywhere) of a continuous function
and as the image of the same continuous function, under an appropriate
superposition operator satisfying the Carathéodory conditions.

As mentioned earlier, several works were devoted to constructions of
a Lebesgue nonmeasurable function Φ that, however, preserves the class
L(R,R). All those constructions were based on some extra set-theoretical
axioms. In this connection, the problem was posed whether it is possible to
construct analogous Φ within ZFC theory. Roslanowski and Shelah [218]
established that the existence of such a function Φ cannot be proved in
ZFC theory. The similar question for the Baire property was considered by
Ciesielski and Shelah in [51].

Let us continue our discussion concerning various measurability and sup-
measurability properties of functions.

Let E be a nonempty set, S be a σ-algebra of subsets of E, and let I be
a σ-ideal of subsets of E, such that I ⊂ S. It will be assumed in our further
considerations that I contains all one-element subsets of E and that the
pair (S, I) satisfies the countable chain condition, i.e., every disjoint family
of sets belonging to S \ I is at most countable.

Let F be a class of real-valued S-measurable functions on E. Suppose
also that a function Φ : E ×R → R is given. In accordance with the above
consideration, this Φ will be treated as a superposition operator for the
class F , i.e., by using Φ, we obtain from any function f ∈ F the function
Φf defined by

Φf (x) = Φ(x, f(x)) (x ∈ E).
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We shall say that Φ is sup-measurable with respect to F if, for each
f ∈ F , the corresponding function Φf is S-measurable.

Starting with the class F , it is reasonable to consider other classes F ′ of
S-measurable real-valued functions, containing F and such that each oper-
ator Φ sup-measurable with respect to F remains also sup-measurable with
respect to F ′. In this case, we shall say that F ′ extends F with preserving
the sup-measurability property. It is also reasonable to try to characterize
maximal extensions of F for which this property is still preserved.

It will be demonstrated below that, in some natural situations, it is
possible to describe such maximal extensions in terms of (S, I) and F .

Fix a class F of S-measurable real-valued functions. We shall say that
f ∈ F ∗ if there exist a countable disjoint covering {En : n < ω} ⊂ S of E
and a countable family {fn : 1 ≤ n < ω} ⊂ F , such that

E0 ∈ I, f |En = fn|En (1 ≤ n < ω).

Clearly, we have the inclusion F ⊂ F ∗. In some cases, this inclusion is
reduced to the equality. For instance, if F is the family of all S-measurable
functions, then F ∗ = F .

Example 2. Let F denote the class of all constant real-valued functions
on E. Then it is easy to see that F ∗ coincides with the class of all those real-
valued functions on E which are I-equivalent to step-functions (we recall
that a step-function on E is any real-valued S-measurable function whose
range is at most countable).

In the sequel, we need the following simple auxiliary statement.

Lemma 4. Let h : E → R be an S-measurable function and let F be
some family of S-measurable real-valued functions. Then h does not belong
to F ∗ if and only if there exists a set A ∈ S \ I possessing the following
property: for any subset B of A belonging to S \ I and for any function
f ∈ F , the relation f |B 6= h|B is fulfilled.

The proof of Lemma 4 can easily be obtained by using the Zorn Lemma
or the method of transfinite induction, taking into account the countable
chain condition for the pair (S, I).

The next lemma is almost trivial.

Lemma 5. Let Φ be a sup-measurable operator with respect to F . Then
Φ is also sup-measurable with respect to F ∗.

We omit an easy proof of this lemma. Notice only that, for its validity,
the countable chain condition is not necessary.
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Let F be a family of S-measurable real-valued functions.
We shall say that a familyG of real-valued functions on E is fundamental

for F if every function f from F is I-equivalent to some function g from G.
It can easily be shown that the next auxiliary statement is true.

Lemma 6. An operator Φ is sup-measurable with respect to a class F
if and only if Φ is sup-measurable with respect to some class G fundamental
for F .

Example 3. The class of all Borel functions (acting from R into R) is
fundamental for the class of all Lebesgue measurable functions (acting from
R into R). The same class of Borel functions is also fundamental for the
class of all those functions that act from R into R and possess the Baire
property.

We recall that a family B ⊂ S \ I is a pseudo-base for a space (E,S, I)
if every set X ∈ S \ I contains at least one member of B.

Because the given pair (S, I) satisfies the countable chain condition,
every set X ∈ S \ I contains a subset Y such that X \ Y ∈ I and Y is
representable as the union of a countable disjoint family of members of a
pseudo-base B. This circumstance implies the validity of the next auxiliary
proposition.

Lemma 7. Let B be a pseudo-base for a space (E,S, I) such that
card(B) ≥ 2. Then there exists a family G of S-measurable real-valued
functions, fundamental for the family of all S-measurable real-valued func-
tions and satisfying the inequality card(G) ≤ (card(B))ω.

The proof of Lemma 7 is left to the reader.

Lemma 8. Suppose that the following three relations are satisfied for a
given space (E,S, I):

(1) there exists a pseudo-base B for (E,S, I) containing at least two
members and such that (card(B))ω ≤ card(E);

(2) for any set X ∈ S \ I and for any family {Xθ : θ ∈ Θ} ⊂ I with
card(Θ) < card(E), we have

X \ ∪{Xθ : θ ∈ Θ} 6= ∅;

(3) each subset of E with cardinality strictly less than card(E) belongs
to I.

Let F be a family of S-measurable real-valued functions and let h be any
S-measurable real-valued function not belonging to F ∗. Then there exists a
superposition operator

Φ : E ×R → R
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such that Φ is sup-measurable with respect to F , but is not sup-measurable
with respect to the one-element class {h}.

Proof. Lemma 7 and relation (1) readily imply that there exists a family
G of S-measurable real-valued functions, fundamental for F and such that

card(G) ≤ card(E).

We may also assume, without loss of generality, that every function from G
is I-equivalent to some function from F .

Let α denote the least ordinal number whose cardinality is equal to
card(E) and let {gξ : ξ < α} be an enumeration of all functions from G.
Taking into account the relation h 6∈ F ∗ and applying Lemma 4, we can find
a set A ∈ S \ I such that h differs from any f ∈ F on each S-measurable
subset of A not belonging to the ideal I. Obviously, the same is true for all
functions from G, i.e., for any g ∈ G, the function h differs from g on each
S-measurable subset of A not belonging to I. We may assume in the sequel
(without loss of generality) that A = E.

Let {Bξ : ξ < α} be an enumeration of all members from the pseudo-
base B. Applying the method of transfinite recursion, let us construct two
injective disjoint α-sequences

{xξ : ξ < α}, {x′
ξ : ξ < α}

of points of the given space E. Suppose that, for an ordinal ξ < α, the
partial families {xζ : ζ < ξ} and {x′

ζ : ζ < ξ} have already been determined.
For any ordinal ζ < ξ, denote

Aζ = {z ∈ E : gζ(z) = h(z)}.

Then it is clear that Aζ ∈ I. Consider the set

Pξ = Bξ \ ((∪{Aζ : ζ < ξ}) ∪ {xζ : ζ < ξ} ∪ {x′
ζ : ζ < ξ}).

By virtue of the relations (2) and (3), we have card(Pξ) = card(E). There-
fore, we can choose two distinct points x and x′ from Pξ. Finally, we put

xξ = x, x′
ξ = x′.

Proceeding in this manner, we will be able to construct the required
α-sequences of points {xξ : ξ < α} and {x′

ξ : ξ < α}.
Now, we define a function Φ : E ×R → R as follows:
Φ(xξ, h(xξ)) = 1 for each ordinal ξ < α;
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Φ(x′
ξ, h(x

′
ξ)) = −1 for each ordinal ξ < α;

Φ(x, t) = 0 for all other pairs (x, t) ∈ E ×R.
Let us show that Φ is sup-measurable with respect to F and, at the same

time, the function Φh is not S-measurable. Indeed, take an arbitrary f ∈ F
and find a function g ∈ G which is I-equivalent to f . Clearly, g coincides
with some gη where η < α. Further, introduce the set

Z = {z ∈ E : Φ(z, g(z)) 6= 0}.

For any z ∈ Z, the disjunction

Φ(z, g(z)) = 1 ∨ Φ(z, g(z)) = −1

must be valid. This implies that either z = xξ and g(z) = h(z), or z = x′
ξ

and g(z) = h(z). It follows directly from our construction that, in both
cases above, ξ ≤ η. Consequently, the cardinality of Z must be strictly
less than card(E). Hence, in view of relation (3), the function Φg must be
S-measurable, and the same is true for Φf .

On the other hand, the definition of Φ easily yields that the function
Φh cannot be S-measurable. Indeed, for any set B ∈ B, we have from our
construction that

{−1, 1} ⊂ ran(Φh|B).

Remembering that B is a pseudo-base for (E,S, I), we obtain that the
sets Φ−1

h (−1) and Φ−1

h (1) are S-thick in E, i.e., they intersect all members
from S \ I. This fact immediately implies that both these sets are not
S-measurable and hence Φh is not S-measurable, too. The proof is thus
completed.

Keeping in mind the preceding lemmas, we are able to formulate the
following statement.

Theorem 4. Let a space (E,S, I) be given, let F be a class of S-
measurable real-valued functions, and let the assumptions of Lemma 8 be
fulfilled. Then the class F ∗ is the largest extension of F which preserves the
sup-measurability property.

Lemma 8 and hence Theorem 4 were proved under assumptions of some-
what set-theoretical flavor. These assumptions are known to be consistent
with ZFC theory for those natural measurable spaces with negligible sets,
which are extensively studied in real analysis. We now give several examples
illustrating the theorem obtained above. Let us begin with the following
very simple example.
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Example 4. Let E = R, let S = dom(λ) be the σ-algebra of all
Lebesgue measurable sets in R, and let I = I(λ) be the σ-ideal of all
Lebesgue measure zero subsets ofR. Denote by F the class of all real-valued
constant functions on R. Obviously, there are many real-valued functions
h on R not belonging to F ∗ (for instance, any strictly monotone function
acting from R into R can be taken as h). So, we obtain that there exists a
superposition operator Φ : R×R → R, which is Lebesgue measurable with
respect to the first variable, but produces λ-nonmeasurable functions of type
Φh. Actually, this result needs no additional set-theoretical assumptions.

The next example is less trivial.

Example 5. Again, let E = R, let S = dom(λ) be the σ-algebra
of all Lebesgue measurable sets in R, and let I = I(λ) be the σ-ideal of
all Lebesgue measure zero subsets of R. We denote by F the family of
all real-valued continuous functions on R differentiable almost everywhere
(with respect to the Lebesgue measure). Let h be a real-valued continuous
function on R such that it is nowhere approximately differentiable. Then
h 6∈ F ∗. Therefore, under the corresponding set-theoretical assumptions
on (E,S, I), there exists a superposition operator Φ sup-measurable with
respect to F , for which the function Φh is not Lebesgue measurable (cf.
Chapter 19 where a somewhat similar approach was used).

Example 6. Let E = R, let S = Ba(R) be the σ-algebra of all those
sets in R which possess the Baire property, and let I = K(R) be the σ-
ideal of all first category subsets of R. We denote by F the family of all
real-valued continuous functions f on R having the property that every
nonempty open subinterval of R contains at least one point at which f
is differentiable. Take any real-valued continuous function h on R that is
nowhere differentiable. Then it is not hard to demonstrate that h 6∈ F ∗.
Therefore, under the corresponding set-theoretical assumptions on (E,S, I),
there exists a superposition operator Φ sup-measurable with respect to F ,
for which the function Φh does not possess the Baire property (cf. again
Chapter 19).

Example 7. It is not difficult to show that the existence of a Sierpiński
subset of the Euclidean plane R2 implies the existence of a superposition
operator Φ : R2 → R which is sup-measurable with respect to the class
L(R,R) but is not Lebesgue measurable as a function of two variables. In-
deed, it suffices to take as Φ the characteristic function of a Sierpiński set
on the plane (we shall say that such a Φ determines a Sierpiński super-
position operator). Moreover, it can be observed that the same Φ yields
Lebesgue measurable functions Φf for all those functions f : R → R whose
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graphs are sets of Lebesgue measure zero in R2. Obviously, there are many
λ-nonmeasurable functions among those f . An analogous situation holds in
terms of category and the Baire property. In this case, the existence of a
Luzin subset of the plane R2 is needed for constructing a relevant example.

In connection with Example 7, the next statement is of some interest.

Theorem 5. Let h : R → R be a function whose graph has strictly
positive outer Lebesgue measure in R2. Then, under the Continuum Hy-
pothesis (CH), there exists a Sierpiński superposition operator Φ such that
Φh is not Lebesgue measurable.

Proof. As usual, let λ denote the standard one-dimensional Lebesgue
measure on R, let λ2 denote the standard two-dimensional Lebesgue mea-
sure on R2, and let Γ ⊂ R2 be the graph of h. By virtue of the assumption
of this theorem, Γ is not contained in a set of λ2-measure zero.

Let {Xξ : ξ < ω1} be the family of all Borel sets in R of λ-measure zero
and let {Bξ : ξ < ω1} be the family of all Borel sets in R2 of λ2-measure
zero. We shall construct, by applying the method of transfinite recursion,
an injective family {xξ : ξ < ω1} of points of R. Suppose that, for an ordinal
ξ < ω1, the partial family of points {xζ : ζ < ξ} has already been defined.
Consider the set

Tξ = (∪{Bζ : ζ < ξ}) ∪ (∪{Xζ ×R : ζ < ξ}) ∪ (∪{{xζ} ×R : ζ < ξ}).

Clearly, we have the equality λ2(Tξ) = 0. Hence, Γ\Tξ 6= ∅ and there exists
a point (x, y) ∈ Γ \ Tξ. We put xξ = x.

Proceeding in this way, we will be able to construct the required family
of points {xξ : ξ < ω1}. It immediately follows from our construction that

(i) the set {xξ : ξ < ω1} is a Sierpiński subset of the real line R;
(ii) the set {(xξ, h(xξ)) : ξ < ω1} is a Sierpiński subset of the plane R2.
Let Φ denote the characteristic function of the latter subset of R2. Then

Φ is a Sierpiński superposition operator. At the same time, considering the
function Φh, we easily observe that

Φ−1

h (1) = {xξ : ξ < ω1}.

Thus, Φh is not Lebesgue measurable since no Sierpiński subset of R is
λ-measurable (see Theorem 5 from Chapter 13). This completes the proof.

Remark 6. Actually, the argument presented above yields (under CH)
a more general result. Namely, for any set Γ ⊂ R2 of strictly positive outer
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λ2-measure, there exists a partial function h acting from R into R and
having the following three properties:

(1) the graph of h is contained in Γ;
(2) the graph of h is a Sierpiński subset of R2;
(3) the domain of h is a Sierpiński subset of R.

EXERCISES

1. Let X be a topological space, Y be a separable metric space, Z be
a metric space, and let Φ : X × Y → Z be a mapping satisfying these two
conditions:

(a) for each x ∈ X , the partial mapping Φ(x, ·) is continuous;
(b) for each y ∈ Y , the partial mapping Φ(·, y) is Borel.
Show that Φ is a Borel mapping (cf. the proof of Theorem 4 from

Chapter 2).

2. Give a detailed proof of Lemma 4.

3. Establish the validity of Lemma 5 without assuming the countable
chain condition.

4. Give a proof of Lemma 6 and, in addition, verify that the countable
chain condition is not needed for this lemma.

5. Check the validity of Lemma 7.

6. Under CH, formulate and prove an appropriate analogue of the result
of Remark 6 (in terms of category, Baire property, and Luzin sets).

Also, assuming Martin’s Axiom, establish analogous statements in terms
of generalized Sierpiński sets and in terms of generalized Luzin sets.
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Ordinary differential equations with bad

right-hand sides

In this chapter we wish to consider some set-theoretical questions con-
cerning the existence and uniqueness of solutions of ordinary differential
equations. In particular, we deal here with those ordinary differential equa-
tions of first order, the right-hand sides of which are nonmeasurable in the
Lebesgue sense, but for which we are able to establish the theorem on the
existence and uniqueness of a solution with nice descriptive properties.

The results presented in this chapter are substantially based on the
material of Chapter 19 (see also [123]).

The existence of a solution of a first-order ordinary differential equation
with a continuous right-hand side is stated by the famous Peano theorem
(see, e.g., [206]). Exercise 1 shows that this classical theorem does not rely
on any form of the Axiom of Choice and, in fact, is a result of ZF set theory
(cf. also [252]).

There are many simple examples of ordinary differential equations whose
right-hand sides are not as good as their solutions. For instance, let us take
the following ordinary differential equation:

y′ = |y|.

Then it is easy to verify that

(1) the right-hand side of this equation is continuous on R ×R but is
not differentiable at each point of R× {0};

(2) all solutions of this equation are analytic;

(3) for any initial condition, there exists a unique solution of this equa-
tion, satisfying the condition.

In our further considerations we shall show that some differential equa-
tions

y′ = Φ(x, y)

329
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of first order are possible, for which Φ is nonmeasurable in the Lebesgue
sense but relations (2) and (3) hold true.

We begin with an old remarkable result of Orlicz (see [199]) stating
that, for almost each (in the category sense) function Φ from the Banach
space Cb(R×R) consisting of all bounded continuous real-valued functions
defined on R×R, the corresponding Cauchy problem

y′ = Φ(x, y) (y(x0) = y0, x0 ∈ R, y0 ∈ R)

has a unique solution. In order to present this result we, first of all, want to
recall the purely topological Kuratowski lemma on closed projections (see,
e.g., [64], [149] or Chapter 0).

Namely, if X and Y are some topological spaces and, in addition, Y is
quasi-compact, then the canonical projection

pr
1

: X × Y → X

is a closed mapping, i.e., for each closed subset A of X × Y , the image
pr

1
(A) is closed in X . Several applications of the Kuratowski lemma were

discussed in Chapter 0. Here we are going to consider an application of this
lemma to the theory of ordinary differential equations. Actually, we need
here a slightly more general version of the lemma.

Let us recall that a topological space E is σ-quasi-compact if it can be
represented in the form

E = ∪{En : n < ω},

where all sets En (n < ω) are quasi-compact subspaces of E.
Now, the following slight generalization of the Kuratowski lemma is true.

Lemma 1. Let X be a topological space and let Y be a σ-quasi-compact
space. Let, as above, pr

1
denote the canonical projection from X × Y into

X. Then, for each Fσ-subset A of X×Y , the image pr
1
(A) is an Fσ-subset

of X.

Proof. In fact, the Kuratowski lemma easily implies this result. Indeed,
since Y is σ-quasi-compact, we may write

Y = ∪{Yn : n < ω},

where all Yn (n < ω) are quasi-compact subspaces of Y . Then, for any set
A ⊂ X × Y , we have the equality

pr
1
(A) = ∪{pr

1
(A ∩ (X × Yn)) : n < ω}.



“K29544” — 2017/8/24

differential equations with bad right-hand sides 331

Suppose now that A is an Fσ-subset of X × Y . Then A can be represented
in the form

A = ∪{Am : m < ω},

where all sets Am (m < ω) are closed in X × Y . Therefore, we obtain

pr
1
(A) = ∪{pr

1
(Am ∩ (X × Yn)) : m < ω, n < ω}.

Now, every set
Am ∩ (X × Yn) (m < ω, n < ω)

is closed in the product space X ×Yn and every space Yn is quasi-compact.
Hence, by the Kuratowski lemma, the set pr

1
(Am ∩ (X × Yn)) is closed in

X . Consequently, pr
1
(A) is an Fσ-subset of X . This completes the proof of

Lemma 1.

Now, let us return to the Banach space Cb(R ×R). For each function
Φ from this space, we can consider the ordinary differential equation

y′ = Φ(x, y)

and, for any point (x0, y0) ∈ R ×R, we can investigate the corresponding
Cauchy problem of finding a solution y : R → R of this equation, satisfying
the initial condition y(x0) = y0.

It is well known (see, e.g., [206] or Exercise 1) that such a solution does
always exist and, since Φ is bounded, any solution is global, i.e., it is defined
on the whole real lineR. On the other hand, we cannot assert, in general, the
uniqueness of a solution. There are simple examples of continuous bounded
real-valued functions Φ on R×R for which the corresponding Cauchy prob-
lem admits at least two distinct solutions (in this connection, let us mention
the celebrated work by Lavrentieff [159] where a much stronger result was
obtained).

Actually, we need some additional properties of the original function Φ
in order to have the uniqueness of a solution of the differential equation

y′ = Φ(x, y) (y(x0) = y0, x0 ∈ R, y0 ∈ R).

For instance, if Φ satisfies the so-called local Lipschitz condition with respect
to the second variable y, then we have a unique solution for every Cauchy
problem corresponding to Φ.

It makes sense to recall here that Φ satisfies the local Lipschitz con-
dition with respect to y if, for any point (x0, y0) ∈ R × R, there exist a
neighborhood V (x0, y0) of this point and a positive real number

L = L(Φ, (x0, y0))
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such that
|Φ(x, y1)− Φ(x, y2)| ≤ L|y1 − y2|

for all points (x, y1) and (x, y2) belonging to V (x0, y0).
Let us denote by Lipl(R × R) the family of all those functions from

Cb(R × R) which satisfy the local Lipschitz condition with respect to y.
Then, obviously, Lipl(R × R) is a vector subspace of Cb(R × R). Notice
also that Lipl(R×R) is an everywhere dense subset of Cb(R×R). Indeed,
this fact is almost trivial from the geometrical point of view. Thus, we
can conclude that, for all functions Φ belonging to some everywhere dense
subset of Cb(R×R), the Cauchy problem

y′ = Φ(x, y) (y(x0) = y0, x0 ∈ R, y0 ∈ R)

has a unique solution. Orlicz essentially improved this result and showed
that it holds true for almost all (in the Baire category sense) functions from
the Banach space Cb(R×R).

More precisely, one can formulate the following statement.

Theorem 1. The set of all those functions from Cb(R×R) for which the
corresponding Cauchy problem has a unique solution (for any point (x0, y0)
from R×R) is an everywhere dense Gδ-subset of Cb(R×R).

Proof. Let us denote by the symbol U the family of all those functions
from Cb(R×R) for which the corresponding Cauchy problem has a unique
solution (for any point (x0, y0) belonging to R×R). As mentioned above,
the set U is everywhere dense in Cb(R×R). Therefore, it remains to prove
that U is a Gδ-subset of Cb(R×R). In order to show this, let us first rewrite
the Cauchy problem in the equivalent integral form:

y(x) =

∫ x

x0

Φ(t, y(t))dt + y0.

Further, for any two rational numbers ε > 0 and q, let us denote by P (ε, q)
the set of all those elements

(Φ, x0, y0) ∈ Cb(R ×R)×R×R

for which there exist at least two real-valued continuous functions φ1 and
φ2 such that

dom(φ1) = dom(φ2) = R,

φ1(x) =

∫ x

x0

Φ(t, φ1(t))dt + y0 (x ∈ R),
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φ2(x) =

∫ x

x0

Φ(t, φ2(t))dt + y0 (x ∈ R),

|φ1(q)− φ2(q)| ≥ ε.

It is not difficult to establish that P (ε, q) is a closed subset of the product
space Cb(R×R)×R×R. Indeed, suppose that a sequence

{(Φ(n), x
(n)
0
, y

(n)
0

) : n ∈ N}

of elements of P (ε, q) converges to some element

(Φ, x0, y0) ∈ Cb(R×R)×R×R.

Then we obviously have

limn→+∞ x
(n)
0

= x0, limn→+∞ y
(n)
0

= y0,

and the sequence of functions

{Φ(n) : n ∈ N} ⊂ Cb(R×R)

converges uniformly to the function Φ. We may assume without loss of
generality that

(∀n ∈ N)(||Φ(n)|| ≤ ||Φ||+ 1).

For every natural number n, let φ
(n)
1

and φ
(n)
2

denote two real-valued con-
tinuous functions satisfying the following relations:

dom(φ
(n)
1

) = dom(φ
(n)
2

) = R,

φ
(n)
1

(x) =

∫ x

x
(n)

0

Φ(n)(t, φ
(n)
1

(t))dt + y
(n)
0

(x ∈ R),

φ
(n)
2

(x) =

∫ x

x
(n)

0

Φ(n)(t, φ
(n)
2

(t))dt + y
(n)
0

(x ∈ R),

|φ
(n)
1

(q)− φ
(n)
2

(q)| ≥ ε.

Then it is not hard to verify that all functions from the family

{φ
(n)
1

: n ∈ N} ∪ {φ
(n)
2

: n ∈ N}

are equicontinuous. More precisely, for each function φ from this family and
for any two points x′ ∈ R and x′′ ∈ R, we have the inequality

|φ(x′)− φ(x′′)| ≤ (||Φ||+ 1)|x′ − x′′|.
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So, applying the classical Ascoli–Arzelá theorem (see, e.g., [206]), we can
readily derive that there exists an infinite subset K of N for which the
partial sequences of functions

{φ
(n)
1

: n ∈ K}, {φ
(n)
2

: n ∈ K}

converge uniformly (on each bounded subinterval of R) to some functions
φ1 and φ2, respectively. Also, it can easily be checked that, for φ1 and φ2,
we have the analogous relations

dom(φ1) = dom(φ2) = R,

φ1(x) =

∫ x

x0

Φ(t, φ1(t))dt + y0 (x ∈ R),

φ2(x) =

∫ x

x0

Φ(t, φ2(t))dt + y0 (x ∈ R),

|φ1(q)− φ2(q)| ≥ ε.

Thus we see that
(Φ, x0, y0) ∈ P (ε, q),

and hence P (ε, q) is closed in the product space Cb(R ×R)×R×R.
Now, let us put

P = ∪{P (ε, q) : ε > 0, ε ∈ Q, q ∈ Q}.

Then it is clear that a function Ψ ∈ Cb(R ×R) does not belong to the set
U if and only if there exist a rational number ε > 0, a rational number q,
and some points x0 ∈ R and y0 ∈ R, such that (Ψ, x0, y0) belongs to the
set P (ε, q). In other words, we may write

Cb(R×R) \ U = pr
1
(P )

where
pr

1
: Cb(R×R)×R×R → Cb(R×R)

denotes the canonical projection. It immediately follows from the definition
of the set P that P is an Fσ-subset of the product space Cb(R×R)×R×R.
In addition, the Euclidean plane R×R is a σ-compact space. So, applying
Lemma 1, we conclude that pr

1
(P ) is an Fσ-subset of Cb(R × R) and,

consequently, U is a Gδ-subset of Cb(R × R). This finishes the proof of
Theorem 1.
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Remark 1. Evidently, the Banach space Cb(R ×R) is not separable.
Let E denote the subset of this space, consisting of all those functions that
are constant at infinity. In other words, Φ ∈ E if and only if there exists a
constant M = M(Φ) ∈ R such that, for any ε > 0, a positive real number
a = a(Φ, ε) can be found for which we have

(∀x)(∀y)((x, y) ∈ R×R \ [−a, a]× [−a, a] ⇒ |Φ(x, y)−M | < ε).

Notice that E is a closed vector subspace of Cb(R ×R) and hence E is a
Banach space, as well. Moreover, one can easily verify that E is separable.
Clearly, a direct analogue of Theorem 1 holds true for E. Actually, in [199]
Orlicz deals with the space E. Several analogues of Theorem 1, for other
spaces similar to Cb(R×R) or E, are discussed in [3].

Remark 2. Unfortunately, the set U considered above has a bad alge-
braic structure. In particular, U is not a subgroup of the additive group of
Cb(R × R) and, consequently, U is not a vector subspace of Cb(R × R).
Indeed, suppose for a while that U is a subgroup of Cb(R × R). Then U
must be a proper subgroup of Cb(R×R). Let us take an arbitrary function
Ψ ∈ Cb(R×R) \ U . Obviously, we may write

U ∩ ({Ψ}+ U) = ∅.

But both sets U and {Ψ} + U are the complements of some first category
subsets of Cb(R×R). Therefore, their intersection U ∩ ({Ψ}+U) must be
the complement of a first category subset of Cb(R ×R), too, and hence

U ∩ ({Ψ}+ U) 6= ∅.

We have thus obtained a contradiction which yields that U cannot be a
subgroup of Cb(R × R). For some other properties of U interesting from
the set-theoretical and algebraic points of view, see, e.g., [3].

Theorem 1 proved above shows us that, for many functions from the
space Cb(R × R), we have the existence and uniqueness of a solution of
the Cauchy problem. In fact, this is one of the most important results in
the theory of ordinary differential equations. Naturally, we may consider a
more general class of functions

Φ : R×R → R

not necessarily continuous or Lebesgue measurable and investigate for such
functions the corresponding Cauchy problem from the point of view of the
existence and uniqueness of a solution.
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For this purpose, let us recall that, as shown in Chapter 19 of this book,
there exists a subset Z of the plane R × R, satisfying the following four
relations:

(1) no three distinct points of Z belong to a straight line;
(2) Z is the graph of some partial function acting from R into R;
(3) Z is a λ2-thick subset of the plane R × R, where λ2 denotes the

standard two-dimensional Lebesgue measure on R×R;
(4) for any Borel mapping φ : R → R, the intersection of Z with the

graph of φ has cardinality strictly less than the cardinality of the continuum
c.

We denote by Φ the characteristic function of the above-mentioned set Z.
Then, obviously, Φ is a Lebesgue nonmeasurable function and, furthermore,
if [R]<c ⊂ dom(λ), then Φ is sup-measurable as well.

Now, starting with the function Φ described above, we wish to consider
an ordinary differential equation

y′ = Ψ(x, y)

with a Lebesgue nonmeasurable right-hand side Ψ, and we are going to show
that, in some situations, it is possible to obtain the existence and uniqueness
of a solution of this equation (for any initial condition).

First of all, we need to determine the class of functions to which a so-
lution must belong. It is natural to take the class ACl(R) consisting of all
locally absolutely continuous real-valued functions on R. In other words,
ψ ∈ ACl(R) if and only if, for each point x ∈ R, there exists a neighbor-
hood V (x) of x such that the restriction ψ|V (x) is absolutely continuous.
Another characterization of locally absolutely continuous functions on R is
the following: a function ψ belongs to ACl(R) if and only if there exists a
Lebesgue measurable function f : R → R such that f is locally integrable
and

ψ(x) =

∫ x

0

f(t)dt+ ψ(0)

for any point x ∈ R.
Let Ψ be a mapping acting from R × R into R, and let us fix a point

(x0, y0) ∈ R×R. We say that the corresponding Cauchy problem

y′ = Ψ(x, y) (y(x0) = y0)

has a unique solution (in the class ACl(R)) if there exists a unique function
ψ ∈ ACl(R) satisfying the relations

(a) ψ′(x) = Ψ(x, ψ(x)) for almost all (with respect to the Lebesgue
measure λ) points x ∈ R;
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(b) ψ(x0) = y0.
For example, if our mapping Ψ is bounded, Lebesgue measurable with

respect to x, and satisfies locally the Lipschitz condition with respect to
y, then, for each (x0, y0) ∈ R × R, the corresponding Cauchy problem
has a unique solution. The reader can easily verify this fact by using the
standard argument. Notice that, in this example, Ψ is necessarily Lebesgue
measurable and sup-measurable (cf. Exercise 2 from Chapter 19). Notice
also that an analogue of Theorem 1 holds true for a certain class of Banach
spaces consisting of mappings acting fromR×R intoR, which are Lebesgue
measurable with respect to x and continuous with respect to y.

The next statement shows that the existence and uniqueness of a solution
can be fulfilled even for some ordinary differential equations whose right-
hand sides are extremely bad, e.g., are nonmeasurable in the Lebesgue sense.

Theorem 2. There exists a Lebesgue nonmeasurable mapping

Ψ : R×R → R

such that the Cauchy problem

y′ = Ψ(x, y) (y(x0) = y0)

has a unique solution for any point (x0, y0) ∈ R×R.

Proof. Let Z be the subset of R ×R, constructed in Chapter 19 (see
Theorem 2 therein). Denote by Φ the characteristic function of Z and fix a
real number t. Further, put

Ψ(x, y) = Φ(x, y) + t (x ∈ R, y ∈ R).

We assert that Ψ is the required mapping. Indeed, Ψ is Lebesgue non-
measurable because Φ is Lebesgue nonmeasurable. Let now (x0, y0) be an
arbitrary point of the plane R×R. Consider a function ψ : R → R defined
by the formula

ψ(x) = tx+ (y0 − tx0) (x ∈ R).

The graph of this function is a straight line, so it has at most two common
points with the set Z. Consequently, the function

Ψψ : R → R

is equal to t for almost all (with respect to the Lebesgue measure λ) points
from R. We also have ψ′(x) = t for all x ∈ R. In other words, ψ is a
solution of the Cauchy problem

y′ = Ψ(x, y) (y(x0) = y0).
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It remains to show that ψ is a unique solution from the class ACl(R).
For this purpose, let us take an arbitrary solution φ of the same Cauchy
problem, belonging to ACl(R). Then, for almost all points x ∈ R, we have
the equality

φ′(x) = Φ(x, φ(x)) + t.

It immediately follows from this equality that the function Φφ is measurable
in the Lebesgue sense. But, as we know,

card({x ∈ R : Φφ(x) 6= 0}) < c.

So we obtain that Φφ is equivalent to zero and hence φ′(x) = t for almost
all x ∈ R. Therefore, we can conclude that

φ(x) = tx+ (y0 − tx0) (x ∈ R).

This completes the proof of Theorem 2.

Remark 3. The preceding theorem was proved within ZFC theory. In
this connection, let us stress once more that the function Ψ of Theorem 2 is
Lebesgue nonmeasurable and, under a certain set-theoretical hypothesis, is
also sup-measurable (hence weakly sup-measurable). At the same time, we
already know that it is impossible to establish in ZFC theory the existence
of a sup-measurable mapping which is not measurable in the Lebesgue sense
(recall that this result is due to Roslanowski and Shelah [218]).

Now, we are going to demonstrate that, under the set-theoretical as-
sumption

[R]<c ⊂ dom(λ),

Theorem 1 of Orlicz can be generalized to Banach spaces of mappings acting
fromR×R into R, essentially larger than the classical space Cb(R×R) (no-
tice that all spaces of real-valued bounded mappings considered in this chap-
ter are assumed to be equipped with the norm of uniform convergence).

More precisely, we can formulate and prove the next result.

Theorem 3. Suppose that [R]<c ⊂ dom(λ). Then there exists a Banach
space B0 of mappings acting from R × R into R, satisfying the following
relations:

(1) Cb(R ×R) ⊂ B0;
(2) there are sup-measurable but Lebesgue nonmeasurable functions be-

longing to B0;
(3) the analogue of Theorem 1 holds true for B0, i.e., the family of all

functions Ψ ∈ B0 such that the ordinary differential equation

y′ = Ψ(x, y)
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has a unique solution for any initial condition y(x0) = y0 is an everywhere
dense Gδ-subset of B0.

Proof. Let Φ = Φ0 be again the characteristic function of the set Z
described in the proof of Theorem 2 from Chapter 19. Obviously, Φ does
not belong to the vector space Cb(R ×R). Denote by B0 the vector space
of functions generated by the set {Φ0} ∪Cb(R×R). Clearly, each function
Ψ belonging to B0 can be represented in the form

Ψ = Ψ1 + t1Φ0,

where Ψ1 ∈ Cb(R×R) and t1 ∈ R. Moreover, because B0 is the direct sum
of the vector spaces Cb(R ×R) and {tΦ0 : t ∈ R}, such a representation
is unique. We equip B0 with the norm of uniform convergence. Taking
account of the fact that Φ0 is Lebesgue nonmeasurable, we may write

dist(Φ0, Cb(R×R)) > 0.

In other words, B0 can be regarded as a direct topological sum of the two
Banach spaces Cb(R × R) and {tΦ0 : t ∈ R}. Consequently, we may
identify B0 with the product space Cb(R×R)×R.

Let now Ψ1 be an arbitrary function from Cb(R × R) such that the
corresponding ordinary differential equation

y′ = Ψ1(x, y)

has a unique solution for any initial condition y(x0) = y0. Then it is not
difficult to check (by using the properties of our function Φ0) that, for each
real number t1, the ordinary differential equation

y′ = Ψ1(x, y) + t1Φ0(x, y)

has also a unique solution for any initial condition y(x0) = y0. Conversely,
if a function

Ψ = Ψ1 + t1Φ0

from the space B0 (where Ψ1 ∈ Cb(R × R)) is such that the ordinary
differential equation

y′ = Ψ(x, y)

possesses a unique solution for every initial condition, then the ordinary
differential equation

y′ = Ψ1(x, y)

possesses a unique solution for every initial condition, too.
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Let us recall that the symbol U denotes (in this chapter) the family
of all functions Ψ1 from Cb(R × R) such that the differential equation
y′ = Ψ1(x, y) has a unique solution for any initial condition. Denote now
by V the analogous family for the space B0, i.e., let V be the family of all
functions Ψ from B0 such that the differential equation y′ = Ψ(x, y) has
a unique solution for any initial condition. Then, taking account of the
preceding argument, we can assert that

V = U + {tΦ0 : t ∈ R}.

According to Theorem 1, U is an everywhere dense Gδ-subset of the Banach
space Cb(R×R), so we easily conclude that V is an everywhere dense Gδ-
subset of the Banach space B0. Theorem 3 has thus been proved.

Remark 4. Let B be a Banach space of bounded sup-measurable map-
pings, for which the analogue of Theorem 1 is valid, i.e., the family of all
Ψ ∈ B such that the differential equation y′ = Ψ(x, y) has a unique solution
for any initial condition y(x0) = y0 is an everywhere dense Gδ-subset of B.
It is not difficult to see that the class of all such Banach spaces B is suffi-
ciently wide. In particular, it follows from Theorem 3 that there is a space
B belonging to this class and containing a Lebesgue nonmeasurable map-
ping. In this connection, it would be interesting to obtain a characterization
(description) of the above-mentioned class of Banach spaces.

Finally, we would like to point out once more that some logical and set-
theoretical aspects of the classical Cauchy–Peano theorem on the existence
of solutions of ordinary differential equations are discussed in the paper by
Simpson [252].

EXERCISES

1∗. Let W be a nonempty open subset of the plane R×R and let

Φ : W → R

be a function. Fix a point (x0, y0) ∈W . Recall that a differentiable function
f : ]t1, t2[ → R is a (local) solution of the ordinary differential equation

y′ = Φ(x, y) (y(x0) = y0)

if x0 ∈ ]t1, t2[, the graph of f is contained in W and

f(x0) = y0, f ′(x) = Φ(x, f(x)) (x ∈ ]t1, t2[).
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In this case, one says that f is a solution of the Cauchy problem for the
given function Φ and for the initial condition (x0, y0) ∈W .

The Peano theorem states that if Φ is continuous on W , then a solution
always exists for any initial condition from W .

Demonstrate that this theorem is provable within ZF theory.

Remark 5. In connection with this exercise, see also the paper by
Simpson [252] where some more precise results are presented.

2. Give an example of a function Φ from the space Cb(R×R), for which
there exists an initial condition (x0, y0) ∈ R×R such that the corresponding
Cauchy problem

y′ = Φ(x, y) (y(x0) = y0)

possesses at least two distinct solutions.

3∗. Prove that the analogue of Theorem 1 remains true for any Banach
space E of bounded mappings acting from R ×R into R, for which there
exists an everywhere dense set D ⊂ E such that each function from D is
Lebesgue measurable with respect to x and satisfies locally the Lipschitz
condition with respect to y.

4. Let n be an arbitrary natural number and let

a0x
n + a1x

n−1 + ...+ an−1x+ an

be a polynomial of degree n (over the field R).
Show that there exists a mapping Ψ : R×R → R satisfying the following

relations:
(a) Ψ is nonmeasurable in the Lebesgue sense;
(b) for any initial condition (x0, y0) ∈ R×R, the differential equation

y′ = Ψ(x, y)

has a unique solution ψ with ψ(x0) = y0;
(c) all solutions ψ of the above-mentioned differential equation are of

the form

ψ(x) = a0x
n + a1x

n−1 + ...+ an−1x+ a (x ∈ R),

where a ∈ R.

5. By assuming the hypothesis [R]<c ⊂ dom(λ), give an example of
a Banach space B1 of functions acting from R × R into R, satisfying the
following four relations:
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(1) Cb(R×R) ⊂ B1;
(2) there are Lebesgue measurable sup-measurable discontinuous func-

tions belonging to B1;
(3) there are Lebesgue nonmeasurable sup-measurable functions belong-

ing to B1;
(4) the analogue of Theorem 1 holds true for B1.
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Nondifferentiable functions from the point of

view of category and measure

In some preceding sections of this book we were concerned with various
continuous but nondifferentiable functions acting from R into R (see, e.g.,
Chapters 0 and 7). In the present chapter, we wish to discuss one general
approach to such functions from the viewpoint of category and measure.
Briefly speaking, our goal is to demonstrate that, for a given generalized
notion of derivative (introduced within ZF & DC theory), the set of real-
valued continuous nondifferentiable functions (with respect to this notion)
turns out to be sufficiently large.

We begin with an approach based on the concept of Baire category.
More precisely, it is based on the important theorem of Kuratowski and
Ulam from general topology (for the formulation and proof of this theo-
rem see, e.g., [149], [202], or Chapter 18 of the present book). We have
already mentioned that the Kuratowski–Ulam theorem can be interpreted
as a reasonable purely topological analogue of the classical Fubini theorem
from measure theory. It is commonly known that the Fubini theorem is
fundamental for all of measure theory. Moreover, this theorem has many
applications in real analysis, probability theory, and other fields of mathe-
matics. Also, it is well known that the Kuratowski–Ulam theorem possesses
a number of nontrivial applications in general topology and mathematical
analysis (some of them are pointed out in [149] and [202]).

In our further considerations, the main role is played by the following
statement.

Theorem 1. Let E1 and E2 be any two topological spaces with countable
bases (or, more generally, with countable π-bases) and let E3 be a topological
space. Let Z be a subset of the product space E1×E2. Suppose that a certain
mapping Φ : Z → E3 is given and satisfies these two conditions:

(1) the partial function Φ acting from the topological space E1 ×E2 into
the topological space E3 has the Baire property, i.e., for any open set V from

343
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E3, the pre-image Φ−1(V ) has the Baire property in E1 × E2;
(2) for almost all (in the sense of category) points x ∈ E1, the domain

of the partial mapping Φ(x, .) given by

Φ(x, .)(y) = Φ(x, y)

is a first category set in the space E2.
Then the following relations hold:
(a) Z is a first category subset of the product space E1 × E2;
(b) for almost all (in the sense of category) points y ∈ E2, the set

{x : (x, y) ∈ dom(Φ)} is of first category in the space E1; roughly speak-
ing, almost each point y ∈ E2 is almost singular with respect to the partial
mapping Φ(., y).

Proof. The argument leading to the required result is very simple.
Indeed, according to the Kuratowski–Ulam theorem, relation (a) implies
relation (b). Therefore, it suffices to establish the validity of relation (a).
By virtue of condition (1), the partial function Φ has the Baire property, so
the set Z = Φ−1(E3) has the Baire property in the product space E1 ×E2.
Using condition (2) and the Kuratowski–Ulam theorem once more, we finish
the proof.

In connection with Theorem 1, the natural question arises: how can
condition (2) be checked for a concrete partial mapping Φ?

The following situation can be frequently met in mathematical analysis
and it will be crucial for us in the sequel. Suppose that E2 is a Polish
topological vector space, E3 is a topological vector space with a countable
base, and suppose that our partial mapping Φ satisfies condition (1) and
the next condition:

(2′) for almost each (in the sense of category) point x ∈ E1, the partial
mapping Φ(x, .) is linear and discontinuous on its domain.

Then it can be shown that Φ satisfies condition (2), as well. Indeed, for
almost all points x ∈ E1, the function Φ(x, .) has the Baire property and is
linear and discontinuous on the vector space

Z(x) = {y : (x, y) ∈ Z}.

Let us prove that, for the points x indicated above, the set Z(x) is of first
category in the space E2. Suppose otherwise, i.e., suppose that Z(x) is
a second category set with the Baire property. Then we may apply to
Z(x) the well-known Banach–Kuratowski–Pettis theorem from the theory
of topological groups (see, for example, [107], [149] or Exercise 1 of Chapter
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10). This theorem is a topological analogue of the classical Steinhaus prop-
erty of Lebesgue measurable sets with strictly positive measure. Namely,
according to this theorem, the set

Z(x)− Z(x) = {y − z : y ∈ Z(x), z ∈ Z(x)}

contains a nonempty open subset of the topological vector space E2 (more
precisely, the set Z(x) − Z(x) is a neighborhood of zero of E2). But since
the set Z(x) is a vector space, too, we come to the equality

Z(x)− Z(x) = Z(x)

and, finally, we obtain Z(x) = E2. Hence the function Φ(x, .) is defined
on the whole Polish topological vector space E2 and is linear on this space.
Now, by taking account of the fact that the function Φ(x, .) has the Baire
property, it is not difficult to prove (by using the same Banach–Kuratowski–
Pettis theorem) that Φ(x, .) is a continuous mapping. But this contradicts
the choice of the point x. The contradiction obtained shows us that the set
Z(x) must be of first category in the space E2. Therefore, condition (2) is
satisfied for our partial mapping Φ.

Remark 1. Theorem 1 may be considered as one of the possible formal-
izations of a well-known principle in mathematical analysis that is frequently
called “the principle of condensation of singularities.” Among various works
devoted to this principle, the most famous is the classical paper of Banach
and Steinhaus [17]. It is easy to see that the Banach–Steinhaus principle of
condensation of singularities is closely connected with Theorem 1 and can
be obtained as a consequence of the Kuratowski–Ulam theorem. Indeed, let
us take E1 = N, where the set N of all natural numbers is equipped with
the discrete topology, and let E2 be an arbitrary Banach space. Suppose
that E3 is also a Banach space and a double sequence of continuous linear
operators

Lm,n : E2 → E3 (m,n ∈ N)

is given such that, for any m ∈ N, we have

supn∈N ||Lm,n|| = +∞.

Let us define a partial mapping Φ from the product space E1 ×E2 into the
space E3 by the following formula:

Φ(m,x) = limn→+∞ Lm,n(x).

It is clear that this partial mapping has the Baire property and, for each
m ∈ N, the partial mapping Φ(m, .) is defined on a first category subset
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of the space E2. Hence the domain of the partial mapping Φ is also a
first category set in the product space E1 × E2. Now, we may apply the
Kuratowski–Ulam theorem and, evidently, as a result we obtain that, for
almost all elements x ∈ E2, the set {m : (m,x) ∈ dom(Φ)} is empty.
But, actually, this is the Banach–Steinhaus principle of condensation of
singularities.

Remark 2. The general scheme of applications of Theorem 1 is as fol-
lows. First of all, we must check that a given partial mapping Φ has the
Baire property. Obviously, Φ has this property if it is a Borel mapping or,
more generally, if it is a measurable mapping with respect to the σ-algebra
generated by some family of analytic sets (such situations are typical in
modern analysis). Now, assume that our partial mapping Φ of two vari-
ables has the Baire property. Then the second step is to check that the
corresponding partial mappings of one variable are defined on sets of first
category. This will be valid if E2 and E3 are Polish topological vector spaces
and if, for almost all elements x ∈ E1, the corresponding mappings Φ(x, .)
are linear and discontinuous on their domains (notice that if the given space
E3 is a normed vector space, then we need to check the linearity and the un-
boundedness of the corresponding partial mappings). Finally, we can apply
Theorem 1.

Below, we wish to present an application of Theorem 1 in a more concrete
situation. Namely, we will be interested in a certain type of a generalized
derivative.

Let c0 denote the separable Banach space consisting of all real-valued
sequences converging to zero. Let R denote the real line and let [0, 1] be
the closed unit interval in R. Suppose that a mapping

φ : [0, 1] → c0

is given. Evidently, we may write φ = {φn : n ∈ N}, where

φn : [0, 1] → R (n ∈ N).

Let us assume that the mapping φ satisfies the following condition: for each
point x ∈ [0, 1] and for each index n ∈ N, the value φn(x) is not equal to
zero. Moreover, let us assume (without loss of generality) that

0 < φn(0) ≤ 1, 0 > φn(1) ≥ − 1

for all natural numbers n. If f is a real-valued function defined on the
segment [0, 1] and a point x belongs to this segment, then the real number

limn→+∞

f(x+ φn(x)) − f(x)

φn(x)



“K29544” — 2017/8/24

nondifferentiable functions 347

is called the φ-derivative of f at x (if this limit exists, of course). In our
further considerations, we denote the limit mentioned above by the symbol
f ′
φ(x).

Let us envisage the special case when

E1 = [0, 1], E2 = C[0, 1], E3 = R.

In this case we introduce a partial mapping Φ acting from the product space
E1 × E2 into the space E3 and defined by the formula

Φ(x, f) = f ′
φ(x).

Suppose that the original function φ has the Baire property. We assert that,
in such a case, the partial mapping Φ has the Baire property, too. Indeed,
it suffices to observe that, for every natural number n, the two mappings

(x, f) → f(x+ φn(x))− f(x), (x, f) → φn(x)

have the Baire property. For the second mapping, this is obvious since the
function φn has the Baire property. Further, the mapping (x, f) → f(x) is
continuous and the mapping (x, f) → f(x + φn(x)) can be represented as
the following superposition:

(x, f) → (x, φn(x), f) → (x+ φn(x), f) → f(x+ φn(x)).

In this superposition the first mapping has the Baire property and the two
other mappings are continuous. Therefore, we conclude that the superposi-
tion also has the Baire property. Let us notice, by the way, that the same
result can be established in a different manner. Namely, if in the function
of two variables

(x, f) → f(x+ φn(x))− f(x)

we fix a point x, then we obtain a continuous function of one variable,
and if in the same function of two variables we fix a second variable f ,
then we obtain a function of one variable having the Baire property. So
we see that, for our function of two variables, the conditions very similar
to Carathéodory’s classical conditions (i.e., the measurability with respect
to one variable and the continuity with respect to another variable) are
fulfilled. From this fact it immediately follows that our function of two
variables has the Baire property (in this connection, see also [176] where a
general problem concerning the measurability of functions of two or more
variables is investigated in detail).
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Taking the preceding remarks into account, we conclude that the partial
mapping (x, f) → f ′

φ(x) has the Baire property. Moreover, it is easy to see
that if a point x is fixed, then this partial mapping yields a linear discon-
tinuous function of one variable f . Consequently, we can apply Theorem 1
and formulate the following statement.

Theorem 2. If a mapping φ : [0, 1] → c0 has the Baire property, then
almost each function from the Banach space C[0, 1] does not possess a φ-
derivative almost everywhere on the segment [0, 1].

Actually, the proof of Theorem 2 is already obtained by the argument
presented above.

Remark 3. We want to point out that the standard operations used in
classical mathematical analysis are, as a rule, of projective type, i.e., these
operations are described completely by some projective sets lying in certain
Polish topological spaces. In many natural situations, it can happen that the
graph of a partial mapping Φ from Theorem 1 is a projective subset of the
corresponding Polish product space. Then, according to important results
of Solovay and Martin, we must appeal to some additional set-theoretical
axioms for the validity of an appropriate version of Theorem 1. For example,
suppose that Φ satisfies only condition (2) of Theorem 1, the graph of Φ lies
in a Polish product space E1×E2×E3, and this graph is a continuous image
of the complement of an analytic subset of a Polish topological space. Then
if we wish to preserve the assertion of Theorem 1 for Φ, we need the existence
of a two-valued measurable cardinal or Martin’s Axiom with the negation
of the Continuum Hypothesis. Analogously, if the graph of our partial
mapping Φ is a projective subset of a Polish product space, belonging to a
higher projective class, then we need the Axiom of Projective Determinacy
(PD) or a similar set-theoretical axiom (for more details, see [18], [97],
[105]). Actually, suppose that we work in the following theory:

ZF & DC & (each subset of R has the Baire property).

Then the assertion of Theorem 1 will be true for all Polish topological spaces
E1, E2, E3 and for all partial mappings Φ acting from E1 ×E2 into E3 and
satisfying condition (2) of this theorem. See, e.g., [113] where the theory
indicated above is applied to some questions connected with the existence
of generalized derivatives of various types. In particular, it is established
in [113] that if we work in the above-mentioned theory, then almost each
function from the space C[0, 1] does not possess a generalized derivative
almost everywhere on the segment [0, 1]. Obviously, such an approach can
also be applied to special types of generalized derivatives, for instance, to
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the so-called path derivatives (for the definition and basic properties of path
derivatives, see, e.g., [36]). In addition, let us stress that the direct analogue
of the classical Banach–Mazurkiewicz theorem (which was considered in
Chapter 0) cannot be established for all generalized derivatives, since there
is (in ZF & DC theory) a certain notion of a generalized derivative having
the property that, for any continuous function f : [0, 1] → R, there exists
at least one point x from the segment [0, 1], such that f is differentiable at
x in the sense of this generalized derivative (cf. [113]).

Further, the following natural question arises: does there exist a reason-
able analogue of the above result in terms of measure theory?

In other words, does there exist a Borel diffused probability measure µ on
the space C[0, 1] such that, for any generalized derivative introduced within
ZF & DC theory, almost all (with respect to µ) functions from C[0, 1] are
not differentiable, in the sense of this derivative, at almost all (with respect
to λ) points of [0, 1]?

At the present time, this question remains open.

Here we give a construction of the classical Wiener measure µw on C[0, 1]
and demonstrate that, for the derivative in the usual sense, µw yields a
positive answer to this question. We would like to recall that historically the
Wiener measure appeared as a certain mathematical model of the Brownian
motion (for an interesting survey of this phenomenon, see, e.g., [28] and,
especially, [162]).

Notice that the construction of Wiener’s measure is not easy and needs
a number of auxiliary facts and statements. By the way, these facts and
statements turn out to be very useful for the general theory of stochastic
processes.

To begin, we first of all wish to recall some simple notions from proba-
bility theory and Kolmogorov’s celebrated theorem on mutually consistent
finite-dimensional probability distributions.

Let E be a ground (base) set, let S be a σ-algebra of subsets of E,
and let µ be a probability measure on S. So we are dealing with the basic
probability space (E,S, µ). In our further constructions we assume, as a
rule, that µ is a complete measure. This does not restrict the generality of
our considerations, because we can always replace µ by its completion.

Let f be a partial function acting from E into R. We say that f is a
random variable if f is measurable with respect to the σ-algebra S (i.e., for
any open set U ⊂ R, the pre-image f−1(U) belongs to S) and the equality
µ(E \ dom(f)) = 0 holds true.

For any random variable f , we may define the Borel probability measure
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µf on R, putting

µf (X) = µ(f−1(X)) (X ∈ B(R)).

The measure µf is usually called the probability distribution of a random
variable f . Actually, the measure µf is defined in such a way that it becomes
the homomorphic image of the measure µ under the homomorphism f , so
one may write µf = µ ◦ f−1.

Obviously, µf is uniquely determined by the function Ff : R → [0, 1]
such that

Ff (x) = µ({e ∈ E : f(e) < x}) (x ∈ R).

This function is also called the distribution of f . It is increasing and satisfies
the following three relations:

(a) limt→−∞Ff (t) = 0;

(b) limt→+∞Ff (t) = 1;

(c) (∀x ∈ R)(limt→x−Ff (t) = Ff (x)), i.e., the function Ff is continuous
from the left.

Let (E,S, µ) be again a probability space and let f : E → R be a
random variable.

We recall that
∫
E
f(e)dµ(e) denotes the (mathematical) expectation of

f , of course, under the assumption that this integral exists. We also recall
the simple formula ∫

E

f(e)dµ(e) =

∫

R

xdFf (x).

More generally, for any Borel function φ : R → R, we have the equality

∫

E

φ(f(e))dµ(e) =

∫

R

φ(x)dFf (x)

under the assumption that the corresponding integrals exist.

In many cases, it may happen that the distribution µf of a random
variable f can be defined with the aid of its density. In this connection, we
recall that a Lebesgue measurable function

pf : R → [0,+∞[

is a density of µf (of Ff ) if, for each Borel set X ⊂ R, one has

µf (X) =

∫

X

pf (x)dx.
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This means that the measure µf is absolutely continuous with respect to the
Lebesgue measure λ on R. Evidently, any two densities of µf are equivalent
with respect to λ. In addition, if pf exists, then one can write

∫

E

f(e)dµ(e) =

∫

R

xpf (x)dx

and, more generally,

∫

E

φ(f(e))dµ(e) =

∫

R

φ(x)pf (x)dx

for every Borel function φ : R → R such that the corresponding integrals
exist.

The most standard example of a probability distribution is the normal
(or Gaussian) distribution. For the real line R, the density of the so-called
centered normal distribution is given by the formula

pf (x) = (2π)−1/2(1/σ)exp(−x2/2σ2) (x ∈ R)

where σ > 0 is a real constant. It can easily be checked in this case that

∫

E

f2(e)dµ(e) =

∫

R

x2pf (x)dx = σ2.

Taking the derivative (with respect to a parameter σ) in the last equality,
we obtain ∫

E

f4(e)dµ(e) =

∫

R

x4pf(x)dx = dσ4,

where d is some strictly positive constant whose precise value is not inter-
esting for us at this moment.

We now wish to recall Kolmogorov’s theorem on the existence of a prob-
ability measure with given finite-dimensional distributions (see, e.g., [28],
[60], [196], [212]). This theorem plays the fundamental role in the theory of
stochastic processes.

Let T be an arbitrary set of indices. Consider a family {Rt : t ∈ T }
where, for each index t ∈ T , the set Rt coincides with the real line R.

Suppose that, for any finite set τ = {t1, ..., tn} ⊂ T , a Borel probability
measure µτ on the product space

Rτ = Rt1 × ...×Rtn
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is given in such a way that the entire family {µτ : τ ∈ [T ]<ω} of probability
measures is consistent, i.e., for any two finite subsets τ and τ ′ of T such
that τ ⊂ τ ′, we have the equality

µτ = µτ ′ ◦ pr−1

τ ′,τ ,

where prτ ′,τ : Rτ ′ → Rτ denotes the canonical projection from Rτ ′ onto
Rτ . Further, consider the product space

RT =
∏

t∈T

Rt

with the σ-algebra S generated by the family of mappings {prt : t ∈ T }
where, for each index t ∈ T , the mapping prt : RT → Rt coincides with
the canonical projection from RT onto Rt.

In other words, S is defined as the smallest σ-algebra of subsets of RT ,
such that all mappings prt (t ∈ T ) are measurable with respect to S. This S
is also frequently called the cylindrical σ-algebra in the space RT , generated
by the family of linear functionals {prt : t ∈ T }.

Kolmogorov’s extension theorem states that there exists a unique proba-
bility measure µT defined on the cylindrical σ-algebra S ofRT and satisfying
the relations

µτ = µT ◦ pr−1

T,τ (τ ∈ [T ]<ω),

where, for each finite set τ ⊂ T , the mapping prT,τ : RT → Rτ is the

canonical projection from RT onto Rτ .
The original measures µτ are usually called the finite-dimensional dis-

tributions of µT .
The proof of the Kolmogorov theorem is not very difficult. Indeed,

using the consistency conditions, we first define the functional µT on the
cylindrical algebra (consisting of all finite unions of elementary subsets of
RT ) in such a manner that the equalities

µτ = µT ◦ pr−1

T,τ

would be fulfilled for all finite sets τ ⊂ T . Then we have to show that this
functional is countably additive on the above-mentioned algebra. This is
not hard because all finite-dimensional spaces Rτ are Radon, i.e., for any
Borel set X ⊂ Rτ and for each ε > 0, there exists a compact setK ⊂ X such
that µτ (X \K) < ε. Finally, utilizing the classical Carathéodory theorem,
we can extend our functional µT onto the whole cylindrical σ-algebra S (for
details, see, e.g., [28], [196] or [212]).
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Remark 4. There are various generalizations of Kolmogorov’s theo-
rem. For example, this theorem may be regarded as a particular case of
the statement asserting the existence of a projective limit of a given pro-
jective system of Radon probability measures. Furthermore, there are some
abstract versions of Kolmogorov’s theorem in terms of the so-called com-
pact classes of sets introduced by Marczewski. For more details, see again
[28], [196], [212]. It is interesting to notice that, by using some generalized
version of Kolmogorov’s theorem, the well-known Riesz theorem concern-
ing representations of all continuous linear functionals on the space C(K),
where K is a compact topological space, can be deduced.

For our further purposes, we need only the special case of Kolmogorov’s
theorem when T = [0, 1]. Let us fix a finite set

τ = {t1, ..., tn} ⊂ [0, 1] \ {0}.

Clearly, we may suppose that 0 < t1 < ... < tn. Define a Borel probability
measure µτ on Rτ by the formula

µτ (X) =

∫

X

pτ (x1, ..., xn)dx1...dxn (X ∈ B(Rτ )),

where the density pτ satisfies the relation

pτ (x1, ..., xn) = (2π)−n/2(t1(t2 − t1)...(tn − tn−1))
−1/2·

exp((−1/2)(x2
1
/t1 + (x2 − x1)

2/(t2 − t1) + ...+ (xn − xn−1)
2/(tn − tn−1)))

for all points (x1, ..., xn) ∈ Rτ . If τ is a finite subset of [0, 1] whose minimal
element coincides with 0, then we put

µτ = µ0 ⊗ µτ\{0},

where µ0 is the Borel probability measure onR0 concentrated at the origin of
R0 (the so-called Dirac measure). It is not difficult to check the consistency
of the family of probability measures

{µτ : τ is a finite subset of [0, 1]}

(see Exercise 9 of this chapter). Applying Kolmogorov’s extension theo-
rem to this family of measures, we get the probability measure µw on the
product space R[0,1]. We shall demonstrate below that the latter measure
canonically induces the required Wiener measure on the classical Banach
space C[0, 1] ⊂ R[0,1] (in this connection, notice that the initial measure µw

also is called the Wiener measure on the product space R[0,1]).
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In order to obtain the main result of this chapter, we need some simple
but important notions from the general theory of stochastic processes.

Let (E,S, µ) be a space endowed with a probability measure and let T
be a set of indices (parameters).

We say that a partial function of two variables H : E × T → R is a
stochastic (random) process if all partial functions

H(·, t) : E → R (t ∈ T )

are random variables on the basic probability space (E,S, µ).
In this case, for any e ∈ E, the partial function H(e, ·) : T → R is

called the trajectory of a given process H , corresponding to e.
Suppose that T is equipped with a σ-algebra S ′ of its subsets, i.e., the

pair (T,S ′) turns out to be a measurable space.
We say that a stochastic process H is measurable if H (regarded as

a partial function on E × T ) is measurable with respect to the product
σ-algebra of S and S ′.

Further, suppose that some two stochastic processes H and G are given
on E × T .

We say that they are stochastically equivalent if, for each t ∈ T , the
random variables H(·, t) and G(·, t) are equivalent (i.e., coincide almost
everywhere with respect to µ).

Stochastically equivalent processes have very similar properties and, as
a rule, are identified. However, in certain problems of probability theory
(e.g., in those where special features of trajectories of a given process play
an essential role) such an identification turns out to be useless.

Assume now that a set T of parameters is a topological space.
We say that a stochastic process H : E × T → R is stochastically

continuous at a point t0 ∈ T if, for each real ε > 0, we have

limt→t0µ({e ∈ E : |H(e, t)−H(e, t0)| > ε}) = 0.

Furthermore, we say that a process H is stochastically continuous if H is
stochastically continuous at all points t ∈ T .

Notice that if H1 and H2 are any two stochastically equivalent processes,
then H1 is stochastically continuous if and only if H2 is stochastically con-
tinuous.

Lemma 1. Let T = [0, 1] be equipped with the usual Euclidean topology
and let H : E × T → R be a stochastic process. Then the following two
conditions are equivalent:

(1) H is stochastically continuous;
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(2) for any real ε > 0, we have

limd→0+supt∈T,t′∈T,|t−t′|<dµ({e ∈ E : |H(e, t)−H(e, t′)| > ε}) = 0.

Proof. Suppose that condition (1) is fulfilled. Fix ε > 0 and δ > 0. For
each t ∈ T , there exists an open neighborhood V (t) of t such that

supt′∈V (t)µ({e ∈ E : |H(e, t′)−H(e, t)| > ε/2}) < δ/2.

The family {V (t) : t ∈ T } forms an open covering of T = [0, 1]. Because
[0, 1] is compact, there exists a Lebesgue number d > 0 for this covering,
i.e., d has the property that any subinterval of [0, 1] with diameter 2d is
contained in one of the sets of the covering. Consequently, if

t ∈ T, t′ ∈ T, |t− t′| < d,

then t′ ∈ ]t− d, t+ d[ and, for some r ∈ T , we get

]t− d, t+ d[ ⊂ V (r), t ∈ V (r), t′ ∈ V (r).

Thus, for almost all e ∈ E, we may write

{e : |H(e, t′)−H(e, t)| > ε} ⊂

{e : |H(e, t′)−H(e, r)| > ε/2} ∪ {e : |H(e, t)−H(e, r)| > ε/2}

and, taking into account the definition of V (r), we obtain

µ({e ∈ E : |H(e, t′)−H(e, t)| > ε}) < δ/2 + δ/2 = δ.

This establishes the implication (1) ⇒ (2). Notice now that the converse
implication (2) ⇒ (1) is trivial, and the lemma has thus been proved.

The simple result presented in Exercise 13 and describing some sufficient
condition for stochastic continuity can directly be applied to the Wiener
measure µw introduced above.

Namely, consider the probability space (R[0,1],S, µw) and the stochastic
process

W : R[0,1] × [0, 1] → R

canonically associated with µw and defined by the formula

W (·, t) = prt (t ∈ [0, 1]).
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In particular, we see that dom(W ) = R[0,1] × [0, 1]. Choose any two points
t1 and t2 from [0, 1] such that 0 < t1 < t2. According to the definition of µw,
the two-dimensional distribution of the random vector (W (·, t1),W (·, t2)) is
given by the corresponding density

pt1,t2 : R2 → R

where, for all (x1, x2) ∈ R2, we have

pt1,t2(x1, x2) =

(1/2π)(t1(t2 − t1))
−1/2exp((−1/2)(x2

1
/t1 + (x2 − x1)

2/(t2 − t1))).

Consider the random variable W (·, t1)−W (·, t2). It is easy to see that the
density p : R → R of this variable is defined by the formula

p(x) = (2π(t2 − t1))
−1/2exp(−x2/2(t2 − t1)) (x ∈ R).

Indeed, this immediately follows from the general fact stating that if (f1, f2)
is a random vector whose density of distribution is q(f1,f2) : R

2 → R, then
the density of distribution of f1 − f2 is qf1−f2 : R → R, where

qf1−f2(x) =

∫

R

q(f1,f2)(x+ y, y)dy (x ∈ R).

Now, if t and t′ are any two points from [0, 1], we may write

µw({e ∈ R[0,1] : |W (e, t)−W (e, t′)| > ε}) ≤

(1/ε2)

∫
(W (e, t)−W (e, t′))2dµw(e) = |t− t′|/ε2.

This shows us that the process W is stochastically continuous.
W is usually called the standard Wiener process. Let us remark that W

may be regarded as a canonical example of a Gaussian process (for further
information about Gaussian processes, see, e.g., [39], [60], [196], and [212]).

Let us return to a general probability space (E,S, µ) and assume that
T is a set of parameters equipped with some σ-algebra S ′ of its subsets.
Consider two stochastic processes

H : E × T → R, G : E × T → R.

We shall say that G is a measurable modification of H if the following
two conditions are fulfilled:
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(a) H and G are stochastically equivalent;
(b)G is a measurable process, i.e., G regarded as a partial function acting

from E × T into R is measurable with respect to the product σ-algebra of
S and S ′.

In particular, if (T,S ′, ν) is a probability space and G is a measurable
modification of H , then we also say that G is a (µ ⊗ ν)-measurable mod-
ification of H . But, in various cases, it is more convenient to define a
(µ⊗ ν)-measurable modification of H as a stochastically equivalent process
measurable with respect to the completion of the product measure µ⊗ ν.

Suppose that a set T of parameters is a topological space.
We shall say that a stochastic process H : E × T → R is separable if

there are a µ-measure zero set A ⊂ E and a countable set Q ⊂ T , such that,
for any element e ∈ E \ A and for any point t ∈ dom(H(e, ·)), there exists
a sequence {tn : n ∈ N} ⊂ Q ∩ dom(H(e, ·)) converging to t and having
the property

limn→+∞H(e, tn) = H(e, t).

From this definition follows at once that Q is everywhere dense in T , so T
is separable (as a topological space).

The above-mentioned set Q is called a set of separability of H .

Lemma 2. Let T coincide with the unit segment [0, 1] equipped with the
standard Lebesgue measure λ, and let H = {H(·, t) : t ∈ T } be a stochasti-
cally continuous process. Then there exists a process G = {G(·, t) : t ∈ T }
satisfying these four relations:

(1) H and G are stochastically equivalent;
(2) G is measurable;
(3) G is separable and one of its sets of separability coincides with

Q = {k/2m : k ∈ N, m ∈ N, k/2m ≤ 1};

(4) there exists a µ-measurable set E′ with µ(E′) = 1 such that, for any
point t ∈ Q, we have H(·, t)|E′ = G(·, t)|E′.

In particular, G turns out to be a measurable separable modification of
the stochastic process H.

Proof. In view of Lemma 1, for each real ε > 0, we can write

limd→0+supt∈T,t′∈T,|t−t′|<d µ({e ∈ E : |H(e, t)−H(e, t′)| > ε}) = 0.

Consequently, for any integer n > 0, there exists a finite family of reals

0 = tn
0
< tn

1
< . . . < tnk(n) = 1
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belonging to Q and satisfying the conditions
(a) the length of each segment [tni , t

n
i+1

] is less than 1/n;
(b) if t and t′ belong to some segment [tni , t

n
i+1

], then

µ({e ∈ E : |H(e, t)−H(e, t′)| > 1/n}) < 1/2n.

Moreover, we may choose the above-mentioned families

Qn = {tni : i = 0, 1, ..., k(n)}

in such a manner that the following conditions would be fulfilled, too:
(c) for any n ∈ N \ {0}, the set Qn is contained in the set Qn+1;
(d) Q = ∪{Qn : n ∈ N, n > 0}.
Now, let us put E′ = ∩{dom(H(·, t)) : t ∈ Q}. Obviously, we have the

equality µ(E′) = 1. Further, for each integer n > 0, define a function

Gn : E′ × [0, 1] → R

by the relations

Gn(e, t) = H(e, tni ) (t ∈ [tni , t
n
i+1

[),

Gn(e, 1) = H(e, 1).

Evidently, the partial function Gn is measurable with respect to the product
σ-algebra of S and B([0, 1]). Furthermore, the series

∑

n>0

µ({e ∈ E′ ∩ dom(H(·, t)) : |H(e, t)−Gn(e, t)| > 1/n})

is convergent for any point t ∈ [0, 1]. Hence, for each t ∈ [0, 1], we get

limn→+∞Gn(·, t) = H(·, t)

almost everywhere in E (with respect to µ, of course). Let us put

G(e, t) = limsupn→+∞Gn(e, t)

for all those pairs (e, t) ∈ E′×T for which the above-mentioned limsup does
exist. In this way, we obtain a partial mapping G : E × T → R.

The definition of G implies at once that G is a measurable stochastic
process stochastically equivalent to H and, for any point t ∈ Q, we have

G(·, t)|E′ = H(·, t)|E′.
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Let now t be an arbitrary point from [0, 1] \ Q. Then there exists an
increasing sequence {tn

i(n)
: n ∈ N, n > 0} ⊂ [0, 1] such that

tni(n) ∈ Qn, t ∈ [tni(n), t
n
i(n)+1

[, limn→+∞t
n
i(n) = t.

In virtue of the definition of G, we easily obtain

G(e, t) ∈ cl({G(e, tni(n)) : n ∈ N \ {0}})

for any point e ∈ E′ ∩dom(G(·, t)). This completes the proof of the lemma.

Remark 5. The process G of Lemma 2 is usually called a separable
modification of the original process H . Notice that the existence of a sep-
arable modification of a given process can be established in a much more
general situation than in that described by Lemma 2. For our further pur-
poses, this lemma is completely sufficient. More deep results may be found
in [196] and [212]. It is interesting to mention here that the most general
theorem concerning the existence of a separable modification of a stochastic
process essentially relies on the notion of a von Neumann topology (mul-
tiplicative lifting). For details, see, e.g., [212] where such an approach is
developed.

Lemma 3. Let (αn)n∈N and (βn)n∈N be two sequences of strictly posi-
tive real numbers, such that

∑

n∈N

αn < +∞,
∑

n∈N

βn < +∞,

and let {fn : n ∈ N} be a sequence of random variables on (E,S, µ) satis-
fying the relations

µ({e ∈ E : |fn(e)| > αn}) < βn (n ∈ N).

Then there exists a µ-measure zero set A ⊂ E such that, for any point
e ∈ E \A, the series

∑
n∈N

|fn(e)| is convergent.

Proof. For each natural number n, let us denote

An = {e ∈ E : |fn(e)| > αn}.

Then, according to our assumption,

µ(An) < βn (n ∈ N).



“K29544” — 2017/8/24

360 chapter 22

Let us put

A = ∩n∈N(∪m∈N,m>nAm).

Then we obviously have µ(A) = 0. Take any point e from E \ A. There
exists a natural number k for which e 6∈ ∪m∈N,m>kAm. This means that,
for every integer m > k, the inequality |fm(e)| ≤ αm is fulfilled. Hence the
series

∑
n∈N

|fn(e)| is convergent, and the proof is completed.

Lemma 4. Let H be a stochastic process such that dom(H) = E× [0, 1]
and ∫

E

|H(·, t+ r)−H(·, t)|4dµ ≤ d · r2

for all t ∈ [0, 1] and t+ r ∈ [0, 1], where d > 0 is some constant. Then there
exists a stochastic process G satisfying these five relations:

(1) G and H are stochastically equivalent;
(2) G is measurable;
(3) G is separable with the set of separability

Q = {k/2m : k ∈ N, m ∈ N, k/2m ≤ 1};

(4) for any point t ∈ Q, we have H(·, t) = G(·, t);
(5) almost all (with respect to µ) trajectories of G are continuous real-

valued functions defined on the whole segment [0, 1].

Proof. First of all, we may write

µ({e ∈ E : |H(e, t+ r)−H(e, t)| > |r|1/5}) ≤ (|r|−4/5)dr2 = d|r|6/5,

for any t ∈ [0, 1] and t + r ∈ [0, 1]. This immediately implies that H is
stochastically continuous. Applying Lemma 2, we can find a process

G : E × [0, 1] → R

satisfying relations (1)–(4). Indeed, relations (1)–(3) are fulfilled by virtue
of Lemma 2, and relation (4) is valid because of dom(H) = E × [0, 1]. Let
us denote

Φm = sup
0≤k<2m |G(·, (k + 1)/2m)−G(·, k/2m)|,

where k and m are assumed to be natural numbers. Obviously, Φm is a
random variable. Furthermore, we have

µ({e ∈ E : Φm(e) > 2−m/5}) ≤
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∑

0≤k<2m

µ({e ∈ E : |G(e, (k + 1)/2m)−G(e, k/2m)| > 2−m/5})

≤ 2md2−6m/5 = d2−m/5.

In view of Lemma 3, the series
∑

m∈N
Φm is convergent almost everywhere

in E, i.e., there exists a µ-measure zero set A such that

∑

m∈N

Φm(e) < +∞

for all elements e ∈ E \ A. Now, we fix n ∈ N and readily observe that if
t ∈ [0, 1], t′ ∈ [0, 1] and |t − t′| < 2−n, then, for some integer k ≥ 0, the
rational number k/2n is less than or equal to 1 and

|t− k/2n| < 1/2n, |t′ − k/2n| < 1/2n.

Evidently,

|G(·, t)−G(·, t′)| ≤ |G(·, t)−G(·, k/2n)|+ |G(·, t′)−G(·, k/2n)|.

If, in addition, t ∈ Q and t′ ∈ Q, then it can directly be checked that

|G(·, t)−G(·, k/2n)| ≤
∑

m∈N, m>n

Φm,

|G(·, t′)−G(·, k/2n)| ≤
∑

m∈N, m>n

Φm,

which yields the relation

|G(·, t)−G(·, t′)| ≤ 2(
∑

m∈N, m>n

Φm).

Utilizing the separability ofG, we infer that there exists a µ-measure zero set
B having the following property: if e is an arbitrary element from E\(A∪B)
and t and t′ are any two points such that

t ∈ dom(G(e, ·)), t′ ∈ dom(G(e, ·)), |t− t′| < 1/2n,

then
|G(e, t)−G(e, t′)| ≤ 2(

∑

m∈N, m>n

Φm(e)).

But we know that, for e ∈ E\(A∪B), the series
∑

m∈N
Φm(e) is convergent.

Thus, we conclude that the trajectory G(e, ·) is uniformly continuous. This
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immediately implies that G(e, ·) is a restriction of a continuous real-valued
function defined on [0, 1]. So we may extend G to a new process in such a
way that all trajectories of this process, corresponding to the elements from
E\(A∪B), turn out to be continuous on [0, 1]. It can easily be seen that the
new process (denoted by the same symbol G) is separable and measurable
as well. Indeed, the separability of G holds trivially and the measurability
of G follows from the fact that G is measurable with respect to e ∈ E and
is continuous with respect to t ∈ [0, 1]. Lemma 4 has thus been proved.

We now are ready to establish the following result.

Theorem 3. The Wiener measure µw induces a Borel probability mea-
sure µ on the space C[0, 1], with properties analogous to the corresponding
properties of µw.

Proof. Indeed, let us again start with the probability measure space
(R[0,1],S, µw) and with the standard Wiener process W = (prt)t∈[0,1] for
this space. In view of the preceding lemma, there exists a process G for the
same space, such that

(1) W and G are stochastically equivalent;
(2) G is measurable;
(3) G is separable with the set of separability

Q = {k/2m : k ∈ N, m ∈ N, k/2m ≤ 1};

(4) for any point t ∈ Q, we have W (·, t) = G(·, t);
(5) almost all trajectories of G are continuous real-valued functions on

[0, 1].
Let E′ denote the set of all those elements e ∈ E = R[0,1] for which the

trajectory G(e, ·) is continuous on [0, 1]. Obviously, µw(E
′) = 1. Define a

mapping φ : E′ → C[0, 1] by the formula

φ(e) = G(e, ·) (e ∈ E′).

Observe that φ is measurable with respect to µw (this fact easily follows,
e.g., from the result of Exercise 6). So we can put µ = µw ◦ φ−1. Because
µ is a homomorphic image of µw, we have

µ(X) = µw({e ∈ E : G(e, ·) ∈ X})

for each Borel subset X of C[0, 1]. In particular, if a > 0 and t and t′ are
any two points of [0, 1], then

µ({f ∈ C[0, 1] : |f(t)−f(t′)| < a}) = µw({e ∈ E : |G(e, t)−G(e, t′)| < a})
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= µw({e ∈ E : |W (e, t)−W (e, t′)| < a}).

This finishes the proof of Theorem 3.

In a certain sense, we may identify µ and µw. So it will be convenient to
preserve the same notation µw for the obtained measure µ. In other words,
we consider µw as a Borel probability measure on the space C[0, 1].

At last, we are able to return to the question of the differentiability of
continuous real-valued functions on [0, 1] (from the point of view of µw).
Namely, the following statement is true.

Theorem 4. Almost all (with respect to µw) functions from C[0, 1] are
nondifferentiable almost everywhere on [0, 1] (with respect to λ).

Proof. Let us introduce the set

D = {(f, t) ∈ C[0, 1]× [0, 1] : f is differentiable at t}.

It can easily be checked that the set D is (µw⊗λ)-measurable in the product
space C[0, 1]× [0, 1]. So, taking into account the Fubini theorem, it suffices
to show that, for each t ∈ [0, 1], the set

Dt = {f ∈ C[0, 1] : f is differentiable at t}

is of µw-measure zero. In order to do this, we first observe that the inclusion

Dt ⊂ ∪n∈N{f ∈ C[0, 1] : limsup|r|→0+
|f(t+ r) − f(t)|/|r| < n}

is satisfied. Hence, it suffices for us to prove for any natural number n that
µw(Dt,n) = 0, where

Dt,n = {f ∈ C[0, 1] : limsup|r|→0+
|f(t+ r)− f(t)|/|r| < n}.

Further, one can easily verify that Dt,n ⊂ ∪δ∈Q, δ>0Dt,n,δ, where

Dt,n,δ = ∩r∈Q, 0<|r|<δDt,n,δ,r

and

Dt,n,δ,r = {f ∈ C[0, 1] : 0 < |r| < δ, |f(t+ r)− f(t)|/|r| < n}.

Thus, it remains to demonstrate that µw(Dt,n,δ) = 0. But, for every r
satisfying the inequalities 0 < |r| < δ, we may write

µw(Dt,n,δ,r) = µw({f ∈ C[0, 1] : |f(t+ r) − f(t)| < n|r|}) ≤
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(2π|r|)−1/2

∫ n|r|

−n|r|

exp(−x2/2|r|)dx =

(2π)−1/2

∫ n|r|1/2

−n|r|1/2
exp(−y2/2)dy = O(|r|1/2).

This immediately implies the desired result, since |r| > 0 can be chosen
arbitrarily small.

Remark 6. A more general statement obtained by Wiener and Lévy
holds true; namely, they proved that almost all (with respect to µw) func-
tions from C[0, 1] are nowhere differentiable on [0, 1]. Briefly speaking,
almost all trajectories of the modified Wiener process are nowhere differ-
entiable on [0, 1]. For extensive information concerning the relationships
between stochastic processes and Brownian motion, we refer the reader to
the fundamental monograph by Lévy [162].

Remark 7. As mentioned earlier, the standard Wiener process is a very
particular case of a Gaussian stochastic process. Gaussian processes form a
natural class of stochastic processes, which have many interesting properties
(see, e.g., [39], [196], [212], [253]) and are important from the point of view
of their numerous applications.

EXERCISES

1. Let F be an increasing function acting from R into R and satisfying
these three relations:

(a) limt→−∞F (t) = 0;
(b) limt→+∞F (t) = 1;
(c) (∀x ∈ R)(limt→x−F (t) = F (x)).
Show that there exist a probability space (E,S, µ) and a random variable

f : E → R such that F = Ff .

2. Recall that a probability measure µ is separable if the topological
weight of the metric space canonically associated with µ does not exceed ω
(in other words, the above-mentioned metric space is separable).

For instance, the classical Lebesgue measure λ on the unit segment [0, 1]
is separable.

Verify that this fact is a trivial consequence of the following statement:
the completion of any probability measure given on a countably generated
σ-algebra of sets is separable.

Show the validity of this statement.
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Check that any homomorphic image of a separable measure is separable,
too.

Give an example of a topological space T and of a Borel probability
measure on T which is not separable (e.g., take as T the commutative
compact topological group {0, 1}ω1).

Remark 8. In connection with the result of Exercise 2, let us notice
that there exist nonseparable measures on the segment [0, 1] extending the
Lebesgue measure λ on [0, 1]. Moreover, there are nonseparable extensions
of the standard Lebesgue probability measure on the unit circle S1 which
are invariant under the group of all rotations of this circle about its center
(for more information, see, e.g., [90], [100], [112], [138], and [203]).

3. Let (E,S, µ) be a probability space and let T be a topological space
equipped with its Borel σ-algebra B(T ).

Any µ-measurable partial mapping f : E → T satisfying the condition
µ(E \ dom(f)) = 0 is usually called a T -valued random variable on E.

The Borel probability measure µf on T defined by the formula

µf (X) = µ(f−1(X)) (X ∈ B(T ))

is called the distribution of f in T , and one writes µf = µ ◦ f−1.
Show that there exist a probability space (E,S, µ), a topological space

T , and a Borel probability measure ν on T , such that there is no T -valued
random variable f on E for which µf = ν.

4. Let (E,S, µ) be a probability space and let f be a random variable
on this space.

Prove the formula
∫

E

φ(f(e))dµ(e) =

∫

R

φ(x)dFf (x)

for every Borel function φ : R → R such that the corresponding integrals
exist.

In particular, deduce that, for every natural number n, the equality

∫

E

(f(e))ndµ(e) =

∫

R

xndFf (x)

holds true (if these integrals exist).

5. Check that the cylindrical σ-algebra S of the topological product
space RT coincides with its Borel σ-algebra if and only if card(T ) ≤ ω.
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6∗. Let X be a set and let {fi : i ∈ I} be a family of real-valued functions
defined on X . Recall that this family separates the points of X if, for any
two distinct points x and y from X , there exists an index i ∈ I such that
fi(x) 6= fi(y).

Let now X be a Polish topological space and let {fi : i ∈ I} be a
countable family of Borel real-valued functions on X , separating the points
of X . Denote by A = S({fi : i ∈ I}) the smallest σ-algebra of subsets of X ,
for which all functions fi (i ∈ I) become measurable. Consider a mapping
f : X → RI defined by the formula

f(x) = (fi(x))i∈I (x ∈ X).

Observe that, since card(I) ≤ ω, the space RI is isomorphic to one of
the spaces Rω, Rn (n ∈ N).

Verify that
(a) f is injective and Borel;
(b) A = {f−1(Z) : Z ∈ B(RI)}.
By using the classical theorem from descriptive set theory, stating that

the image of a Borel subset of a Polish space under an injective Borel map-
ping into a Polish space is also Borel (see [105], [149] or Chapter 0 of this
book), infer from (a) and (b) the equality A = B(X).

In particular, consider the separable Banach space C[0, 1] of all contin-
uous real-valued functions on the segment [0, 1] and take as I a countable
subset of [0, 1] everywhere dense in [0, 1]. For each index i ∈ I, define a
mapping fi : C[0, 1] → R by the formula

fi(φ) = φ(i) (φ ∈ C[0, 1]).

Conclude from the result presented above that A = B(C[0, 1]).
Give also a direct proof of this equality, without the aid of the mentioned

result.

7. Show that, in the formulation of Kolmogorov’s theorem, it suffices to
assume only the consistency conditions of the form µτ = µτ ′ ◦ pr−1

τ ′,τ , where
τ and τ ′ are any finite subsets of T for which

τ ⊂ τ ′, card(τ ′ \ τ) = 1.

8. By starting with the equality

∫
+∞

−∞

exp(−ax2/2)dx = (2π/a)1/2 (a > 0),
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demonstrate that
∫

+∞

−∞

exp((−1/2)((a− x)2/c+ (x− b)2/d))dx

= (2πcd/(c+ d))1/2 · exp((−1/2)((a− b)2/(c+ d))),

where a, b, c, d are strictly positive real numbers.

9. By using the results of Exercises 7 and 8, prove the consistency of
the family of measures

{µτ : τ is a finite subset of [0, 1]},

where µτ are defined after Remark 4 in this chapter.

10. Put E = T = [0, 1] and equip [0, 1] with the standard Lebesgue
measure λ.

Give an example of a nonmeasurable stochastic process H such that
dom(H) = E × T and all trajectories H(e, ·) (e ∈ E) and all random
variables H(·, t) (t ∈ T ) belong to the first Baire class (see Chapter 2).

11. Suppose that the unit segment [0, 1] is equipped with the Lebesgue
measure λ.

Give an example of a measurable stochastic process H with

dom(H) = [0, 1]× [0, 1],

which is stochastically continuous but almost all of its trajectories are dis-
continuous.

12. Show that Lemma 1 of this chapter holds true in a more general
situation, namely, when T is an arbitrary nonempty compact metric space.

13. Let T = [0, 1] and let H : E × T → R be a stochastic process.
Suppose also that, for some real number α > 0, there exists a function

φ : [0, 1] → [0,+∞[

satisfying the following two conditions:
(1) limd→0+φ(d) = 0;
(2) for all t and t′ from [0, 1], one has

∫

E

|H(e, t)−H(e, t′)|αdµ(e) ≤ φ(|t− t′|).
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Check that the process H is stochastically continuous.

14. Prove that if (f1, f2) is a random vector whose density of distribution
is q(f1,f2) : R2 → R, then the density of distribution of f1 − f2 is

qf1−f2 : R → R,

where

qf1−f2(x) =

∫

R

q(f1,f2)(x+ y, y)dy (x ∈ R).

15. Let E be an infinite-dimensional separable Hilbert space over R.
Demonstrate that E is isomorphic to the space L2[0, 1] of all Lebesgue

measurable square integrable real-valued functions on the unit segment
[0, 1], equipped with the canonical inner product

〈φ, ψ〉 =

∫
1

0

φ(x)ψ(x)dx (φ ∈ L2[0, 1], ψ ∈ L2[0, 1]).

As usual, identify all those functions from L2[0, 1] which coincide almost
everywhere on [0, 1].

For each point t ∈ [0, 1], denote by ft the characteristic function (i.e.,
indicator) of the interval [0, t] ⊂ [0, 1].

Verify that ft ∈ L2[0, 1] and that a mapping f : [0, 1] → L2[0, 1] defined
by

f(t) = ft (t ∈ [0, 1])

satisfies the following three relations:
(a) f is injective and continuous;
(b) for any four points t1, t2, t3, t4 from [0, 1] such that

t1 < t2 ≤ t3 < t4,

the line segments [f(t1), f(t2)] and [f(t3), f(t4)] in L2[0, 1] are perpendicular
to each other;

(c) f is nowhere differentiable on [0, 1].
Notice that, in view of relation (a), the set f([0, 1]) is a curve in L2[0, 1]

homeomorphic to [0, 1] (it is called the Wiener curve).

Remark 9. The last exercise shows that, for an infinite-dimensional
separable Hilbert space E, the construction of a continuous nowhere differ-
entiable function acting from [0, 1] into E is much easier than the classical
construction of a continuous nowhere differentiable function acting from
[0, 1] into R (cf. also Theorem 2 of Chapter 0).
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Absolute null subsets of the plane with bad

orthogonal projections

In Chapters 10 and 13 we were dealing with several kinds of “small” sub-
sets of the real line R and, more generally, with analogous subsets of an
uncountable Polish topological space E, instead of R. Among “small” sets
the so-called absolute null sets (or universal measure zero sets) are of special
interest from the point of view of topological measure theory.

In this chapter we will prove that, under Martin’s Axiom, there exists an
absolute null subset of the Euclidean plane R2, the orthogonal projections of
which on all straight lines in R2 are absolutely nonmeasurable. Also, it will
be shown that a similar but substantially weaker result is valid within the
framework of ZFC set theory.

Among various set-theoretical operations commonly used in real analysis,
the standard projection operation is very important but has a somewhat un-
pleasant property. Namely, the orthogonal projection of a subset Z of the
plane R2 on a straight line lying in R2 may be of a much more complicated
structure than the structure of Z. There are many examples confirming this
circumstance. For instance, if Z is a Borel subset of R2, then the orthogonal
projection of Z on the real line R is, in general, a non-Borel analytic (Suslin)
subset of R, and this fact turned out to be a starting point for the emergence
and further development of classical descriptive set theory (see, e.g., [18], [23],
[37], [97], [101], [105], [149], [153], [167], [169], [198], [248]).

Also, simple examples show that the projection of a Lebesgue measurable
subset of R2 may be a Lebesgue nonmeasurable set in R. In the present
chapter we consider an analogous phenomenon for absolute null subsets of
R2.

Recall that a measure µ defined on some σ-algebra of subsets of R (re-
spectively, of R2) is diffused or continuous if µ vanishes on all singletons of R
(respectively, of R2).

According to the standard definition (see Chapter 13), a subset U of R
(respectively, of R2) is an absolute null set or universal measure zero set if,
for every σ-finite continuous Borel measure µ on R (respectively, on R2), the
equality µ∗(U) = 0 holds true, where µ∗ denotes the outer measure canonically
associated with µ.

369
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Equivalently, U is an absolute null set if and only if there exists no nonzero
σ-finite continuous Borel measure on U , where U is assumed to be equipped
with the induced topology.

The above definition shows that the absolute null subsets of R (of R2)
are ultimately small with respect to the class M(R) (class M(R2)) of the
completions of all nonzero σ-finite continuous Borel measures on R (on R2).
In particular, these subsets are absolutely measurable with respect to the two
above-mentioned classes, i.e., are measurable with respect to any measure
belonging to M(R) (M(R2)).

There are several delicate constructions of uncountable absolute null sub-
sets of R (of R2). For more details about those constructions, see, e.g., [105],
[149], [184], [283], and Exercise 8 of the present chapter.

A subset X of the real line R is called absolutely nonmeasurable (with
respect to the class M(R)) if there exists no measure µ belonging to M(R)
such that X ∈ dom(µ).

This definition shows that absolutely nonmeasurable subsets of R are ex-
tremely bad relative to the class M(R). It makes sense to notice here that
these subsets of R can be characterized in purely topological terms, as follows.

Recall that a subset B of R is a Bernstein set if, for each nonempty perfect
set P ⊂ R, the relations P ∩B 6= ∅ and P ∩ (R \B) 6= ∅ are satisfied.

Such a set B was first constructed by Bernstein [19] in 1908. In his ar-
gument Bernstein essentially relies on an uncountable form of the Axiom of
Choice (AC) and uses the method of transfinite recursion. Much later, it was
recognized that no countable form of AC is enough for obtaining B. The im-
portance of Bernstein sets in various topics of real analysis, general topology,
measure theory, and the theory of Boolean algebras is well known (see, e.g.,
[19], [145], [149], [192], and [202]).

Lemma 1. Let X be a subset of the real line R. The following two
assertions are equivalent:

(1) X is absolutely nonmeasurable with respect to the class M(R);

(2) X is a Bernstein set in R.

The proof of this lemma is not difficult and is left to the reader (see
Exercise 9 from Chapter 10).

Some Bernstein sets may possess additional properties of purely algebraic
nature.

Example 1. Consider the real line R as a vector space W over the field
Q of all rational numbers. Any basis of W is usually called a Hamel basis of
R, because such a basis was first constructed by Hamel in [87]. There exists
a Bernstein set in R which simultaneously is a Hamel basis of R (see, for
instance, [145] and [192]; cf. also Exercise 10 from Chapter 11).
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Example 2. Let G be a group of transformations of R with card(G) ≤ c,
where c denotes the cardinality of the continuum. There exists a Bernstein
set B ⊂ R which is almost invariant under the group G. The latter means
that for each transformation g ∈ G the inequality

card(B△g(B)) < c

is valid, where the symbol △ denotes the operation of symmetric difference
of two sets. In particular, taking the group Γ of all homotheties of R with
center 0, one obtains a Bernstein subset of R which simultaneously is almost
invariant under Γ.

Lemma 1 and the previous example allow us to demonstrate the existence
of a small subset of R2 whose projection on every straight line l in R2 is
absolutely nonmeasurable in l. In what follows, the symbol λ1 stands for the
ordinary one-dimensional Lebesgue measure on l and the symbol λ2 stands
for the ordinary two-dimensional Lebesgue measure on R2.

Theorem 1. There exists a set T ⊂ R2 with λ2(T ) = 0 such that the
orthogonal projection of T on every straight line l in R2 is absolutely non-
measurable in l.

Proof. Take a Bernstein set X ⊂ R which is almost invariant under the
group Γ (see Example 2), and in R2 consider the following set:

T = (X × {0}) ∪ ({0} ×X).

This T is contained in the union of the two lines R× {0} and {0}×R, so we
trivially have λ2(T ) = 0. Now, let l be a straight line in R2 and let θ denote
the angle between l and R×{0}. We may assume, without loss of generality,
that l passes through the origin (0, 0) and that 0 < θ < π/2. It is not difficult
to verify that the orthogonal projection of T on l is congruent to the set

T ∗ = cos(θ)X ∪ sin(θ)X ⊂ R.

By virtue of the definition of X , we have the inequalities

card((cos(θ)X)△X) < c, card((sin(θ)X)△X) < c,

whence it follows that card(T ∗△X) < c. Remembering that X is a Bernstein
subset of R, we readily conclude that T ∗ is also a Bernstein set in R, which
completes the proof of Theorem 1.

Example 3. Let H be a Hamel basis of R which simultaneously is a
Bernstein set in R (see Example 1). We may assume, without loss of gener-
ality, that H = {hξ : ξ < α}, where α denotes the least ordinal number of
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cardinality c. According to the definition of H , any nonzero element x ∈ R

admits a unique representation

x = q1hξ1 + q2hξ2 + ...+ qnhξn ,

where n = n(x) 6= 0 and q1 = q1(x), q2 = q2(x),..., qn = qn(x) are some
nonzero rational numbers, and (ξ1, ξ2, ..., ξn) is a strictly increasing sequence
of ordinals, all of which are strictly less than α. Further, let us put

K ′ = {x ∈ R : qn(x) > 0}.

Obviously, we may write

K ′ ∪ (−K ′) = R \ {0}, K ′ ∩ (−K ′) = ∅.

Moreover, since H ⊂ K ′ and −H ⊂ R \ K ′, we conclude that both K ′ and
−K ′ are Bernstein sets in R. Now, denoting

K = (K ′ × {0}) ∪ ({0} × (−K ′)),

we infer that λ2(K) = 0. At the same time, considering in R2 the straight
line

l = {(x, y) : x− y = 0},

we can easily deduce that the orthogonal projection of K on l coincides with
the set l \ {(0, 0)}, so is λ1-measurable in l. This fact explains why in the
proof of Theorem 1 we appealed to the aid of an almost Γ-invariant Bernstein
subset of the real line R.

The natural question arises whether it is possible to strengthen Theorem
1 and to establish the existence of an absolute null subset of R2 (with respect
to the class M(R2)), the orthogonal projections of which on all straight lines
in R2 are absolutely nonmeasurable in those lines. In this context, let us
immediately remark that such a generalization of Theorem 1 is not realizable
within ZFC set theory. Indeed, a model of ZFC was constructed in which
the Continuum Hypothesis (CH) fails to be true and in which all uncountable
absolute null subsets of R2 have cardinalities equal to ω1, where ω1 denotes
the least uncountable cardinal number (for more details, see [157] and [184]).
Since the cardinality of an arbitrary Bernstein set is c, in the above-mentioned
model of ZFC there exists no absolute null subset of R2 whose orthogonal
projection on R × {0} is absolutely nonmeasurable with respect to the class
M(R).

Nevertheless, by using Martin’s Axiom (MA), it becomes possible to sub-
stantially strengthen Theorem 1 in terms of absolute null subsets of R2. For
this purpose, we need to recall the notion of a generalized Luzin set in R.

A set X ⊂ R is a generalized Luzin subset of R if card(X) = c and, for
every first category set F ⊂ R, the inequality card(F ∩X) < c is satisfied.
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It is well known that, under Martin’s Axiom, there exist generalized Luzin
subsets of R (see Chapter 13). In our further consideration, two generalized
Luzin sets in R with certain specific properties will play a key role.

Lemma 2. Assuming Martin’s Axiom, every generalized Luzin subset of
R is an absolute null set in R.

Lemma 3. The product of two absolute null subsets of R is an absolute
null subset of R2.

Lemmas 2 and 3 are well known, so we omit their detailed proofs here.
Actually, Lemma 3 is contained in Exercise 4 of Chapter 13 and Lemma 2 is
readily implied by the following two assertions:

(i) assuming Martin’s Axiom, any set X ⊂ R with card(X) < c is an
absolute null subset of R;

(ii) every σ-finite Borel measure on R is concentrated on a first category
subset of R.

In connection with assertion (i), observe that it follows immediately from
Theorem 8 of Chapter 13.

In connection with assertion (ii), see [39] or [131] where a more general
result than (ii) is discussed for σ-finite Borel measures on metric spaces.

Lemma 4. Under Martin’s Axiom, there exists an absolute null subset Z
of R2 such that, for every straight line l in R2, the equality card(l ∩ Z) = c

holds true.

Proof. Denote by α the least ordinal number of cardinality c and define
{lξ : ξ < α} = the family of all straight lines in R2 not parallel to the

coordinate axes R× {0} and {0} ×R;
{Bξ : ξ < α} = the family of all those Borel subsets of R which are of first

category in R.
According to the definition of {lξ : ξ < α}, every straight line l in R2 given

by the equation

y = ax+ b (a ∈ R, b ∈ R, a 6= 0)

belongs to {lξ : ξ < α}, and we may additionally suppose that l occurs in
{lξ : ξ < α} continuum many times.

Now, by using the method of transfinite recursion, construct two injective
families

{xξ : ξ < α} ⊂ R, {yξ : ξ < α} ⊂ R.

Assume that, for an ordinal number ξ < α, the partial families {xζ : ζ < ξ}
and {yζ : ζ < ξ} of points in R have already been determined. Consider the
line lξ. The canonical equation corresponding to this line is of the form

y = aξx+ bξ (aξ ∈ R, bξ ∈ R, aξ 6= 0).
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Using Martin’s Axiom and keeping in mind the relation aξ 6= 0, it is not
difficult to check that there exists a point x′ ∈ R satisfying the following two
conditions:

x′ 6∈ (∪{Bζ : ζ < ξ}) ∪ {xζ : ζ < ξ} ∪ {yζ : ζ < ξ};

aξx
′ + bξ 6∈ (∪{Bζ : ζ < ξ}) ∪ {xζ : ζ < ξ} ∪ {yζ : ζ < ξ}.

We then put xξ = x′ and yξ = aξx
′ + bξ.

Proceeding in this manner, we obtain the required two injective α-sequences
{xξ : ξ < α} and {yξ : ξ < α} of points of R. Further, we define

X = {xξ : ξ < α}, Y = {yξ : ξ < α}.

It immediately follows from our construction that both X and Y are general-
ized Luzin subsets of R.

By virtue of Lemmas 2 and 3, the product set Z ′ = X × Y is an absolute
null subset of R2.

Also, it can easily be seen that every line lξ (ξ < α) meets Z ′ in continuum
many points.

Finally, let g be a rotation of R2 about the origin (0, 0), whose correspond-
ing angle is θ, where 0 < θ < π/2, and let

Z = Z ′ ∪ g(Z ′).

Then Z is an absolute null subset of R2, too, and has continuum many com-
mon points with every straight line lying in R2. This completes the proof of
the lemma.

As a straightforward consequence of Lemma 4, we obtain that the orthog-
onal projection of the absolute null set Z on any line l in R2 coincides with
l. In this context, it should be mentioned that, under Martin’s Axiom, the
existence of an absolute null subset of R2, the orthogonal projection of which
on every line l ⊂ R2 coincides with l, was also shown by Zindulka (see [284]).

Now, we can formulate and prove the main result of this chapter.

Theorem 2. Assuming Martin’s Axiom, there exists an absolute null
subset T of R2, the orthogonal projection of which on every straight line l ⊂
R2 is an absolutely nonmeasurable subset of l.

Proof. Let Z be as in Lemma 4. We shall construct a set T ⊂ Z with
the desired properties by using the method of transfinite recursion.

In what follows the symbol l(z, z′) will denote the straight line passing
through two distinct points z and z′ in R2.

Also, for any point t ∈ R2 and for any straight line l ⊂ R2, we will denote
by the symbol prl(t) the orthogonal projection of t on l.

As before, let α be the least ordinal number of cardinality c.
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Let {(lξ, Pξ) : ξ < α} be a transfinite α-sequence of pairs such that, for
each ξ < α, the symbol lξ denotes some straight line in R2 and the symbol
Pξ denotes some nonempty perfect subset of lξ.

Let l be an arbitrary straight line in R2. We may suppose that the family
{(lξ, Pξ) : ξ < α} satisfies the following two conditions:

(a) the set Ξ(l) = {ξ < α : lξ = l} is nonempty;
(b) for every nonempty perfect set P ⊂ l, the set {ξ ∈ Ξ(l) : Pξ = P} is

also nonempty.
Let us now define, with the aid of transfinite recursion, two disjoint injec-

tive families of points

{tξ : ξ < α} ⊂ Z, {t′ξ : ξ < α} ⊂ Z.

Suppose that, for an ordinal ξ < α, the two partial families

{tζ : ζ < ξ} ⊂ Z, {t′ζ : ζ < ξ} ⊂ Z

have already been determined. Take the pair (lξ, Pξ) and introduce the fol-
lowing notation:

Tξ = {tζ : ζ < ξ};
T ′
ξ = {t′ζ : ζ < ξ};

Lξ = the family of all those straight lines in R2 which pass through one
of the points from Tξ ∪ T ′

ξ and, simultaneously, are perpendicular to one of
the straight lines from {lζ : ζ ≤ ξ};

Sξ = the set of all points z ∈ R2 such that prlξ(z) ∈ Pξ.
Keeping in mind the relations

card(ξ) < card(α) = c, card(Tξ ∪ T ′
ξ) < c,

we immediately get the inequality card(Lξ) < c. In addition, remembering
the property of Z described in the formulation of Lemma 4, we obtain that
every straight line in R2 intersecting Pξ and perpendicular to lξ is entirely
contained in the set Sξ and has continuum many common points with Z.

These circumstances imply the existence of two points

t ∈ Sξ ∩ Z, t′ ∈ Sξ ∩ Z

satisfying the following two conditions:
(c) prlξ(t) 6= prlξ(t

′) and the straight line l(t, t′) is not perpendicular to
any straight line from the family {lζ : ζ < ξ};

(d) t 6∈ ∪Lξ and t′ 6∈ ∪Lξ.
We then put tξ = t and t′ξ = t′. Proceeding in this manner, we come to

the two disjoint injective α-sequences

{tξ : ξ < α} ⊂ Z, {t′ξ : ξ < α} ⊂ Z.
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Finally, we define

T = {tξ : ξ < α}, T ′ = {t′ξ : ξ < α},

and claim that T is as required.
Indeed, first of all, T is an absolute null set in R2, because T is a subset

of the absolute null set Z.
Let l be an arbitrary straight line in R2. There exists an ordinal ξ < α

such that l = lξ. From the transfinite construction described above it follows
that

(e) the orthogonal projection prl(T ) of T on l has common points with
every nonempty perfect subset of l and the orthogonal projection prl(T

′) of
T ′ on l also has common points with every nonempty perfect subset of l;

(f) card(prl(T ) ∩ prl(T
′)) < c.

Indeed, to show the validity of (e), it suffices to apply (a) and (b).
To show the validity of (f), it suffices to observe that if two ordinal numbers

ζ < α and η < α are such that max(ζ, η) > ξ, then the line l(tζ , t
′
η) cannot be

perpendicular to l = lξ (see (c) and (d)). Consequently, if a point x belongs
to the set prl(T ) ∩ prl(T

′), then

x = prl(tζ) = prl(t
′
η),

where
tζ ∈ T, t′η ∈ T ′, ζ ≤ ξ, η ≤ ξ,

whence it follows that the cardinality of the set prl(T ) ∩ prl(T
′) does not

exceed card(ξ) + 1.
The relations (e) and (f) directly imply that both prl(T ) and prl(T

′) are
Bernstein subsets of l, so prl(T ) is absolutely nonmeasurable with respect to
the class M(l). Theorem 2 has thus been proved.

Remark 1. In the literature, the notion of a strong measure zero set was
introduced by Borel many years ago and provides an interesting representative
of the so-called small sets (cf. [157], [184], or Chapter 13). Recall that a subset
X of R has strong measure zero if, for every sequence {εn : n ∈ N} of strictly
positive real numbers, there exists a sequence {∆n : n ∈ N} of open intervals
in R which collectively cover X and

λ1(∆n) < εn (n ∈ N).

The analogous notion makes sense for the plane R2 (in the corresponding
definition, open intervals should be replaced by open squares and λ1 should
be replaced by λ2; cf. Exercise 24 from Chapter 13). It is not difficult to show
that every strong measure zero set is an absolute null set (see Exercise 9 from
Chapter 13). However, in contrast to absolute null sets in R (in R2), the
existence of uncountable strong measure zero subsets of R (of R2) cannot be
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established within the framework of ZFC set theory (see again [157] and[184]).
At the same time, under Martin’s Axiom any generalized Luzin set in R (in
R2) has strong measure zero. In fact, for strong measure zero subsets of R2

no analogue of Theorem 2 is true, because if Z is a strong measure zero subset
of R2, then the orthogonal projection of Z on the coordinate axis R× {0} is
a strong measure zero subset of R× {0}, so trivially is λ1-measurable.

Remark 2. Recall that a set Z ⊂ R2 is absolutely nonmeasurable with
respect to the class M(R2) if there exists no measure µ belonging to this
class such that Z ∈ dom(µ). Actually, the absolutely nonmeasurable sets with
respect to M(R2) are identical with the Bernstein subsets of R2 (this fact is
a direct analogue of Lemma 1 and its proof does not differ from the proof of
Lemma 1; the same argument works for any uncountable Polish topological
space). If Z is an arbitrary subset of R2 absolutely nonmeasurable with
respect to the class M(R2) and l is an arbitrary straight line in R2, then
the orthogonal projection of Z on l coincides with the whole of l. Indeed,
take any point t ∈ l and consider the straight line l′ perpendicular to l and
passing through t. Since l′ is a nonempty perfect subset of R2 and Z is a
Bernstein set in R2, we obviously have Z ∩ l′ 6= ∅. Consequently, t ∈ prl(Z)
and so l = prl(Z). In particular, we see that the orthogonal projection of an
absolutely nonmeasurable subset of R2 on any straight line l in R2 turns out
to be absolutely measurable with respect to the class of all measures defined
on various σ-algebras of subsets of l.

EXERCISES

1. Let E be a topological space, all singletons in which are Borel subsets
of E. We recall that a set X ⊂ E is absolute null (or universal measure zero)
if, for any σ-finite continuous Borel measure µ on E, the equality µ∗(X) = 0
holds true, where µ∗ denotes the outer measure canonically associated with
µ.

In particular, E itself is an absolute null space if and only if there exists
no nonzero σ-finite continuous Borel measure on E.

Check that every nonseparable metric space E contains an uncountable
absolute null subset.

2. Assuming the Continuum Hypothesis (CH), give an example of a
nonseparable Hausdorff hereditarily Lindelöf topological space E such that

(a) card(E) = c;
(b) there exists no uncountable absolute null subset of E.
For this purpose, consider any Sierpiński set in R equipped with the topol-

ogy induced by the density topology Td of R.

3. Prove the existence of a Bernstein set B ⊂ R having the property
described in Example 2 of this chapter.
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4∗. Assume Martin’s Axiom (MA) and demonstrate that there exists a
set X ⊂ R satisfying the following three conditions:

(a) card(X) = c;

(b) X is an absolute null subset of R;
(c) there is a continuous injection f : X → R such that f(X) is a Bernstein

subset of R.
Conclude from (c) that f(X) is absolutely nonmeasurable with respect to

the class of the completions of all nonzero σ-finite continuous Borel measures
on R.

5∗. Under Martin’s Axiom (MA), show that there exists a set Y ⊂ R

satisfying the following three conditions:
(a) card(Y ) = c;
(b) Y is an absolute null subset of R;

(c) there is a continuous injection f : Y → R such that no subset of f(Y )
having cardinality c is absolute null.

For this purpose, apply Exercise 23 from Chapter 13.

6∗. Introduce the notation

κ = inf{card(E) : E is a subset of R with λ∗(E) > 0}.

Clearly, one has the inequality κ ≥ ω1.
Let E be a set of cardinality κ, let S be a countably generated σ-algebra of

subsets of E such that all singletons in E belong to S, and let ν be a nonzero
σ-finite continuous measure with dom(ν) = S.

Prove that, for every set X ∈ S with card(X) < κ, the equality ν(X) = 0
is valid.

For this purpose assume, without loss of generality, that

E ⊂ R, λ∗(E) > 0,

and that ν is a nonzero diffused finite measure on S. Then suppose to the
contrary that there exists a ν-measurable set X ⊂ E with card(X) < κ, such
that ν(X) > 0. Undoubtedly, one can assume that ν(X) = 1. The family of
sets

SX = {X ∩ Y : Y ∈ S}

is a countably generated σ-algebra of subsets of X . Denote by {Xn : n < ω}
a countable subfamily of SX generating SX and separating the points in X .
Further, define a mapping

φ : X → 2ω

by the formula

φ(x) = (in)n<ω (x ∈ X),
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where in = 1 if x ∈ Xn, and in = 0 if x 6∈ Xn. (The mapping φ was introduced
by Szpilrajn (Marczewski) in [264] and is usually called the characteristic
function of {Xn : n < ω}.)

Show by a straightforward verification that
(a) φ is an injection;
(b) φ is a ν-measurable mapping from X into the Cantor space 2ω; more-

over, the equality
{φ−1(Z) : Z ∈ B(2ω)} = SX

holds true.
Therefore, it is possible to define a Borel diffused probability measure µ

on 2ω by putting

µ(Z) = ν(φ−1(Z)) (Z ∈ B(2ω)).

Accordingly, one gets
µ∗(φ(X)) = 1 > 0.

Now, identifying 2ω with [0, 1] by a Borel isomorphism, one obtains that φ(X)
is not a universal measure zero subset of [0, 1]. Hence, in view of Theorem 8
from Chapter 13, there exists a homeomorphic image of φ(X) lying on [0, 1]
and having strictly positive outer Lebesgue measure. But the latter fact yields
a contradiction with the relation

card(φ(X)) = card(X) < κ.

This contradiction gives the desired result.

7∗. Let κ be as in Exercise 6.
Demonstrate that there exists a countably generated σ-algebra of subsets

of κ, separating the points in κ and not admitting a nonzero σ-finite diffused
measure.

Argue as follows. First of all, take a set E ⊂ R such that

card(E) = κ, 0 < λ∗(E) < +∞.

Further, equip E with the induced topology and denote by µ the Borel diffused
measure on E produced by λ. Evidently, 0 < µ(E) < +∞. Also, fix a
countable base {Vn : n < ω} of the topology of E. Let {eξ : ξ < κ} be an
injective enumeration of all points of E (where, as usual, κ is identified with
the least ordinal number of cardinality κ). In view of the definition of κ, for
each ordinal α < κ one has

µ∗({eξ : ξ < α}) = 0.

This implies that there exists an open set Uα ⊂ E satisfying the relations

{eξ : ξ < α} ⊂ Uα, µ(Uα) ≤ (1/2)µ(E).
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Take now the product set κ× E and consider its subset

G = ∪{{α} × Uα : α < κ}.

In addition to this, for each n < ω, introduce the set

An = {α < κ : Vn ⊂ Uα}

and verify that the equality

G = ∪{An × Vn : n < ω}

is true.
For this purpose, pick any pair (α, eβ) ∈ G. Then eβ ∈ Uα. Since the

family {Vn : n < ω} forms a base of the space E, there exists a natural
number m such that eβ ∈ Vm ⊂ Uα. This circumstance implies the relation
(α, eβ) ∈ Am × Vm and, therefore,

(α, eβ) ∈ ∪{An × Vn : n < ω}.

Thus, one comes to the inclusion

G ⊂ ∪{An × Vn : n < ω}.

In order to show the reverse inclusion, take any pair

(α, eβ) ∈ ∪{An × Vn : n < ω}.

Then, for some natural number m, one has (α, eβ) ∈ Am × Vm, whence it
follows that

α ∈ Am, eβ ∈ Vm, Vm ⊂ Uα, (α, eβ) ∈ {α} × Uα.

Consequently,
∪{An × Vn : n < ω} ⊂ G.

In this way, one gets the required equality

G = ∪{An × Vn : n < ω}.

Now, since κ = card(E) and E is a subset ofR, there exist many countably
generated σ-algebras of subsets of κ, separating the points of κ. Denote by S ′

one of such σ-algebras and let S be the σ-algebra of subsets of κ, generated
by the family S ′ ∪ {An : n < ω}. Obviously, S is also countably generated
and separates the points of κ.

It is time to demonstrate that S does not admit a nonzero σ-finite diffused
measure. Suppose otherwise, and let ν be a probability diffused measure with
dom(ν) = S. Then one may consider the product measure ν ⊗ µ on κ × E.
Evidently,

(ν ⊗ µ)(κ× E) = ν(κ)µ(E) = µ(E).
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As shown above, the set

G = ∪{{α} × Uα : α < κ}

belongs to the domain of ν⊗µ. Now, try to apply the Fubini theorem toG. Fix
any eβ ∈ E and consider the horizontal section G−1(eβ) of G corresponding
to eβ. Observe that, for all α ∈ ]β, κ[, one has

eβ ∈ Uα, (α, eβ) ∈ {α} × Uα ⊂ G, α ∈ G−1(eβ),

from which it follows (in view of Exercise 6) that

ν(G−1(eβ)) = ν(κ) = 1.

In other words, all horizontal sections of G turn out to be of full measure
(with respect to ν). Therefore, by the Fubini theorem, the equalities

(ν ⊗ µ)(G) = (ν ⊗ µ)(κ× E) = µ(E)

must be valid. On the other hand, if α < κ, then the vertical section G(α)
of G, corresponding to α, coincides with the set Uα, and, by the definition of
Uα, one has µ(Uα) ≤ (1/2)µ(E). Taking this fact into account and utilizing
Fubini’s theorem once more, one comes to the relation

(ν × µ)(G) ≤ (1/2)µ(E)ν(κ) = (1/2)µ(E)

and, finally, µ(E) ≤ (1/2)µ(E), which is impossible because of the inequalities

0 < µ(E) < +∞.

The contradiction obtained gives the required result.

8∗. Let κ be as in Exercises 6 and 7.
Work in ZFC theory and prove Grzegorek’s result [84] stating that there

exists an absolute null subset of R whose cardinality is equal to κ (so there
exists an uncountable absolute null subset of R).

Argue step by step as follows.
The argument used in Exercise 7 yields the existence of a countably gen-

erated σ-algebra S of subsets of κ, which separates the points of κ and does
not admit a nonzero σ-finite diffused measure.

Let {Dn : n < ω} be a countable family of subsets of κ, generating S
and separating the points of κ. Further, let φ : κ → 2ω be Marczewski’s
characteristic function of the family {Dn : n < ω}. As known, the mapping
φ is injective and

{φ−1(Z) : Z ∈ B(2ω)} = S.
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Consider the set φ(κ) and check that this set is a universal measure zero
subspace of the Cantor space 2ω.

For this purpose, suppose to the contrary that there exists a Borel diffused
probability measure on φ(κ). Then it is clear that there exists a Borel diffused
probability measure µ on 2ω such that

µ∗(φ(κ)) = µ(2ω) = 1 > 0.

Now, put
ν(φ−1(Z)) = µ(Z) (Z ∈ B(2ω)).

Verify that the functional ν is well-defined and turns out to be a diffused
probability measure on the σ-algebra S.

Since such a measure cannot exist on S, conclude that the set φ(κ) must
be an absolute null subspace of 2ω with cardinality equal to κ. The latter
fact directly leads to the existence of an absolute null subspace of R with the
same cardinality κ.

Remark 3. Without appealing to any additional set-theoretical assump-
tions, the delicate result of Exercise 8 shows, in particular, that there exist
uncountable absolute null subsets of R. There are also several other clever
constructions of uncountable absolute null subsets of R within ZFC theory
(see, e.g., [149], [169], [184], [207], [283]). Of course, under CH or MA,
Luzin sets or generalized Luzin sets in R give us analogous examples, and
the constructions of such sets are much easier than that presented in Exercise
8. However, the constructions of Luzin sets and of generalized Luzin sets are
necessarily based on certain extra axioms and, therefore, are less preferable.

9. Demonstrate that
(a) the union of a countable family of strong measure zero subsets of R2

is also a strong measure zero set in R2;
(b) the class of all strong measure zero subsets of R2 is preserved under

the family of all continuous mappings of R2 into itself;
(c) if Z ⊂ R2 is a strong measure zero set and l is an arbitrary straight

line in R2, then Z ∩ l is a strong measure zero subset of l.
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Luzin’s theorem on the existence of primitives

It was noted in Chapter 2 of this book that any derivative is a function of
first Baire class, hence is Borel and measurable in the Lebesgue sense. This
simple fact admits a partial converse assertion. Namely, it will be shown
below that, for every Lebesgue measurable function f acting from R into
R, there exists at least one primitive of f , i.e., there exists a continuous
function F : R → R such that F ′(x) = f(x) for almost all (with respect to
the Lebesgue measure λ) points x ∈ R. This important statement was first
established by Luzin (see his fundamental work [168] where an application of
the above-mentioned result to the generalized Dirichlet boundary problem
is also given).

In this context, it should be indicated that Luzin’s method allows one to
construct some universal real-valued functions in the sense of certain path
derivatives. Those functions may be treated as strange or extraordinary
from the analytic viewpoint.

To present Luzin’s theorem on primitives (which is remarkable in various
respects), let us begin with the following auxiliary proposition.

Lemma 1. Let [a, b] be a segment of R and let g : [a, b] → R be a
function integrable in the Lebesgue sense. Then, for every real ε > 0, there
exists a function G : [a, b] → R such that

(1) G is continuous on [a, b];
(2) G′(x) = g(x) for almost all points x ∈ [a, b];
(3) G(a) = G(b) = 0;
(4) |G(x)| ≤ ε for all points x ∈ [a, b].

Proof. First of all, we introduce a function H defined by the formula

H(x) =

∫ x

a

g(t)dt (x ∈ [a, b]).

Since H is continuous (even absolutely continuous), we can choose some
points

a = a0 < a1 < ... < an−1 < an = b

383
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on R satisfying the relations

|H(x) −H(y)| ≤ ε/2

for all x and y belonging to the interval [ai, ai+1] (i = 0, 1, ..., n − 1). Let
Fi : [ai, ai+1] → R be a continuous monotone function which satisfies the
equalities

Fi(ai) = H(ai), Fi(ai+1) = H(ai+1)

and whose derivative vanishes almost everywhere on [ai, ai+1]. The exis-
tence of such a function Fi readily follows from the existence of singular
increasing (or decreasing) continuous functions on [ai, ai+1] (see Chapter
4). Now, denote by F : [a, b] → R the common extension of all Fi and put

G(x) = H(x)− F (x) (x ∈ [a, b]).

It can easily be verified that the function G : [a, b] → R is as required.

Lemma 2. Let [a, b] be a segment of R, let g : [a, b] → R be a Lebesgue
integrable function, and let P be a closed subset of [a, b]. Then, for any real
ε > 0, there exists a function G : [a, b] → R satisfying these three relations:

(1) G is continuous on [a, b] and G′(x) = g(x) for almost all points
x ∈ [a, b] \ P ;

(2) G(x) = 0 for all points x ∈ P and G′(x) = 0 at all points x ∈ P
except countably many of them;

(3) |G(x+ h)| ≤ ε|h| for any x ∈ P and h ∈ R such that x+ h ∈ [a, b].

Proof. Consider the open set ]a, b[ \ P and represent this set in the
form

]a, b[ \ P = ∪{]ak, bk[ : k ∈ N},

where {]ak, bk[ : k ∈ N} is a family of pairwise disjoint open subintervals
of R. Further, in each nonempty interval ]ak, bk[ fix a countable family of
points

... < c
(i−1)

k < c
(i)

k < c
(i+1)

k < ... (i ∈ Z)

such that

limi→−∞c
(i)

k = ak, limi→+∞c
(i)

k = bk,

and denote

ε(k, i) = (1/2)min(
ε(c

(i)

k − ak)

k + |i|+ 1
,
ε(bk − c

(i+1)

k )

k + |i|+ 1
) (i ∈ Z).
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Now, repeatedly applying Lemma 1 to each segment [c
(i)

k , c
(i+1)

k ], where i
ranges over Z, we get a continuous function Gk : ]ak, bk[ → R satisfying
the following conditions:

(a) G′
k(x) = g(x) for almost all points x ∈ [ak, bk];

(b) Gk(c
(i)

k ) = 0 for all indices i ∈ Z;

(c) |Gk(x)| ≤ ε(k, i) for any point x from [c
(i)

k , c
(i+1)

k ].
Finally, putting G(x) = Gk(x) if x belongs to some ]ak, bk[, andG(x) = 0

if x belongs to P ∪ {a, b}, we obtain the function G : [a, b] → R. It is not
difficult to check that G is the required one.

Now, we are able to prove Luzin’s classical theorem (see [168], [225]).

Theorem 1. Let [a, b] be a segment in R and let f : [a, b] → R be
a Lebesgue measurable function. Then there exists a continuous function
F : [a, b] → R such that F ′(x) = f(x) for almost all points x ∈ [a, b].

Proof. We shall define by recursion a sequence {Gn : n ∈ N} of contin-
uous functions acting from [a, b] intoR and differentiable almost everywhere
on [a, b], and a sequence {Pn : n ∈ N} of closed subsets of [a, b] satisfying
the relations presented below. To formulate these relations, we first denote

Qn = P0 ∪ P1 ∪ ... ∪ Pn,

Fn = G0 +G1 + ...+Gn.

After introducing this notation, we wish the following four relations would
be valid for all natural numbers n ≥ 1:

(a) at almost every point x ∈ Qn there exists F ′
n(x) equal to f(x);

(b) if x ∈ Qn−1, then Gm(x) = 0 for each natural number m ≥ n;

(c) if x ∈ Qn−1 and x + h ∈ [a, b], then |Gm(x + h)| ≤ h/2m for each
natural number m ≥ n;

(d) λ([a, b] \Qn) < 1/n, where λ is the Lebesgue measure on R.
Let us put P0 = ∅ and G0 = 0. Suppose that, for a natural number r,

the partial families

G0, G1, . . . , Gr, P0, P1, . . . , Pr

have already been defined fulfilling (a), (b), (c), and (d). Since f is Lebesgue
measurable and Fr is differentiable almost everywhere on [a, b], there exists
a closed set Pr+1 ⊂ [0, 1] \Qr such that

λ([a, b] \ (Pr+1 ∪Qr)) < 1/(r + 1),



“K29544” — 2017/8/24

386 appendix 1

the derivative F ′
r(x) exists at each point x ∈ Pr+1, and, for some constant

M > 0, we have

|F ′
r(x)| ≤ M, |f(x)| ≤ M (x ∈ Pr+1).

We extend (f − F ′
r)|Pr+1 to a bounded λ-measurable function on [a, b] and

preserve the same notation f − F ′
r for the extended function. Applying

Lemma 2 to the setQr and to the function f−F ′
r, we can define a continuous

function Gr+1 : [a, b] → R such that
(i) Gr+1 is differentiable almost everywhere on [a, b];
(ii) G′

r+1
(x) = f(x)− F ′

r(x) for almost all points x ∈ Pr+1;
(iii) Gr+1(x) = 0 for all points x ∈ Qr and G′

r+1
(x) = 0 for almost all

points x ∈ Qr;
(iv) |Gr+1(x+ h)| ≤ h/2r+1 for any x ∈ Qr and h ∈ [a, b]− x.
Notice that conditions (a), (b), (c), and (d) are satisfied for n = r + 1.

Finally, we put

F = limn→+∞Fn =
∑

n∈N

Gn,

Q = ∪{Pn : n ∈ N}.

Clearly, the relation λ(Q) = λ([a, b]) = b−a holds true. Also, in view of the
uniform convergence of the series

∑
n∈N

Gn, the function F is continuous.
Now, take a point x0 ∈ Q. Then, for all sufficiently large natural num-

bers n, we have x0 ∈ Qn, and we may suppose that there exists F ′
n(x0)

equal to f(x0) (see (a)). Further, we can write

F (x0 + h)− F (x0)

h
=

Fn(x0 + h)− Fn(x0)

h
+

∞∑

k=n+1

Gk(x0 + h)−Gk(x0)

h
.

Keeping in mind (b) and (c), we get

|(F (x0 + h)−F (x0))/h− f(x0)| ≤ |(Fn(x0 + h)−Fn(x0))/h− f(x0)|+
1

2n
.

In addition, by virtue of (a), we have

limh→0,h 6=0

Fn(x0 + h)− Fn(x0)

h
= F ′

n(x0) = f(x0),

whence it follows

limsuph→0,h 6=0
|(F (x0 + h)− F (x0))/h− f(x0)| ≤

1

2n
.
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Since n can be chosen arbitrarily large, we conclude that

F ′(x0) = f(x0)

for almost all x0 ∈ Q, which ends the proof of Luzin’s theorem.

Remark 1. Obviously, Theorem 1 can be formulated in a slightly more
general form. Namely, remembering that

R
∗ = {−∞} ∪R ∪ {+∞}

denotes the extended real line, suppose that f : [a, b] → R
∗ is a partial

Lebesgue measurable function defined at almost all points of the segment
[a, b] and finite almost everywhere on [a, b]. Then there exists a continuous
function F : [a, b] → R such that F ′(x) = f(x) for almost all points x from
[a, b]. The proof remains the same.

Remark 2. A substantial extension of Luzin’s theorem is obtained by
his disciple Bari in the context of convergence of trigonometric series. Also,
a deep generalization of Luzin’s theorem to the case of all λn-measurable
functions acting from R

n into R
n is given in [188] (here λn denotes the

standard n-dimensional Lebesgue measure on R
n). A certain analogue of

Luzin’s theorem in terms of the Baire property is formulated and proved by
Landis (see [168]).

Using a method very similar to the proof of Theorem 1, Marcinkiewicz
established in [175] the following interesting and somewhat unexpected re-
sult.

Theorem 2.There exists a continuous function F : R → R such that,
for any Lebesgue measurable and finite almost everywhere function

f : R → R
∗,

there is a sequence {hn : n ∈ N} of nonzero real numbers which has the
property that limn→+∞hn = 0 and

limn→+∞

F (x + hn)− F (x)

hn

= f(x)

for almost all points x ∈ R.

Remark 3. In connection with Theorem 2, it should be mentioned that
the existence of a universal sequence {hn : n ∈ N} ⊂ R for all Lebesgue
measurable almost everywhere finite functions f : R → R

∗ is impossible.
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The natural question arises whether the finiteness of f (at least almost
everywhere) is essential in Luzin’s theorem. Luzin himself showed that this
assumption is indeed necessary. To prove his result, let us first recall some
notions concerning Dini’s derived numbers (see [194], [225] or Chapters 4
and 5 of the present book).

Let F : R → R be a function and let x ∈ R. Recall that a real number
t is said to be a Dini derived number of F at a point x if there exists a
sequence {xn : n ∈ N} ⊂ R of points distinct from x and tending to x such
that

limn→+∞

F (xn)− F (x)

xn − x
= t.

We can denote by F ′
D(x) the set of all Dini’s derived numbers of F at

x. Then the relation t ∈ F ′
D(x) means that t is a Dini derived number of F

at x. In other words, we have a set-valued mapping

F ′
D : R → P(R)

which may be treated as a Dini mapping associated with F . The properties
of this mapping were extensively investigated (cf. [225]).

For our further purposes, it is convenient to introduce the following
notation:

(DF (x))
+ = limsupy→x+

F (y)− F (x)

y − x
,

(DF (x))+ = liminfy→x+

F (y)− F (x)

y − x
,

(DF (x))
− = limsupy→x−

F (y)− F (x)

y − x
,

(DF (x))− = liminfy→x−

F (y)− F (x)

y − x
.

Observe that

(DF (x))
+ = −(D−F (x))+ (DF (x))+ = −(D−F (x))

+.

We need the next auxiliary proposition.

Lemma 3. For an arbitrary function F : R → R, the sets

{x ∈ R : (DF (x))
+ = −∞}, {x ∈ R : (DF (x))+ = +∞}

are of Lebesgue measure zero.
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Proof. The argument is quite similar in both cases. Let us denote

T = {x ∈ R : (DF (x))
+ = −∞}

and let us show that λ(T ) = 0. Suppose otherwise, i.e., λ∗(T ) > 0.
For each point x ∈ T , there exists a natural number m > 0 such that

(∀y)((x < y < x+ 1/m) ⇒ (F (y) < F (x))).

The set of all those x ∈ T which satisfy the preceding relation will be
denoted by Tm. Obviously, we have the equality

T = ∪{Tm : m ∈ N \ {0}}.

Consequently, λ∗(Tn) > 0 for some natural number n > 0. Choose any two
points a and b from Tn satisfying the conditions

a < b, b− a < 1/n, λ∗(Tn ∩ ]a, b[) > 0.

Let X be the set of all those points from Tn∩ ]a, b[ which are density points
of a fixed measurable hull of Tn∩ ]a, b[. According to the Lebesgue theorem
on density points (see Chapter 0),

λ∗(X) = λ∗(Tn ∩ ]a, b[) > 0.

Take an arbitrary real r > 0. For each point x ∈ X , there exists a strictly
decreasing sequence {xk : k ∈ N} ⊂ X tending to x and such that

F (xk)− F (x) < −r(xk − x) (k ∈ N).

The system V of nondegenerate segments {[x, xk] : x ∈ X, k ∈ N} covers
the set X in the sense of Vitali. By virtue of the Vitali theorem (see again
Chapter 0), we can find a finite disjoint subsystem

{[a1, b1], [a2, b2], . . . , [ap, bp]}

of V such that

[a1, b1] ∪ [a2, b2] ∪ ... ∪ [ap, bp] ⊂ ]a, b[,

λ([a1b1] ∪ [a2, b2] ∪ ... ∪ [ap, bp]) > (1/2)λ∗(X).

Thus, the open interval ]a, b[ can be represented as a union of the segments
[a1, b1], [a2, b2], . . . , [ap, bp] and their conjugate open intervals

]u1, v1[, ]u2, v2[, . . . , ]up+1, vp+1[ .
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Now, we can write

F (bi)− F (ai) < −r(bi − ai) (i = 1, 2, ..., p),

F (vi)− F (ui) < 0 (i = 1, 2, ..., p+ 1).

It immediately follows from these inequalities that

F (b)− F (a) =
∑

1≤i≤p

(F (bi)− F (ai)) +
∑

1≤i≤p+1

(F (vi)− F (ui)) <

−rλ([a1, b1] ∪ [a2, b2] ∪ ... ∪ [ap, bp]) < −(r/2)λ∗(X).

Since r > 0 can be arbitrarily large, we finally obtain

F (b)− F (a) = −∞,

which is impossible. The obtained contradiction finishes the proof of the
lemma.

The following result is due to Luzin [168].

Theorem 3. Let F : R → R be a function and let R∞(F ) denote the
set of all those points of R at which the right derivative of F is infinite.
Then R∞(F ) is of Lebesgue measure zero.

The same is true for the set L∞(F ) of all those points of R at which the
left derivative of F is infinite.

Proof. It suffices to establish only the first part of this theorem. Obvi-
ously, we have the inclusion

R∞(F ) ⊂ {x ∈ R : (DF (x))
+ = −∞} ∪ {x ∈ R : (DF (x))+ = +∞}.

In view of Lemma 3, both sets of the right-hand side of the above inclu-
sion are of Lebesgue measure zero. Consequently, we directly come to the
required equality λ(R∞(F )) = 0, which completes the proof.
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Banach limits on the real line

In Chapter 12 we repeatedly stressed that the problem of summation
of various divergent series is closely connected with uncountable forms of
the Axiom of Choice (AC) and that there are linear functionals defined
on the family of all bounded real sequences which substantially extend the
operation of taking limits of convergent real sequences.

In this appendix we want to give a certain version of Banach’s classical
construction of functionals of such a type (cf. [15]).

We begin with recalling the fundamental notion of a filter in a base
(ground) set E (see, e.g., [27]).

Let P(E) denote, as usual, the power set of E.

A family Φ ⊂ P(E) is a filter in E if the following three conditions are
satisfied:

(i) E ∈ Φ and ∅ 6∈ Φ;

(ii) if X ∈ Φ and X ⊂ Y ⊂ E, then Y ∈ Φ;

(iii) if X ∈ Φ and Y ∈ Φ, then X ∩ Y ∈ Φ.

The idea of this notion is to reflect (in an appropriate way) the main
properties of “big” subsets of E.

Indeed, E itself must be big, a set containing a big set also must be big,
and the intersection of two big sets must be big, too.

It directly follows from condition (i) that if E = ∅, then there exists no
filter in E.

At present, it is well known that filters are a quite powerful technical
tool in various fields of contemporary mathematics. Moreover, by using
filters it becomes possible to define the general concept of convergence in
abstract topological spaces (see, e.g., [27], [64], [107]). Especially, filters are
frequently met in those topics of general topology which are concerned with
quasi-compact spaces and other spaces similar to quasi-compact ones (see,
in particular, [27], [64]).

Obviously, the family of all filters in E is partially ordered by the stan-
dard inclusion relation ⊂. If E 6= ∅, then the smallest element in this

391
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partially ordered set is {E}.

Example 1. Suppose that E is a finite ground set and Φ is some filter
in E. It is not difficult to verify that there exists a unique nonempty set
X0 ⊂ E such that

Φ = {X ⊂ E : X0 ⊂ X}.

In fact, the set X0 is defined by the equality

X0 = ∩Φ,

so X0 is the least (by inclusion) element of Φ.

Example 2. Let E = ω and take the family of all co-finite subsets of
E as Φ. It can easily be seen that Φ is a filter in E which is usually called
the Frechet filter in ω. Clearly, the Frechet filter does not have minimal
elements (by the inclusion relation).

Let Φ be a filter in a ground set E and let X be a subset of E.
One can readily show that, for the existence of a filter Φ′ in E containing

Φ and satisfying X ∈ Φ′, it is necessary and sufficient that Z ∩ X 6= ∅ for
all sets Z ∈ Φ. Indeed, supposing that this condition holds, one may put

Φ′ = {Y ⊂ E : (∃Z ∈ Φ)(X ∩ Z ⊂ Y )}.

Observe that Φ′ defined in this manner is a filter in E. This new filter
properly contains Φ if and only if X 6∈ Φ.

A filter Φ in E is called an ultrafilter if Φ is maximal with respect to the
inclusion relation (i.e., there is no filter Φ∗ in E properly containing Φ).

The following simple statement gives a characterization of ultrafilters
within ZF set theory.

Theorem 1. Let Φ be a filter in a base (ground) set E. These three
assertions are equivalent for Φ:

(1) Φ is an ultrafilter;
(2) for any set X ⊂ E, either X ∈ Φ or E \X ∈ Φ;
(3) if {X1, X2, ..., Xk} is a finite family of subsets of E such that

X1 ∪X2 ∪ ... ∪Xk ∈ Φ,

then there exists a natural index i ∈ [1, k] such that Xi ∈ Φ.

Proof. Obviously, the implications

(3) ⇒ (2) ⇒ (1)
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are valid. So it only remains to demonstrate the validity of the implication
(1) ⇒ (3). A trivial inductive argument shows that it suffices to consider
the case k = 2.

Let (1) hold true and let X ∪ Y ∈ Φ. Suppose to the contrary that

X 6∈ Φ & Y 6∈ Φ.

Then, according to the remarks made before the formulation of Theorem 1,
there exist two sets X ′ ∈ Φ and Y ′ ∈ Φ such that

X ′ ∩X = Y ′ ∩ Y = ∅.

It follows from these equalities that

(X ′ ∩ Y ′) ∩ (X ∪ Y ) = ∅,

which is impossible in view of the relations

X ′ ∩ Y ′ ∈ Φ, X ∪ Y ∈ Φ.

The obtained contradiction finishes the proof of Theorem 1.

The next statement is a direct consequence of the Zorn lemma, so we
omit its proof here.

Theorem 2. Let E be a ground set and let Φ be a filter in E. There
exists an ultrafilter Φ∗ in E containing Φ.

Example 3. According to Theorem 2, there exists an ultrafilter Φ∗ in
ω containing the Frechet filter Φ (see Example 2). However, the existence
of such a Φ∗ cannot be established within ZF & DC theory. Indeed, as is
well known (see Chapter 10), if one assumes the existence of Φ∗, then one
obtains in the same theory the existence of a Lebesgue nonmeasurable set
on R, which is impossible by virtue of Solovay’s result [258].

In our further considerations we fix some ultrafilter Φ∗ in ω containing
the Frechet filter.

Let {xn : n < ω} be any bounded sequence of real numbers. By using
the ultrafilter Φ∗, we associate with this sequence some point x∗ ∈ R. For
this purpose take any segment [a, b] ⊂ R such that

{xn : n < ω} ⊂ [a, b]

and introduce the following two sets of natural numbers:

N1 = {n < ω : xn ∈ [a, (a+ b)/2]}, N2 = {n < ω : xn ∈ [(a+ b)/2, b]}.
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Evidently, we have the equality

ω = N1 ∪N2.

According to Theorem 1, at least one of the sets N1 and N2 belongs to Φ∗.
If N1 ∈ Φ∗, then we put ∆1 = [a, (a+ b)/2].
IfN1 6∈ Φ∗, then we put ∆1 = [(a+b)/2, b] (clearly, in this caseN2 ∈ Φ∗).
Further, repeat the same procedure for ∆1 instead of [a, b], and so forth.

Proceeding in such a manner, we come to the sequence

∆1 ⊃ ∆2 ⊃ ... ⊃ ∆n ⊃ ...

of line segments whose lengths tend to zero. There exists a unique point x∗

belonging to all of these segments.
The construction just described allows us to assert that x∗ has the fol-

lowing characteristic property:
(*) For any neighborhood U(x∗) of x∗, the set {n < ω : xn ∈ U(x∗)}

belongs to Φ∗.
This property also shows that the point x∗ is uniquely determined by Φ∗

(so the choice of an initial segment [a, b] does not play any role here). We
thus obtain a functional Lim on the family of all bounded real sequences,
defined by the formula

Lim({xn : n < ω}) = x∗.

Theorem 3. The functional Lim satisfies the following relations:
(1) liminf{xn : n < ω} ≤ Lim({xn : n < ω}) ≤ limsup{xn : n < ω} and,

in particular, Lim is an extension of the standard functional lim defined on
the family of all convergent real sequences;

(2) Lim is a positive linear functional on the family of all bounded real
sequences;

(3) |Lim({xn : n < ω})| ≤ sup{|xn| : n < ω}.

Proof. First, let us show the linearity of Lim. Indeed, taking any two
bounded real sequences {xn : n < ω} and {yn : n < ω} and remembering
that

Lim({xn : n < ω}) = x∗, Lim({yn : n < ω}) = y∗,

one can readily deduce from the characteristic property (*) that the point
x∗ + y∗ corresponds to the sequence {xn + yn : n < ω} and hence coincides
with Lim({xn + yn : n < ω}).

Also, it is almost trivial that

Lim({txn : n < ω}) = tLim({xn : n < ω})
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for every real number t.
Moreover, Lim({xn : n < ω}) ≥ 0 whenever there exists a natural index

n such that xm ≥ 0 for all natural numbers m > n.
Further, denoting

r = liminf{xn : n < ω}, s = limsup{xn : n < ω},

take any real ε > 0 and consider the sequence

{zn : n < ω} = {r − ε, r − ε, ..., r − ε, ...}.

Then we may write

r − ε = Lim({zn : n < ω}) ≤ Lim({xn : n < ω}).

Since ε can be chosen arbitrarily small, we get

liminf{xn : n < ω} = r ≤ Lim({xn : n < ω}).

The analogous argument yields the inequality

Lim({xn : n < ω}) ≤ s = limsup{xn : n < ω}.

Finally, observe that relation (3) is a straightforward consequence of
relation (1). This completes the proof of Theorem 3.

The considerations just presented show that the functionals of type Lim
are naturally associated with ultrafilters in ω.

Functionals of such a type are usually called Banach limits on the real
line R.

Among Banach limits, one may encounter those functionals which have
one important additional property, namely, the property of shift invariance.

The shift operation is standard for the family of all real sequences. Ac-
tually, this operation transforms any sequence {xn : n < ω} to the sequence
{yn : n < ω}, where

yn = xn+1 (n < ω).

The next statement is due to Banach (see his classical monograph [15]).

Theorem 4. There exists a Banach limit Lim′ on R which is shift
invariant, i.e., for every bounded real sequence {xn : n < ω}, one has

Lim′({xn : n < ω}) = Lim′({yn : n < ω}),



“K29544” — 2017/8/24

396 appendix 2

where yn = xn+1 for all natural numbers n.

Proof. We start with an arbitrary Banach limit Lim on R. Consider
any bounded real sequence {xn : n < ω} and apply to it Cesáro’s transform
(cf. Chapter 12), i.e., take the sequence of arithmetical means

s0 = x0, s1 = (x0 + x1)/2, . . . , sn = (x0 + x1 + ...+ xn)/(n+ 1), . . . ,

which is bounded, too. So we may define Lim′ as follows:

Lim′({xn : n < ω}) = Lim({sn : n < ω}).

The reader can easily check that the functional Lim′ is also a Banach
limit and, in addition to this, Lim′ is shift invariant. Theorem 4 has thus
been proved.

It is reasonable to underline once again that the existence of at least one
Banach limit on R implies the existence of subsets of R with pathological
descriptive properties. In fact, any Banach limit Lim canonically produces
a normalized finitely additive measure µ on P(ω) which vanishes at all
singletons in ω. To see this circumstance, it suffices to take an arbitrary set
X ⊂ ω and stipulate

µ(X) = Lim(χX),

where χX denotes, as usual, the characteristic function of X .
Even the existence of such a µ leads to certain pathological subsets of R.

More precisely, in ZF & DC theory the existence of µ yields the existence
of a subset of R lacking the Baire property. In order to establish this fact,
we need two simple auxiliary statements.

Lemma 1. Let ν be a normalized finitely additive measure on some
algebra A of subsets of a ground set E and let {Xi : i ∈ I} be a ν-almost
disjoint family of sets from A, i.e., for any two distinct indices i ∈ I and
j ∈ I, the equality ν(Xi ∩Xj) = 0 holds true.

If I is uncountable, then there exists i ∈ I such that ν(Xi) = 0 (actually,
there are uncountably many indices j ∈ I such that ν(Xj) = 0).

Proof. Suppose to the contrary that ν(Xi) > 0 for all i ∈ I. Then,
for some natural number n > 0, one can find an uncountable subset I ′ of I
satisfying the relation

(∀i ∈ I ′)(ν(Xi) > 1/n).

Let i1, i2, . . . , in be any pairwise distinct indices from I ′. Keeping in
mind the almost disjointness of the sets Xi1 , Xi2 , . . . , Xin , we may write

ν(E) ≥ ν(Xi1 ∪Xi2 ∪ ... ∪Xin) > n · (1/n) = 1,
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which contradicts the assumption ν(E) = 1. The contradiction obtained
finishes the proof.

Lemma 2. Let E be a Baire topological space and let G be a group of
homeomorphisms of E acting almost transitively in E, i.e., for any point
x ∈ E, the orbit G(x) is everywhere dense in E. Further, let X be a subset
of E having the Baire property and almost invariant with respect to G, i.e.,
for each g ∈ G, the set g(X)△X is of first category in E.

Then either X is of first category in E or E \X is of first category in
E.

Proof. Suppose to the contrary that both sets X and E \ X are of
second category in E. This means that

X = (U ∪ Y ) \ Y ′, E \X = (V ∪ Z) \ Z ′,

where U and V are two nonempty open sets in E and Y , Y ′, Z, Z ′ are some
first category subsets of E. By virtue of the almost transitivity of G, there
exists a transformation g ∈ G such that g(U) ∩ V 6= ∅. Since g(U) ∩ V is a
nonempty open set in the Baire space E, we infer that g(U)∩V is of second
category in E. Also, it is not difficult to check that

g(X) \X ⊃ (g(U) ∩ V ) \ (g(Y ′) ∪ Z ′),

so g(X)△X is of second category, which yields a contradiction and finishes
the proof.

Remark 1. By taking into account Banach’s statement on first category
open sets (see Exercise 30 from Chapter 0), it is not hard to show that the
analogue of Lemma 2 remains true for any topological space E. However,
such a generalization of Lemma 2 needs an uncountable form of the Axiom
of Choice.

Now, we are able to prove the following statement due to Pincus (cf.
[273]).

Theorem 5. In ZF & DC theory the existence of a normalized finitely
additive measure µ defined on P(ω) and vanishing on all singletons of ω
implies the existence of a subset of R without the Baire property.

Proof. In our further considerations it will be convenient to identify
the subsets of ω with the points of Cantor’s space C = {0, 1}ω. Clearly,
such an identification can be realized by a canonical one-to-one correspon-
dence between the subsets of ω and their characteristic functions. Also, we
will treat C as a compact topological group with respect to the addition
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operation + modulo 2. As is well known, in ZF & DC theory there exists
a Borel isomorphism

ψ : C → [0, 1]

which preserves the category of sets (cf. Exercise 18 from Chapter 10).
This ψ preserves the Baire property of sets, too. So, in the same theory,
the existence of a subset of C without the Baire property is equivalent to
the existence of a subset of [0, 1] without the Baire property.

Now, let µ be as in the formulation of Theorem 5, and suppose to the
contrary that all subsets of C possess the Baire property. Let us denote

I = {X ⊂ ω : µ(X) = 0}.

The ideal I is a certain subset of C having the Baire property in C and
satisfying the following two relations:

(i) I is invariant under the subgroup (G,+) of (C,+) defined by

G = {t ∈ C : (∃n ∈ ω)(∀m > n)(t(m) = 0)};

(ii) I is of first category in C.
The validity of (i) follows from the circumstance that µ vanishes on all

singletons of ω.
To show the validity of (ii), it suffices to apply Lemma 2 to the Baire

space C, to the everywhere dense subgroup G of C, and to the subset I
of C. Indeed, according to Lemma 2, either I is meager in C or C \ I is
meager in C. Assuming for a moment that C \ I is meager, we get that I
is co-meager. Consequently, the set

Z = I + (1, 1, 1, ..., 1, ...)

must be co-meager in C, too. But it can readily be observed that

Z ∩ I = ∅,

which is impossible for the two co-meager sets Z and I. The obtained
contradiction yields (ii).

We thus come to the equality I = ∪{Xn : n < ω}, where all sets
Xn (n < ω) are nowhere dense in C.

Notice now that if X is a nowhere dense subset of C and n is a natural
number (identified with {0, 1, ..., n− 1}), then for every mapping

s : n→ {0, 1}
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there exist a natural number m > n and a mapping

s′ : m→ {0, 1}

such that s ⊂ s′ and

(∀t ∈ C)(s′ ⊂ t⇒ t 6∈ X).

Keeping in mind the above circumstance, it is not difficult to construct
recursively a sequence {k(n) : n < ω} of natural numbers and a family

{si1i2...in : n < ω, i1 ∈ {0, 1}, i2 ∈ {0, 1}, . . . , in ∈ {0, 1}}

satisfying the following five conditions:
(a) k(n) < k(n+ 1) for each n < ω;
(b) if n < ω and i1, i2, . . . , in are natural numbers belonging to {0, 1},

then si1i2...in is a mapping acting from {0, 1, ..., k(n)} into {0, 1};
(c) if n < ω and i1, i2, . . . , in are natural numbers belonging to {0, 1},

then si1i2...in0 and si1i2...in1 are two distinct extensions of si1i2...in ;
(d) if n < ω, t ∈ C, and there exists (i1, i2, ..., in) ∈ {0, 1}{1,2,...,n} such

that
si1i2...in ⊂ t,

then t does not belong to the set X0 ∪X1 ∪ ... ∪Xn;
(e) if n < ω and j ∈ {0, 1, ..., k(n)}, then in the finite family

{si1i2...in(j) : (i1, i2, ..., in) ∈ {0, 1}{1,2,...,n}}

at most one term is equal to 1.
Further, take any mapping σ : ω → {0, 1}. This σ can be identified

with the sequence of its restrictions {σ|n : n < ω}. Obviously, for the
corresponding family {sσ|n : n < ω}, we get

sσ|0 ⊂ sσ|1 ⊂ . . . ⊂ sσ|n ⊂ . . . ,

so there exists a unique sσ ∈ C extending all sσ|n (n < ω).
It immediately follows from the described construction that
(f) sσ ∩ sσ′ is finite for any two distinct mappings

σ : ω → {0, 1}, σ′ : ω → {0, 1};

(g) for every σ : ω → {0, 1}, the mapping sσ does not belong to I, so
one has µ(sσ) > 0.
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But the relations (f) and (g) contradict Lemma 1, which completes the
proof of Theorem 5.

Remark 2. Let E be a ground set, A be a σ-algebra of subsets of
E, and let ν be a normalized finitely additive measure with dom(ν) = A.
Working in ZF & DC theory, suppose that ν is not countably additive.
This means that there exists a disjoint family {Yn : n < ω} of members
from A such that

ν(∪{Yn : n < ω}) >
∑

{ν(Yn) : n < ω}.

Let us denote

r = ν(∪{Yn : n < ω})−
∑

{ν(Yn) : n < ω}

and, for every set K ⊂ ω, let us put

µ(K) = (1/r)(ν(∪{Yn : n ∈ K})−
∑

{ν(Yn) : n ∈ K}).

A straightforward verification shows that µ is a normalized finitely additive
measure defined on the power set of ω and vanishing on all singletons of ω.
So, applying Theorem 5, we conclude that in ZF & DC theory the existence
of ν (which is not countably additive) also implies the existence of a subset
of R lacking the Baire property.
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Sächs. Akad. Wiss. Leipzig. Math.-Natur. Kl., 60, 1908, pp. 325–
338.

[20] A. Blass, A partition theorem for perfect sets, Proc. Amer. Math.
Soc., v. 82, 1981, pp. 271–277.
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[262] J.-P. Sydler, Conditions nécessaires et suffisantes pour l’équivalence
des polyédres de l’espace euclidien á trois dimensions, Comment.
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