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CHAPTER 4

Describing variables
numerically

Averages, variation and spread

—

‘» Scores can be described or summarised numerically- for example the average of a sample:
of scores can be given.

. ical or most
» The mean score is simply the average score assessed by the total of the scores divided by
the number of scores.

 Themodeis alue of the most frequently occurring

. ian i iddle if the scores are

@ The spread of scores can be expressed as the range (which is the difference between the
largest and the smallest score).

» Variance (an indicator of variability around the average) indicates the spread of scores in
the data. Unlike the range, variance takes into account all of the scores. It is a ubiquitous
statistical concept.

cal) data

o Outlers ge or small values n your ypical of your data.
trends iy present. Iden-
the

quality of your analysi.

Preparation

Clear overview

Introduce the chapter to give students a feel for

the topics covered.

5.2 PRINCIPLES OF THE CORRELATION COEFFICIENT 113

introduced the concept in Chapter 1 (Section 1.4) and go into a lot of detailin Chapters 10 and 11. Statistical significance
indicates that your correlation, etc. is unlikely to be a fortuitous or fluke inding. That i, the correlation is large enough
that it is unlikely to come from a population in which there is really a zero correlation. So you assume that your finding
reflects a relationship that truly exists. If it is unlikely that your correlation is a fluke then the correlation is said to be
statistically significant. This probability is usually set at .05 (i.c. 5%) or lower. However, the important point for now is
0 remember that statistical significance is invariably given with the value of the correlation coefficent.

We would write something like: ‘It was found that musical ability was inversely related to mathematical ability. The
Pearson correlation coefficient was .90 which is statistically significant at the 5% level with a sample size of 10." The
statement about statistical significance wil become clearer after you have studied Chapters 10 and 11.

1f we follow the advice of the 2010 Publication Manual of the American Psychological Association (APA) we could
write: *Musical ability was significantly inversely related to mathematical ability, r(8) = —.90, p<.05. The number in
brackets after 7 is the sample size minus 2. This number is called the degrees of freedom and is explained in detail in
Section 23.4. It is more usual in a statistical analysis to report degrees of freedom rather than sample size, Statistical
significance is usually reported as a proportion rather than a percentage. Computer packages like SPSS give the exact
significance level. The APA Publications Manual recommends that researchers give this exact significance rather than
simply to indicate significance at the 5% or .05 level.

‘ Box8.1  Keyconcepts

Covariance

Many of the basic conceps taught n introducory statistics
are relevant even at the advanced level. The concept of
covariance is one of these. As we have seen, covariance is
based on the deviation from the mean for the variable X
multiplied by the deviation of the variable Y for each pair
of scores. Tn other words, it i the top part of the Pearson
correlation formula. The correlation coefficient is simply
the ratio of the covariance over the largest value that the
covariance could take for a particular pair of variables.
That makes the correlation coefficient a standardised meas-
ure of covariance. But the term covariance crops up
throughout this book in a number of different contexts. It
is involved in ANOVA (especially the analysis of covari-
ance) and regression, for example - lots of places, some of
them unexpected.

One phrase that might cause some consternation when
you first come across it is that of the *variance—covariance”
matrix. This is simply a table (matrix) which includes the
variances of each variable in the diagonal and their covari-
ances off the diagonal. This is illustrated for variables X, Y
and Z in Table 8.3. The diagonal contains the variances but
the other numbers are the covariances ~ each of these is
presented twice because the covariance of X with Z s the
same as the covariance of Z with X.

Similar matrices are produced for correlation coeffi-
cients. However, in this case the diagonal consist of 1.00s
(the correlation of a variable with itslf s always 1) and the
off-diagonals have the correlation coefficients of each vari-
able with the other variables.

BTSRRI Variance-covariance matrix for three variables
Variable X Variable Y Variable 2
Variable X 2400 1533 1208
Variable ¥ 1533 4933 3733
Variable 2 1248 3733 5156

Key concepts

Offer guidance on the important concepts and
issues discussed in the text.
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11.4 PEARSON'S CORRELATION COEFFICIENT AGAIN 155,

| Box11.1 Focuson

Do correlations differ?

Notice that throughou this chapter we are comparing a
particular correlation coefficient obtained from our data
with the correlation coeffcient that we would expect to
obuain i there were no relationship between the two vari-
ables at all. Tn other words, we are calculating the likeli-
hood of obraining the correlation coefficient based on our
if in fact, ®
variables in the population from which the sample was
taken s actually 0. However, there are circumstances in
which the researcher might wish to assess whether two cor-
relations obtained in thei research are significantly diffcr-

individuals have been married. The researcher notes that
the correlation between satisfaction and length of marriage
s 25 for male participants but .53 for female participants.
There is clearly a difference here, but is it a statistically
significant one? So essentially the rescarcher needs to know.
whether a correlation of .53 is significantly different from
a correlation of .25 (the rescarcher has probably already
tested the significance of each of these correlations sepa-
rately but, of course, this does not answer the question of
whether the two correlation coeffcients differ from each
other). Itis a relatively simple matter to do this calculation.

ent from each other. Imagine, for example, that the It has to be done by hand, unfortunately. The procedure.
researcher is investigating the relationship between satisfac-  for doing this is described in Section 37.7 Comparing a
tion with one’s marriage and the length of time that study with a previous study.

|'11.4 Pearson’s correlation coefficient again

Computer programs such as SPSS give exact significance levels for your correlation cocf-
ficient. Nevertheless, originally one would have used tables of the distribution of the
corrclation coefficient to find the significance level. Occasionally you still might need to
consult such a table:

 For example, imagine that you are reviewing the research literature and find that one
old study reports a corrclation of .66 between two variables but fails to give the sig-
nificance level, then what do you do? This sort of situation can occasionally happen
ince not every research paper s exemplary in its statistical analysis. Or you wish to
check that there is not a typographical error for the given significance level then what
do you do? SPSS will not be of help in these situations.

© What if you wanted to know the size of correlation which would be statistically sig-
nificant for a given sample size? If, for example, you are expecting a small corrclation
of say .2 then how big a sample would be needed for this to be staristically significant?
“The only way to find out is to consult tables.

SPSS will not help you deal with these situations. So in this section we will explain
how significance levels may be obtained from tables so long as you know the size of the
correlation coefficient and the sample size (or in some tables the degrees of freedom)
involved.

“The null hypothesis for rescarch involving the correlation cocfficient is that there is 0
relationship between the two variables. In other words, the null hypothesis states that the
corrclation coefficient berween the two variables is .00 in the population (defined by the
null hypothesis). So what if, in a sample of 10 pairs of scores, the correlation is .94 as for
the data in Table 11.3? Do we accept or rcject the null hypothesis?
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‘ Explaining statistics 12.1

How the estimated standard error works

Table 12.3 is a sample of six scores taken at random from the population: 5, 7, 3,6, 4, 5.

Stepsin calculating the tandard error

Xscores) X (squared scores)

[ step1
(Tstepa | Using his information we can estimate he sandard rror of samples of sie 6 aken from
W2 the same population. Taking our six scores (X), we need to produce Table 12.3, where N = 6.

[ Step3 |  substitute these values in the standard error formula:

(estimated) standard error

Note that this is the same value as that given by SPSS in Screenshot 12.5.

Interpreting the results

“The standard error s 0.58. This is a measure of deviation of sample means from the population mean. It a difficulc
concept to make concrete. Very roughly speaking, we could say that the standard deviation is the typical amount by
which sample means deviate from the population mean. Some statisticians (e.g. Huck, 2009) dislike this sort of
explanation though they offer no easily understood alternative for non-statisticians. It s possible to use a special
mathematical distribution, the ¢-distribution, to indicate the proportions of sample means which lie between the
population mean and any number of standard errors away from it. This is discussed in the following two chapters.

Focus on

Explore particular concepts in more detail.

Explaining statistics

Take students through a statistical test with a
detailed step-by-step explanation.




GUIDED TOUR

358 CHAPTER 26 MULTIPLE COMPARISONS WITHIN ANOVA

Research examples

Multiple comparison tests

Iancevich (1976) conducted a field experiment in which sales personnel were assigned to various goal setting
groups. One was a participative goal-setting situation, another was an assigned goal group, and a third group
served as a comparison group.Various measures of performance and satisfaction were collected at various data
then 6 months, 9 months and 12 months after train-
ing. ANOVA was used together with the Duncan's multiple range test to examine where the significant differ -
ences were to be found between the experimental and control conditions. The results suggested that for up to
nine months both the participative and assigned goal setting groups had higher performance and satisfaction
levels. At 12 months, this advantage no longer applied.

Touliatos and Lindholm (1981) compared the ratings on the Behavior Problem Checklist for parents and teach-
ers. Some of the children rated were in counselling and others were not in counselling. Using ANOVA, it was

found g y
forth versus notin c d rat her
The researchers wanted to know just where in their data the differences lay. So they used Duncanis Multiple
Range Test which showed that more behavioural problems were seen by parents than by the children's
teachers.

Yildirim (2008) investigated the relationship between occupational burnout and the availability of various
sources of social support among school counsellors in Turkey. The analysis included other sociodemographic
variables. There was a significant negative relationship between burnout and sources of social support. How-
ever, bumout was not related to age, gender or marital status in this study. Some of the subdimensions of
burnout were related to some of these variables. The Scheffé test was employed to make finer comparisons
between the conditions of the ANOVA. For example, it was found that counsellors with only up to three years
of experience had higher levels of depersonalisation of burnout than those with more experience i this sort
of counselling.

[

 If you have more than two sets of scores in the analysis of variance (or any other test for that matter), it
important to employ one of the procedures for multiple comparisons.

 Even simple procedures such as mutiple t-tests are better than nothing, especiallyif the proper adjustment
is made for the number of t-tests being carried out and you adjust the critical values accordingly.

@ Moder computer packages, especially SPSS, have a range of multiple comparison tests. It s a fine art to
know which is the most appropriate for your particular ci Usually itis expedient
resulsfrom several tests ften they will give much the same resuls, especialy where the trends in the data
are clear.
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ey ooinis ]

© The related or correlated t-test s merely a special case of th lysis of variance for
(Chapter 24).Athough it i requently used i psychological researchittll us othing more than the equiva-
lent analysis of variance would do. Since the analysis of variance is generally a more flexible statistic, allowing
any number of groups of scores to be compared, it might be your preferred statistic. However, the common
occurrence of the t-test in psychological research means that you need to have some idea about what it is.

© The related t-test assumes that the distribution of the difference scores is not markedly skewed. If it s then
the test may be unacceptably inaccurate. Appendix A explains how to test for skewness.

I you compare many pairs of samples with each other in the same study using the t-test, you should consult
Chapter 26 to find out about appropriate significance levels. There are better ways of making multiple com-
parisons, as they are called, but with appropriate adjustment to the critical values for significance, multiple
t-tests can be justified.

 Ifyoufind that your related t-test is not significant, it could be that your two samples of scores are not cor-
related, thus not meeting the assumptions of the related t-test.

» Significance Table 13.1 applies whenever we have estimated the skandard error fmm the characteristics of
asample. However,if we had actually known the popul the stand-
ard error was the actual standard error and not an estimate, we shuuld not use Lhe t-distribution table. In
these rare (virtually unknown) circumstances, the distribution of the t-score formula s that for the z-scores.

 Although the correlated t-test can be used to compare any pairs of scores, it does not always make sense to
do so.For example, you could use the correlated t-test to compare the weights and heights of people to see
ifthe andthe differ itis arather stupid thing to do since the numeri-
cal values involved relate to radically different things which are not comparable with each other. It is the
comparison which is nonsensical n this case. The statistical test is not to blame. On the other hand, one could
compare a sample of people’s weights at different points in time quite meaningfuly.

Research examples

Demonstrate how the statistical tests have been

used in real research.

Key points

Each chapter concludes with a set of the key

points to provide a useful reminder when revising

a topic.
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[ key points } Computer analysis

 Research designs which require complex statistics such s the above ANOVAs are difficult and cumbersome
toimplement. Use them only after careful deliberation about what it is you really need from your research.

 Avoid the temptation to include basic demographic variables such as age and gender routinely as independ- Step'b)"SteP adVice and inStrUCtion on al’la|y5ing

ent variables in the analysis of variance. If they are key factors then they should be included, otherwise they

an merey ad to complesnteactons whichmybehad 0 nare and ot profabe when ou have data using SPSS Statistics is provided at the end of
each chapter.

COMPUTER ANALYSIS
Mixed design analysis of variance using SPSS

= Name the variables in Variable View of the Data Editor.
« Enter the data under the appropriate variable names in Data View of the Data Editor

Dat  (screenshot 271).
+ Select Analyze!, Fand' p
+ Enter number of conditions for reated ndependert vaiabl n‘Nmber of levels: box
Analsis  (screenshot 273). Select Add'and Defne
5 Variables: box
(screenshotz14)
2 . Fa ¢ box.
+ Select o )
3 “Separate Lines box.Select Add'and Continue.
+ Select Options., Descrptive satsics, Estmates of effect iz, Homogeneity est., Continue’
4 and 'K’ (Screenshot 27.5).
- Tests of {able.
outp =
2 determine f there . carmyover effect
FIGURE273 PSS steps for a mied ANOVA
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( Interpreting and reporting the output ) SPSS Screenshots

 The post-test mean for the experimental condition is higher than the other means i the Descriptive
Statistics output suggesting an interaction. This is confirmed in the Tests of Within Subjects
Contrasts table. Both the main efect o order and the interaction between order and condtion are .
statisticallysignificant. It s important that Bo Test of Equalit of Covariance Matrices and Levene's The g uidance on how to use SPSS for each
Test of Equality of Error Variances are non-significant.

 In lne with APA (2010) conventions and after carrying out some t-tests to determine which means CS : :
e T e e e e e statistical test is accompanied by screenshots, so
conditions and the change over time was statsticallysignificant, F(1,4) = 7.68,p < .05, m,% = 6. .
While the pre-test means did not differ significantly, £(4) = 0.76, two-tailed p < .492, the post-test
mean for the experimental condition (M = 11.00, D = 1.00) was significantly higher, t(4) = 6.12, the processes can be eas")’ followed.
two-tailed p < 004, than that for the control condition (M = 6.00, 5D = 1.00). The increase from
pre-test (M = 567,50 = 1.15) to post-test (M = 11,00, SD = 1.00) was significant for the
experimental condition, ¢(2) = 444, two-tailed p < 047, but not for the control condition,
€(2) = 1.00, two-tailed p < 423

e g e g e

F-F

SCREENSHOT 27.2
SCREENSHOT27.1  Data in Data View"

[ r—r— =
-
i . [ENE S ]

SCREENSHOT27.3  Enter the Number of Levels? or
occasions for the repeated measures. SCREENSHOT27.4  Select the variables.







Introduction

Our hope is that this seventh edition of what has been retitled Understanding Statistics
in Psychology with SPSS will contribute even more to the student learning experience. A
number of changes have been made to this end. One thing that has not changed which
sets this book apart from others aimed at students: it continues to provide an accessible
introduction to the wide range of statistics that are employed by professional researchers.
Students using earlier editions of the book will by now often be well into teaching and
research careers of their own. We hope that these further enhancements may encourage
them to keep Statistics in psychology using SPSS permanently on their desks while they
instruct their students how to do statistics properly. The abbreviation SPSS initially stood
for Statistical Software for the Social Sciences. Although the official name of the latest
release at the time of publication is IBM SPSS Statistics 23.0 we shall refer to it throughout
this book as SPSS because it is shorter, most users refer to it this way and the first letter
of the original acronym actually refers to Statistical and so to add Statistics again seems
repetitive. For most users of SPSS, SPSS versions have changed little since SPSS 13 came
out in 2003, so this book will also be suitable for those using these earlier releases.

We have considered very carefully the need for instruction into how to compute sta-
tistics using SPSS and other computer programs. Our approach in this book is to provide
the basic steps needed for the computation but we have added a number of screenshots
to help the reader with the analysis. Students of today are very familiar with computers
and many do not need overly detailed instructions. Too much detailed step-by-step
instruction tends to inhibit exploration of the program — trying things out simply to see
what happens and using one’s intelligence and a bit of knowledge to work out what things
mean. Students can become fixated on the individual steps and fail to learn the complete
picture of doing statistics using SPSS or other computer programs. In the end, learning to
use a computer program is quicker if the user takes some responsibility for their
learning.

Much of our daily use of computers in general is on a trial and error basis (we don’t
need step-by-step instructions to use Facebook or eBay) so why should this be different
for statistics programs? How many of us read instructions for the iPhone in detail before
trying things out? Of course, there is nothing unusual about tying statistics textbooks to
computer packages such as SPSS. Indeed, our Introduction to SPSS in Psychology is a
good example of this approach. It provides just about the speediest and most thorough
introduction to doing psychological statistics on SPSS. Unfortunately, SPSS is not the
complete answer to the statistical needs of psychologists. It simply does not do everything
that students (and professionals for that matter) need to know. Some of these things are
very simple and easily computed by hand if instructions are provided. Other things do
require computer programs other than SPSS when procedures are not available on SPSS.
We think that ideally psychologists should know the statistics which their discipline needs
and not simply those that SPSS provides.
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INTRODUCTION

SPSS is very good at what it does but there are times when additional help is needed.
This is why we introduce students to other programs which will be helpful to them when
necessary. One of the most important features of SPSS is that it is virtually universally
available to students for little or no cost thanks to site licensing agreements. Unfortu-
nately, this is not true of other commercial statistics software. For that reason we have
suggested and recommended programs which are essentially free for the user. The Web
has a surprisingly large amount of such software to carry out a wide range of statistical
routines. A few minutes using Google or some other search engine will often be bounti-
fully productive. Some of these programs are there to be downloaded but others, applets,
are instantly available for calculations. We have added, at the end of each chapter, advice
on the use of software.

This does not mean that we have abandoned responsibility for teaching how statistics
works in favour of explaining how to press keys on a computer keyboard. Although we
think it best that statistics are computed using statistics programs because the risk of
simple calculation errors is reduced, it seems to us that knowing how to go about doing
the calculations that computer programs will do for you leads to an understanding of
statistics which relying on computers alone does not. So we have included sections entitled
‘Explaining statistics’ which are based on hand calculation methods which should help
students understand better what the computer program does (more or less) when it is used
to do that calculation. Statistical techniques, after all, are little more than the mathemati-
cal steps involved in their calculation. Of course, they may be ignored where this level of
knowledge is not required.

The basic concept of the book remains the same — a modular statistics package that is
accessible throughout to a wide ability range of students. We have attempted to achieve
this while being as rigorous as possible where rigour is crucial. Ultimately this is a book
for students, though its emphasis on statistics in practice means that it should be valuable
to anyone seeking to familiarise themselves with the vast majority of common statistical
techniques employed in modern psychology and related disciplines. Not all chapters will
be useful to everyone but the book, taken as a whole, provides a sound basis for learning
the statistics which professional psychologists use. In this sense, it eases the transition
from being a student to being a professional.
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CHAPTER 1

Why statistics?

/

( Overview J

Students do not generally approach learning statistics positively. Everyone knows this but it
is demonstrated by research too. More importantly, this poor attitude towards statistics leads
to poor learning. Student culture tends to reinforce what is bad in the learning environment
for statistics.

A student’s experience within the school environment especially determines their attitudes to
mathematics, which in its turn impacts on their expectations concerning learning statistics.

There is a mistaken belief among students that statistics is not central to professional work
in psychology and other related careers. Why study something that is unnecessary for a
career in psychology? The truth is quite different. Professional psychologists rely on research
based on quantitative methods and statistics in their work.

Furthermore, psychologists in all fields are often expected to do relevant psychological
research as part of their work role.

Many of the professions outside psychology entered by students use knowledge based on
quantitative methods and statistics. So a good working knowledge of statistics puts psychol-
ogy students at an advantage in the employment market.

Learning statistics can be made hard because psychologists often employ old and outmoded
statistical ideas. Some of these ideas are not only unhelpful but also unworkable. This helps
contribute to the fog of confusion surrounding statistics. Textbook writers are frequently
guilty of perpetuating these counterproductive ideas.

Too much emphasis is placed on significance testing. Worthwhile as this is, statistics can
contribute much more to research than just that. It is important to have an overview of the
extensive contribution that statistics makes to psychological knowledge.

Not many mathematical skills are needed to develop a good working understanding of the role
of statistics in psychological research. All but a few students have these skills. Even where these
skills have got a little rusty, they can be quickly relearnt by motivated students.
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Introduction

For many psychology students the formula is simple: statistics = punishment. Statistics
is ‘sadistics’. Most would avoid statistics given the choice. This makes a very unpromis-
ing learning environment. And what about the poor soul teaching statistics to reluctant
students? Student ratings of statistics modules can bring tears to the eyes of all but the
most classroom weary and hardened of professors and lecturers. All round, what could
be more unsatisfactory? Couldn’t statistics simply be left out of psychology degrees?
Well yes, but it is unlikely to happen. Statistics is central to quantitative research in
psychology and the creation of psychological knowledge. Surely there are many prac-
titioners who do a great deal of good without needing statistics? Even if this were true
in the past it is not so nowadays. The rigid distinction between researcher and practi-
tioner no longer applies. Modern practitioners combine practice with research. Psy-
chologists working in the prison service, in clinical psychology, in education and so
forth are usually expected to do some research. This is also true for many of the other
professions that psychology graduates may enter. We are living in an information-based
society and a great deal of this comes from statistically based research. The bottom line
is that some knowledge of statistics is professionally important.

However, statistics (along with mathematics) is generally negatively evaluated. The
average person has an attitude to statistics without knowing much about what it
involves. They may groan at the very mention of the word. Hackneyed old phrases such
as ‘you can prove anything with statistics’ and ‘lies, damned lies and statistics’ will be
trotted out to dismiss its achievements. Statistics can be used misleadingly but that
is not generally the objective. We all know that minor adjustments to a graph can
distort the truth. A modest growth or decline in a graph may be dramatically
changed to seem miraculous or calamitous. Statistics deserves greater respect than its
reputation suggests.

The word statistics comes from the Latin for state (as in nation). Statistics originally
was the information collected by the State to help Government in its decision-making.
The Government’s appetite for statistical information is prodigious as we all know. All
areas of the Government’s planning and decision making are guided by statistical data —
pay, pensions, taxes, health services, prisons, the police and so forth. Big supermarkets
use it, charities use it, the health service uses it, industrialists use it — you name it and they
probably use statistics.

Sound statistical knowledge is fundamental to understanding, planning and analysing
research. Nevertheless, students study psychology to know about psychology — not to
study statistics. They may not realise that the psychology that they will learn is very
dependent upon statistics. Of course there is qualitative research in psychology which
does not involve statistics almost by definition but qualitative research is very much in
the minority. For the foreseeable future, quantitative methods are likely to have a strong
grip on the bulk of psychological research. Statistics and psychology are intertwined.

Statistics isn’t taught just to punish students — no matter if it feels that way. It is
central to the whole enterprise of psychology. So why not try to see statistics as a sort
of cuddly friend which will help you in all sorts of ways? We are serious here. Criticisms
of the dominance of statistics in psychology are common, of course. As much as anyone
else, we are as against the mindless application of statistics in psychology for its own
sake. Psychology may seem obsessed with a few limited statistical topics such as signifi-
cance testing but this is to overlook the myriad of more far-reaching positive benefits
to be gained from the proper application of modern statistical ideas. Statistics provides
a means of finding order in otherwise vast sets of confusing data. Some of this variety
of use is illustrated in Figure 1.1.
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Estimates the sample size
which is not too big and not
too small. That is, the sample
size which does not waste
resources because it is too Tests for statistical significance

Helps you draw tables and big but will detect a trend if — that's whether the trend in
diagrams which illustrate there is one.

your data in the most
informative way.

the data would be very unlikely
to be the result of chance due
to sampling.

Some of the things that
Provides ways of assessing statistics does
what the validity of atest ~—— —
would be if the measure were
perfectly reliable.

Helps build ‘models’ which
account for relationships
between variables.
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impossible. In these
circumstances the group may
be systematically different

Helps develop ways of making
predictions of what is most
likely using a set of

predictors. in important ways. These
differences may be controlled for.
L FIGURE 1.1 Some things statistics can do for the researcher

L 1.2 Research on learning statistics

Our culturally endemic negative view of statistics ensures that the research on psychology
students and statistics is generally depressing reading. Trepidation and anxiety just about
sum up the initial response of students to learning statistics. Gordon (2004) surveyed a
large number of Australian psychology students about their experience of statistics classes.
Three-quarters would not have studied it except it was compulsory. They saw statistics
as boring and difficult and felt that psychology and psychologists do not need statistics.
Their approach was to treat statistics like it was a few mechanical procedures to be
applied without understanding why. One student put it this way to Gordon (1995):

I have a very pragmatic approach to university, I give them what they want. .. Ireally
do like knowledge for knowledge’s sake, but my main motivation is to pass the course.
(paragraph numbered 18)

Those students who tried to master the methods and concepts of statistics nevertheless had
difficulty in understanding its importance. Students who saw statistics as being more person-
ally meaningful in their studies would say things like ‘It would probably be useful in whatever
job I do’ (Gordon, 1995). As might be expected, these more positively orientated students
performed a little better in their statistics tests and examinations than the more negative group.
The negative group were not generally less able students and did not generally do worse than
other students on other modules. But not seeing the point of statistics did have a negative
impact on their studies. Figure 1.2 provides a broad classification of students in terms of how
they see the relevance of statistics and their personal assessment of the discipline.
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FIGURE 1.2 Responses of students to statistics according to Gordon (1995)

1.3 What makes learning statistics difficult?

It is usually recognised by university staff that teaching statistics involves dealing with the
anxieties, beliefs and negative attitudes concerning the subject (Schau, 2003). Background
issues like these may be the most important things in the learning process. University can
be an experience full of emotion, and emotion affects learning. This is perhaps most true
for a topic such as statistics. Real tears are shed. One student told Gordon (1995), ‘I was
drowning in statistics’ — words which are both emotive and extreme but real. Being at
university and studying statistics follows a long period of personal development through
schooling (and for some at work). Personal histories, experiences, needs and goals are
reflected in our strategies for coping with statistics (Gordon, 2004). These influence the
way that we think about our learning processes and education more generally. Beliefs
such as ‘I’'m no good at maths’ will impact on our response to statistics.

In other words, a student can bring to learning statistics baggage which may seriously
interfere with studying. Issues to do with one’s mathematical ability are high on the list.
Some students may (incorrectly) assume that their low maths skills make statistics too
hard for them. This is reinforced by those departments which require good maths grades
for admission. With other time pressures, such students may adopt avoidance tactics such
as skipping lectures rather than putting the time into studying statistics. Furthermore,
every statistics class has its own culture in which students influence each other’s attitudes
to learning statistics. A class dominated by students antagonistic to statistics is not a good
learning environment. Acting silly, talking in class or plagiarising the work of other stu-
dents just does not help.

Whether mathematical ability is important to making a good statistics student is doubt-
ful. Research strongly indicates that three factors — anxiety, attitudes and ability (see
Figure 1.3) are involved in learning statistics and other somewhat unpopular activities such
as learning second languages (Lalonde and Gardner, 1993). A negative attitude towards
statistics is associated with poorer performances in statistics to some extent. Anxiety plays
its part primarily through a specific form of anxiety known as mathematics (math) anxiety.
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P?smve Lack of A bit of Doing well
attitude to (maths) I . _
. . . ability in statistics
statistics anxiety
FIGURE 1.3 Formula for doing well in statistics based on research findings

This is more important in this context than trait or general anxiety such as where someone
has a generally anxious personality in all sorts of situations. Mathematics anxiety is com-
mon among psychology students. Those with higher levels of mathematics anxiety tend to
do worse in statistics. To be sure, mathematical ability is associated with better test and
examination results, but not to a major extent. Poor mathematical ability has its influence
largely because it is associated with increased levels of mathematical anxiety. That is, in
itself, poor mathematical ability is not primarily a cause of worse results.

If more research evidence is needed, using a formal measure known as the Survey of
Attitudes toward Statistics, Zimprich (2012) showed that attitudes towards statistics are
made up of four components:

e Affect: How positive or negative a student is about statistics (e.g. ‘T will like
statistics’).

e Cognitive competence: A student’s beliefs about their ability and competence to do
statistics (e.g. ‘I will make a lot of maths errors in statistics’).

@ Value: Attitudes concerning the relevance and usefulness of statistics (e.g. ‘I use statis-
tics in my everyday life’).

e Difficulty: The student’s views about how difficult or easy statistics is (e.g. ‘Statistics
is a complicated subject’).

All of these were interrelated, as one might expect. They also correlated with actual
achievement in statistics. These attitudes were much more important than actual maths
ability in terms of how well students do in statistics. In other words, how a student feels
about statistics has a far more tangible effect on their performance on statistical tests and
examinations than their mathematical ability.

Along with others, we would argue that the level of mathematical ability needed to
cope with the mathematical part of statistics is not great — fairly minimal in fact. Generally
speaking, there are few occasions when it is necessary to do calculations by hand and then
these are usually simple. Often you will find websites which will calculate the things which
SPSS does not do. Mostly, though, the statistical analyses you need are available on SPSS
and other statistics programs. So long as you have entered your data correctly and chosen
an appropriate statistical analysis you do not have to worry about the calculation. Some
basic mathematics is helpful, of course, when learning about statistics since numbers and
symbols won’t be quite so daunting. Statistics is a maths-based discipline and its concepts
are generally defined by formulae rather than in words. So if you are good at understand-
ing mathematical formulae then this is an advantage, though far from necessary. Even
researchers differ widely in their mathematical skills and many would not see themselves
as mathematical at all. Yet they have learnt to use statistics appropriately and intelligently,
which is very much the task facing students. You need to understand the purpose of a
statistical test and why it was developed, understand a little about how it works, know
when to use it and most of all be able to make sense of the computer output. Maths is
peripheral for the most part.
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Just what mathematical knowledge does one need to achieve a working knowledge of
statistical analysis? By and large if you understand the concepts of addition, subtraction,
multiplication and division then you have the basics. You may not always get the right
answer but the important thing is that you understand what these mathematical opera-
tions are about. What might you need beyond this? Probably just the following;:

® You need to understand the concept of squaring (that is multiplying a number by itself).

@ You need to understand the concept of square root (the square root of a number is that
number which when multiplied by itself gives the original number).

e It is good too if you understand negative numbers — such as that when multiplying two
negative numbers you get a positive number but when you multiply a positive number by
a negative number then the result is a negative number. A short time spent trying out positive
and negative calculations on a calculator is a good way to refresh yourself of these basics.

o Itis preferable if you understand the underlying principles or ‘rules’ governing mathematical
formulae as these are used in statistical formulae, but if you don’t, your computer does.

Not much else is necessary — if you know what a logarithm is then you are in the ultra-
advanced class. All in all, the requirements are not very demanding. Anything that has
been forgotten or never learnt will be quickly picked up by a motivated student. Not all
lecturers will share this opinion. Nevertheless, the overwhelming majority know that
students can really struggle with statistics for any number of reasons. So they provide
teaching which serves the needs of all students taking the psychology programme, not just
the maths-able ones.

Irrespective of how mathematical statistics is or isn’t, it has to be acknowledged that
statistics is a unique and distinctive way of thinking (Ben-Zvi and Garfield, 2004; Ruggeri,
Dempster and Hanna, 2011). It has its own language and concepts. Grasping the statisti-
cal way of thinking and learning to speak statistical language takes some effort. Students
in all sorts of disciplines struggle somewhat with statistics, it is not just psychology stu-
dents. Statistical thinking is a different way of thinking.

Broadly speaking, different research designs require different statistical techniques. So
you really need to understand the different kinds of research design before statistical
analysis makes sense. Statistical problems in research are often research design problems.
You really do have to formulate your research question, your hypotheses and your
research design carefully for the statistical analysis to fall into place. Every degree course
will give you a grounding in research methods and how research is done. But such knowl-
edge will not translate directly into an ability to do research. This is developed through
practical or lab classes in which you experience the process of doing research. Although
research skills build up quite slowly over the course of your degree these skills are little
or nothing to do with mathematics. They are about the application of logic and thought
to the research process. Statistical analysis takes a minor role compared to the more gen-
eral research skills involved in a quantitative study. If you are confused about your
research question, your hypotheses and your research design, it follows that you will be
confused about the appropriate statistical analysis.

{ 1.4 Positive about statistics J

So how does one go about having a more positive attitude towards statistics? Part of the
answer lies in having an appreciation of what statistics does prior to being exposed to the
nitty-gritty or detail taught in the stats lecture room. Just why did statistics become so
important in modern research when for centuries people did experiments and other research
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without significance testing and the like? One of the most well-known statistical techniques
used by psychologists is the t-test (see Chapters 13 and 14) or the Student #-test as it is also
known. For decades, psychology students have learnt to do a #-test. Student was the pen
name of William Gosset who had studied chemistry and mathematics at university. He was
employed by the Guinness Brewery in Dublin as a ‘bright young thing’ in the 1890s.

One issue that was important to the company was quality control. There are obvious
practical problems if every bottle or barrel of beer had to be tested, for example, in order
to see if the alcoholic strength was constant throughout all batches. Gosset worked on
the problem of the extent of error that is likely to occur when small samples were being
used in quality control. He developed a mathematical way of calculating the likely error
which can occur when testing samples compared to the entire output. If you decided to
take a sample of just 10 bottles, to what extent is the sample likely to mislead you about
the alcoholic strength of the product in general?

Of course, you will never know from a sample exactly what the error will be but Gosset
was able to estimate its likely extent from the variability within the sample. Put into a for-
mula, this is the idea of standard error which plagues many students on introductory sta-
tistics courses. The #-test is based on standard error. By developing this, Gosset had laid the
systematic basis for doing research on samples rather than on everything. Think about it:
if it had not been for Gosset’s innovation then you would spend your lifetime carrying out
your first research study simply because you need to test everyone or everything (the popula-
tion). So rather than considering William Gosset as some sort of alien, it would be best to
regard him as one of the statistical cuddly friends we mentioned earlier!

s it statistically significant?

The point of Gosset’s revolutionary ideas is probably easy to see when explained in this
way. But instead students are introduced to what to them are rather complex formulae and
the question ‘Are your findings statistically significant?” The question ‘Is it significant?’ is
one of the fixations of many psychologists — the question probably sounds like a mantra to
students when they first begin to study psychology. So intrusive is the question that for most
students, statistics in psychology is about knowing what test of statistical significance to
apply in what setting. A test of statistical significance addresses the possibility that a trend
that we find in our sample could simply have occurred by chance when there is no trend in
reality. That is, how likely is it that the trend could simply be the result of a fortuitous selec-
tion of a sample in which there appears to be a trend? (A trend might be, say, athletes
scoring more highly on a measure of personal ambition than non-athletes or a relationship
between a measure of ability to speak foreign languages and a measure of sociability.) But
significance testing is only a small part of statistics, which provides a whole range of tools
to help researchers (and students) address the practical problems of data analysis. Research
data can be very simple but also very complex. Statistics helps sort out the complexity and
uncertainty involved in understanding your data.

What sample size do | need?

Gosset’s focus on small samples begs the question of how small a sample can be used.
There would be something perverse about planning research which involved a sample size
so small that our findings could never be statistically significant. But that is done inadvert-
ently all of the time simply because researchers (including students) do not address the
question of sample size properly. Often the advice given to those asking what sample size
to use is that they should get as big a sample as they can. But this is a crude way of going
about deciding sample size. Even the smallest trend will be statistically significant if the
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sample size is large enough. However, there is little point in using large samples when
smaller ones would be adequate. The optimum sample size depends on the size of the
effect the researcher thinks is worthwhile investigating, the statistical significance level
required and the risk of not supporting the hypothesis when it is in fact true that the
researcher is prepared to take. There are conventional values for the latter two but the
researcher may wish to vary these.

There are no objective criteria which tell us what potential size of effect is worth study-
ing which apply irrespective of circumstances. It might appear obvious that research
should prioritise large trends but it is not as simple as that. In medical research, for
instance, there are examples of very small trends which nevertheless save lives. Taking
aspirin has a small effect on reducing the risk of heart attacks but saves lives in aspirin
takers compared with a control group. The size of a trend worth the research effort there-
fore depends on what is being considered. A pill which prevents cancer in 10% of people
would be of more interest than a pill which prevents flatulence in 10% of people, for
example. So if a researcher designs a study which has a sample size too low to establish
a statistically significant trend then this would be more worrisome in the case of the cancer
cure than in the case of the flatulence cure. Chapter 40 explains how to go about deciding
sample size in a considered, rational way. This area of statistics is known as statistical
power analysis. So the apparently simple question of the sample size needed is rather more
complex than at first appears.

This is not the place to give a full overview of the role of statistics in psychological
research. It is important, though, to stress that statistics can help you with your research
in many ways. This is hardly surprising since statisticians seek to address many of the
problems which researchers face in their quantitative research. Now this book is just
about as comprehensive as understandable statistics texts get but not everything that
statistics can do is represented. Nevertheless, you will find a great deal which goes far
beyond the issue of statistical significance. Take, for example, factor analysis
(Chapter 33). This is not at all about statistical significance but a way of finding or iden-
tifying the basic dimensions in your data. So, for example, many famous theories of
personality and theories of intelligence have emerged out of factor analysis — for instance,
that of Hans Eysenck (Eysenck and Eysenck, 1976) which suggests that extraversion,
neuroticism and psychoticism are the major underlying dimensions or components of
personality on which people differ. There is no way that a researcher can simply look at
their data, which can be enormously complex, and decide what its underlying structure
is. It is not possible to identify extraversion, neuroticism and psychoticism simply by
looking at the data from a 50-item questionnaire that has been completed by 2000
participants. But statisticians (and psychologists with a strong interest in statistics) devel-
oped methods of doing just that and computers make this as simple as it can be.

Statistics also has a very important role in model building. This sounds complicated but
it isn’t too difficult. A model is simply a proposed set of relationships between variables. So,
for instance, the relationships shown in Figure 1.3 between various characteristics of stu-
dents studying statistics and their achievement in tests and examinations is a sort of model.
Statistics addresses just how well the data fits the proposed model — there may be other
characteristics of the student that need to be considered in addition to those in Figure 1.3
in order to account fully for how well students do in statistics. The researcher may propose
models but, equally, statistical techniques also help identify potential models.

Some of the other things which statistics can help you with include:

e Is the trend that I have just found in my data big or small?
@ Does this line of research show potential for further development?

@ Are the measures that I am using sufficiently reliable and valid to detect a trend that
I am interested in?



1.5 WHAT STATISTICS DOESN'T DO 9

@ Is it possible to amalgamate a number of variables into a single, more readily under-
stood one?

e Can I eliminate competing explanations of my findings so as to give more credence to
my hypothesis?

@ How best can I present my data graphically in order to visually present my findings to
an audience at a conference?

e Can I combine the findings of different studies so as to have a good idea of the typical
findings of past research?

Statistics is just one aspect of the decision-making process which underlies research in
psychology. It should not dominate a researcher’s thinking exclusively. It is not even the
most important part of research. But without it your decision-making may not be
optimal.

1.5 What statistics doesn’t do

Years of experience teaching statistics means, of course, that we were the statistics doctors
whom students having problems with analysing their data came to — or even got sent to.
These encounters vary widely. Some students simply do not have a clue about statistics
and cannot relate what they learnt in statistics lectures with their own research. Other
students appear to want help but really they are seeking confirmation that their ideas for
their analysis are correct or that they have understood their data correctly. Yet others have
designed their research so badly that either it is difficult to analyse at all or it is difficult
to analyse using the statistics that the student knows at this point.

You should not blame your lack of statistical knowledge when your research does not
allow you to answer the question that you set about addressing in the research plan. It is
essential to think carefully about what your research design achieves prior to collecting
data. While planning your research, ask yourself just how you will answer your research
questions using the data you are collecting. The less clear you are about your research
questions then the more difficult this is to do. And your lack of statistical knowledge will
rarely be the problem.

It is surprising the number of students who stumble early on in the research process
like this. Deadlines for research proposal submissions can result in the writing of a
research plan which is not as good or clear as it should be. You should be in a position
to plan your analysis in advance of collecting your data. Just how will you go about doing
your analysis? This implies that you could insert more or less random numbers, etc. into
your analysis and go on to perform the analysis based on these before you collect your
actual data. What tables would you need? What statistical techniques would be employed?
Such questions ought to be thought about very early in the planning of one’s research.
But the temptation is to leave the statistical issues to last in the hope that something or
someone will come to your rescue. Such pre-planning is a hard thing to do as a beginner
but if you cannot detail your analysis early on then why do you expect to be hit by a wave
of insight after you have collected your data?

So sometimes students do not have a clear grasp of the research that they are proposing
to do. Confusion can be caused by trying to achieve too much in one study, but insuffi-
cient preparation may also be responsible. It is difficult for any of us to be clear about
our ideas without investing the time to think carefully. You should talk to anyone pre-
pared to listen. There is no quicker way of recognising problems with your research
proposals than finding yourself unable to explain clearly to someone else just what you
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intend to do or how the data you collect will help answer the research question. The point
is that you should not blame statistics for problems which are due to poor understanding
and planning of one’s own research.

In research, few of us are trailblazers who generate ideas and methods which have
no bearing on what has gone before. What this means is that there usually is a wealth
of research into a particular topic already. Read this research as you will find answers
to many of the questions that you need to ask yourself. Just how is it possible to measure
‘love’, religious beliefs, preferences and so forth? The likelihood is that others have
thought long and hard about this. Why not pay attention to what they have to say? Ask
yourself just what is an appropriate research design to address research questions like
mine? Similarly, what statistical techniques did other researchers use to analyse their
data when studying a topic like yours? Surely they provide strong clues about a suitable
analysis? This is not to suggest that you slavishly follow what other people have done
but that you learn from them and possibly improve on their work. All of this requires
that you read the work of other researchers in copious amounts. This can be hard, and
it can take a long time. And when we say read we mean try to understand each aspect
of what the researcher did and why they did it. Don’t gloss over the hard bits as these
may tell you what you need to know. In the end, thorough reading of research in the
field that you are interested in will provide you with many of the answers you need.
Simply concocting a research proposal on the back of an envelope without doing the
necessary spade work is far more difficult and risky than building your ideas on the
basis of what others have done.

Easing the way J

Is there an easy way of learning statistics? Yes and no is the answer — we are psychologists
after all. It clearly would take a lot of effort to become a statistician developing statistical
knowledge and theory. But a psychologist wishing to use statistics effectively only needs
a working knowledge of statistics, which is a very different thing from statistical expertise.
That is, using statistics correctly and effectively in our work, but no more than that, is a
realistic target for most of us. The hard work has been done by many statisticians over
the years but we do not need to know all of the details of how they developed their tech-
nique. We simply need to know enough to use the technique properly. This is not cheating
in any way. You don’t need to know all of the intricacies of a car’s mechanics to be able
to drive it and nor do you need to know the intricacies of the electronics of your iPad in
order to use it. It is much the same with statistics — you need to work out what statistics
are appropriate to your problem and apply them appropriately. Perhaps this is a slight
understatement, but the basic principle is that you are a user of statistics and limited
knowledge will get you a long way.

One of the problems in learning statistics is that the advice of those around you can be
misleading or unhelpful. This is not because of anything malicious on their part but simply
because there is some false or incomplete knowledge about statistics around. Many psy-
chologists learnt most of what they know about statistics when they were students. This
may have been state-of-the-art then (though we suspect not) and has not been brought
up to date since by some of them. Examples of old ideas which are no longer regarded as
adequate are the following:

® Many statistical tests require that your data are normally distributed This means that
your data should follow a bell-shaped distribution curve (known as the normal curve).
The problem is that this assumption was built into developing the statistical technique
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by its inventor. Even though this assumption may not be met, the test may still do an
adequate job. Few psychologists know the extent to which assumptions may be vio-
lated without materially altering the value of the test. Furthermore, many of the statisti-
cal techniques used by psychologists were invented long before computers came along.
Their inventors had to rely on theoretical mathematical distributions such as the
t-distribution, the z-distribution, the F-distribution and the chi-square distribution.
They then had to develop statistical formulae which corresponded with these distribu-
tions. Even if your data violate a test’s assumptions there are ways of dealing with this.
For example, you could use something known as bootstrapping which is only possible
because of computers (see Chapter 21). In bootstrapping, many random samples are
taken from your data and the distribution of samples is based on these, not on a theo-
retical distribution. The only trick is that in order to do this your sample is in effect
made huge by repeating or replicating your data numerous times. Bootstrapping does
not require that your data are bell-shaped or follow any particular distribution. Hence
there are few circumstances where violating a test’s assumptions cannot be dealt with.
SPSS will calculate statistical tests using bootstrapping if you request it.

There are three types of scores — ordinal (rankable), interval and ratio These can be
differentiated conceptually (see Chapter 2) but rarely if ever can a psychologist say in
which category their scores belong. Students struggle to differentiate the three and, not
surprisingly, they fail but see the failing as being their inadequacy rather than the futil-
ity of the task. This old-fashioned conceptualisation still has a strong hold on the
statistical thinking of psychologists and is practically ubiquitous in statistics textbooks.
However, for nearly every purpose these three different types of data can be analysed
using the same statistics. If you read the research literature, you will find little or no
discussion of which type of data is employed. Nominal data are separate and consist
basically of frequencies of cases in different named categories. The categories are not
numbers. Worrying too much about the sort of scores you have can be counterproduc-
tive given that there is little practical consequence in terms of the analysis.

If your data do not meet the assumptions that the data are normally distributed, then
you need a distribution free (or nonparametric) test There are a number of problems
with this. One is that nonparametric tests are not as versatile and effective as the para-
metric tests which assume the data are bell-shaped in distribution overall. That is, there
may be no substitute to use when your data do not meet the parametric assumptions.
The second problem is that it is not necessarily true that a nonparametric test works
better than a parametric test when the latter’s requirements are not met. The nonpara-
metric technique is built on its own assumptions. Thirdly, as explained above, there
are now ways of getting around the problems of the bell-shaped distribution such as
the bootstrapping methods. What is confusing, in addition, is that if one reads psycho-
logical research journals the statistics employed are nearly all parametric in nature and
little attention is paid to whether or not the data are normally distributed. Indeed, tests
of normality of the distribution are frequently missing. We explain how these tests can
be done in Chapter 5, however.

These are just examples and they will become clearer when you read the appropriate sec-
tion of this book. There are other problems of the reverse nature. Some psychologists fail
to apply the same level of caution that is applied in the examples above in circumstances
where they should. A good example of this is the analysis of variance (especially Chap-
ter 25). In this, things called main effects and interactions are often identified. But great
care is needed because the technique gives priority to finding main effects and looks for
interactions secondarily. What this means is that interactions may be subsumed by main
effects when a little common sense would show that the main effects are really interac-
tions. Details are in Chapter 235.
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The point is that the statistical environment in which many students learn their statis-
tics is an intrinsically confusing one. There is a good chance that you will be exposed to
mixed messages about statistics. This is made more difficult by the fact that in research
there may be numerous (appropriate) ways of analysing the same data. So the student
may find it difficult to know which statistical test to apply but not realise that more than
one may be appropriate. Some of these techniques superficially seem so different that the
student has problems believing that they could all be correct. But they may well be. So
when we explain that the #test and the correlation coefficient yield fundamentally the
same answer when they are applied to the same data, we are giving an example of this
problem (see Chapter 37).

[ 1.7 What do | need to know to be an effective user of statistics? }

So what do you really need to know in order to be an effective user of statistics? The essen-
tial things have nothing to do with mathematics: they are to do with basic concepts in
research. If you can apply these key ideas to your data then the statistical analysis follows
from that. Any statistical procedure has limits to where and when it can be applied. These
limitations are often largely to do with the nature of the research design or the data. There
are statistical techniques which are used for related designs and statistical techniques which
are used for nominal data. So the appropriate statistical analysis depends on your recognis-
ing what the features of your research design are — what sort of research design you have.
The things that you need to know are probably covered by the following list:

@ The difference between a score and a category variable. Overwhelmingly psychologists
use score variables.

® Score variables are ones which imply a quantity of something. An IQ of 120 implies
something quantitatively different from an IQ of 80. Most psychological tests give
quantitative scores.

e Categorical variables (category variables or nominal variables) are ones where the
categories have no quantitative implications. For example, male versus female is a
category variable which we would refer to as gender. Similarly, Manchester United
Football Supporter, Liverpool Football Supporter and Chelsea Football Supporter
is also a category variable which we might refer to as football team supporter. This
sort of data usually consists of the frequency (total number) of people (or things)
which fall into each category. So the data might be 50 Manchester United support-
ers, 23 Liverpool supporters and 70 Chelsea supporters, for example.

e It is important to classify each of your variables as scores or category (categorical)
variables. This allows you to decide the possible statistical techniques. Some statisti-
cal techniques work only for scores, some work only for category variables, and
others use both. (Very occasionally, a category variable may be treated as a score
variable but for now that is too sophisticated — it is explained in Chapter 42.)

e Almost without exception, score variables in psychology simply indicate increasing
quantities of something. Although many psychology students have anguished over
whether their variables are on what they call a ratio or equal interval scale, it is almost
always impossible to say things like ‘Jean is twice as intelligent as John’ which implies
a ratio scale. (This is discussed more in Chapter 2.) Statistically, these issues do not
matter. As we pointed out earlier, the problem is that these varieties of scales can confuse
students when they try to apply them to their variables. It is a total conundrum which
will only perplex students and is not altogether necessary in the first place. The most
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important thing to remember, though, is that for virtually every psychological variable
imaginable it is impossible to make comments that imply that one person is twice as,
three times as, half as, etc. intelligent, sociable, withdrawn or whatever as another
person. So simply do not make such claims and you won’t go far wrong.

e The difference between a related and an unrelated research design (see Photo 1.1).
Related designs tend to be more efficient in terms of data but are less common in psy-
chology. In a related design, people are measured twice (or more) using a particular
measure or alternative versions of the same measure. So studies where people are
measured at two or more different points in time are related designs. There is one slight
complication. When groups are matched by having pairs of people who are similar on
a measure or measures this is also a related design. In unrelated designs, each person
is measured just once on each variable and no matching is attempted. Some designs are
mixed related and unrelated designs (e.g. see Chapter 27). If you get this wrong then
your analysis of your research design may not be as efficient as it could be. This is a
key matter of psychological methodology and does not involve statistics as such but
your understanding of research designs.

PHOTO 1.1 To what extent would people at a wedding reception be considered a related sample?

So, there we are, statistics is almost certain to be a challenge for most students but it
should be less of a challenge than it first appears to be. If we take the analogy that learn-
ing statistics has a lot in common with learning a foreign language then a few things
become more clear. We do not expect to learn a foreign language well in just a few lessons.
However, we do expect that we can do some basic communication very quickly. We also
may think that we recognise some of the words in the foreign language which is statistics
but we should be careful as their meaning may not be the same as in our everyday lan-
guage. We will not learn a foreign language unless we use it as much as possible — so do
not be shy about talking about your statistical analyses to other people. When we know
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something of a foreign language then we can understand a lot more than we can actually
speak. In statistics, we can understand the elements of new techniques even though they
are very advanced. This may be enough for most psychologists in most circumstances.

[ 1.8 A few words about SPSS }

This is a computerised world and we use computers for many tasks. Research has been
transformed by the digital revolution. Students arrive at university with computer skills.
So it is generally good news about SPSS and students. The Windows system of drop-down
menus, etc. is instantly recognisable. Most students are well used to using computers
without needing detailed instruction manuals. If you get it wrong then no harm is done
and you can quickly try alternatives to see what button pressing works and what does
not. For this reason, we could encourage everyone to adopt an exploratory approach to
computing statistics with SPSS. Competence will quickly build up and you will automati-
cally know what button does what. Although we have provided step-by-step instructions
for many statistical procedures along with a number of screenshots, we have kept these
down to a reasonable and manageable number. Explore to see what SPSS has available
and where to find it. There are numerous drop-down menus which give you many options.
Choose a different option just to see what happens. Of course, there are times when you
need to be pointed in the right direction. Sometimes it is not obvious where a particular
procedure is to be found on SPSS. So step-by-step instructions save a lot of frustration on
occasion. But mechanically following step-by-step instructions all of the time slows down
becoming a skilled user of SPSS and understanding what its output means yourself. At
some stage the tightrope walker needs to abandon the safety net. As a psychology student,
you will use only a fraction of what is available on SPSS.

All statistics teaching in psychology involves the use of SPSS or some other statistical
package. SPSS is very widely available in universities and many other places. Yet it does
have some weak points and does not always provide the statistics that you need. Quite
often, though, SPSS provides the important steps which you just substitute into a formula.
Since this book is about learning a practical working knowledge of statistics, the statistical
technique is the primary thing for us. So we include some procedures that are not available
on SPSS. Sometimes there is alternative software available from the web and other times
you will find websites which will do the calculation for you. Use your favourite search
engine to track these down — for example, try #-test calculator and see what you come up
with. We found lots.

The major downside of statistics programs like SPSS is that although they have almost
eliminated the labour and frustration of hand-calculations, they have raised the stakes in
terms of the demands on the statistical analysis. They have made it possible for almost
anyone to use statistical techniques which were scarcely considered by researchers in the
past. So the researcher has to understand a wider range of statistical techniques and ideas
than ever. As a consequence, students have more to learn about. This does mean facing up
to one’s statistics demons, though these probably will not be too scary if you only just try.

[ 1.9 Quick guide to the book’s procedures and statistical tests }

Table 1.1 provides you with an overview of procedures and statistical tests covered in this
book should you want to skip to the chapter or chapters that you think are most relevant
to your needs or interests.
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Table 1.1 Major types of analysis and suggested SPSS procedures

Type/purpose of analysis

1. Descriptive statistics

Displaying data for a single variable in
tables and diagrams

Displaying data for two or more
variables in tables and diagrams

Displaying distribution shape of scores

Determining central tendency and
dispersion
Determining standard deviation

Determining standard error
Standardising scores

2. Frequency variables
Comparing frequencies for one
unrelated categorical variable

Comparing frequencies for two
unrelated categorical variables

Comparing frequencies for two
unrelated categorical variables with
some low expected frequencies

Comparing frequencies for two related
categorical variables

Comparing frequencies for three or
more unrelated categorical variables

Finding predictors for a category
variable with two categories

Finding predictors for a category
variable with more than two categories

3.Score variables

3.1.1 Determining agreement among
two or more raters

3.1.2 Determining the internal
reliability of a measure:

of all components of a measure

of all components when split into two
halves

3.1.3 Determining the factorial structure
or dimensionality of a measure

Suggested procedures

Frequency table

Pie chart, bar chart, histogram

Crosstabulation or
contingency table

Graph, compound clustered
and stacked bar chart and
histogram

Scattergram

Frequency table

Histogram
Means, medians, mode, range,

interquartile range, variance

Standard deviation of score
variable

Standard error of score
variable

Standardised or z-scores

One-way chi-square
Chi-square

Fisher test

McNemar chi-square test

Loglinear analysis
Binomial logistic regression

Multinomial logistic regression

Kappa coefficient

Cronbach’s alpha reliability

Split-half reliability

Principal components analysis

Chapter

3, pp. 36-38

3, pp. 38-41
7, pp- 93-104

8, pp. 105-114

5, pp. 64-76

4, pp. 48-63
6, pp. 77-92
12, pp. 164-171

6, pp. 77-92

18, pp. 243-244
18, pp. 231-241

18, pp. 242-243

18, pp. 245

41, pp. 603-627
43, pp. 646-690

42, pp. 628-645

38, pp. 547-550

38, pp. 544-546

38, pp 543-544

33, pp. 451-472

SPSS options

Analyze, Descriptive Statistics,
Frequencies.. ., pp. 45-46

Analyze, Tables, Custom Tables. ..

pp. 103-104

Graphs, Chart Builder. . .
Dialogs, pp. 103-104

Graphs, Chart Builder. . .,
pp. 124-125

Analyze, Descriptive Statistics,
Frequencies. .., pp. 75-76
Graphs, Chart Builder. . .
Dialogs, pp. 75-76
Analyze, Descriptive Statistics,
Frequencies.. ., pp. 62-63
Analyze, Descriptive Statistics,
Descriptives. . ., pp. 90-92
Analyze, Descriptive Statistics,
Descriptives. .., pp. 170-171
Analyze, Descriptive Statistics,
Descriptives. . ., pp. 90-92

or Legacy

or Legacy

Analyze, Nonparametric Tests, Legacy
Dialogs, Chi-square. .., pp. 248-250

Analyze, Descriptive Statistics,
Crosstabs. . ., pp. 248-250
Analyze, Descriptive Statistics,
Crosstabs.. ., pp. 248-250

Analyze, Nonparametric Tests, Legacy

Dialogs, 2 Related Samples. . .,
pp. 248-250

Analyze, Loglinear, Model
Selection. .., pp. 626-627
Analyze, Regression, Binary
Logistic. .., pp. 689-690
Analyze, Regression, Multinomial
Logistic. .., pp. 644-645

Analyze, Descriptive Statistics,
Crosstabs. . ., pp. 552-553

Analyze, Scale, Reliability Analysis. .

pp.552-553

Analyze, Scale, Reliability Analysis. . .

pp-552-553

Analyze, Dimension Reduction,
Factor..., pp. 471-472

.y
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Type/purpose of analysis

3.2. Correlating score and/or
dichotomous variables

Assessing the linear relationship
between two score variable, one score
variable and one binary variables or
two binary variables

Assessing the linear relationship
between two ranked score variables

Eliminating one or more variables from
a Pearson correlation coefficient

3.3. Predicting one score from
another score

3.4. Determining variance in one
score variable accounted for by two
or more predictor variables

Finding the smallest number of
predictors which best predict a score
variable

Finding which of a number of
predictors best predict a score variable
Finding if one predictor mediates the
relation between one predictor and a
score variable

Finding whether the prediction of the
score variable is affected by the order
in which the predictors are placed
Testing interaction or moderator
effects for continuous predictors of a
score variable

3.5. Determining differences in one
score variable between two groups
Comparing non-normally distributed
data for two unrelated groups

Comparing non-normally distributed
data for two related groups

Comparing two unrelated sets of
scores for differences

Comparing two related sets of scores
for differences

Comparing two variances

3.6. Determining differences in one
score variable between two or more
groups

Comparing non-normally distributed
data for three or more unrelated groups

Comparing non-normally distributed
data for three or more related groups

Suggested procedures

Pearson correlation
coefficient

Spearman correlation
coefficient

Partial correlation

Simple regression

Stepwise multiple regression

Standard or simultaneous
multiple regression

Standard or simultaneous
multiple regression

Hierarchical multiple
regression

Hierarchical multiple
regression

Mann-Whitney U-test

Sign test

Wilcoxon matched pairs test

Unrelated t-test

Related t-test

F-ratio test

Kruskal-Wallis

Friedman’s test

Chapter

8, pp. 105-116
11, pp. 150-163

8, pp. 116-119

11, pp. 150-163
32, pp. 439-450

9, pp. 126-139

34, pp. 482-484

34, pp. 474-479

34, pp. 474-479

34, p. 479

39, pp. 554-569

21, pp. 271-273

21, pp. 267-268

21, pp. 269-271

14, pp. 186-202

13, pp.172-185

22, pp. 281-289

Appendix B2,
pp. 668-670

Appendix B2,
pp. 670-671

SPSS options

Analyze, Correlate, Bivariate. . .,
pp. 122-123;162-163

Analyze, Correlate, Bivariate. . .,
pp. 122-123;162-163

Analyze, Correlate, Partial. . .,
pp. 449-450

Analyze, Regression, Linear. . .,
pp. 137-139

Analyze, Regression, Linear. . .,
pp. 489-490

Analyze, Regression, Linear. . .,
pp. 489-490
Analyze, Regression, Linear. . .,
pp. 489-490

Analyze, Regression, Linear. . .,
pp. 505-506

Analyze, Regression, Linear. . .,
pp. 574-575

Analyze, Nonparametric Tests, Legacy
Dialogs, 2 Independent Samples. . .,
pp. 275-277

Analyze, Nonparametric Tests, Legacy
Dialogs, 2 Related Samples. . .,

pp. 275-277

Analyze, Nonparametric Tests, Legacy
Dialogs, 2 Related Samples. . .,

pp. 275-277

Analyze, Compare Means,
Independent-Samples T Test... .,

pp. 201-202

Analyze, Compare Means, Paired-
Samples T Test. .., pp. 184-185.
Analyze, Compare Means, Means. ..,
pp. 288-289

Analyze, Nonparametric Tests, Legacy
Dialogs, K Independent Samples. . .,
pp. 672-673

Analyze, Nonparametric Tests, Legacy

Dialogs, K Related Samples.. .,
pp. 672-673
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Type/purpose of analysis

Comparing one dependent variable in
three or more unrelated groups

Comparing means of two unrelated
groups when more than two groups
Comparing one dependent variable in
three or more related groups

Comparing one dependent variable in
two or more unrelated variables
Comparing one dependent variable in
one related and one unrelated
variable

Comparing one dependent variable in
one or more unrelated variables while
controlling for one or more related
variables

3.7. Determining differences in two
or more score variables between two
or more groups

Comparing two or more dependent
variables on two or more independent
variables

Determining variables best
discriminating two or more groups

4. Determining sample size

5. Averaging effect sizes

6. Recoding groups for multiple
comparison tests

7. Recoding values

8. Selecting subsamples
9. Adding and averaging components

of a measure
10. Selecting a random sample

Suggested procedures

Unrelated one-way analysis of
variance (ANOVA)

Multiple comparisons

Related one-way analysis of
variance (ANOVA) or repeated
measures

Unrelated two-way analysis of
variance (ANOVA)

Mixed two-way analysis of
variance (ANOVA)

One-way analysis of
covariance (ANCOVA)

Multivariate analysis of
variance (VANOVA)

Discriminant function analysis

Power analysis
Meta-analysis

Recoding old values into new
values

Selecting if

Computing new values

Chapter
23, pp. 290-307
26, pp. 351-361

24, pp. 308-323

25, pp. 324-350

27, pp. 362-378

28, pp. 379-394

29, pp. 395-410

30, pp. 411-423
40, pp. 576-599
37, pp. 521-539
31,p.434

3, pp. 38, 40-42
31, pp. 432-433

36, pp. 515-518

10, pp. 143-149

SPSS options

Analyze, Compare Means, One-Way
ANOVA. .., pp. 306-307

Analyze, General Linear Model and
Univariate. . ., pp. 359-361
Analyze, General Linear Model,
Repeated Measures. . .,

pp. 322-323

Analyze, General Linear Model,
Univariate. .., pp. 348-350
Analyze, General Linear Model,
Repeated Measures. . .,

pp. 376-378.

Analyze, General Linear Model,
Univariate. . ., pp. 392-394.

Analyze, General Linear Model,
Multivariate. . ., pp. 408-410

Analyze, Classify, Discriminant. ..,
pp. 422-423

File, New, Syntax, p. 434

Transform, Recode into Different
Variables. .., pp. 46-47

Data, Select Cases.. .,

pp.- 432-433

Transform, Compute Variable. ..,
pp.516-518

Data, Select Cases.. .,

pp.- 148-149

-

&

[ ey poincs

e Statistics is a difficult topic for most students but an essential part of psychological research.

e The difficulties in learning statistics are more to do with attitudes towards the subject and beliefs about one’s
own mathematical abilities than actual ability levels. So a basic understanding of the positive contribution
that statistics makes to psychological research is helpful as is a realistically low expectation of the mathemati-

cal demands that learning statistics imposes.

e A sound working knowledge of statistics involves a basic understanding of the workings of the statistical
technique in question together with the computational skills needed to execute this technique. Ignoring the
first of these components will not help you to become competent in statistics.
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COMPUTER ANALYSIS

SPSS Analyze Graphs and Transform drop-down menus

Options for conducting statistics are initially selected from the ‘Analyze’ drop-down menu (Screenshot 1.1). The
first option on this menu is ‘Reports’ and the last option is ‘Spatial and Temporal Modeling...". The right-pointing
arrowheads on the right of options indicate further options on sub-menus. So, for ‘Compare Means’ the first
option on the sub-menu is ‘Means. . .’ and the last one is ‘One-Way ANOVA. ..’ (Screenshot 1.1). Options for
graphs are at first selected from the ‘Graphs’ drop-down menu (Screenshot 1.2). The first option on this list is
‘Chart Builder. . . " and the last one is ‘Legacy Dialogs’ (see Chapters 8 and 5, respectively). Options for changing
or transforming data are firstly selected from the ‘Transform’ drop-down menu (Screenshot 1.3). The first
option on this list is ‘Compute Variable. .. and the last option is ‘Random Number Generators. ..". The options
you are most likely to use on this menu are ‘Compute Variable. . ." and ‘Recode into Different Variables. ..’ (see
Chapters 36 and 3, respectively).

( )

Data Editor
Analyze  DirectMarketing Graphs  Utilities Add-ons Window  Help

L] Means... |
One-Sample T Test..
Ei Independent-Samples T Test..

Reports
Desuiplive Slatistics

Custom Tables

Compare Means

General Linear Model

Generalized Linear Models

Mixed Models

Correlate

Regression

Loglinear

Neural Networks

Classify

Dimension Reduction

Scale

Nonparametric Tests

Forecasting

Sunvival

Multiple Response
2 Missing Value Analysis. .

Multiple Imputation »

Complex Samples b
B8 simulation...

Quality Control >
ROC Curye...

Spalial and Temporal Modeling... *

Summary Independent-Samples T Tesl
5 paired-samples T Test..
I3 one-way ANOVA...

v v w w W W W W W W W W W W Fw € wr w

SCREENSHOT 1.1 ‘Analyze’ drop-down menu
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Graphs  Uslities Add-gns  Window Help

P SA%%
M8 Graphboard Template Chooser.. - — Ly —
Weibull Flol...
[ compare sungreups | e !
Regression Variable Plots
Legacy Dialogs ' Bar-

[l z08ar.

B uine..

[ area

Eris.

B tigh-Low.

[l Bogplot .

[@Emgrear.

[ Population Pyramid.

3 scatterDot...

i Histogram..

SCREENSHOT 1.2

‘Graphs’ drop-down menu

SCREENSHOT 1.3

SPSS Statistics Data Editor
Transform  Analyze Direct Marketing  Graphs

B Compute Variable...
=1 B3 Programmability Transformation...
| [ count values within Cases.
Shift Values...
[& Recode into Same Variables...
[&] Recoae into Different variables .
[ Automatic Recode...
Create Dummy Variables
[b2 visual Binning...
[ optimal Binning...
Anonymize Variables
Prepare Data for Modeling »
B4 Rank Cases ..
@ Date and Time Wizard...
[ Create Time Series...
#f Replace Missing Values .
@ Random Number Cenorators...

' Run Pending Transforms Clril+G

‘Transform’ drop-down menu
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CHAPTER 2

Some basics

Variability and measurement

/

{ Overview }

Statistics are used to describe our data but also assess what reliance we can place on infor-
mation based on samples.

Avariable is any concept that we can measure and that varies between individuals or cases.

Variables should be identified as score (also known as numerical) variables or nominal (also
known as category, categorical and qualitative) variables.

Formal measurement theory holds that there are more types of variable — nominal, ordinal,
interval and ratio. It is difficult to distinguish ordinal, interval and ratio measurement in
practice in psychology.

Nominal variables consist of named categories whereas score variables are measured in the
form of a numerical scale which indicates the quantity of the variable.
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2.1

Introduction

Imagine a world in which everything is the same: people are identical in all respects. They
wear identical clothes; they eat the same meals; they are all the same height from birth;
they all go to the same school with identical teachers, identical lessons and identical facili-
ties; they all go on holiday in the same month; they all do the same job; they all live in
identical houses; and the sun shines every day. They do not have sex as we know it since
there are no sexes so everyone self-reproduces at the age of 30; their gardens have the
same plants and the soil is exactly the same no matter whose garden; they all die on their
85th birthdays and are all buried in the same wooden boxes in identical plots of land.
They are all equally clever and they all have identical personalities. Their genetic make-up
never varies. Mathematically speaking all of these characteristics are constants. If this
world seems less than realistic then have we got news for you — you need statistics! Only
in a world of standardisation would you not need statistics — in a richly varying world
statistics is essential.

If nothing varies, then everything that is to be known about people could be guessed
from information obtained from a single person. No problems would arise in generalising
since what is true of Sandra Green is true of everyone else — they’re all called Sandra Green
after all. Fortunately, the world is not like that. Variability is an essential characteristic
of life and the social world in which we exist. The sheer quantity of variability has to be
tamed when trying to make statements about the real world. Statistics is largely about
making sense of variability.

Statistical techniques perform three main functions:

1. They provide ways of summarising the information that we collect from a multitude
of sources. Statistics is partly about tabulating your research information or data as
clearly and effectively as possible. As such, it merely describes the information col-
lected. This is achieved using tables and diagrams to summarise data, and simple for-
mulae which turn fairly complex data into simple indexes that describe numerically
the main features of the data. This branch of statistics is called descriptive statistics for
very obvious reasons — it describes the information you collect as accurately and suc-
cinctly as possible. The first few chapters of this book are largely devoted to descriptive
statistics.

2. Another branch of statistics is far less familiar to most of us: inferential statistics. This
branch of statistics is really about economy of effort in research. There was a time
when in order to find out about people, for example, everyone in the country would
be contacted in order to collect information. This is done today when the government
conducts a census of everyone in order to find out about the population of the country
at a particular time. This is an enormous and time-consuming operation that cannot
be conducted very often. But most of us are familiar with using relatively small samples
in order to approximate the information that one would get by studying everybody.
This is common in public-opinion surveying where the answers of a sample of 1000
or so people may be used, say, to predict the outcome of a national election. Even
though samples can sometimes be misleading, nevertheless it is the principle of sam-
pling that is important. Inferential statistics is about the confidence with which we can
generalise from a sample to the entire population (see Photo 2.1).

3. The amount of data that a researcher can collect is potentially massive. Some statisti-
cal techniques enable the researcher to clarify trends in vast quantities of data using
a number of powerful methods. Data simplification, data exploration and data reduc-
tion are among the names given to the process. Whatever the name, the objective is
the same — to make sense of large amounts of data that otherwise would be much
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People vary in very obvious ways but they also vary in terms of their psychological characteristics. Just what would a

PHOTO 2.1 small sample of people such as this tell us about the bigger crowd? (Photo: Dennis Howitt)
too confusing. These data explanation techniques are mainly dealt with in the later
chapters of this book.
[ 2.2 \Variables and measurement }

The concept of a variable is basic but vitally important in statistics. It is also as easy as
pie. A variable is anything that varies and can be measured. These measurements need
not correspond very well with everyday notions of measurement such as weight, distance
and temperature. So the gender of a person is a variable since it can be measured as either
male or female — and gender varies among people. Similarly, eye colour is a variable
because a set of people will include some with brown eyes, some with blue eyes and some
with green eyes. Thus measurement can merely involve categorisation. Clinical psycholo-
gists might use different diagnostic categories such as schizophrenia, bipolar disorder and
anxiety in research. These diagnostic categories constitute a variable since they are differ-
ent mental and emotional states to which people can be allocated. Such categorisation
techniques are an important type of measurement in statistics.

Another type of measurement in statistics is more directly akin to everyday concepts
of measurement in which numerical values are provided. These numerical values are
assigned to variables such as weight, length, distance, temperature and the like — for
example, 10 kilometres or 30 degrees. These numerical values are called scores. In
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psychological research many variables are measured and guantified in much the same
way. Good examples are the many tests and scales used to assess intelligence, personality,
attitudes and mental abilities. In most of these, people are assigned a number (or score)
in order to describe, for example, how neurotic or how extraverted an individual is. Psy-
chologists will speak of a person having an IQ of 112 or 93, for example, or they will say
an individual has a low score of 6 on a measure of psychoticism. Usually these numbers
are used as if they corresponded exactly to other forms of measurement such as weight
or length. For these, we can make statements such as that a person has a weight of
60 kilograms or is 1.3 metres tall.

Major types of measurement

Traditionally, statistics textbooks for psychologists emphasise different types of measure-
ment — usually using the phrase scales of measurement. However, for virtually all practical
purposes there are just two different types of measurement in statistics. These have already
been discussed, but to stress the point:

1. Score/numerical measurement This is the assignment of a numerical value to a meas-
urement. This includes most physical and psychological measures. In psychological
jargon, these numerical measurements are called scores. We could record the IQ scores
of five people as in Table 2.1. Each of the numerical values in the table indicates the
named individual’s score on the variable IQ. It is a simple point, but note that the
numbers contain information that someone with an IQ of 150 has a higher intelligence
than someone with an IQ of 80. In other words, the numbers quantify the variable.

2. Nominal/categorical/category measurement This is deciding to which category of a
variable a particular case belongs. It is also appropriate to refer to it as a qualitative
measure since it measures the qualities of the variable rather than the quantity on the
variable. So, if we were measuring a person’s job or occupation, we would have to
decide whether or not he or she was a lorry driver, a professor of sociology, a debt
collector and so forth. This is called nominal measurement since usually the categories
are described in words and, especially, given names. Thus the category ‘lorry driver’ is
a name or verbal description of what sort of case should be placed in that category.

Notice that there are no numbers involved in the process of categorisation as such. A
person is either a lorry driver or not. However, you need to be warned of a possible confu-
sion that can occur. If you have 100 people whose occupations are known, you might
wish to count how many are lorry drivers, how many are professors of sociology and so
forth. These counts could be entered into a data table like Table 2.2. Notice that the
numbers this time correspond to a count of the frequency or number of cases falling into

g R\
Table 2.1 1Q scores of five named individuals
Individual 1Q score
Stan 80
Mavis 130
Sanjit 150
Sharon 145
Peter 105
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Lorry drivers

Debt collectors

Other occupations

Sociology professors

Table 2.2 Frequencies of different occupations

Occupational category

Number or frequency in set

27
10
15
48

each of the four occupational categories. They are not scores, but frequencies. The num-
bers do not correspond to a single measurement but are the aggregate of many separate
(nominal) measurements. There is more about the concept of frequency in Box 2.1.

Box 2.1 Key concepts

Frequency

The concept of frequency tends to be taken a little for
granted in statistics textbooks although it can cause some
confusion in practice. A frequency is simply a count of
how often a particular something occurs in your data. So
counting the number of people with red hair in your sam-
ple gives you the frequency of red-haired people. Quite
obviously, therefore, frequency and frequent are not the
same — a frequency of 1 cannot usually be described as
frequent. In some disciplines, frequency is defined as how
often something occurs in a given period of time, such as
in the frequency of sound waves. However, in psychology,
this usage is not so common and frequency simply means
the number of times something occurs in your data. You
will find the word count used instead of frequency espe-
cially in statistical analysis computer program output.
Frequency is the main statistical procedure which can
be used with nominal category data. The analysis of nomi-
nal category data is largely in terms of counting the fre-
quency of occurrence of each of the categories of nominal
category variables. This is straightforward enough. Things
risk getting confused when frequencies are used in relation
to score data. So, as we have seen, we can count the fre-
quency of any sort of characteristic in our data such as the
frequency of children with dyslexia in a school class. But,
equally, we can count the frequency of participants in a
research study with an IQ of 140. That is, dyslexia and 140
are both categories (different values) in our data and so

their frequencies can be counted. Dyslexia may have a fre-
quency of 15 and the IQ of 140 may have a frequency of
23 or whatever. It is in the idea that the IQ of 140 has the
frequency of 23 that the confusion may emerge. Surely 140
and 23 are both numbers just as 15 is a number? Indeed
they are all numbers, but 140 is a score on the variable IQ
and 23 is its frequency. What this boils down to is as
follows:

® Frequency refers to the number of times that a particular
category (or value) of a variable appears in the data. It
is irrelevant whether these categories are given a name
(e.g. dyslexia) or a number (e.g. 140).

® Scores refer to the amount or extent or quantity of a
variable. So a number can be a frequency or a score.
Consequently, it is important to carefully distinguish
between the two since both are numbers.

There is another potential confusion in relation to
scores. Sometimes, a researcher will count how often a par-
ticipant does something and use this as a score. So, for
example, a researcher might be interested in people’s abili-
ties to write text messages. A measure of skill at texting
might be the number of errors that a person makes while
texting for one minute. In this case, each person’s frequency
of making errors is being used as a score on the variable
‘texting errors’, for example.
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Make a habit of mentally labelling variables as numerical scores or nominal categories.
Doing so is a big step forward in thinking statistically. This is all you really need to know
but you should be aware that a more complex system has been used in psychology for
many years and that SPSS employs a variation on that. Read the following section to learn
more about scales of measurement.

Formal measurement theory

Many psychologists speak of four different scales of measurement. Conceptually they are
distinct. Nevertheless, for most practical situations in psychologists’ use of statistics the
nominal category versus numerical scores distinction discussed above is sufficient.

The four ‘theoretical’ scales of measurement are as follows. The scales numbered 2, 3
and 4 are different types of numerical scores.

1. Nominal categorisation This is the placing of cases into named categories —nominal clearly
refers to names. It is exactly the same as our nominal measurement or categorisation pro-
cess. This sort of data is often referred to as categorical data as well as nominal data.

2. Ordinal (or rank) measurement The assumption here is that the values of the numerical
scores tell us little else other than which is the smallest, the next smallest and so forth
up to the largest. In other words, we can place the scores in order (hence ordinal) from
the smallest to the largest. It is sometimes called rank measurement since we can assign
ranks to the first, second, third, fourth, fifth, etc. in order from the smallest to the
largest numerical value. These ranks have the numerical value 1, 2, 3, 4, 5, etc. You
will see examples of this later in the book, especially in Chapters 8 and 21. However,
few psychologists collect data directly as ranks.

3. Interval or equal-interval measurement The basic idea here is that in some cases the
intervals between numbers on a numerical scale are equal in size. Thus, if we measure
distance on a scale of centimetres then the distance between 0 and 1 centimetre on our
scale is exactly the same as the difference between 4 and 5 centimetres or between 11
and 12 centimetres on that scale. This is obvious for some standard physical measure-
ments such as temperature.

4. Ratio measurement This is exactly the same as interval scale measurement with one
important proviso. A ratio scale of measurement has an absolute zero point that is
measured as 0. Most physical measurements such as distance and weight have zero
points that are absolute. Thus zero on a tape measure is the smallest distance one
can have — there is no distance between two coinciding points. With this sort of scale
of measurement, it is possible to work out ratios between measures. So, for example,
a town that is 20 kilometres away is twice as far away as a town that is only
10 kilometres away. A building that is 15 metres high is half the height of a building
that is 30 metres high. (Not all physical measures have a zero that is absolute
zero — this applies particularly to several measures of temperature. Temperatures
measured in degrees Celsius or Fahrenheit have points that are labelled as zero.
However, these zero points do not correspond to the lowest possible temperature you
can have. It is then meaningless to say, for example, that it is twice as hot if the
temperature is 20 degrees Celsius than if it were 10 degrees Celsius.)

These different scales of measurement are illustrated in Figure 2.1 which includes
additional examples. Nominal or categorical measurement is to be found in a distinct,
blue box because it is very different from the other three types of measurement. Nominal
or category measurement is about categorisation and involves qualities #zot quantification.
The types of measurement in the green sections are similar to each other as they involve
quantities. In practice, it is hard to separate them in terms of their applicability to
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Nominal categories Ordinal measurement or ranks
a) Involves putting a variable into a small number a) The scores can be ordered from smallest to largest
of categories b) Only a rank order is implied - e.g. 1st, 2nd, 3rd etc.
b) The categories do not correspond to numerical values c) Rather like 1st, 2nd, 3rd etc. in a race. Knowing that
c) So the categories might be the Australian Team, the British someone came 2nd does not indicate how far or how
Team, the French Team and the Canadian Team many seconds they were behind the winner

The different scales of

measurement
Interval measurement Ratio measurement
a) The size of the difference between scores is an indication a) Like Interval Measurement but allows ratios to be
of magnitude calculated between scores meaningfully
b) So if Bill was 5 seconds behind the winner, Fred was b) So if Tom took 50 seconds and Bill took 100 seconds then
7 seconds behind the winner etc. then these times are it can be said that Tom took half the time that Bill did - or
based on an equal interval scale of measurement - that is that Tom is twice as fast as Bill
an interval of 1 second c) There has to be a meaningful zero to the measurement

c) However, unless you have other information, it is not
possible to say how long the winner, Bill and Fred took
running the race

t FIGURE 2.1 Different scales of measurement and their characteristics

psychological data. Thus it is far from easy to apply the last three types of measurement
in psychology with certainty. Put another way, it is usually very difficult to distinguish
between ordinal, interval and ratio scales of measurement. Most psychological scores do
not have any directly observable physical basis which makes it impossible to decide
whether they consist of equal intervals or have an absolute zero. It is noteworthy that the
most convincing examples of these three different types of measurement come from the
physical world, such as temperature, length and weight — it is virtually impossible to think
of examples from psychology itself. Time perhaps is a rare example as in reaction time.

For many years this problem caused great controversy and confusion among psycholo-
gists. For the most part, much current usage of statistics in psychology ignores the distinc-
tions between the three different types of numerical scores. This has the support of many
statisticians. On the other hand, some psychologists prefer to emphasise that some data
are best regarded as rankable and lack the qualities which are characteristic of interval/
ratio data (see Figure 2.2). They are more likely to use the statistical techniques to be found
in Chapter 21 and the ranking correlation coefficient (Chapter 8) than others. In other
words, for precisely the same data, different psychologists will adopt different statistical
techniques. Usually this will make little difference to the outcomes of their statistical analy-
ses — the results. In general, it will cause you few, if any, problems if you ignore the three
subdivisions of numerical score measurement in your practical use of statistics. The excep-
tions to this are discussed in Chapters 8 and 21. Since psychologists rarely if ever collect
data in the form of ranks, Chapters 3 to 7 are unaffected by such considerations.

What system does SPSS use? Well the terms nominal and ordinal are used as described
above. However, interval and ratio levels of measurement are combined by SPSS under
the name ‘scale’. In “Variable View’ (see SPSS instructions at the end of this chapter) on
SPSS you can specify the nature of each variable using these three categories of nominal,
ordinal and scale. Mostly SPSS works fine if you do not do this but you may at some stage
find that it demands you do so for a particular procedure. Use the drop-down menu in
the column headed ‘Measure’. It may say ‘unknown’ if no information has been given.
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Nominal
Score data
category data
There is just one Ordinal or

sort of nominal -

rankable data
category data

— Interval data

— Ratio data

FIGURE 2.2 Two practical types of scales of measurement

~

@ Always ask yourself what sort of measurement it is you are considering - is it a numerical score on a variable
or is it putting individuals into categories?

® Never assume that a number is necessarily a numerical score. Without checking, it could be a frequency of
observations in a named category.

e Clarity of thinking is a virtue in statistics — you will rarely be expected to demonstrate great creativity in your
statistical work. Understanding precisely the meaning of terms is an advantage in statistics.
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COMPUTER ANALYSIS

Some basics of data entry using SPSS

Nominal (category/categorical) data are usually analysed differently from data based on scores (including ordinal,
interval and ratio data) in statistics. Generally nominal data are entered in the form of an arbitrary numerical code
(e.g. 1 = females, 2 = males) which stands for verbal descriptions and, of course, scores are entered as num-
bers too. The data are entered in the spreadsheet called ‘Data View’ (Screenshot 2.2). You specify details of each
variable in ‘Variable View’ (Screenshot 2.1). Switch between the two using the tab at the bottom of the screen.
You may wish to indicate the type of measurement each variable is in ‘Variable View’ by using the drop-down
menu under ‘Measure’ six columns to the right of ‘Decimals’. Usually it does not matter but some SPSS analyses
require it. Overwhelmingly, psychological data is collected in the form of scores.

o Make sure that you are in ‘Variable View' by clicking on the tab if necessary.
e Name your variable at the beginning of the row. Meaningful names are the sensible way to go

SCORE
DATA (Screenshot 2.1).
o Make selections, etc. for any of the characteristics you wish. It usually is a good idea to have no
SCORE decimal places where the scores are whole numbers as this keeps the data looking simple.
DATA e Exploring the options is a good way of learning fast.
o Make the ‘Type’ column entry ‘Numeric’ using the drop-down list.
SCORE o Change to Data View’ by clicking the ‘Data View' tab (Screenshot 2.2).
DATA
o Click on the appropriate cell to highlight it and type in the score for that participant on that
SCORE variable.
DATA * Move to other cells using ‘Return’ or by clicking on with the cursor.
o Corrections are easily made by highlighting a cell, deleting and replacing the entry.
SCORE e Whole rows or columns can be deleted by clicking on the first cell and dragging up or down to
DATA highlight the cells, then deleting.
e This is similar to entering score variables.
NOMINAL o Qne difference is that the entry in the ‘“Type’ column should be selected to be ‘Nominal’.
DATA
e Another important difference is that the various different categories (values) may be given a
NOMINAL verbal description. If you include these, then it is far easier to understand the computer output
DATA because recognisable names will be given rather than numbers. See Screenshots 2.3, 2.4 and 2.5.
o |f you prefer to see these verbal labels rather than their numerical codes, in ‘Data View’ click
NOMINAL View then Value labels. Where appropriate, the numbers will change to the fuller label.
DATA
FIGURE 2.3 Entering score and nominal data into SPSS W
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CHAPTER 3

Describing variables

Tables and diagrams

/

E Overview ]

Tables and diagrams are important aspects of descriptive statistics (the description of the
major features of the data). Examining data in detail is a vital stage of any statistical analysis
and should never be omitted. At most, a very small number of important tables and diagrams
will be included in your report as they consume a lot of space.

This chapter describes how to create and present tables and diagrams for individual
variables.

Statistical tables and diagrams should effectively communicate information about your data.
Beware of complexity.

The type of data (nominal versus score) largely determines what an appropriate table and
diagram will be.

If the data are nominal, then simple frequency tables, bar charts or pie charts are most
appropriate. The frequencies indicate the numbers of cases in each of the separate
categories.

If the data are scores, then frequency tables or histograms are appropriate. However, to keep
the presentation uncluttered and to help clarify trends, it is often best to put the data into
bands (or ranges) of adjacent scores.

E Preparation ]

Remind yourself what a variable is from Chapter 2. Similarly, if you are still not sure of the nomi-
nal (categorisation) form of measurement and the use of numerical scores in measurement
then revise these too.
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3.1

Introduction

You probably know a lot more about statistics than you think. Statistical tables and dia-
grams are fairly common in newspapers and magazines and on television; children become
familiar with statistical tables and diagrams at school. Skill in constructing tables and
diagrams is essential because researchers collect large amounts of data from numerous
people (see Box 3.1). If we asked 100 people their age, gender, marital status (divorced,
married, single, etc.), their number of children and their occupation this would yield 500
separate pieces of information. Although this is small fry compared with much research,
it is not very helpful to present these 500 measurements in your research report. Such
unprocessed information is called raw data. Statistical analysis has to be more than
describing the raw ingredients. It requires the data to be structured in ways that effectively
communicate the major trends or characteristics of your data. If you fail to structure your
data, you may as well just give the reader copies of your questionnaires or observation
schedules to interpret themselves.

There are very few rules regarding how to produce tables and diagrams in statistics so
long as they are clear to the reader and concise; they need to communicate quickly the
important trends in the data. There is absolutely no point in using tables and diagrams
that do not ease the task of communication. Probably the best way of deciding whether
your tables and diagrams do their job well is to ask other people to decipher what they
mean. Tables which are unclear to other people are generally useless. Of course, if you
don’t understand your table or diagram then it is unlikely that other people can.

Descriptive statistics are, by and large, relatively simple visual and numerical tech-
niques for describing your data’s major features. Data analysis begins with a thorough
examination of the statistical characteristics of each variable. The researcher may spot
problems at this stage but, more importantly, they become aware of the nature of their
data. What is the frequency of people in each category of a variable? What is the average
score on another variable? Never regard descriptive statistical analysis as an unnecessary

Box 3.1

Focus on J

Multiple responses

One of the easiest mistakes to make in research is to allow
participants in your research to give more than one answer
to a single question. So, for example, if you ask people to
name their favourite television programme and allow each
person more than one answer, you will find that the data
can be very tricky to analyse thoroughly. Take our word for
it for now: statistics in general do not handle multiple
responses very well. Certainly it is possible to draw up
tables and diagrams, but some of the more advanced statis-
tical procedures become more difficult to apply. You will
sometimes read comments to the effect that the totals in a
table exceed the number of participants in the research. This
is usually because the researcher has allowed multiple

responses to a single variable. So only allow the participants
in your research to give one piece of data for each variable
you are measuring to avoid digging a pit for yourself. If you
plan your data analysis in detail before you collect your
data, you should be able to anticipate any difficulties.

It is possible to do something about data which allow
multiple responses. This is to use dummy coding, which is
discussed later (Chapter 42). Essentially what one does is
to take every possible response as a separate new variable
and code each person’s data for the presence or absence of
each of these new variables. Of course, if there are a lot of
different responses then this involves creating a lot of new
variables.
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Box 3.2 Keyconcepts

Descriptive statistics

The basic idea of descriptive statistics is very clear. Descrip-
tive statistics are the various techniques which help us get
a picture of what is happening in our data. They include
tables which give averages, frequencies and the like and
diagrams which represent very much the same things but
in a more graphic, pictorial form. Descriptive statistics can
involve the examination of one variable on its own or the
relationships between two or more variables. Many aspects
of descriptive statistics are very familiar to us all even
before we study statistics. We were all taught at least some
of them at school. One consequence of this is that we tend
to overlook their vital role in our research. This is a mistake
as descriptive statistical techniques contain what is essential
to understanding our data - they provide a window
through which we can begin to appreciate what is going on
in our data. They are the bedrock on which other more
complex statistical techniques are built. To be sure, there
are more demanding techniques to learn about in statistics
than tables and diagrams. This book and others are full of
seemingly complex and, sometimes, difficult new things to
learn. The danger is that we neglect descriptive statistics in
favour of these. Indeed, there are some popular statistics
textbooks which almost entirely overlook how to construct
good tables and diagrams. Using descriptive statistics effec-
tively allows us to see the trends, patterns, quirks, bumps

or trivial stage in research. It is probably more informative than any other aspect of data

and irregularities in our data. Keep sight of what descrip-
tive statistics say about your data as this helps you antici-
pate problems in the data analysis. They are an important
part of understanding the ‘fancier’ stuff that comes later.

Qualitative researchers in psychology spend considerable
amounts of time and a great deal of effort in familiarising
themselves with their data. So why should quantitative
researchers not do the same? Try not to think of tables and
diagrams as merely something to adorn your practical
reports and dissertations. You will not have space to include
all of the tables, diagrams and other descriptive statistics
which you create in the early part of your analysis. Descrip-
tive statistics are best seen as a tool in the analysis process
rather than merely parts of the final product — your research
report. Use descriptive techniques to explore your data thor-
oughly, knowing that you may need to modify your initial
attempts in the light of experience. Data analysis is a sort of
trial-and-error process of finding out what works for you
and for your data. Statistics programs allow you to generate
numerous tables and diagrams, some of which are useful
and illuminating, although others verge on the useless. The
not-so-good stuff is easily deleted from your computer. Be
prepared to devote quite some time to this stage of your
analysis. It will pay dividends in the long run and bring you
close to the data from your study early on.

analysis. Box 3.2 explains the crucial role of descriptive statistics in research further.

The distinction between nominal (category) data and numerical scores discussed in the

35

previous chapter is important in terms of the appropriate tables and diagrams to use.
Some only work for nominal data and some only work for score data.

t 3.2 Choosing tables and diagrams

So long as you are able to decide whether your data are either numerical scores or nominal
(category) data, there are few other choices to be made since the available tables and
diagrams are essentially dependent upon this distinction. Figure 3.1 gives some of the key
steps when considering tables and diagrams.
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The basic decision is to decide

whether your data are in the

form of scores or in the form
of nominal categories.

Scores can be combined into
bands of scores (ranges) for
reasons of clarity. This may
allow the use of pie charts

for scores.

Remember always to give a
title for your charts and
tables together with full

labelling of their elements.

Variables which allow several
different codings to be given at
the same time are best avoided.
Ideally allow only one response

per variable per participant.

Where the data are in the form
of scores, then frequency charts
and histograms are probably
the most obvious choices.

Where you have nominal
categories, frequencies, bar
charts and pie charts are
the most likely choices for
presenting the data.

Tables and charts should be
instantly clear so
adjustments may be necessary.
Infrequent categories might
best be combined, for example.

FIGURE 3.1

Conceptual steps for understanding tables and diagrams

Tables and diagrams for nominal (category) data

One of the main characteristics of tables and diagrams for nominal (category) data is that
they have to show the frequencies of cases in each category used. While there may be as
many categories as you wish, it is zot the function of statistical analysis to communicate
all of the data’s detail; the task is to identify the major trends or features. For example,
imagine you are researching the public’s attitudes towards private health care. If you ask
participants in your research their occupations then you might find that they mention tens
if not hundreds of different job titles — newsagents, homemakers, company executives and
so forth. Simply counting the frequencies with which different job titles are mentioned
results in a vast number of categories. You need to think of relevant and meaningful ways
of reducing this vast number into a smaller number of much broader categories that might
reveal important trends. For example, since the research is about a health issue you might
wish to form a category made up of those involved in health work — some might be den-
tists, some nurses, some doctors, some paramedics and so forth. Instead of keeping these
as different categories, they might be combined into a category ‘health worker’. There are
no hard-and-fast rules about combining to form broader categories. It depends on the
purpose of your research and the detail of the data as much as anything. The following
might be useful rules of thumb:

e Keep your number of categories low, especially when you have only small numbers of
participants in your research.

@ Try to make your ‘combined’ categories meaningful and sensible in the light of the pur-
poses of your research. It would be nonsense, for example, to categorise jobs by the letter
of the alphabet with which they start — nurses, nuns, nursery teachers and national
footballers. All of these have jobs beginning with the same letter, but it is very difficult
to see any other common thread which allows them to be combined meaningfully.
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e N
Occupational status of participants in the research expressed as frequencies
Table 3.1 .

and percentage frequencies

Occupation Frequency Percentage frequency

Nuns 17 21.25

Nursery teachers 3 3.75

Television presenters 23 28.75

Students 20 25.00

Other 17 21.25

In terms of drawing tables, all we do is to list the categories we have chosen and give
the frequency of cases that fall into each of the categories (Table 3.1). The frequencies are
presented in two ways in this table — simple frequencies and percentage frequencies. A
percentage frequency is the frequency expressed as a percentage of the total of the frequen-
cies (or total number of cases, usually).

Notice also that one of the categories is called ‘other’. This consists of those cases which
do not fit into any of the main categories. It is, in other words, a ‘rag bag’ category or
miscellany. Generally it is best to have a small number of cases in the ‘other’ category.

Explaining statistics 3.1

How percentage frequencies work

Many readers will not need this, but if you are a little rusty with simple maths, it might be helpful.

Throughout this book you will find sections headed ‘Explaining statistics’. Although most of the statistics discussed
in this book may be calculated using SPSS or other computer programs, not everyone is satisfied by simply pressing a
few computer keys. They like to know a bit more about how the statistical analysis is carried out. Some may prefer simply
to go to the instructions for doing the analysis on the computer and ignore the following. However, most people will
learn better by knowing something about what is involved in the calculation that the computer does. We will show you
how to do the calculation by hand — not because we think that this is the best way to do the calculation, because it is not.
By working through the calculation, you should get some idea though of the mechanics of the statistical technique and
understand some things which a computer analysis alone will not clarify. We are not suggesting that the computer does
things exactly this way but that this will approximate what the computer does.

The percentage frequency for a particular category, say for students, is the frequency in that category expressed as a
percentage of the total frequencies in the data table.

Step 1 What is the category frequency? For students in Table 3.1:

category frequency[smdem] =20

Step 2 Add up all of the frequencies in Table 3.1
total frequencies = nuns + nursery teachers + TV presenters + students + other
=17 + 3 + 23 + 20 + 17
= 80
category frequency(sedents) X 100

Step 3 Percentage frequency[spdents] = total frequencies

20 X 100 2000
== T =" — )59
80 80 5%
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One advantage of using computers is that they enable experimentation with different
schemes of categorising data in order to decide which is best for your purposes. In this
case, you would use initially narrow categories for coding your data. Then you can tell
the computer which of these to combine into broader categories. This process is gener-
ally termed recoding and simply means putting a category into a new category or put-
ting several categories into a new combined category. Recode is a procedure in SPSS.
You will find it under ‘Transform’ which gives you the choice of recoding the same
variable or creating a new variable for the recoded data (see Computer Analysis at the
end of this chapter and Chapter 31). Recode into a new variable unless you have good
reason not to.

Sometimes it is preferable to turn frequency tables into diagrams. Good diagrams are
quickly understood and add variety to the presentation. The main types of diagram for
nominal (category) data are pie diagrams and bar charts. A pie diagram is a very familiar
form of presentation — it simply expresses each category as a slice of a pie which represents
all cases (see Figure 3.2).

Notice that the number of slices is small — a multitude of slices can be confusing. Each
slice is clearly marked with its category name, and the percentage frequency in each cat-
egory also appears.

In Table 3.1, 25.00% of cases were students. In order to turn this into the correct angle
for the slice of the pie, you simply need to multiply 25.00 by 3.6 to give an angle of
90 degrees.

males
40%

females
60%

[ FIGURE 3.2 Simple pie diagram }

{ Explaining statistics 3.2 }

How pie diagrams work

There is nothing difficult in constructing a pie diagram though most of the time we would use a computer program.
Our recommendation is that you turn each of your frequencies into a percentage frequency. Since there are 360
degrees in a circle, if you multiply each percentage frequency by 3.6 you will obtain the angle (in degrees) of the slice
of the pie which you need to mark out. In order to create the diagram, you will require a protractor to measure the
angles. However, computer graph packages are standard at any university or college and do an impressive job — SPSS
included.
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O neurotics

O schizophrenics

O hysterics

[ manics

[ psychotics

[ depressives

O autistics

[0 affectionless character
[E other

O unclassified

FIGURE 3.3 Poor pie diagram

Figure 3.3 shows a bad example of a pie diagram for purposes of comparison. There

are several problems with this pie diagram:

® There are too many small slices identified by different shading patterns and the legend

takes time to decode.

@ It is not too easily seen what each slice concerns, and the relative sizes of the slices are
difficult to judge. We have the size of the slices around the figure and a separate legend
or key to identify the components to help cope with the overcrowding problem. In
other words, too many categories have resulted in a diagram which is far from easy to

read — a cardinal sin in any statistical diagram.

A simple table of the frequencies might be more effective in this case.

Another very familiar form of statistical diagram for nominal (category) data is the bar
chart. Again these charts are very common in the media. Basically they are diagrams in
which bars represent the size of each category. An example is shown in Figure 3.4.

The relative lengths (or heights) of the bars quickly reveal the main trends in the data.
With a bar chart, there is very little to remember other than that the bars have a standard
space separating them. The spaces indicate that the categories are not in a numerical

order; they are frequencies of categories, 7ot scores.

It is hard to go wrong with a bar chart (that is not a challenge!) so long as you remem-

ber the following:

® The heights of the bars represent frequencies (number of cases) in a category.

e Each bar should be clearly labelled as to the category it represents.

25 1
20 A
15 1
frequency
10
5 -
0
nuns nursery television students other
teachers presenters

L FIGURE 3.4 Bar chart showing occupational categories in Table 3.1
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e Too many bars make bar charts hard to follow.

@ Avoid having many empty or near-empty categories which represent very few cases.
Generally, the information about substantial categories is the most important. (Small
categories can be combined together as an ‘other’ category.)

o Nevertheless, if important categories have very few entries then this needs to be shown
clearly. So, for example, a researcher who is particularly interested in opportunities for
women surveys people in top management and finds very few women employed in such
jobs. This is easily shown in a simple bar chart comparing the frequencies of men and
women in top jobs. There is little point in a bar chart which shows the occupations of
a sample of women in general as their scarcity in top management jobs will be obscured
by all of the other categories. The chart will not have made its point strongly. Once
again, there are no hard-and-fast rules to guide you — common sense will take you a
long way.

® Make sure that the vertical axis (the heights of the bars) is clearly marked as being
frequencies or percentage frequencies.

@ The bars should be of equal width.

In newspapers and on television you are likely to come across a variant of the bar chart
called the pictogram. In this, the bars of the bar chart are replaced by varying sized draw-
ings of something eye-catching to do with your categories. Thus, pictures of men or
women of varying heights, for example, replace the bars. Pictograms are rarely used in
professional presentations. The main reason is that pictures of things get wider as well as
taller as they increase in size. This can misrepresent the relative sizes of the categories,
given that readers easily forget that it is only the height of the picture that counts.

Tables and diagrams for numerical score data

One crucial consideration when deciding what tables and diagrams to use for score data
is the number of separate scores recorded for the variable in question. This can vary
markedly. So, for example, age in the general population can range from newly born to
over 100 years of age. If we merely recorded ages to the nearest whole year then a table
or diagram may have entries for 100 different ages. Such a table or diagram would look
horrendous. If we recorded age to the nearest month, then we could multiply this number
of ages by 12! Such scores can be grouped into bands or ranges of scores to allow effective
tabulation (Table 3.2). This sort of grouping into bands involves the recoding procedure
when using SPSS.

Many psychological variables have a much smaller range of numerical values. So, for
example, it is fairly common to use questions which pre-specify just a few response

e N
Table 3.2 Ages expressed as age bands
Age range Frequency
0-9 years 19
10-19 years 33
20-29 years 17
30-39 years 22
40-49 years 17
50 years and over 3
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alternatives. The so-called Likert-type questionnaire item is a good case in point. Typically
this looks something like this:

Statistics is my favourite university subject:
Strongly agree Agree Neither agree nor disagree Disagree Strongly disagree

Participants completing this questionnaire circle the response option that best fits their
personal opinion. It is conventional in this type of research to code these different response
alternatives on a five-point scale from one to five. Thus strongly agree might be coded 1,
neither agree nor disagree 3, and strongly disagree 5. This scale therefore has only five
possible values. Because of this small number of possible answers, a table based on this
question will be relatively simple. Indeed, if students are not too keen on statistics, you
may well find that they select only the disagree and strongly disagree categories.

Tabulating such data is quite straightforward: you can simply report the numbers or fre-
quencies of replies for each of the different categories or scores as in Table 3.3. A histogram
might be the best form of statistical diagram to represent these data. At first sight, histograms
look very much like bar charts but without gaps between the bars. This is because the histo-
gram does not represent distinct unrelated categories but different points on a numerical meas-
urement scale. So a histogram of the above data might look like Figure 3.5.

But what if your data have numerous different possible values of the variable in ques-
tion? One common difficulty for most psychological research is that the number of
respondents tends to be small. The large number of possible different scores on the variable
is therefore shared among very few respondents. Tables and diagrams should present major
features of your data in a simple and easily assimilated form. So, sometimes you will have
to use bands of scores rather than individual score values, just as you did for Table 3.2.
So, if we asked 100 people their ages we could categorise their replies into bands such as

~
Distribution of students’ attitudes towards statistics
Response category Value Frequency
Strongly agree 1 17
Agree 2 14
Neither agree nor disagree 3 6
Disagree 4 2
Strongly disagree 5 1
S J
18
16
14
12 1
10
frequency g
6 -
4
‘] N S
0
strongly agree neither disagree strongly
agree disagree

FIGURE 3.5 Histogram of students’ attitudes towards statistics ‘
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35
30
25
20
frequency

15

10

0-9 10-19 20-29 30-39 40-49 50
years years years years years years and
over

FIGURE 3.6 Use of bands of scores to enable simple presentation

0-9 years, 10-19 years, 30-39 years, 40-49 years and a final category of those 50 years
and over. By using bands we reduce the risk of empty parts of the table and allow any
trends to become clear (Figure 3.6). This does not mean that you have to use these bands
for additional statistical analyses — the point is that tables and diagrams need to show
things clearly and if this needs the use of bands or ranges of scores then so be it.

How one chooses the bands to use is an important question. The answer is a bit of luck
and judgement, and a lot of trial and error. It is very time-consuming to rejig the ranges
of the bands when one is analysing the data by hand. One big advantage of computers is
that they will recode your scores into bands repeatedly until you have tables which seem
to do the job as well as possible. The criterion is still whether the table communicates
information effectively.

The one rule is that the bands ought to be of the same size — that is cover, for example,
equal ranges of scores. Generally this is easy except at the upper and lower ends of the
distribution. Perhaps you wish to use ‘over 70’ as your upper range. This, in modern
practice, can be done as a bar of the same width as the others, but must be very carefully
marked. (Strictly speaking, the width of the band should represent the range of scores
involved and the height reduced in the light of this. However, this is rarely done in modern
psychological statistics.) One might redefine the bands of scores and generate another
histogram based on identical data but a different set of bands (Figure 3.7).

60
50
40

frequency 30

20
10
0
Under 20-39 40 years
20 years years and over

FIGURE 3.7 Histogram showing ‘collapsed’ categories
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It requires some thought to decide which of the diagrams is best for a particular purpose
and the style of chart which would be best. You will find many different sorts of charts in
SPSS in ‘Legacy Dialogs’ (Screenshot 5.5) or ‘Chart Builder. . . > (Screenshot 8.7) on the
‘Graphs’ drop-down menu. There are far too many to discuss here but SPSS does illustrate
the range that it can draw. The SPSS instructions at the end of this chapter and Chapter 8
will get you started.

' 3.3 Errors to avoid W

There are a couple of mistakes that you can make in drawing up tables and diagrams:

@ Do not forget to head the table or diagram with a succinct description of what it con-
cerns. You will notice that we have done our best throughout this chapter to supply
each table and diagram with a clear title.

@ Label everything on the table or diagram as clearly as possible. What this means is that
you have to mark your bar charts and histograms in a way that tells the reader what
each bar means. Then you must indicate what the height of the bar refers to — probably
either frequency or percentage frequency.

Note that this chapter has concentrated on describing a single variable as clearly as
possible. This is known as a univariate analysis. In Chapter 8, methods of making tables
and diagrams showing the relationships between two or more variables are described.

L Research examples

Using graphs and tables

The extent of the use of tables and diagrams varies markedly in psychology. Some subfields use diagrams to a
greater extent than others. While it is usually impossible to incorporate every diagram used in data analysis in
the final report, diagrams can be very persuasive. So they should be considered for inclusion when they tell an
interesting ‘story .

Carr and colleagues (2012) used the second Australian National Survey of High Impact Psychosis in order to
identify its policy implications. Using bar charts, they show that financial matters, social isolation/loneliness,
and lack of employment were the main challenges foreseen by sufferers of psychosis in the years to come.

Rothbard and Wilk (2011) examined how a person’s mood at the start of the workday primes how they see
events at work later in the day in relation to the worker’s job performance in a call centre. Graphical methods
were used to show such things as the variation in mood at the start of day over time. Start of day mood affected
the call centre employees’ perceptions of how the customer was feeling emotionally during the telephone
conversation and the employees’ response to the calls.

Skinner (e.g. 1948) developed operant conditioning which had a big influence on behaviourist psychology. He
had a strong preference for the use of graphical methods rather than statistics in his work on animal condition-
ing. His research findings were usually presented in graph form and he had little time for the sort of inferential
statistics which dominates modern psychological research.

->
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Smith-Bell, Burhans and Schreurs (2012) explored animal models of post-traumatic stress disorder. Such models
assume that fear conditioning can result in responses to innocuous cues the same as to the traumatic event.
The researchers employed classical conditioning methods. Their data were analysed to a substantial extent using
graphs. Data from research using rabbits suggested that 25% exhibited a conditioned specific reflex modification
similar to the response to innocuous cues that is characteristic of post-traumatic stress disorder.

Spini, Elcheroth and Figini (2009) analysed the content of social psychology journals to establish how extensively
the concept of time was involved. The contents of the articles were read and the articles coded for different
aspects of the coverage of time. Using tables to present the frequencies, etc. involved, the researchers found
that most research studies do not include time- or age-related explanatory variables.

[ ey points §

e Try to make your tables and diagrams useful. It is not usually their purpose to record the data as you collected
it in your research. Of course you can list your data in the appendix of projects that you carry out or include
it on a disk, but this is not useful as a way of illustrating trends. It is part of a researcher’s job to make the data
accessible to the reader in a structured form that is easily understood by the reader.

e Especially when using computers, it is very easy to generate useless tables and diagrams. This is usually
because computer analysis encourages you not to examine your raw data in any detail. This implies that you
should always regard your first analyses as tentative and merely a step towards something better.

e [f atableis not clear to you, it is unlikely to be any clearer to anyone else.

e Check each table and diagram for clear and full labelling of each part. Especially, check that frequencies are
clearly marked as such.

o Check that there is a clear, helpful title to each table and diagram.




COMPUTER ANALYSIS 45
N
Tables, diagrams and recoding using SPSS
¢ In‘Variable View' of the ‘Data Editor’ ‘Name’ the variable ‘Label’ each of its values and select
‘Nominal’ as the ‘Measure’ (Screenshots 3.1 and 3.2).
Data e In Data View' of the ‘Data Editor’, enter the value of the category for each case.
e For a frequency table, select ‘Analyze’, ‘Descriptive Statistics’ and ‘Frequencies. ..’
X (Screenshot 3.3).
Analysis Move variable names to the right-hand box for the analysis.
) e For a graph, select ‘Graphs’, ‘Chart Builder...", ‘OK’ and move type of graph into box above.
o For frequency tables, the percentage of cases for each category is given for the whole sample
first including any missing data and second excluding missing data. If there is no missing data,
Output these percentages will be the same (Screenshot 3.4).
) e Charts may be edited in the Chart Editor"
FIGURE 3.8 SPSS steps for producing tables and diagrams to describe a nominal category variable
e N

Interpreting and reporting the output

e Tables and similar diagrams are primarily part of the initial analysis of your data and can help you to

identify significant features of the data - such as unusual distributions of variables and so forth. It would

be usual to generate many more charts and tables than you include in your report.

@ One therefore has to be selective about what charts and tables one includes in one’s report. They are
space consuming and often can be summarised in a few words — and so might not need to be
included. Charts and tables included in your report should be very clear, fully labelled and as
informative as possible.

e See Computer Analysis in Chapter 4 for the analysis of score data.

Ve
File Edit View Data Transform Analyze Graphs Uliities Add-ons Window Help
A= ma . ™ = i mby f N
= M = g e~ E & % il B i Tl‘)j E “h j md 99V
| Name Type Width | Decimals Label Values Missing Columns Align Measure
1 Occupation  Numeric 8 0 {1, Nuns}... None 8 = Right &> Nominal
SCREENSHOT 3.1 Enter nominal variables into ‘Data Editor’
\
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(( N N
|| Measure i | Analyze DirectMarketing Graphs Ulilities Add-ons W
? Scale = ] 4|  Reports ¢ y .
f Scale y Descriptive Statistics : [E] Frequencies...
Ordi | Tables [&] Descriptives...
I{l rdinal Compare Means r A Evplore
&> Nominal General Linear Model ’ 7z
B Crosstabs...
Genearalizad | inaar Modals 3
SCREENSHOT 3.2 Select ‘Nominal‘Measure’ SCREENSHOT 3.3 On ‘Analyze’ select ‘Frequencies ...’

- DN J
4 N
Occupation

Cumulative
Frequency | Percent | Valid Percent Percent

Valid MNuns 17 213 213 213
MNursery Teachers 3 38 3.8 25.0
Television Presenters 23 288 288 538
Students 20 250 25.0 788
Other 17 213 21.3 100.0
Total 80 100.0 100.0

SCREENSHOT 3.4 Occupation frequency output
- J

See Computer Analysis in Chapter 4 for the analysis of score data.

Data

Select ‘Transform’ and ‘Recode into Different Variables. ..’ (Screenshot 3.5).

o Select variable and the » button to put variable into the ‘Numeric Variable -> Output Variable:’

box (Screenshot 3.6).

Type in the name of the new variable in the ‘Name:’ box (Screenshot 3.6).
Select ‘Change’ to add this new name to the ‘Numeric Variable -> Output Variable:" box
(Screenshot 3.6).

Select ‘Old and New Values. ..’ (Screenshot 3.6).
Type in ‘Old Value’ and then ‘New Value’ (Screenshot 3.7).
Select ‘Add’ (Screenshot 3.7).

Repeat for other values.

When finished, select ‘Continue’ and ‘OK’.

Check recoding has been done correctly either in Data View (Screenshot 3.8) or with Case
Summaries.

FIGURE 3.9

SPSS steps for recoding values
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( N
Interpreting and reporting the output
e Tables and similar diagrams are primarily part of the initial analysis of your data and can help you to
identify significant features of the data - such as unusual distributions of variables and so forth. It
would be usual to generate many more charts and tables than you include in your report.
@ One therefore has to be selective about what charts and tables one includes in one’s report.
They are space consuming and often can be summarised in a few words — and so might not
need to be included. Charts and tables included in your report should be very clear, fully labelled
and as informative as possible.
(& )
g N R
Transform  Analyze  DirectMarketing  Graphs 1 Recode et Oferent Varsbles E=
1 = SR Numeric Voriable - Output Varladle: _  yint variatle
Compute Variable... 1 e e i
Maths. T -
Programmability Transformation... 4 Ca L’%‘
Count Values within Cases... ! = =
i co ==
Shift Values...
[ Recode into Same Variables... o
Recode into Different Variables... (i) oo cas suiction conation
[] Automatic Recode... ] v (mese] (canen) (e )
SCREENSHOT 3.5 Select ‘Recode into Different Variables. ..’ SCREENSHOT 3.6 Name new variable
N o )
e g N
@ - = = ; 27 1
SRe M« ~ B M ¢
O on v [ [1:Agerec 200
ot combliona Music Maths Sex Age AgeRec
T S i O
Cage g == 6 3 1 9 1.00
—— 3 4 9 2 12 200
'-E_'J 4 5 T 1 8 1.00
 Rangs, LOWEST Ihiuugh valus | 5 T 2 2 11 200
L 6 7 3 2 1 200
) Rangs, valus thraugh HIGHEST |
Outpu variagies are sinngs 7 2 9 2 T 1.00
0 At e aiuss L] = 3 8 1 10 200
(o) | Gance | e | [ § 6 2 ’ 100
10 4 T 1 11 2.00
SCREENSHOT 3.7 Select new values SCREENSHOT 3.8 New values appear in ‘Data View’
- N J
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CHAPTER 4

Describing variables
numerically

Averages, variation and spread

/

[ Overview ]

Scores can be described or summarised numerically - for example the average of a sample
of scores can be given.

There are several measures of central tendency — the most typical or most likely score or value.

The mean score is simply the average score assessed by the total of the scores divided by
the number of scores.

The mode is the numerical value of the most frequently occurring score.
The median is the score in the middle if the scores are ordered from smallest to largest.

The spread of scores can be expressed as the range (which is the difference between the
largest and the smallest score).

Variance (an indicator of variability around the average) indicates the spread of scores in
the data. Unlike the range, variance takes into account all of the scores. It is a ubiquitous
statistical concept.

Nominal data can only be described in terms of the numbers of cases falling in each category.
The mode is the only measure of central tendency that can be applied to nominal (categorical)
data.

Outliers are unusually large or small values in your data which are very atypical of your data.
They can create the impression of trends in your analysis which are not really present. Iden-
tifying such outliers and dealing with them effectively can have an important impact on the
quality of your analysis.

E Preparation ]

Revise the meaning of nominal (category) data and numerical score data.
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4.1 Introduction

Tables and diagrams take up a lot of space. It can be more efficient to use numerical
indexes to describe the distributions of variables. For this reason, you will find relatively
few pie charts and the like in published research. One numerical index is familiar to
everyone — the numerical average (or arithmetic mean). Large amounts of data can be
described or summarised adequately using just a few numerical indexes.

What are the major features of data that we might attempt to summarise in this way?
Look at the two different sets of scores in Table 4.1. The major differences between these
two sets of data are:

@ The sets of scores differ substantially in terms of their typical value — in one case the
scores are relatively large (variable B); in the other case the scores are much smaller
(variable A).

@ The sets of scores differ in their spread or variability — one set (variable B) seems to
have more spread or a greater variability than the other.

e If we plot these two sets of scores as histograms then we also find that the shapes of
the distributions differ markedly. Variable A is much steeper and less spread out than
variable B.

Each of these different features of a set of scores can be described using various indexes.
They do not generally apply to nominal (category) variables. Figure 4.1 describes some
of the key steps you need to consider when describing your data numerically.

The mean, median and mode

The first step is to establish
whether your variable
consists of scores or
nominal categories.

The mode is the most
commonly occurring
score (or category).

There may be several modes.

The range is the numerical
difference between the
largest and the smallest score.
It indicates spread.

If it is nominal categories,
then you may only use the
mode. For scores, the
following applies.

The median is the middle
score when the scores
are sorted from the smallest
to the largest.

The variance is another

measure of spread but

takes into account each
individual score.

are all indicators of the
typical score in your data.
They will not always have
identical values.

The mean is the numerical
average obtained by summing
the scores and dividing
by the number of scores.

Outliers are extremely unusual
scores which are substantially
out of the normal range.

FIGURE 4.1 Conceptual steps for understanding how to describe your variables numerically
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( )

Table 4.1 Two different sets of scores

Variable A scores Variable B scores

27
29
35
40
41
42
45
45
49
49
49

v U A B B B BB W W W NN

4.2

Typical scores: mean, median and mode

Researchers sometimes speak about the central tendency of a set of scores. By this they
are raising the issue of what are the most typical and likely scores in the distribution of
measurements. We could speak of the average score, but that can mislead us into thinking
that the arithmetic mean is the average score when it is just one of several possible aver-
ages. There are three main measures of the typical scores used by psychologists in statisti-
cal analyses: the arithmetic mean, the median and the mode. These are quite distinct
concepts but generally simple enough in themselves. Statisticians have other types of
average which psychologists would rarely come across except disguised somewhere in a
statistical formula.

Arithmetic mean

The arithmetic mean is calculated by summing all of the scores in a distribution and divid-
ing by the number of scores. This is the everyday concept of average. In statistical notation
we can express this mean as follows:

— E X [scores]

Xmean -
N[number of scores]

As this is the first statistical formula we have presented, you should take very careful
note of what each symbol means:

X is the statistical symbol for a score

>, is the summation or sigma sign

2, X means add up all of the scores X

N is the number of scores

X is the statistical symbol for the arithmetic mean of a set of scores

We have added a few comments in small square brackets [ju like this]- Although
mathematicians may not like them very much, you might find they help you to
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interpret a formula a little faster. Calculating the average of a set of scores such as
7,5,4,7,7 and 5 is more quickly done than explained. In statistical notation, a score
is usually given the symbol X and subscripts identify the different numbers. So
X1 =7,X,=5,X35=4,X4=7,Xs =7 and Xz = 5 for this set of six scores. You
will find that this sort of use of subscripts is common in journal articles so it is useful
to be familiar with it. The formula for the mean follows together with the calculation
for our six scores:

— EX[scores]
Xmean -~

I\I[number of scores]
Xi+ X + Xz + X4 + X5 + X
N

7+5+4+7+7+5_ 35
6 6

= 5.83

Median

The median is the middle score of a set if the scores are organised from the smallest to
the largest. Thus the set of scores 7, 5,4, 7,7, 5, 3,4, 6,8, 5 becomes 3,4,4,5,5,5,6,
7,7,7,8 when put in order from the smallest to the largest. Since there are 11 scores and
the median is the middle score from the smallest to the largest, the median has to be the
sixth score, i.e. 5.

With odd numbers of scores all of which are different, the median is easily calculated
since there is a single score that corresponds to the middle score in the set of scores.
However, if there is an even number of all different scores in the set then the mid-point
will not be a single score but two scores. So if you have 12 different scores placed in order
from smallest to largest, the median will be somewhere between the sixth and seventh
score from smallest. There is no such score, of course, by definition — the 6.5th score just
does not exist. What we could do in these circumstances is to take the average of the sixth
and seventh scores to give us an estimate of the median.

For the distribution of 40 scores shown in Table 4.2, the middle score from the
smallest is somewhere between the 20th and 21st scores. Thus the median is

- N
Frequency distribution of 40 scores
Score Frequency (f)
1 1
2 2
3 4
4 6
5 7
6 8
7 5
8 3
9 2
10 1
11 0
12 1
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somewhere between score 5 (the 20th score) and score 6 (the 21st score). One could
give the average of these two as the median score — that is, the median is 5.5. For
most purposes this is good enough.

You may find that computer programs give different values from this. The computer
program is making adjustments since there may be several identical scores near the
median, but you need only a fraction of them to reach your mid-point score. So, in the
above example the 21st score comes in score category 6 although there are actually eight
scores in that category. So in order to get that extra score we need take only one-eighth
of score category 6. One-eighth equals 0.125 so the estimated median equals 5.125. To
be frank, it is difficult to think of many circumstances in which this level of precision
about the value of the median is required in psychological statistics. If you follow our
advice to use a computer program to do your calculations wherever possible you will
always have a precise, adjusted value for the median.

Mode

The mode is the most frequently occurring category of score. It is merely the most com-
mon score or most frequent category of scores. In other words, you can apply the mode
to any category of data and not just scores. In the above example for arithmetic mean
where the scores were 7, 5,4, 7, 7, 5 we could represent the scores in terms of their fre-
quencies of occurrence (Table 4.3).

Frequencies are often represented as f in statistics. It is very easy to see in this example
that the most frequently occurring score is 7 with a frequency of 3. So the mode of this
distribution is 7.

If we take the slightly different set of scores 7, 5, 4, 7, 7, 5, 3, 4, 6, 8, 5, the frequency
distribution of these scores is shown in Table 4.4. Here there is no single mode since scores
5 and 7 jointly have the highest frequency of 3. This sort of distribution is called bimodal
and the two modes are 5 and 7. The general term multimodal implies that a frequency
distribution has several modes.

(" ™
Table 4.3 Frequencies of scores
Score Frequency (f)
4 1
5 2
6 0
7 3
\ J
(" N
Table 4.4 Bimodal frequency distribution
Score Frequency (f)
3 1
4 2
5 3
6 1
7 3
8 1
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The mode is the only measure in this chapter that applies to nominal (category/categori-
cal) data as well as numerical score data.

{ 4.3 Comparison of mean, median and mode }

Usually the mean, median and mode will give different values of the central tendency
when applied to the same set of scores. It is only when a distribution is perfectly symmetri-
cal and the distribution peaks in the middle that they coincide completely. Regard big
differences between the mean, median and mode as a sign that your distribution of scores
is rather asymmetrical or lopsided.

Distributions of scores do not have to be perfectly symmetrical for statistical analysis,
but symmetry tends to make some calculations a little more accurate. It is difficult to say
how much lack of symmetry there can be without it becoming a serious problem as it
depends on circumstances. There is more about this later, especially in Chapter 21 and
Appendix A, which make some suggestions about how to test for asymmetry. SPSS
includes skewness in ‘Frequencies. . . > (Screenshot 4.5), ‘Explore. . .’ (Screenshot 4.3)
and ‘Statistics. . . ’, and ‘Descriptive Statistics’ (Screenshot 12.2) and ‘Options. . . > (Screen-
shot 12.4) if you request it. Measures of skewness are rarely included in research reports
in our experience. They are not very useful if you have only a small sample size.

[ 44 Spread of scores: range and interquartile range }

The concept of variability is essential in statistics. Variability is a non-technical term and
is related to (but is not identical with) the statistical term variance. Range and interquartile
range are easily understood indicators of the spread of scores on a variable. However,
they only involve the extremes of your scores. Variance, which we will deal with in the
next section, is a statistical formula indicating spread which involves all of the scores in
its calculation.

Table 4.5 gives a set of ages of 12 university students and can be used to illustrate
some different ways of measuring variability in our data. These 12 students vary in
age from 18 to 33 years. In other words, the range covers a 15-year period. The inter-
val from youngest to oldest (or tallest to shortest, or fattest to thinnest) is called the
range — a useful statistical concept. As a statistical concept, correctly range is always
expressed as a single number such as 20 centimetres and not as an interval, say, from
15 to 25 centimetres. SPSS will give you the range if you select ‘Frequencies. . .’
(Screenshot 4.5), ‘Explore. .. and ‘Statistics. . . ’, or ‘Descriptive Statistics’ (Screen-
shot 12.2) and ‘Options. . .’ (Screenshot 12.4).

One problem with range is that it can be heavily influenced by extreme cases (or outli-
ers) (see Box 4.1). Thus the 33-year-old student in Table 4.5 is having a big influence on
the range of ages because they are much older than most of the students. For this reason,
the interquartile range might be preferred as this basically ignores the extreme quarters

Table 4.5 Ages of a sample of 12 students

18 years 21 years 23 years 18 years 19 years 19 years

19 years 33 years 18 years 19 years 19 years 20 years
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t Box 4.1 Key concepts

Outliers and identifying them statistically

Outliers, potentially, put your analysis at risk of erroneous
conclusions. This is because they are scores which are so
atypical of your data in general that they distort any trend
there is simply because they are unusually large or small.
In other words, outliers are a few cases which are out of
step with the rest of the data. They can mislead an unwary
researcher. It is important to eliminate outliers which
would distort the analysis and lead to wrong conclusions.
Routinely, good researchers examine their data for possible
outliers simply by inspecting tables of frequencies or scat-
terplots, for example. This is often sufficient but does
involve an element of judgement which is probably best
avoided. Fortunately, there are objective ways of identify-
ing outliers to avoid this subjectivity. One method is simply
to trim off the extreme 5%, say, of scores from the variable
which ought to eliminate any outliers.

Another way of identifying outliers is based on the inter-
quartile range. It defines possible outliers in terms of a number
of interquartile ranges outside of the interquartile range. The
calculation of interquartile range is given in the main text for
this chapter (Section 4.4) so we will not repeat it here. Outliers,
which by definition are unusually large or small scores, cannot
affect the interquartile range since they will be in the top or
bottom extremes and thus not part of the interquartile range.
Possible moderate outliers are defined in terms of being more
than 1.5X the interquartile range outside of the interquartile
range. Identifying extreme outliers would involve
3X the interquartile range outside of the interquartile range.

Imagine that we had the following scores for the 1Qs
(Intelligence Quotients) from a sample of 12 people:

120 115 65 140 122 142 125 135 122 136 144 118
We can rearrange these in order:
65 115 118 120 122 122 125 135 136 140 142 144

Common sense would suggest that the score of 65 is
uncharacteristic of the general run of the data so it is poten-
tially an outlier (or possibly a data entry error — maybe it
should have been 165).

If you wish to use SPSS to calculate percentiles, select
‘Frequencies. . .’ (Screenshot 4.3), the variable and ‘Statis-
tics. . . > (Screenshot 4.4), ‘Percentile(s)’ and enter or add

the percentile points you want (Screenshot 4.5). The 25th
(118.5) and 75th (139) percentiles can be read from the
Percentiles table. For the interquartile range (20.5), select
‘Explore. . .’ (Screenshot 4.3), the variable and ‘Statis-
>, and ‘Percentile(s)’. The values for the 25th and
75th percentiles have been added in brackets in bold type.

tics. . .

They indicate the interquartile range

65115 118 (118.5) 120 122 122 125 135 136 (139)
140 142 144

The next step is to multiply the interquartile range by 1.5
(if we wish to eliminate moderate outliers or by 3 for
extreme outliers). This gives us 1.5 X 20.5 = 30.75. Outli-
ers among the low scores are defined as any score which is
smaller than the low boundary of the interquartile range
minus this figure of 30.75. SPSS has given the lower bound-
ary of the interquartile range as 118.5. So we need to calcu-
late 118.5 — 30.75 = 87.75. Any score lower than 87.75
is regarded as an outlier. Outliers among the high scores are
defined as any score which is bigger than the high boundary
of the interquartile range plus 30.75. We have obtained the
value of 139 for the upper boundary from SPSS. So the
upper cut-off point for outliers is 139 + 30.75 = 169.75.
Any score bigger than 169.75 is considered to be an outlier.
There is only one potential outlier in the data which is the
IQ of 65 because it is not within the range from 87.75 to
169.75. No potential outliers are present in the high scores
since none of them is above 169.75. Here are the data again
with the addition of the cut-off points for outliers also
added in square brackets in bold type:

65 [87.75] 115 118 (118.5) 120 122 122 125 135 136
(139) 140 142 144 [169.75]

On the assumption that the scores are normally distributed,
then less than 1% of scores would be defined as outliers by
this method. Remember that for extreme outliers the calcula-
tion uses 3X the interquartile range rather than 1.5.

When you have small amounts of data, it is easy enough
to spot potential outliers. However, it is difficult when you
have a large sample. So you need help with this:

® Produce a histogram of the scores on the variable in
question using SPSS (see Computer Analysis in

->
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Chapter 5). You will easily spot any extreme scores
which are separated from the main part of the distribu-
tion in this way.

You may find it helpful to use the Extreme Values proce-
dure on SPSS. All this does is produce a list of the high
and low extremes of the distribution. This is helpful when
you have a lot of cases. You have to decide if you have an
outlier. The steps are: ‘Explore. . .’ (Screenshot 4.3), the
variable and ‘Statistics’ and ‘Outliers’. The information
you need is found in the ‘Extreme Values’ table.

It would be usual practice to delete outliers from
your data. On SPSS, you could simply click on the

appropriate row number and clear the row of data.
It is best if you do this on a copy of your data file.
Or you might define the value of the outlier as a
discrete missing value in ‘Variable View’. You do this
in the ‘Missing’ column by clicking on the row for
the variable in question. When you do your analysis
you would probably opt for the listwise omission of
missing values. You might also wish to compare the
outcome of your analysis using the complete data
and with the outliers excluded. In this way, you can
see the extent of the outliers’ influence. However, it
is important to mention what you have done in any
report about your research.
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of the distribution. So the interquartile range is the range of the middle 50% of the scores

put in order from smallest to largest. To calculate the interquartile range, we split the age
distribution into quarters (quartiles) and take the range of the middle two quarters (or
middle 50%), ignoring the extreme quarters. The interquartile range is the range between

the boundaries cutting off this middle 50% of scores from the 25% below and the 25%

above. Take the following 9 scores:

572838975

We then put them in order, which gives:

235577889

The median score is 7, which we have isolated from the other scores for easy identifica-
tion. The median is referred to as the second quartile. The first quartile (the point cutting
off the lowest 25%) could be found by finding the median of 2, 3, 5 and 5. That is we
are simply finding the middle score of the lower half of the scores. You will have spotted
the problem. There is no middle score. So we have to ‘interpolate’ to find a value some-
where between 3 and 5. One procedure, which we mentioned before in connection with
the median, is simply to average the two scores to give 4 as the median or the boundary
between the lowest quarter and the middle 50% of the distribution. For the quartile (the
third quartile) at the high end of the scores the median is somewhere between 8 and
8 = 8. The scores are given again below. The boundaries between the middle 50% and
the upper and lower quartiles are each marked with an up arrow (1) Thus the boundaries

for the interquartile range are 4 and 8:

231557787189

The interquartile range is therefore 8 — 4 = 4.

A word of warning is needed here. Calculating the interquartile range is not as

straightforward as it looks. There are many ways of doing ‘interpolation’ when cal-

culating the interquartile range. We have described one of the easier ones. Different

statistical packages calculate the interquartile range differently and sometimes the

same program gives you a variety of different ways of doing the calculation though
SPSS does not. Generally statistics textbook authors point out that these differences
are of little practical importance. Naughty textbook writers sometimes just give an

example which works out fine because there is no ‘interpolation’ to do. SPSS will

give you a perfectly good value for the interquartile range and the one that many

researchers would use.
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You may find the Box Plot or Box and Whisker Plot useful where medians and inter-
quartile ranges are being studied. To obtain the boxplot shown in Figure 4.2, select
‘Frequencies. . . > (Screenshot 4.3), or ‘Legacy Dialogs’ (Screenshot 5.5) or ‘Chart
Builder. . .’ (Screenshot 8.9) on the ‘Graphs’ dropdown menu. The box plot gives the

extreme values of your scores and the quartiles including the median.
354

* Highest age

30
Age 254

204
Lowest age

154

FIGURE 4.2 SPSS output of boxplot of age

45 Spread of scores: variance

Useful as the range is, a lot of information is ignored when calculating the range. It
merely is based on the two extreme scores at each end of the distribution. Other meas-
ures of spread or variability involve the extent to which every score differs from the

mean score.

One such measure is the mean deviation. To calculate this we have to work out the
mean of the set of scores and then how much each score in the set differs from that
mean. These deviations are then added up, ignoring the positive and negative signs, to
give the total of deviations from the mean. Finally, we can divide by the number of
scores to give the average or mean deviation from the mean of the set of scores. If we
take the ages of the students listed above, we find that the total of the ages
is18+21 +23+ 18+ 19+ 19+ 19+ 33 + 18 + 19 + 19 + 20 = 246. Divide
this total by 12 and we get the average age in the set to be 20.5 years. Note that this is
the same value as given by SPSS in Screenshot 4.6. Now if we subtract 20.5 years from

each of the student’s ages we get the figures in Table 4.6.

The average amount of deviation from the mean (ignoring the sign) is known as the
mean deviation (for the deviations in Table 4.6 this would give a value of 2.6 years). The
mean deviation is not used in research. However, there is a very closely related concept,
variance, which is much more useful and has widespread and extensive applications.
Actually it is crucial to many statistical techniques. Variance is calculated in an almost
identical way to mean deviation but for one thing. When we draw up a table to calculate
the variance, we square each deviation from the mean before summing the total of these

squared deviations as shown in Table 4.7.
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e N
Deviations from the mean
Score - mean Deviation from mean
18 — 205 —25
21 — 205 0.5
23 — 205 25
18 — 205 —25
19 — 205 —15
19 — 205 —15
19 — 205 -15
33 — 205 125
18 — 205 —25
19 — 205 —15
19 — 205 -15
20 — 205 —0.5
. J
-
Squared deviations from the mean
Score - mean Deviation from mean Square of deviation from mean
18 — 205 —25 6.25
21 — 205 0.5 0.25
23 — 205 25 6.25
18 — 205 —25 6.25
19 — 205 —15 2.25
19 — 205 —15 2.25
19 — 205 —15 2.25
33 — 205 125 156.25
18 — 205 —25 6.25
19 — 205 —15 2.25
19 — 205 —15 2.25
20 — 205 —05 0.25
Total = 0 Total = 193
& J

The total of the squared deviations from the mean is 193. If we divide this by the
number of scores (12), it gives us the value of the variance, which equals 16.08 in this
case. Expressing the concept as a formula:

S (X - X)?
N
The statistical symbol for variance is 2.

The formula above defines what variance is — it is the defining formula. Variance is a
statistical concept and so is defined mathematically. It is a technical concept and does not
correspond exactly to more everyday or common-sense ideas. In statistics there are often
quicker ways of doing calculations than using the defining formula. These quicker

variance =
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Box 4.2 Focus on

Using negative (—) values

Although psychologists rarely collect data that involve neg-
ative signs, some statistical techniques can generate them.
Negative values occur in statistical analyses because work-
ing out differences is common. The mean is often taken
away from scores, for example, or one score is subtracted
from another. Generally speaking, negative values are not a
problem since either the computer or the calculator will do
them for you. A positive value is one which is bigger than
zero. Often the + sign is omitted as it is taken for granted.

A negative value (or minus value or — value) is a number
which is smaller than (less than) zero. The negative sign is
never omitted. A value of —20 is a smaller number than —3
(whereas a value of +20 is a bigger number than +3).

Negative values should cause few problems in terms of cal-
culations — the calculator or computer has no difficulties with
them. With a calculator you will need to enter that a number
is a negative. A key labelled +/— is often used to do this. On a
computer, the number must be entered with a — sign.

Probably, the following are the only things you need to
know to be able to understand negative numbers in
statistics:

® If a negative number is multiplied by another negative
number the outcome is a positive number. So
—2 X —3 = +6. This is also the case when a number is

squared — squaring is when a number is multiplied by
itself. Thus —3% = +9. You need this information to
understand how the standard deviation and variance
formulae work, for example.

Psychologists often speak of negative correlations and
negative regression weights. This needs care because the
negative in this case indicates that there is a reverse rela-
tionship between two sets of scores. That is, for exam-
ple, the more intelligent a person is, the less time will
they take to complete a crossword puzzle.

If you have got negative values for your scores, it is
often advantageous to add a number of sufficient size to
make all of the scores positive. This normally makes
absolutely no difference to the outcome of your statisti-
cal analysis. For example, the variance and standard
deviation of —2, —5 and —6 are exactly the same if we
add 6 to each of them. That is, calculate the variance
and standard deviation of +4, +1 and 0 and you will
find them to be identical to those for —2, —5 and —6.
It is important that the same number is added to all of
your scores. Doing this is helpful since many of us expe-
rience anxiety about negative values and prefer it if they
are not there.

methods involve computational formulae as described in Box 4.3 though these are largely
outmoded for psychologists in these days of high-speed computers. We include them for
the reason that aspects of computational formula sometimes make an appearance in other
contexts such as the analysis of variance (see Box 4.4).

Box 4.3 Focus on

Computational formulae in statistics

Before there were computers, psychologists would compute ~ way of easing the computational chore in the past was to

statistical formula by hand. This is time consuming and  use what are known as computational formulae. These are

risks errors so we recommend that you avoid doing it. One  little used now statistical analysis is almost always



computerised. They occasionally pop-up in a slightly dis-
guised form in some statistical techniques — especially the
analysis of variance (Chapters 23 to 29). You may never
need to use these computational formulae but being aware
of them can help you understand some statistics better. In
the light of all of this one computational formula is worth
mentioning here — the formula for computing variance:

(XX

2 _
DX -

variance|computational formula] = N

Take care with elements of this formula:

X = the general symbol for each member of a set of
scores

3, = sigma or the summation sign, i.e. add up all the
things which follow

EXZ = the sum of the square of each of the scores
(EX)2 = sum all the scores and square that total
N = the number of scores

This formula for variance is quicker to calculate by hand
because it saves a lot of subtraction steps. If you understand
the formula then fine but, if not, the important thing is sim-
ply to remember that there are quick formulae for doing
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calculations which are now outmoded but which appear in
the explanation of some statistics. Using the scores
18 +21 +23 +18 +19 + 19 + 19 + 33 + 18 + 19
+ 19 + 20 again, using the computational formulae gives
us the same value for the variance as before (i.e. 16.08):

(X2

XZ
Variance|computational formula] = N
246>
236 — 210
_ 5236 B
12
60 516
2 —
_ 5236 1
12
_ 5236 — 5043 _ 193
12 12
=16.08

There are some correlation coefficients (Chapter 8) such
as Spearman’s rho and phi which are nothing other than
computational formula for special applications of the
Pearson correlation coefficient.

t Box 4.4 Key concepts

Variance estimate

There is a concept called the variance estimate (or esti-
mated variance) which is closely related to variance. The
difference is that the variance estimate is your best guess as
to the variance of a population of scores if you only have
the data from a small set of scores from that population on
which to base your estimate. The variance estimate is
described in detail in Chapter 22. It involves a slight
amendment to the variance formula in that instead of divid-
ing by N one divides by N — 1.
The formula for the estimated population variance is:

> X - X)?

estimated variance =
N-1

Although not strictly speaking correct, it is common prac-
tice to refer to the variance estimate simply as
variance. So if you calculate variance on SPSS you will not
get the same value as elsewhere in this chapter but the one

based on the formula above. Since virtually all statistical
analyses in psychology are based on samples from which
we wish to generalise, the variance estimate is likely to be
used in most if not all practical situations. Hence it is
reasonable to use the estimated variance as the general
formula for variance. The drawback to this is that if we
are merely describing the data, this practice is theoreti-
cally imprecise. As everyone else refers to the variance
estimate as the variance, you will be in good company if
you follow suit.

If we calculate the estimated variance using the data in
Table 4.5, we need to divide 193 by 11 instead of the 12
that we did earlier. 193 divided by 11 is 17.545 or 17.55.
This is the value you will get using SPSS as we describe in
the Computer Analysis at the end of this chapter. This is
shown in Screenshot 4.6 and confirms that SPSS is calcu-

lating the variance estimate.
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Interpreting the results

Variance is difficult to interpret in isolation because of its mathematical abstractness. You
need more information about the data since variance is dependent on the measurement
in question. Measures which are based on a wide numerical scale for the scores will tend
to have higher variance than measures based on a narrow scale. Thus if the range of scores
is only 10 then the variance is likely to be less than if the range of scores is 100. The vari-
ance of age for the general population is greater than for university students. Interpreting
variance is easier when comparing the variances of two different groups (see Chapter 22)
than looking at the variance of one group in isolation.

Reporting the results

Usually variance is routinely reported in tables which summarise a variable or a number of
variables along with other statistics such as the mean and range. This is shown in Table 4.8.
Standard deviation (see Chapter 6) is computationally very closely related to variance.
Indeed, textbooks often describe them at the same time. It is better to maintain their

distinctiveness.
Table 4.8 lllustrating the table for descriptive statistics
Variable N Mean Variance Range
Age 12 20.50 years 16.08 15 years
{ Research examples }

Averages, variation and spread

It is difficult to imagine quantitative research studies in psychology which do NOT give details of averages and
variation in some form. Typically very little space is devoted to this and highly stylised and structured ways of
presenting such information are used. So you could open virtually any psychology journal describing an empirical
study and you are almost certain to find them reported. Although variance is the basic measure of variation it is
not so often reported. Modern psychologists seem to prefer to use standard deviation (SD) instead (standard
deviation is the square root of variance). However, variance, standard deviation and standard error can be used
virtually interchangeably as they are closely related and any researcher worth their salt knows the relationship
between the three. Here are just a few examples.

Cetinkalp (2012) provides some basic information on those taking part in his study of achievement goals in sport
in the following way: ‘Participants comprised 208 adolescent athletes of whom 120 were female
((M*£SD = 16.331+0.47)) and 88 male (M £SD = 16.38 = 0.49) with a mean of age of 16.35 & 0.48 years.
Participants, who took part in handball and volleyball competition at a regional level in Adana, Turkey, reported
that their sport experience was 4.00+2.41 years, and they trained for 3.59 £1.75 days per week.
(pp. 474-5).
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Kenyon and her colleagues (2012) tested whether people with bulimia nervosa or other unspecified eating
disorders were less able to infer the feelings, beliefs and knowledge of other people than people who did not
have psychological disorders. As part of the study they measured various characteristics of the participants in
the three groups such as their age, body mass index, IQ and so on. They presented the mean scores with the
standard deviation in brackets for each of the three groups. So the mean age of the 48 people in their study
with bulimia nervosa was 28.0 years with a standard deviation of 7.7 years. The mean age of the 34 people with
other unspecified eating disorders was 27.6 years with a standard deviation of 6.9 years.

Meeten and Davey (2012) manipulated five moods by showing participants one of five films. The five moods
were sad, happy, anxious, angry and neutral. Participants rated how they felt in these five conditions in terms of
four scales measuring sadness, happiness, anxiety and anger. The mean scores with their standard deviations
in brackets were presented in a table with the five conditions represented by five columns and the four moods
by four rows. In another table, they presented the mean score, standard deviation and minimum and maximum
score for participants in these five groups separately and combined together for three measures of anxiety,
depression and worry.

Otgaar and colleagues (2012) reported the characteristics of the participants of their study of correct and
incorrect reports of being touched as: ‘Eighty 4/5-year-olds (40 girls; mean age 4.66 years (56 months),
SD = 0.53 (6.36 months)) and 80 9/10-year-olds (36 girls; mean age 9.50 (114 months), SD = 0.64 (7.68
months)) obtained parental consent for their participation. These children were recruited from different primary
schools in the Netherlands. (p. 643).

Van Schaik and Ling (2012) write of their study: ‘One hundred and fourteen undergraduate psychology students
(91 female, 23 male), with a mean age of 22.66 years (SD = 6.03) took part in the experiment. There were 30
participants in the condition of low artifact complexity/low task complexity, 29 in the low/high condition, 28 in
the high/low condition, and 27 in the high/high condition. All participants had used the Web. Mean experience
using the Web was 9.68 years (SD = 3.03), mean time per week spent using the Web was 17.25 hr (SD = 16.73)
and mean frequency of Web use per week was 14.76 (SD = 9.87)." (p. 209).
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e Because they are routine ways of summarising the typical score and the spread of a set of scores, it is impor-
tant always to report the following information for each of your variables:

® mean, median and mode
e range and variance (or more commonly) standard deviation
@ number of scores in the set of scores.

® The above does not apply to nominal categories. For these, the mode and the frequency of cases in each
category exhausts the main possibilities.

e Itis worth trying to memorise the definitional and computational formulae for variance. You will be surprised
how often these formulae appear in statistics.

e When using a computer, look carefully for variables that have zero variance. They can cause problems and
generally ought to be omitted from your analyses. Normally the computer will not compute the calculations
you ask for in these circumstances. The difficulty is that if all the scores of a variable are the same, it is impos-
sible to calculate many statistical formulae. It is not surprising that a computer won't calculate variance if
there is no variance in the datal
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COMPUTER ANALYSIS

Descriptive statistics using SPSS

e Name variables in ‘Variable View’ of the ‘Data Editor’. In the example, the only variable is termed
Data ‘Age’ but you could have several variables (see Screenshot 4.1).

¢ Move to the ‘Data View’ by clicking on the tab at the bottom of your screen.

e Enter the data under the appropriate variable names. So the data in our example have been
3 entered under ‘age’. The 12 scores listed are the ones given in Table 4.5 (see also Screenshot 4.2).

o Select ‘Analyze’, ‘Descriptive Statistics’ and ‘Frequencies...". You can see the selections
Analysis highlighted in Screenshot 4.3.

e Move the variables to be analysed to the right-hand box by clicking on your choice and
2 using the arrow button at the middle of the screen (Screenshot 4.4).

o Select ‘Statistics. . .", ‘Mean’, ‘Median’, ‘Mode’, ‘Variance’ and ‘Range’ or whichever ones you
require (Screenshot 4.5). We have included standard deviation to show how easy it

3 is to compute statistics which we haven't even discussed yet.
e These statistics are presented in a single table. See Screenshot 4.6.
Output
o Notice that the calculation for variance is not the same as we calculated in this chapter.
This is because SPSS gives the variance estimate rather than the variance. It also gives the
2 estimated standard deviation rather than the standard deviation.
e |tis best to be precise and call the estimated variance and estimated standard deviation
just that. However, given this, there is no problem in reporting these estimated values
3 rather than variance and standard deviation. It is common to do so.
FIGURE 4.3 SPSS steps for descriptive statistics when dealing with scores W

Interpreting and reporting the output

@ In the example calculated, we can see that the mean, median and mode are relatively similar. The
variance is 17.55 to two decimal places. These are the basic facts. It is difficult to say much more without
having additional variables for comparison.

@ One could write ‘The ages of the sample had a mean of 20.50 years with a median of 19.00 and a mode
of 19. These are fairly close and perhaps indicate that the distribution is fairly symmetrical. The
estimated variance was large at 17.55 reflecting the large value of the range (15).
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CHAPTER 5

Shapes of distributions of
scores

/

[ Overview }

e The shape of the distribution of scores is a major consideration in statistical analysis. It simply
refers to the characteristics of the frequency distribution (i.e. histogram) of the scores.

e The normal distribution is an ideal because it forms part of the theoretical basis of many
statistical techniques. It is best remembered as a bell-shaped frequency diagram.

e The normal distribution is a symmetrical distribution. That is, it can be folded perfectly on
itself at the mean. Such symmetry is another ‘ideal’ in many statistical analyses.
Non-symmetrical distributions are known as skewed distributions.

e Kurtosis indicates how steep or flat a curve is compared with the normal (bell-shaped) curve.

e Cumulative frequencies are ones which include all of the lower values on an accumulating
basis. So the highest score will always have a cumulative frequency of 100% since it includes
all of the smaller scores.

@ Percentiles are the numerical values of the score that cut off the lowest 10%, 30%, 95% or
what have you of the distribution of scores.

{ Preparation }

Be clear about numerical scores and how they can be classified into ranges of scores (Chapter 3).
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Introduction

The final important characteristic of scores on a variable is the particular shape of their
frequency distribution. It is useful for a researcher to be able to describe this shape suc-
cinctly. Obviously it is possible to find virtually any shape of distribution among the
multitude of variables that could be measured. So, intuitively, it seems unrealistic to seek
to describe just a few different shapes. But there are some advantages in doing so, as we
shall see. The key steps when planning to discuss the shapes of data distributions are given
in Figure 5.1.

Most of this chapter applies
only when you are considering
a variable which consists
of scores.

Kurtosis refers to how steep
or how shallow your
frequency curve is compared
to the normal curve.

Curves can have more than
one mode - a bimodal curve
has two modes.

The shapes of distributions
may be intrinsically interesting
but also for statistical reasons.

Skew is where there are
more scores to the left of
the mode (negative skew)
or more scores to the right

(positive skew).

Cumulative frequency curves
add in the previous data
steps to the next data step
in an accumulating fashion.

The normal distribution is
one very important shape
in statistics - it is the
bell-shaped curve.

Distorted normal curve
shapes can cause technical
problems in the interpretation
of statistical analyses.

FIGURE 5.1 Conceptual steps for understanding shapes of distributions

5.2 Histograms and frequency curves

Most of us have very little difficulty in understanding histograms; we know that they
are plots of the frequency of scores (the vertical dimension) against a numerical scale
(the horizontal dimension). Figure 5.2 is an example of a histogram based on a relatively
small set of scores. This histogram has quite severe steps from bar to bar. In other words,
it is quite angular and not a smooth shape at all. Part of the reason for this is that the
horizontal numerical scale moves along in discrete steps, so resulting in this pattern.
Things would be different if we measured on a continuous scale on which every possible
score could be represented to the smallest fraction. For example, we might decide to
measure people’s heights in centimetres to the nearest whole centimetre. But we know
that heights do not really conform to this set of discrete steps or points; people who
measure 120 centimetres actually differ in height by up to a centimetre from each other.
Height can be measured in fractions of centimetres, not just whole centimetres. In other
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FIGURE 5.2 Histogram showing steep steps
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FIGURE 5.3 Smooth curve based on small blocks

words height is a continuous measurement with infinitesimally small steps between
measures so long as we use sufficiently precise measuring instruments.

So a histogram of heights measured in centimetre units is at best an approximation to
reality. Within each of the blocks of the histogram is a possible multitude of smaller steps.
For this reason, it is conventional when drawing frequency curves for theoretical purposes
to smooth out the blocks to form a continuous curve. In essence, this is like taking much
finer and more precise measurements and redrawing the histogram. Instead of doing this
literally we approximate it by drawing a smooth curve through imaginary sets of extremely
small steps. When this is done our histogram is ‘miraculously’ turned into a continuous
unstepped curve (try doing this with Figure 5.3 compared to Figure 5.2).

A frequency curve can, of course, be of virtually any shape but one shape in particular
is of concern in psychological statistics — the normal curve.

Normal curve

The normal curve describes a particular shape of the frequency curve. Although this shape
is defined by a formula and so can be described mathematically, for most purposes it is suf-
ficient to regard it as a symmetrical bell-shape (Figure 5.4). Actually, to be pedantic, two
normal curves can look very different from each other because a normal curve is defined by
a mathematical formula, not a precise shape (Huck, 2009). Ultra-pedantically, the bell-shape
does not apply to all normal curves but is good enough a description for most purposes.
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frequency

FIGURE 5.4 Normal (bell-shaped) frequency curve J

It is called the ‘normal’ curve because it was once believed that distributions in the
natural world corresponded to this shape. Even though it turns out that the perfect normal
curve is not universal, it is important because many distributions are more or less this
shape — at least sufficiently so for most practical purposes. The crucial reason for the use
of the normal curve in statistics is that theoreticians developed many statistical techniques
on the assumption that the distributions of scores had this particular bell-shape. It so
happens that these assumptions which are useful in the development of statistical tech-
niques have relatively little bearing on their day-to-day application (see Box 5.1). That s,
the statistical techniques developed on the assumption of normality generally work well
even when they are applied to data which is only roughly bell-shaped. In run-of-the-mill
psychological statistics, the question of whether a distribution is normal or bell-shaped is
not that important since often substantial violations of normality in our data make little
difference to the value of the statistical test. Exceptions to this will be mentioned as
appropriate in later chapters.

Don’t forget that for the perfectly symmetrical, bell-shaped (normal) curve the values
of the mean, median and mode are identical. Disparities between the three are indications

that you have an asymmetrical curve.

Box 5.1 Focus on

How normal are my curves?

One thing which may trouble you is the question of how
precisely your data need fit the normal or bell-shaped ideal.
Is it possible to depart much from the ideal without causing
problems? The short answer is that usually a lot of devia-
tion is often possible without affecting things too much.
Of course, the more your data do not correspond to the
normal curve the less precise your statistical test will be.
Perhaps psychologists have worried too much in the past
about non-normality and the like. As a rule of thumb, it
has been suggested that for practical purposes, you can
disregard deviations from the ideal distribution, especially
when dealing with about 30 or more scores. Unfortunately,
all of this involves a degree of subjective judgement since
there are no useful ways of assessing what is an acceptable

amount of deviation from the ideal when faced with the
small amounts of data that student projects often involve.
If you wish you can use statistics which do not involve the
normal curve (Chapter 21). Some of these are known as
nonparametric or distribution-free methods. Furthermore,
it is possible to use bootstrapping (see Box 21.1) with many
statistical techniques which usually are based on the nor-
mal distribution. In bootstrapping the theoretical normal
distribution is replaced by the distribution of randomly
drawn samples based on the available data. So there are
alternative versions of many statistical tests which avoid
the issue of normality. As yet, bootstrapping is underuti-
lised by psychologists. Bootstrapping methods are often
easy on SPSS.
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5.4 Distorted curves

The main concepts which deal with distortions in the normal curve are skewness and
kurtosis.

Skewness

It is always worth examining the shape of your frequency distributions. Gross skewness
is the exception to our rule of thumb that non-normality of data has little influence on
statistical analyses. By skewness we mean the extent to which your frequency curve is
lopsided rather than symmetrical. A mid-point of a frequency curve may be skewed either
to the left or to the right of the range of scores (Figures 5.5 and 5.6).

There are special terms for left-handed and right-handed skew:

e Negative skew:

® more scores are to the left of the mode than to the right

o the mean and median are smaller than the mode.
® Positive skew:

® more scores are to the right of the mode than to the left

@ the mean and median are bigger than the mode.

There is also an index of the amount of skew shown in your set of scores. Looking at the
frequency curve for the variable in question will give you a good idea of whether there is
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FIGURE 5.5 Negative skew
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FIGURE 5.6 Positive skew




5.4 DISTORTED CURVES 69

skewness. The index of skewness is positive for a positive skew and negative for a negative
skew. Appendix A explains how to test for skewness in your data. SPSS includes skewness
in ‘Frequencies. . . > (Screenshot 4.5), ‘Explore. . . > (Screenshot 4.3) and “Statistics. . . °, and
‘Descriptive Statistics’ (Screenshot 12.2) and ‘Options. . . > (Screenshot 12.4) if you request
it. For a perfect normal distribution the value of skewness would be 0.

Kurtosis (or steepness/shallowness)

Some symmetrical curves may look rather like the normal bell-shaped curve except that
they are excessively steep or excessively flat compared to the mathematically defined
normal bell-shaped curve (Figures 5.7 and 5.8).

Kurtosis is the term used to identify the degree of steepness or shallowness of a distri-
bution. There are technical words for different types of curve:

@ a steep curve is called leptokurtic
@ anormal curve is called mesokurtic
e a flat curve is called platykurtic.

These are terms beloved of statistics book writers. However, since the terms mean nothing
more than steep, middling and flat there is probably good reason to avoid these Greek
words in favour of clear descriptions in everyday English.

It is possible to obtain indexes of the amount of shallowness or steepness of your
distribution compared with the mathematically defined normal distribution. For most
purposes, an inspection of the frequency curve of your data will give you a good idea.
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Knowing what the index means should help you cope with computer output; quite
simply:

@ a positive value of kurtosis means that the curve is steep compared to the normal curve
@ a zero value of kurtosis means that the curve is middling — just like the normal curve

@ a negative value of kurtosis means that the curve is flatter compared to the normal
curve.

Steepness and shallowness have little or no bearing on the statistical techniques you use
to analyse your data, quite unlike skewness.

SPSS includes kurtosis in ‘Frequencies. . .’ (Screenshot 4.5), ‘Explore. . .’ (Screen-
shot 4.3) and “Statistics. . . °, and ‘Descriptive Statistics’ (Screenshot 12.2) and ‘Options. . .’
(Screenshot 12.4) if you request it. A value of 0 means no kurtosis, a negative value indicates
a flat curve, and a positive value indicates a steep curve.

[ 5.5 Other frequency curves

B Bimodal and multimodal frequency distributions

Of course, there is no rule that says that frequency curves have to peak in the middle and
tail off to the left and right. As we have already explained, it is perfectly possible to have
a frequency distribution with twin peaks (or even multiple peaks). Such twin-peaked
distributions are called bimodal since they have two modes — most frequently occurring
scores. Such a frequency curve might look like Figure 5.9.

SPSS includes the mode in ‘Frequencies. . . > (Screenshot 4.3), ‘Variable’ (Screenshot 4.4),
‘Statistics. . . > and ‘Mode’ (Screenshot 4.5), and output (Screenshot 4.6).

Cumulative frequency curves

There are any number of different ways of presenting a single set of data. Take, for exam-
ple, the 50 scores in Table 5.1 for a measure of extraversion obtained from airline pilots.

One way of tabulating these extraversion scores is simply to count the number of pilots
scoring at each value of extraversion from 1 to 5. This could be presented in several forms,
for example Tables 5.2 and 5.3 and Figure 5.10.
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[ FIGURE 5.9 Bimodal frequency histogram J




5.5 OTHER FREQUENCY CURVES 71
e )
Table 5.1 Extraversion scores of 50 airline pilots
3 5 5 4 4 5 5 3 5 2
1 2 5 3 2 1 2 3 3 3
4 2 5 5 4 2 4 5 1 5
5 3 3 4 1 4 2 5 1 2
3 2 5 4 2 1 2 3 4 1
- J
e )
Table 5.2 Frequency table based on data in Table 5.1
Number scoring 1 7
Number scoring 2 11
Number scoring 3 10
Number scoring 4 9
Number scoring 5 13
- J
e )
Table 5.3 Alternative layout for data in Table 5.1
Number of pilots scoring
1 2 3 4 5
7 11 10 9 13
- )
14
12
10
8 -
frequency 6 -
4 -
2 -
0
number number number number number
scoring scoring scoring scoring scoring
1 2 3 4 5
FIGURE 5.10 Histogram of Table 5.1

Exactly the same distribution of scores could be represented using a cumulative fre-
quency distribution. A simple frequency distribution merely indicates the number of peo-
ple who achieved any particular score. A cumulative frequency distribution gives the
number scoring, say, one, two or less, three or less, four or less, and five or less. In other
words, the frequencies accumulate. Examples of cumulative frequency distributions are
given in Tables 5.4 and 5.5 and Figure 5.11. Cumulative frequencies can be given also as
cumulative percentage frequencies in which the frequencies are expressed as percentages

and these percentages accumulated. This is shown in Table 5.4.
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e )
Table 5.4 Cumulative frequency distribution of pilots’ extraversion scores from Table 5.1
Score range Cumulative frequency Cumulative percentage
frequency
1 7 14%
2 or less 18 36%
3 orless 28 56%
4 or less 37 74%
5 or less 50 100%
- )
e R
Table 5.5 Alternative style of cumulative frequency distribution of pilots’ extraversion
: scores from Table 5.1
Number of pilots scoring
1 2 orless 3orless 4 orless 5 orless
7 18 28 37 50
- )
50 q
40 -
30 4
frequency
20
10
0
1 2orless 3orless 4 or less 5orless
FIGURE 5.11 Cumulative histogram of the frequencies of pilots’ extraversion scores from Table 5.1

There is nothing difficult about cumulative frequencies. However, you must label
such tables and diagrams clearly — simply by using the word cumulative wherever
appropriate — or they can be very misleading.

To compute a frequency distribution in SPSS see the Computer Analysis at the end of
this chapter.

Percentiles

Percentiles are merely a form of cumulative frequency distribution, but instead of being
expressed in terms of accumulating scores from lowest to highest, the categorisation is in
terms of whole numbers of percentages of people. In other words, the percentile is the score
which a given percentage of scores equals or is less than. You do not necessarily have to
report every percentage point and units of 10 might suffice for some purposes. Such a
distribution would look something like Table 5.6. The table shows that 10% of scores are
equal to 7 or less and 80% of scores are equal to 61 or less. Note that the 50th percentile
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-
Example of percentiles

Percentile Score

10th 7

20th 9

30th 14

40th 20

50th 39

60th 45

70th 50

80th 61

90th 70

100th 78

corresponds to the median score (but not necessarily the mean or mode). Quartiles which
we discussed in the previous chapter in connection with the interquartile range are merely
the 25th percentile, the 50th percentile which is also the median, and the 75th percentile.

Percentiles are commonly used in standardisation tables of psychological tests and meas-
ures. That is, tables which present information on the distribution of test scores based on
large samples of people. For these it is often very useful to be able to describe a person’s
standing compared with the set of individuals on which the test or measure was initially
researched. Thus if a particular person’s neuroticism score is described as being at the 90th
percentile it means that they are more neurotic than about 90% of people. In other words,
percentiles are a quick method of expressing a person’s score relative to those of others. Not
using percentiles can result in rather clumsy and convoluted explanations.

In order to calculate the percentiles for any data, it is first necessary to produce a table
of cumulative percentage frequencies. This table is then examined to find the score which
cuts off, for example, the bottom 10%, the bottom 20%, the bottom 30 %, etc. of scores.
It should be obvious that calculating percentiles in this way is actually easier if there are
a large number of scores so that the cut-off points can be found precisely.

To compute percentiles on SPSS, select ‘Frequencies. . .’ (Screenshot 4.3), the ‘Variable’
and ‘Statistics. . .’ (Screenshot 4.4), ‘Percentile(s)’ and enter or add the percentile points
you want (Screenshot 4.5).

{ Research examples J

Kurtosis, skew, etc.

Brasel and Gips (2011) were interested in people’s use of what the researchers term the media landscape, which
includes television and the Internet. Just what happens when people use either of these media? Using a labora-
tory-based design, individuals were studied when they ‘multitasked’ (i.e. used a computer and television simul-
taneously). One of the findings was the strongly skewed nature of people’s gaze at the screen. People gazed

->
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longer at the computer than the television. Nevertheless the conclusion was that the distribution of gaze is
strongly skewed - short duration gazes of only a few seconds dominate. One of the intriguing findings was that
people were very poor at estimating the extent of their gaze-switching behaviour compared with the objective
reality as measured by the researchers.

Kenyon and her colleagues (2012) tested whether people with bulimia nervosa or other unspecified eating
disorders were less able to infer the feelings, beliefs and knowledge of other people than people who did not
have psychological disorders. As part of the study they assessed how depressed, anxious and stressed the three
groups were. Because these three variables were not normally distributed and could not be transformed to be
so, they carried out nonparametric tests to determine whether there were any differences between the three
groups (see Chapter 21 for a discussion of nonparametric tests).

Linley and his colleagues (2009) investigated the relationship between various measures of psychological well-
being. Before carrying out their main statistical analyses, they examined the skewness and kurtosis of their nine
measures together with their standard errors which they present in a table. They also inspected the normality
of these distributions by looking at a histogram of their scores. According to both these methods their scores
were normally distributed.

Peters and Durding (1978) were interested in the relationship between laterality (right versus left-handedness)
and the differences between performance on a simple tapping task for the left and right hand. Of course, obvi-
ous preference for the use of one hand to perform tasks will tend to emphasise that laterality has a biased
distribution (many people are right-handed, some are left-handed, and a few have no clear preference). However,
handedness in task performances not allowing such a preference is different and some have regarded it as a
continuous variable. The tapping task involved in this study had children tapping with the index finger as fast as
possible over a series of timed trials using the different index fingers. Laterality preference was assessed by
having the child show the researcher how to do things like hammering in a nail, combing hair and brushing teeth.
The hand chosen was recorded as the preferred hand. An index of laterality was calculated for a range of this
sort of task. There was a linear relationship between the left/right speed of finger tapping and the child’s lateral-
ity as measured by the preference test for activities. Furthermore, the distribution of the tapping task differences
was symmetrical about the mean and it was unimodal rather than, say, bimodal which would indicate disconti-
nuities in handedness. This was not at all the case for the preference task. However, the distribution for finger
tapping differences was more peaked than the normal distribution, indicating a degree of kurtosis which was
significant. Overall, the research provided some support for the idea that laterality in performance is a continu-
ous variable.

Shafran and her colleagues (2006) were interested in determining whether being asked to have higher general
personal standards such as working very hard would result in more dysfunctional eating than those who were
asked to have lower general personal standards such as taking it easy at work. Some of the measures used to
assess dysfunctional eating such as trying to restrict the intake of food and feeling regret after eating were
significantly positively skewed. Consequently, nonparametric tests were used to test for differences on these
variables.

Wickham, Morris and Fritz (2000) addressed the question of the distinctiveness of faces. One conventional
assumption is that there are many relatively typical faces but rather few that are distinctive. This would indicate
a highly skewed distribution in terms of facial distinctiveness. The researchers went about testing this using
three separate but related studies which used different ways of estimating distinctiveness. For example, tradi-
tional ratings of distinctiveness produced normal distributions but ratings that emphasised the amount of
deviation from the typical face were very skewed. In their first study, however, they used traditional ratings of
distinctiveness of faces. They used the distance on a physical scale such that 0 equalled extremely typical and
9 would be extremely distinctive. The mean rating was found to be 3.7 cm with a skewness of 0.25 and kurtosis
of —0.91. A bar chart for these data looks relatively flat and there is a long tail towards the distinctiveness end
of the continuum.
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4 N
ey points ]

e The most important concept in this chapter is that of the normal curve or normal distribution. It is worth
extra effort to memorise the idea that the normal curve is a bell-shaped symmetrical curve.

e Bealittle wary if you find that your scores on a variable are very skewed since this can lose precision in certain
statistical analyses.

& J

( )

COMPUTER ANALYSIS

Frequencies using SPSS

o Name the variables in ‘Variable View' of the ‘Data Editor’.

- e Enter the data under the appropriate variables names in Data View' of the ‘Data Editor’
ata

(Screenshot 5.1).
o For frequency tables, select ‘Analyze’, ‘Descriptive Statistics’ and ‘Frequencies. .
. (Screenshot 5.2).
BUELEL . Move variables to be analysed to right-hand side box (Screenshot 5.3).
o For histograms, select ‘Graphs’, and then either ‘Chart Builder..." or ‘Legacy Dialogs’
2 (Screenshot 5.5).
o The frequency table shows the frequency as well as the percentage of the frequency for each
value (Screenshot 5.4).
Output e If needed, use the ‘Chart Editor’ to edit the histogram (Screenshot 5.6).
[ FIGURE 5.12 SPSS steps for frequency tables and histograms }
4 N

Interpreting and reporting the output

e The frequency table and histogram should be studied to identify their most characteristic features. Since
tables and histograms are basically descriptive methods then their features may simply be reported and
little or nothing by way of interpretation may be necessary.

e Although frequency tables and histograms may be presented in your report, be careful to ensure that
what appears is clear and effective. Too many tables and histograms can be distracting if not confusing.
Perhaps you should find ways of reducing their number without changing effectiveness. Make sure that
any that you use are properly labelled and mentioned in the text. In our experience, SPSS tables and
histograms can always be improved by careful reflection and using the chart editor, etc. It is easy to
create a bad impression by including tables and diagrams which add nothing or even confuse the reader.

N\ J
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CHAPTER 6

Standard deviation and
Z-scores

Standard unit of measurement in statistics

/

[ Overview }

e Standard deviation computationally is the square root of variance (Chapter 4).

e Conceptually, standard deviation is a distance along a frequency distribution of scores.

@ The estimated standard deviation is calculated by SPSS and other packages. Nevertheless,
it is almost universally referred to as the standard deviation. If you are using a sample to
estimate the characteristics of a population then the estimated standard deviation should
be used. Almost invariably, this is what psychologists are doing. But knowing about both
makes the explanation more understandable.

® Because the normal (bell-shaped) curve is a standard shape, it is possible to give the distri-
bution as percentages of cases which lie between any two points on the frequency distribu-
tion. Tables are available to do this easily if necessary.

@ Itis common to express scores as z-scores. A z-score for a particular score is simply the
number of standard deviations that the score lies from the mean of the distribution. (A
negative sign is used to indicate that the score lies below the mean.) Z-scores are also
referred to as standardised scores or standard scores.

{ Preparation }

Make sure you know the meaning of variables, scores, X and scales of measurement - especially
nominal, interval and ratio (Chapter 2).
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6.1

Introduction

Measurement ideally uses standard or universal units. It would be really stupid if, when
we ask people how far it is to the nearest railway station, one person says 347 cow’s
lengths, another says 150 poodle jumps and a third person says three times the distance
between my doctor’s house and my dentist’s surgery. If you ask us how hot it was on
midsummer’s day you would be pretty annoyed if one of us said 27 degrees Howitt and
the other said 530 degrees Cramer. We measure in standard units such as centimetres,
degrees Celsius, kilograms and so forth. The advantages of doing so are obvious: standard
units of measurement allow us to communicate easily, precisely and effectively with other
people.

It is much the same in statistics but there is a difficulty. Statistics is applied to data of
all sorts and in all sorts of disciplines. So how is it possible for the same statistical methods
to be applied to things measured in kilograms and to more abstract things in psychology
such as acquiescence tendency? Although it would be nice if statisticians had a standard
unit of measurement, it is not intuitively obvious what this should be.

6.2 Theoretical background

Imagine a 30 centimetre rule — it will be marked in 1 centimetre units from 0 centimetres
to 30 centimetres (Figure 6.1). The standard unit of measurement here is the centimetre.
But you could have a different sort of rule in which instead of the scale being from 0 to
30 centimetres, the mid-point of the scale is 0 and the scale is marked as =15, —14, —13,
..o.,—1,0, +1,..., + 13, + 14, + 15 centimetres. This rule is in essence marked
in deviation units (Figure 6.2).

The two rules use the same unit of measurement (the centimetre) but the deviation rule
is marked with 0 in the middle, not at the left-hand side. In other words, the mid-point
of the scale is marked as 0 deviation (from the mid-point). The standard deviation is simi-
lar to this rule in so far as it is based on distances or deviations from the average or
mid-point.

One of the odd things about the standard deviation is that its value is dependent on
the variability of the scores. So the standard deviation might be 5 or it might be 7 of the

rrrrrrrrrerrrrertrrrrtrrrr T
012 3456 7 8 910111213141516 17 18 19 20 21 22 23 24 25 26 27 28 29 30

cm

FIGURE 6.1 30 centimetre rule
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FIGURE 6.2 30 centimetre rule using deviation units
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units in which the scores were measured. For example, it could be 5 inches or 2 IQ points
and so forth. But we can talk about the number of standard deviations a score is away
from the mean. In this way, we can ignore the units of measurement. So the number of
standard deviations a score is away from the mean is a sort of standard measurement unit.
That is, although the standard deviation itself depends on the data involved, the number
of standard deviations frees us from the measurement scale. Standard deviation is a key
concept in statistics; it is nearly universal in quantitative analyses. So it is worth spending
time getting to terms with it. It allows the standardisation of variables and makes com-
parisons between very different measures possible.

Some statisticians would have apoplexy but we think that the best way of understanding
standard deviation is that it is a measure of the amount by which scores differ from the
mean or average score. Of course, each score will differ by a different amount from the
mean and some scores will differ in a positive direction and other scores will differ in a
negative direction. So a particular score may be described as being 1.5 standard deviations
from the mean. It is quite an odd idea to base a standard unit of measurement on the vari-
ability in the data rather than some absolute standard. And we need to be a little cautious
about suggesting that the standard deviation is the average deviation from the mean — this
might cause more apoplexy. The standard deviation is not calculated in the way that one
might expect. The obvious way would be as follows and it is wrong. Imagine that the scores
were 4, 6, 3 and 7 then the mean is 20 divided by 4 (the number of scores), or 5. Each of
the four scores deviates from the average by a certain amount — for example, 7
deviates from the mean of 5 by just 2. The sum of the deviations of our four scores from
the mean of 5is 1 + 1 + 2 + 2 which equals 6. Surely, then, the standard deviation is
6 divided by 4, which equals 1.5?

But this is 7ot how statisticians work out the average deviation for their standard unit.
Such an approach might seem logical, but it turns out to be not very useful in practice.
Instead standard deviation uses a different type of average which most mortals would not
even recognise as an average.

The big difference is that standard deviation is calculated as the average squared devia-
tion. What this implies is that instead of taking our four deviation scores (1 + 1 + 2 + 2)
we square each of them (12 + 12 + 2% + 22) which gives 1 + 1 + 4 + 4 = 10. If we
divide this total deviation of 10 by the number of scores (4), this gives a value of 2.5.
However, this is still not quite the end of the story since we then have to calculate the
square root of this peculiar average deviation from the mean. Thus we take the 2.5 and
work out its square root — that is, 1.58. In words, the standard deviation is the square
root of the average squared deviation from the mean.

And that really is it — honest. It is a pity that one of the most important concepts in
statistics is less than intuitively obvious, but there we are. To summarise:

@ The standard deviation is the standard unit of measurement in statistics.

@ The standard deviation is simply the ‘average’ amount that the scores on a variable
deviate (or differ) from the mean of the set of scores. In essence, the standard deviation
is the average deviation from the mean. Think of it like this since most of us will have
little difficulty grasping it in these terms. Its peculiarities can be safely ignored for most
purposes. Of course, this being statistics, standard deviation is defined as a formula.
Putting it into understandable words can only approximate what it is.

e Although the standard deviation is an average, it is not the sort of average which most
of us are used to. However, it is of greater use in statistical applications than any other
way of calculating the average deviation from the mean.

It should be stressed that the standard deviation is not a unit-free measure. If we meas-
ured a set of people’s heights in centimetres, the standard deviation of their heights would
also be a certain number of centimetres. If we measured 50 people’s intelligences using an
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Standard deviation is

simply the average amount
by which the scores deviate

from the mean score.

Tables tell one how many
scores are (say) bigger
than a certain number
of standard deviations

below the mean.

These tables apply IF
your data are normally
distributed.

intelligence test, the standard deviation would be a certain number of IQ points. It might
help you to remember this, although most people would say or write things like ‘the
standard deviation of height was 4.5” without mentioning the units of measurement.
Figure 6.3 gives the key steps in relation to using standard deviation.

The standard deviation gives greater numerical emphasis to scores which depart by
larger amounts from the mean. The reason is that it involves squared deviations from the
mean which give disproportionately more emphasis to larger deviations.

The standard deviation is important for many reasons. It is often used in preference to
variance as an indicator of the amount of variability there is in the scores. This makes
sense because variance is simply the square of the standard deviation. The more spread
in the scores the bigger will be the standard deviation and the variance.

The standard deviation and the estimated standard deviation are slightly different. The
estimated standard deviation is used when you are generalising from a sample to the
population from which the sample was taken. However, the distinction between the two
has become blurred and invariably researchers give the estimated standard deviation
though they refer to it as the standard deviation. One good reason for this is that research-
ers overwhelmingly are trying to say something about the population on the basis of the
sample data. When you use SPSS to calculate standard deviation it gives you the estimated
standard deviation. The calculation of the estimated standard deviation involves dividing
by the sample size minus one (N — 1) instead of the sample size. Another way of saying
this, as we shall see, is that we divide by the degrees of freedom rather than the sample
size. You will frequently come across degrees of freedom in psychological statistics.

The calculation of the estimated standard deviation using SPSS is described at the end
of this chapter.

However, it is calculated in
a somewhat ‘unusual’ way
in which these deviations
are squared, summed and
then their square root taken.

So every score can be
described in terms of how
many of these standard
deviations it is from the mean.

A score at the mean is 0
standard deviations from
the mean.

The estimated standard
deviation is for the
population but is based on
a sample of scores taken
from that population.

These are known as
z-scores and are very
important in statistics.

Standard deviation is often
used interchangeably with
variance and standard error
to indicate spread.

t FIGURE 6.3 Conceptual steps for understanding standard deviation
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[ Explaining statistics 6.1 }

How standard deviation works

The defining formula for standard deviation is as follows:

>(X - X)?
N
or the computationally quicker formula is:

standard deviation =

standard deviation =

Table 6.1 lists the ages of nine students (N = number of scores = 9) and shows steps in calculating the standard
deviation. Substituting these values in the standard deviation formula:

( N
Steps in the calculation of the standard deviation
Scores (X) (age in years) Scores squared x?
20 400
25 625
19 361
35 1225
19 361
17 289
15 225
30 900
27 729
3x? = 5115

standard deviation =

3115 — 4761
- 9

= % = V39.333 = 6.27

(You may have spotted that the standard deviation is simply the square root of the variance.)

Interpreting the results

Like variance, standard deviation is difficult to interpret without other information about the data. Standard deviation
is just a sort of average deviation from the mean. Its size will depend on the scale of the measurement in question. The
bigger the units of the scale, the bigger the standard deviation is likely to be.

->
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