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Preface

The first edition of Physical Chemistry of Surfaces appeared in 1960—a long
time ago and a long time for a book to be continuously in print through succes-
sive editions. Much has changed; much remains about the same. An important
change—a most happy one—is that the senior author is joined by a co-author
and one who may well carry the book into yet further editions. Unchanged is
the purpose of the book. We hope that this 6th edition will continue to serve as a
textbook for senior and graduate-level courses, of both academic and industrial
venue, and that it will continue to be of value to practitioners in surface chem-
istry, especially those whose interests have only recently moved them toward
that field. Some comments for special groups of users follow.

Students (and instructors). Each chapter presents first the basic surface chem-
istry of the topic, with optional material in small print. Derivations are generally
given in full and this core material is reinforced by means of problems at the
end of the chapter. A solutions manual is available to instructors. It is assumed
that students have completed the usual undergraduate year course in physical
chemistry. As a text for an advanced course, the basic material is referenced to
fundamental, historical sources, and to contemporary ones where new advances
have been incorporated. There are numerous examples and data drawn from
both the older and from current literature.

Each chapter section will generally conclude with a heavily referenced
review of more recent advances in its area. The typical course in surface chem-
istry might follow the chapter sequence of the book. The first two-thirds of the
course, through Chapter XI, would typically stress fundamentals with frequent
homework assignments. The student is taken through the basics of the physical
chemistry of liquid—gas and liquid-solid interfaces, including electrochemistry,
long-range forces, and the various methods of spectroscopic and structural study
of surfaces. Chapters XII through XV are more descriptive and problem assign-
ments might taper off, to be replaced by a term paper. The citations on recent
advances in these chapters serve to give the student a good start on a literature

Xix
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survey for such a project and a basis for thoughtful discussion. Chapter XV is a
new one, designed to give appropriate attention to the topic of macromolecular
films.

The concluding chapters, Chapters XVI through XVIII, take up the impor-
tant subjects of physical and chemical adsorption of vapors and gases, and het-
erogeneous catalysis. As with the earlier chapters, the approach is relatively
quantitative and problem assignments regain importance.

While the Systeme International d’Unités (SI) system of units is not particu-
larly relevant to physical chemistry and requires additional and sometimes awk-
ward constants, its broad use deserves attention. The majority of the derivations
are made in the cgs/esu (centimeter—gram—second/electrostatic unit) system of
units; however, both the SI and cgs systems are explained and tables for their
interconversion are given in Chapters V and VL

Professional chemists. Surface chemistry is a broad subject, and it is hoped
that even those established in some particular aspect will find the many refer-
ences to contemporary work helpful in areas not in their immediate expertise.
The subject is also a massively developing one, and many scientists whose basic
experience has been in spectroscopy, photochemistry, biomimicking systems,
engineering, and so on, have found themselves drawn into surface chemical
extensions of their work. The book should serve the dual purpose of providing
a fairly detailed survey of basic surface chemistry and an entrée into contem-
porary, important work on each aspect. Many of the references were chosen
because of the extensive bibliography that they contain, as a means of help-
ing people who need to get acquainted rapidly with a subject area. Also, the
Index is unusually complex; it is intended to be helpful in chasing down related
aspects of a given subject, often present in other than the principal chapter.

Those acquainted with the 5th edition. Some statistics on this new edition
are the following. It is slightly longer (in spite of stringent efforts and the elim-
ination of much material of diminished interest). About 30% of the text is new
and about a third of the problems; there are now some 3400 references, of which
about 30% are new.

There has been a general updating of the material in all the chapters; the treat-
ment of films at the liquid—air and liquid—solid interfaces has been expanded,
particularly in the area of contemporary techniques and that of macromolecular
films. The scanning microscopies (tunneling and atomic force) now contribute
more prominently. The topic of heterogeneous catalysis has been expanded to
include the well-studied case of oxidation of carbon monoxide on metals, and
there is now more emphasis on the “flexible” surface, that is, the restructuring
of surfaces when adsorption occurs. New calculational methods are discussed.

In the Prefaces of both the 4th and the 5th editions the senior author com-
mented on the tendency of “wet” and “dry” surface chemistry for differentiation
into separate schools. This remains the case today; also, academic research in
wet surface chemistry continues to move from chemistry departments to engi-
neering ones. On the other hand, new connections between the two areas have
been forming apace with the current prominence of scanning microscopies.
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Also, many of the structural and spectroscopic techniques are now being applied
to new types of systems, such as those involving the physical adsorption of
vapors. Such bridging of methodologies will surely help to keep surface chem-
istry a single, broad field with good intercommunication between the various
subareas.

We are both greatly indebted to the hundreds of authors who supplied us
with thousands of reprints, to constitute libraries of important contemporary
literature. One of us (AWA) wishes to acknowledge help in the preparation of
the manuscript through a grant to the University of Southern California Emeriti
College from the Rita H. Small Charitable Trust; also, the many hours spent by
Virginia Adamson in reading proofs has made the book (if not the subject) at
least partly hers. APG wishes to thank the numerous students who contributed
to this book, in particular, Matthew Losey for his help on Chapter VIII and on
the physical chemistry of art restoration. Lindi Bauman of the Stanford Univer-
sity Department of Chemical Engineering and Grace Baysinger, the Chemistry
Librarian, deserve much appreciation for their help with the manuscript and bib-
liography. Finally, Bradley Askins, Rebecca and David Askins-Gast, and Dru
Gast deserve tremendous thanks for their sacrifices during the many days and
nights of work that this book required.

ARTHUR W. ADAMSON
ALICE P. GAST

January 1997

A solutions manual for the problems is available from either author; the
request should be on institutional letterhead and from an authorized person.

ARTHUR W. ADAMSON

Department of Chemistry
University of Southern California
Los Angeles, California

ALICE P. GAST

Department of Chemical Engineering
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CHAPTER I

General Introduction

In this book we discuss the physical chemistry of surfaces in a broad sense.
Although an obvious enough point, it is perhaps worth noting that in reality
we will always be dealing with the interface between two phases and that, in
general, the properties of an interface will be affected by physical or chemi-
cal changes in either of the two phases involved. We will address, to vari-
ous degrees of detail, all the possible interfaces between the three states of
matter—solid, liquid, and gas. At these interfaces, we will see some intriguing
phenomena imparted by the constraints imposed by the surface.

A general prerequisite for the existence of a stable interface between two
phases is that the free energy of formation of the interface be positive; were it
negative or zero, fluctuations would lead to complete dispersion of one phase in
another. As implied, thermodynamics constitutes an important discipline within
the general subject. It is one in which surface area joins the usual extensive
quantities of mass and volume and in which surface tension and surface com-
position join the usual intensive quantities of pressure, temperature, and bulk
composition. The thermodynamic functions of free energy, enthalpy and entropy
can be defined for an interface as well as for a bulk portion of matter. Chap-
ters II and IIT are based on a rich history of thermodynamic studies of the lig-
uid interface. The phase behavior of liquid films enters in Chapter IV, and the
electrical potential and charge are added as thermodynamic variables in Chap-
ter V.

The key physical elements in a molecular thermodynamic analysis are the
interaction potentials between the molecules. The intermolecular forces have
a profound influence on interfacial phenomena where properties change dra-
matically over molecular length scales. This is addressed in Chapters V and
VI, where electrostatic and long-range forces are discussed; these intermolec-
ular attractions and repulsions play a recurring role throughout the book. An
important characteristic of an interface is that it is directional. Properties vary
differently both along and perpendicular to an interface. This aspect is respon-
sible for many of the fascinating phenomena occurring at interfaces and also
provides leverage in the study of long-range forces. As described in Chapter VI,
it is possible, for example, to measure directly the van der Waals force between
two surfaces. This area is one in which surface physical chemists have made
fundamental contributions to physical chemistry as a whole.

In Chapter VII, the solid surface is introduced. Structure is as important in
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2 I GENERAL INTRODUCTION

surface physical chemistry as it is in chemistry generally. The structure of a
crystalline solid can be determined by x-ray diffraction studies; the surface
structure of a solid can, somewhat analogously, be determined by low-energy
electron diffraction (LEED). Chapter VIII is devoted to the myriad ways of
probing surface structure and chemistry at a molecular level. High-vacuum
surface spectroscopy has become quite well developed, often involving well-
defined single-crystal surfaces, such that the chemical state of adsorbed and
reacting molecules can be investigated.

A remarkable development, discussed in Chapter VIII, has been the ability
to “see” individual atoms and molecules through scanning probe microscopies.
With this ability has come the documentation of the structures of solid surfaces,
even refractory ones, that differ from the bulk phases. Surface structures may
change drastically if there is chemical bonding to an adsorbate. This is partic-
ularly true in the case of chemisorption and catalysis, the subject of Chapter
XVIIL One now speaks of the “flexible” solid surface and chemisorption has
become a structure-intensive subject. Scanning probe microscopy has brought
similar insight on the structure of films adsorbed from solution, including poly-
mers, proteins, and the so-called self-assembled monolayers (SAMs) discussed
in Chapter XI and Langmuir-Blodgett films described in Chapter XV.

Systems involving an interface are often metastable, that is, essentially in
equilibrium in some aspects although in principle evolving slowly to a final
state of global equilibrium. The solid—vapor interface is a good example of
this. We can have adsorption equilibrium and calculate various thermodynamic
quantities for the adsorption process; yet the particles of a solid are unstable
toward a drift to the final equilibrium condition of a single, perfect crystal.
Much of Chapters IX and XVII are thus thermodynamic in content.

The physical chemist is very interested in kinetics—in the mechanisms of
chemical reactions, the rates of adsorption, dissolution or evaporation, and gen-
erally, in time as a variable. As may be imagined, there is a wide spectrum of
rate phenomena and in the sophistication achieved in dealing with them. In
some cases changes in area or in amounts of phases are involved, as in rates of
evaporation, condensation, dissolution, precipitation, flocculation, and adsorp-
tion and desorption. In other cases surface composition is changing as with
reaction in monolayers. The field of catalysis is focused largely on the study of
surface reaction mechanisms. Thus, throughout this book, the kinetic aspects
of interfacial phenomena are discussed in concert with the associated thermo-
dynamic properties.

We attempt to delineate between surface physical chemistry and surface
chemical physics and solid-state physics of surfaces. We exclude these last two
subjects, which are largely wave mechanical in nature and can be highly math-
ematical; they properly form a discipline of their own.

We also attempt to distinguish between surface physical chemistry and col-
loid and polymer physical chemistry. This distinction is not always possible,
and clearly many of the features of physical chemistry of surfaces, such as the
electrostatic interactions and adsorption of macromolecules, have a significant
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impact on colloidal suspensions. The emphasis here is on the thermodynam-
ics, structure, and rate processes involving an interface. In colloid and polymer
physical chemistry the emphasis is more on the collective properties of a dis-
persed system. Light scattering by a suspension is not, for example, of central
interest in this book; however, light scattering from liquid interfaces arises as
an important tool in Chapter IV for the study of spread monolayers. Likewise,
random coil configurations of a long-chain polymer in solution and polymer
elasticity only enter the discussion if the polymer is adsorbed at an interface.
The field of biophysics is beginning to merge with the world of physical chem-
istry of surfaces since so many interfacial phenomena are involved as seen,
for example, in Chapter XV. As physical measurement techniques improve and
theoretical analyses become more sophisticated, the boundaries between these
disciplines blur.

There is a host of problems of practical importance that require at least a
phenomenological, that is, macroscopic, view of surface physical chemistry.
The contact angle (Chapter X), itself a manifestation of the thermodynamics
of interfaces discussed in Chapters II and III, is of enormous importance to
the flotation industry. Wetting, adhesion, detergency, emulsions, and foams all
depend on the control of interfacial tensions, often through judicious use of sur-
face active agents. These topics are covered in Chapters XII-XIV. Chapter XV
takes up the now enormous subject of macromolecular surface films, includ-
ing transferred Langmuir-Blodgett films, biological films and membranes. The
emphasis in these chapters is on those aspects that have received sufficient atten-
tion to be somewhat established. Surface probe techniques are bringing impor-
tant new molecular insight into these more applied areas of surface physical
chemistry.

The solid-gas interface and the important topics of physical adsorption,
chemisorption, and catalysis are addressed in Chapters XVI-XVIIIL. These sub-
jects marry fundamental molecular studies with problems of great practical
importance. Again the emphasis is on the basic aspects of the problems and
those areas where modeling complements experiment.

Clearly, the “physical chemistry of surfaces” covers a wide range of topics.
Most of these subjects are sampled in this book, with emphasis on fundamentals
and important theoretical models. With each topic there is annotation of current
literature with citations often chosen because they contain bibliographies that
will provide detailed source material. We aim to whet the reader’s appetite for
surface physical chemistry and to provide the tools for basic understanding of
these challenging and interesting problems.



CHAPTER II

Capillarity

The topic of capillarity concerns interfaces that are sufficiently mobile to
assume an equilibrium shape. The most common examples are meniscuses,
thin films, and drops formed by liquids in air or in another liquid. Since it
deals with equilibrium configurations, capillarity occupies a place in the general
framework of thermodynamics in the context of the macroscopic and statisti-
cal behavior of interfaces rather than the details of their molecular structure. In
this chapter we describe the measurement of surface tension and present some
fundamental results. In Chapter III we discuss the thermodynamics of liquid
surfaces.

1. Surface Tension and Surface Free Energy

Although referred to as a free energy per unit area, surface tension may equally
well be thought of as a force per unit length. Two examples serve to illustrate
these viewpoints. Consider, first, a soap film stretched over a wire frame, one
end of which is movable (Fig. II-1). Experimentally one observes that a force
is acting on the movable member in the direction opposite to that of the arrow
in the diagram. If the value of the force per unit length is denoted by v, then
the work done in extending the movable member a distance dx is

Work = vl dx = ydA aI-1)

where dA = | dx is the change in area. In the second formulation,  appears to be
an energy per unit area. Customary units, then, may either be ergs per square
centimeter (ergs/cm?) or dynes per centimeter (dyn/cm); these are identical
dimensijonally. The corresponding SI units are joules per square meter (J/m?)
or Newtons per meter (N/m); surface tensions reported in dyn/cm and mN/m
have the same numerical value.

A second illustration involves the soap bubble. We will choose to think of y
in terms of energy per unit area. In the absence of gravitational or other fields,
a soap bubble is spherical, as this is the shape of minimum surface area for
an enclosed volume. A soap bubble of radius r has a total surface free energy
of 4xr2vy and, if the radius were to decrease by dr, then the change in surface
free energy would be 8xry dr. Since shrinking decreases the surface energy,
the tendency to do so must be balanced by a pressure difference across the film

4



II-1 SURFACE TENSION AND SURFACE FREE ENERGY 5

\\
\\\\ \

\\ﬁ

-~

Fig. II-1. A soap film stretched across a
wire frame with one movable side.

AP such that the work against this pressure difference AP 4xr2 dr is just equal
to the decrease in surface free energy. Thus

AP 4xr* dr=8xry dr 11-2)
or
2
AP= 77 (II-3)

One thus arrives at the important conclusion that the smaller the bubble, the
greater the pressure of the air inside relative to that outside.

The preceding conclusion is easily verified experimentally by arranging two bubbles
with a common air connection, as illustrated in Fig. II-2. The arrangement is unstable,
and the smaller of the two bubbles will shrink while the other enlarges. Note, however,
that the smaller bubble does not shrink indefinitely; once its radius equals that of the
tube, its radius of curvature will increase as it continues to shrink until the final stage,
where mechanical equilibrium is satisfied, and the two radii of curvature are equal as
shown by the dotted lines.

The foregoing examples illustrate the point that equilibrium surfaces may
be treated using either the mechanical concept of surface tension or the mathe-
matically equivalent concept of surface free energy. (The derivation of Eq. II-3
from the surface tension point of view is given as an exercise at the end of the
chapter). This mathematical equivalence holds everywhere in capillarity phe-
nomena. As discussed in Section III-2, a similar duality of viewpoint can be
argued on a molecular scale so that the decision as to whether surface tension
or surface free energy is the more fundamental concept becomes somewhat a
matter of individual taste. The term surface tension is the older of the two; it
goes back to early ideas that the surface of a liquid had some kind of con-
tractile “skin.” Surface free energy implies only that work is required to bring
molecules from the interior of the phase to the surface. Because of its connec-
tion to thermodynamic language, these authors consider the latter preferable if
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Fig. II-2. Illustration of the Young-Laplace equation.

a choice must be made; however, the two terms are used interchangeably in
this book.

2. The Young-Laplace Equation

Equation II-3 is a special case of a more general relationship that is the basic
equation of capillarity and was given in 1805 by Young [1] and by Laplace [2].
In general, it is necessary to invoke two radii of curvature to describe a curved
surface; these are equal for a sphere, but not necessarily otherwise. A small sec-
tion of an arbitrarily curved surface is shown in Fig. II-3. The two radii of cur-
vature, R| and R;,t are indicated in the figure, and the section of surface taken

11t is perhaps worthwhile to digress briefly on the subject of radii of curvature. The two radii
of curvature for some arbitrarily curved surface are obtained as follows. One defines a normal to
the surface at the point in question and then passes a plane through the surface containing the
normal. The line of intersection in general will be curved, and the radius of curvature is that for
a circle tangent to the line at the point involved. The second radius of curvature is obtained by
passing a second plane through the surface, also containing the normal, but perpendicular to the
first plane. This gives a second line of intersection and a second radius of curvature.

If the first plane is rotated through a full circle, the first radius of curvature will go through a
minimum, and its value at this minimum is called the principal radius of curvature. The second
principal radius of curvature is then that in the second plane, kept at right angles to the first.
Because Fig. II-3 and Eq. II-7 are obtained by quite arbitrary orientation of the first plane, the
radii R and R are not necessarily the principal radii of curvature. The pressure difference AP,
cannot depend upon the manner in which R; and Rz are chosen, however, and it follows that
the sum (1/R1 + 1/Ry) is independent of how the first plane is oriented (although, of course, the
second plane is always at right angles to it).
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Fig. II-3. Condition for mechanical equilibrium for an arbitrarily curved surface.

is small enough so that R, and R are essentially constant. Now if the surface
is displaced a small distance outward, the change in area will be

Ad =(x+dx)(y+dy)—-xy=xdy+ydx
The work done in forming this additional amount of surface is then
Work = y(x dy +y dx)

There will be a pressure difference AP across the surface; it acts on the area
xy and through a distance dz. The corresponding work is thus

Work = AP xy dz (11-6)

Most of the situations encountered in capillarity involve figures of revolution, and for these it
is possible to write down explicit expressions for Ry and R, by choosing plane 1 so that it passes
through the axis of revolution. As shown in Fig. II-7a, R; then swings in the plane of the paper,
i.e., it is the curvature of the profile at the point in question. R; is therefore given simply by the
expression from analytical geometry for the curvature of a line

/R =y /(1 +y2)¥/? (114)

where y” and y” denote the first and second derivatives with respect to x. The radius R, must then
be in the plane perpendicular to that of the paper and, for figures of revolution, must be given
by extending the normal to the profile until it hits the axis of revolution, again as shown in Fig.
II-7a. Tuming to Fig. II-7b, the value of R for the coordinates (x,y) on the profile is given by
1/R2 = sin ¢/x, and since tan ¢ is equal to y’, one obtains the following expression for R:

/Ry =y /x(1+ yH/? (I11-5)
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From a comparison of similar triangles, it follows that

x+dx ——x—ordx— x dz
Ri+dz R TRy
and
d d.
AL B AN L.
Ry+dz R; R,

If the surface is to be in mechanical equilibrium, the two work terms as given
must be equal, and on equating them and substituting in the expressions for dx
and dy, the final result obtained is

11
AP=y| —+— II-
7(R1+R2) ar-7

Equation II-7 is the fundamental equation of capillarity and will recur many
times in this chapter.

It is apparent that Eq. II-7 reduces to Eq. II-3 for the case of both radii being
equal, as is true for a sphere. For a plane surface, the two radii are each infinite
and AP is therefore zero; thus there is no pressure difference across a plane
surface.

3. Some Experiments with Soap Films

There are a number of relatively simple experiments with soap films that
illustrate beautifully some of the implications of the Young—Laplace equation.
Two of these have already been mentioned. Neglecting gravitational effects, a
film stretched across a frame as in Fig. II-1 will be planar because the pressure
is the same as both sides of the film. The experiment depicted in Fig. II-2 illus-
trates the relation between the pressure inside a spherical soap bubble and its
radius of curvature; by attaching a manometer, AP could be measured directly.

An interesting set of shapes results if one forms a soap bubble or liquid
bridge between two cylindrical supports, as shown in Fig. II-4. In Fig. II-4a,
the upper support is open to the atmosphere so that the pressure is everywhere
the same, and AP must be zero. Although the surface appears to be curved, Eq.
11-7 is not contradicted. The two radii of curvature indicated in Fig. II-4a, where
R, swings in the plane of the paper and R, swings in the plane perpendicular
to it, are equal in magnitude and opposite in sign because they originate on
opposite sides of the film; hence they cancel each other in Eq. II-7. This is
an example of a surface with zero mean curvature. Such surfaces are found in
other situations such as static “dewetting holes” (see Chapter XIII).
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(a)

(b)

Fig. II-4. (a) A cylindrical soap film; (b) manner of a collapse of a cylindrical soap
film of excessive length.

Instability of Cylindrical Columns. C. V. Boys, in his elegant little monograph of
1890 [3], discusses an important property of quasistatic cylindrical films that was first
studied in cylindrical columns of fluids by Lord Rayleigh in 1879. If the soap film in
Fig. II-4a were made to be cylindrical by adjusting the gas pressure inside, it, like a
cylindrical thread of fluid, would be unstable to surface waves whose length exceeds the
circumference of the cylinder. The column would contract at one end and bulge at the
other, as illustrated in Fig. II-4b, before breaking up into a smaller and larger bubble (or
drop) as shown in the photographs of a liquid stream in Fig. II-5 [4]. The mechanism
is associated with the nonzero curvature of the static state and the fact that fluctuations
establish capillary pressure gradients that drive the fluid away from the equilibrium. It is
now recognized that capillary breakup is a particularly simple example of the geometric
instability of states of static equilibrium in the presence of surface tension. For a general
description dealing with pendant and sessile drops, finite cylinders (capillary bridges)
and other capillary surfaces, see Michael [5). A detailed discussion of the capillary
break up of jets, including several interesting practical applications, is given by Bogy
[6]. The case of one liquid in a second, immiscible one is discussed in Refs. 6a and
7. A similar instability occurring in a thin annular coating inside a capillary can have
important consequences for capillary columns in chromatography [8].

Returning to equilibrium shapes, these have been determined both experimentally
and by solution of the Young-Laplace equation for a variety of situations. Examples
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Fig. II-5. Necking in a liquid stream. [Courtesy S. G. Mason “4.]

include the shape of a liquid plug in capillary tubes of various shapes of cross sections
(9) and of liquid bridges between spheres in a gravitational field [10]; see Refs. 11 to
12 for reviews.

4. The Treatment of Capillary Rise

A. Introductory Discussion

An approximate treatment of the phenomenon of capillary rise is easily made
in terms of the Young-Laplace equation. If the liquid completely wets the wall
of the capillary, the liquids surface is thereby constrained to lie parallel to the
wall at the region of contact and the surface must be concave in shape. The
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Fig. II-6. Capillary rise (capillary much magnified in relation to dish).

radii of curvature are defined in terms of an outward normal from the liquid;
thus, it follows from Eq. II-7 that the pressure is lower in the liquid than in the
gas phase. Small circular capillaries will have an approximately hemispherical
meniscus as illustrated in Fig. II-6. Here the two radii of curvature are equal
to each other and to the radius of the capillary. Eq. II-7 then reduces to

AP= 277 (11-8)

where r is the radius of the capillary. If h denotes the height of the meniscus
above a flat liquid surface (for which AP must be zero), then AP in Eq. II-
8 must also equal the hydrostatic pressure drop in the column of liquid in the
capillary. Thus AP = Ap gh, where Ap denotes the difference in density between
the liquid and gas phases and g is the acceleration due to gravity. Equation II-8
becomes

2
Ap gh=-T (I-9)
or
) B (1I-10)
Ap g

The quantity a, defined by Eq. II-10 is known as the capillary constant or cap-
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@ (b
Fig. II-7. The meniscus in a capillary as a figure of revolution.

illary length. The factor of 2 in the definition of g arises from this particu-
lar boundary value problem; for many other situations the capillary length is
defined by a? = y/Apg (see Section X-6A).

Similarly, the identical expression holds for a liquid that completely fails to
wet the capillary walls, where there will be an angle of contact between the
liquid and the wall of 180°, a convex meniscus and a capillary depression of
depth h.

A slightly more general case is that in which the liquid meets the circu-
larly cylindrical capillary wall at some angle 0, as illustrated in Fig. II-7. If the
meniscus is still taken to be spherical in shape, it follows from simple geometric
consideration that R, = r/cos 6 and, since R, = R;, Eq. II-9 then becomes

_ 2ycos @

Ap gh {-11)

B. Exact Solutions to the Capillary Rise Problem

The exact treatment of capillary rise must take into account the deviation of
the meniscus from sphericity, that is, the curvature must correspond to the AP =
Ap gy at each point on the meniscus, where y is the elevation of that point above
the flat liquid surface. The formal statement of the condition is obtained by
writing the Young-Laplace equation for a general point (x, y) on the meniscus,
with R| and R, replaced by the expressions from analytical geometry given in
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the footnote to Section II-2. We still assume that the capillary is circular in cross
section so that the meniscus shape is that of a figure of revolution; as indicated
in Fig. II-7, R, swings in the plane of paper, and R; in the plane perpendicular
to the paper. One thus obtains

yll yl
Ap gy=v Try2 * x +y,2)|/2] (I-12)

where y’ = dy/dx and y” = d?y/dx?, as in Egs. II-4 and II-5. A compact alter-
native form is

i_ (X sin ¢) (11-13)
dx

~l
]
|-

where a bar denotes that the quantity has been made dimensionless by multi-
plication by /2/a (see Refs. 10 and 13).

Equations II-12 and II-13 illustrate that the shape of a liquid surface obey-
ing the Young-Laplace equation with a body force is governed by differential
equations requiring boundary conditions. It is through these boundary condi-
tions describing the interaction between the liquid and solid wall that the contact
angle enters.

The total weight of the column of liquid in the capillary follows from Eq.
1I-12;

W =2xrycos (11-14)

This is exact—see Problem II-8. Notice that Eq. II-14 is exactly what one would
write, assuming the meniscus to be “hanging” from the wall of the capillary and
its weight to be supported by the vertical component of the surface tension, vy
cos 0, multiplied by the circumference of the capillary cross section, 2xr. Thus,
once again, the mathematical identity of the concepts of surface tension and
surface free energy is observed.

While Eq. II-14 is exact, its use to determine surface tension from capillary rise
experiments is not convenient. More commonly, one measures the height, h, to the
bottom of the meniscus.

Approximate solutions to Eq. II-12 have been obtained in two forms. The first, given
by Lord Rayleigh [13], is that of a series approximation. The derivation is not repeated
here, but for the case of a nearly spherical meniscus, that is, 7 << h, expansion around
a deviation function led to the equation

2 r 0.1288/2 0.13127°
a -r(h+?— p + 2 (I-15)
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The first term gives the elementary equation (Eq. II-10). The second term takes into
account the weight of the meniscus, assuming it to be spherical (see Problem II-3). The
succeeding terms provide corrections for deviation from sphericity.

The general case has been solved by Bashforth and Adams [14], using an
iterative method, and extended by Sugden [15], Lane [16], and Paddy [17].
See also Refs. 11 and 12. In the case of a figure of revolution, the two radii
of curvature must be equal at the apex (i.e., at the bottom of the meniscus in
the case of capillary rise). If this radius of curvature is denoted by b, and the
elevation of a general point on the surface is denoted by z, where z = y - h,
then Eq. II-7 can be written

1 1 2y
‘Y(R—I+R—2) —Ang+T (II'16)

Thus, at z =0, AP = 2v/b, and at any other value of z, the change in AP is given
by Ap gz. Equation II-16 may be rearranged so as to involve only dimensionless
parameters

1 sing 2

Rib " ap Py t? @17

where R, has been replaced by its equivalent, x/ sin ¢, and the dimensionless
quantity (3 is referred to as the Bond number, given by

B Apgh? _ 2b?

il II-
= 1-18)

B

where small Bond numbers indicate weak body forces or strong surface ten-
sions. This parameter is positive for oblate figures of revolution, that is, for a
sessile drop, a bubble under a plate, and a meniscus in a capillary. It is negative
for prolate figures, that is, for a pendant drop or a clinging bubble.

Bashforth and Adams obtained solutions to Eq. II-17 (with R, replaced by
the expression in analytical geometry), using a numerical integration proce-
dure (this was before the day of high-speed digital computers, and their work
required tremendous labor). Their results are reported as tables of values of x/b
and z/b for closely spaced values of 8 and of ¢. For a given 8 value, a plot
of z/b versus x/b gives the profile of a particular figure of revolution satisfy-
ing Eq. II-17. By way of illustration, their results for 8 = 80 are reproduced
(in abbreviated form) in Table II-1. Observe that x/b reaches a maximum at ¢
= 90°, so that in the case of zero contact angle the surface is now tangent to
the capillary wall and hence (x/b)max = r/b. The corresponding value of r/a
is given by (r/b) +/B/2. In this manner, Sugden compiled tables of r/b versus
r/a.
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TABLE II-1
Solution to Eq. II-17 for 8 = 80
¢ (deg) x/b 2/b 6 (deg) x/b 2/b

5 0.08159 0.00345 100 0.33889 0.17458
10 0.14253 0.01133 110 0.33559 0.18696
20 0.21826 0.03097 120 0.33058 0.19773
30 0.26318 0.05162 130 0.32421 0.20684
40 0.29260 0.07204 140 0.31682 0.21424
50 0.31251 0.09183 150 0.30868 0.21995
60 0.32584 0.11076 160 0.30009 0.22396
70 0.33422 0.12863 170 0.29130 0.22632
80 0.33872 0.14531
90 0.34009 0.16067

Lane improved on these tables with accurate polynomial fits to numerical
solutions of Eq. II-17 [16]. Two equations result; the first is applicable when
rfa<?2

b/r = 1+ [3327.9(r/a)* + 65.263(r/a)’ — 473.926(r/a)* + 663.569(r/a)’
- 300.032(r/a)® + 75.1929(r/a)” - 7.3163(r/a)*]/10* (11-19)

and another is to be employed when r/a 2 2

r/b = (r/a)*? exp[~1.41222(r/a) + 0.66161 + 0.14681(a/r) + 0.37136(a/r)*]
(11-20)

The use of these equations is perhaps best illustrated by means of a numerical example.
In a measurement of the surface tension of benzene, the following data are obtained:

Capillary radius—0.0550 cm

Density of benzene—0.8785; density of air—0.0014 (both at 20°C);
hence Ap = 0.8771 g/ml

Height of capillary rise—1.201 cm

We compute a first approximation to the value of the capillary constant a; by means
of Eq. II-10 (@? = rh). The ratio r/a; is then obtained and the corresponding value of
r/b is determined from Eq. II-19 or II-20; in the present case, a7 = 1.201 x 0.0550
= 0.660; hence, r/a; = 0.0550/0.2570 = 0.2140. From Eq. II-19, r/b is then 0.9850.
Since b is the value of R| and of R; at the bottom of the meniscus, the equation a2 =
bh is exact. From the value of r/b;, we obtain a first approximation to b, that is, b; =
0.0550/0.9850 = 0.05584. This value of b gives a second approximation to a from a% =
b h = 0.05584 x 1.201 = 0.06706. A second round of approximations is not needed in
this case but would be carried out by computing r/az; then from Eq. II-19, r/b,, and
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so on. The value of 0.06706 for a3 obtained here leads to 28.84 dyn/cm for the surface
tension of benzene (at 20°).

The calculation may be repeated in SI units (see, however, Ref. 18). The radius is
now 5.50 x 10~* m, the densities become 878.5 and 1.4 kg/m>, and h is 1.20 x 1072
m. We find a% = 6.60 x 10~ m2; the dimensionless ratio 7/a; remains unchanged. The
final approximation gives a% = 6.706 x 106 m?, whence

877.1 x 9.807 x 6.706 x 10~6
‘Y =

> = 2.884 x 10"2N/m(or J/m?) {1-21)

This answer could have been stated as 28.84 mN/m (or dyn/cm).

C. Experimental Aspects of the Capillary Rise Method

The capillary rise method is generally considered to be the most accurate
means to measure v, partly because the theory has been worked out with consid-
erable exactitude and partly because the experimental variables can be closely
controlled. This is to some extent a historical accident, and other methods now
rival or surpass the capillary rise one in value.

Perhaps the best discussions of the experimental aspects of the capillary rise
method are still those given by Richards and Carver [20] and Harkins and
Brown [21]. For the most accurate work, it is necessary that the liquid wet
the wall of the capillary so that there be no uncertainty as to the contact angle.
Because of its transparency and because it is wet by most liquids, a glass cap-
illary is most commonly used. The glass must be very clean, and even so it is
wise to use a receding meniscus. The capillary must be accurately vertical, of
accurately known and uniform radius, and should not deviate from circularity
in cross section by more than a few percent.

As is evident from the theory of the method, # must be the height of rise above a
surface for which AP is zero, that is, a flat liquid surface. In practice, then, 4 is measured
relative to the surface of the liquid in a wide outer tube or dish, as illustrated in Fig.
II-6, and it is important to realize that there may not be an appreciable capillary rise in
relatively wide tubes. Thus, for water, the rise is 0.04 mm in a tube 1.6 cm in radius,
although it is only 0.0009 mm in one of 2.7-cm radius.

The general attributes of the capillary rise method may be summarized as
follows. It is considered to be one of the best and most accurate absolute meth-
ods, good to a few hundredths of a percent in precision. On the other hand, for
practical reasons, a zero contact angle is required, and fairly large volumes of
solution are needed. With glass capillaries, there are limitations as to the alka-
linity of the solution. For variations in the capillary rise method, see Refs. 11,
12, and 22-26.
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5. The Maximum Bubble Pressure Method

The procedure, as indicated in Fig. II-8, is to slowly blow bubbles of an inert gas in
the liquid in question by means of a tube projecting below the surface. As also illustrated
in the figure, for small tubes, the sequence of shapes assumed by the bubble during its
growth is such that, while it is always a section of a sphere, its radius goes through a
minimum when it is just hemispherical. At this point the radius is equal to that of the
tube and, since the radius is at a minimum, AP is at a maximum. The value of AP is
then given by Eq. II-3, where r is the radius of the tube. If the liquid wets the material
of the tube, the bubble will form from the inner wall, and r will then be the inner radius
of the tube. Experimentally, then, one measures the maximum gas pressure in the tube
such that bubbles are unable to grow and break away. Referring again to Fig. II-8, since
the tube is some arbitrary distance ¢ below the surface of the liquid, APnay is given
by (Pmax — P;), where P,y is the measured maximum pressure and P; is the pressure
corresponding to the hydrostatic head ¢.

If APpax is expressed in terms of the corresponding height of a column of the liquid,
that is, APnyax = Ap gh, then the relationship becomes identical to that for the simple
capillary rise situation as given by Eq. II-10.

It is important to realize that the preceding treatment is the limiting one for suffi-
ciently small tubes and that significant departures from the limiting Eq. II-10 occur for
r/a values as small as 0.05. More realistically, the situation is as shown in Fig. II-9,
and the maximum pressure may not be reached until ¢ is considerably greater than 90°.

As in the case of capillary rise, Sugden [27] has made use of Bashforth’s and Adams’
tables to calculate correction factors for this method. Because the figure is again one
of revolution, the equation h = a2/b+ z is exact, where b is the value of R| = R; at the
origin and z is the distance of OC. The equation simply states that AP, expressed as
height of a column of liquid, equals the sum of the hydrostatic head and the pressure

Fig. II-8. Maximum bubble pressure method.
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Fig. 119

change across the interface; by simple manipulation, it may be put in the form

1/2
F53(2)

where 8 is given by Eq. II-18 and X = a?/h. For any given value of r/a there will be
a series of values of r/X corresponding to a series of values of 8 and of ¢. For each
assumed value of r/a, Sugden computed a series of values of r/b by inserting various
values of 8 in the identity r/b = (r/a)(2/8)"/?. By means of the Bashforth and Adams
tables [14], for each 8 value used and corresponding r/b value, a value of z/b and
hence of r/X (by Eq. II-22) was obtained. Since r/X is proportional to the pressure in
the bubble, the series of values for a given r/a go through a maximum as 8 is varied.
For each assumed value, Sugden then tabulated this maximum value of 7/X. His values
are given in Table II-2 as X/r versus r/a

The table is used in much the same manner as are Eqgs. II-19 and II-20 in the case
of capillary rise. As a first approximation, one assumes the simple Eq. II-10 to apply,
that is, that X = r; this gives the first approximation a; to the capillary constant. From
this, one obtains 7/a; and reads the corresponding value of X/r from Table II-2. From
the derivation of X(X = a?/h), a second approximation a; to the capillary constant is
obtained, and so on. Some more recent calculations have been made by Johnson and
Lane [28].

The maximum bubble pressure method is good to a few tenths percent accuracy, does
not depend on contact angle (except insofar as to whether the inner or outer radius of the
tube is to be used), and requires only an approximate knowledge of the density of the
liquid (if twin tubes are used), and the measurements can be made rapidly. The method
is also amenable to remote operation and can be used to measure surface tensions of
not easily accessible liquids such as molten metals [29].

A pulsating bubble surfactometer, available commercially, allows one to measure the
dynamic surface tension in solutions [30, 31]. The bubble is expanded and contracted
to change its area by a factor of 1.5-2 at rates of 1-100 cycles per minute. Studying
hexadecanol in water, an important component of a lung surfactant replacement drug,
Franses and co-workers [30] illustrate the importance of the geometry of the measur-
ing technique in the study of surfactant dispersions. In the pulsating bubble technique,
hexadecanol particles rise to the surface enhancing flux and speeding the reduction in
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TABLE 1I-2
Correction Factors for the Maximum Bubble Pressure Method (Minimum Values of
X/r for Values of r/a from 0 to 1.50)

r/a 000 001 002 003 004 005 006 0.07 008 009

0.0 1.0000 9999 9997 9994 9990 9984 9977 9968 9958 9946
0.1 09934 9920 9905 9888 9870 9851 9831 9809 9786 9762
0.2 9737 9710 9682 9653 9623 9592 9560 9527 9492 9456
0.3 9419 9382 9344 9305 9265 9224 9182 9138 9093 9047
0.4 9000 8952 8903 8853 8802 8750 8698 8645 8592 8538
0.5 8484 8429 8374 8319 8263 8207 8151 8094 8037 7979
0.6 7920 7860 7800 7739 7678 7616 7554 7493 7432 7372
0.7 7312 7252 7192 7132 7072 7012 6953 6894 6835 6776
0.8 6718 6660 6603 6547 6492 6438 6385 6333 6281 6230
0.9 6179 6129 6079 6030 5981 5933 5885 5838 5792 5747
1.0 5703 5659 5616 5573 5531 5489 5448 5408 5368 5329
1.1 5290 5251 5213 5176 5139 5103 5067 5032 4997 4962
1.2 4928 4895 4862 4820 4797 4765 4733 4702 4671 4641
1.3 4611 4582 4553 4524 4496 4468 4440 4413 4386 4359
14 4333 4307 4281 4256 4231 4206 4181 4157 4133 4109
1.5 4085

surface tension; in the pendant drop technique (see Section II-7A) the buoyant particles
are depleted at the interface.

6. Detachment Methods

Several convenient ways to measure surface tension involve the detachment
of a solid from the liquid surface. These include the measurement of the weight
in a drop falling from a capillary and the force to detach a ring, wire, or thin
plate from the surface of a liquid. In this section we briefly describe these meth-
ods and their use.

A. The Drop Weight Method

This is a fairly accurate and convenient method for measuring the surface
tension of a liquid-vapor or liquid-liquid interface. The procedure, in its simpli-
est form, is to form drops of the liquid at the end of a tube, allowing them to fall
into a container until enough have been collected to accurately determine the
weight per drop. Recently developed computer-controlled devices track indi-
vidual drop volumes to + = 0.1 ul [32].

The method is a very old one, remarks on it having been made by Tate in
1864 (33), and a simple expression for the weight W of a drop is given by what
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Fig. II-10. High-speed photographs of a falling drop.

is known as Tate’s lawt :
W =2ary (1I-22)

Here again, the older concept of “surface tension” appears since Eq. II-22 is
best understood in terms of the argument that the maximum force available
to support the weight of the drop is given by the surface tension force per
centimeter times the circumference of the tip.

In actual practice, a weight W’ is obtained, which is less than the “ideal”
value W. The reason for this becomes evident when the process of drop forma-
tion is observed closely. What actually happens is illustrated in Fig. II-10. The
small drops arise from the mechanical instability of the thin cylindrical neck
that develops (see Section II-3); in any event, it is clear that only a portion of
the drop that has reached the point of instability actually falls—as much as 40%
of the liquid may remain attached to the tip.

The usual procedure is to apply a correction factor f to Eq. 1I-22, so that W’
is given by

W’ = 2xryf

Harkins and Brown [21] concluded that f should be a function of the dimen-
sionless ratio r/a or, alternatively, of r/V /3, where V is the drop volume. (See
Refs. 34 and 35 for a more up-to-date discussion.) This they verified exper-
imentally by determining drop weights for water and for benzene, using tips
of various radii. Knowing the values of y from capillary rise measurements,
and thence the respective values of a, f could be determined in each case. The
resulting variation of f with r/V'/3 has been fitted to a smoothing function to
allow tabulation at close intervals [36].

TThe actual statement by Tate is “Other things being equal, the weight of a drop of liquid is
proportional to the diameter of the tube in which it is formed.” See Refs. 34 and 35 for some
discussion.
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It is desirable to use r/V'/? values in the region of 0.6 to 1.2, where f is
varying most slowly. The correct value for the surface tension is then given by

__me
v= 2nrf

(I1-25)

It is to be noted that not only is the correction quite large, but for a given tip
radius it depends on the nature of the liquid. It is thus incorrect to assume that
the drop weights for two liquids are in the ratio of the respective surface tensions
when the same size tip is used. Finally, correction factors for r/V'/? < 0.3 have
been determined, using mercury drops [37].

In employing this method, an important precaution to take is to use a tip that has
been ground smooth at the end and is free from any nicks. In the case of liquids that
do not wet the tip, r is the inside radius. Volatile liquids are studied in a closed system
as described by Harkins and Brown [21] to minimize evaporation losses.

Since the drop volume method involves creation of surface, it is frequently
used as a dynamic technique to study adsorption processes occurring over
intervals of seconds to minutes. A commercial instrument delivers computer-
controlled drops over intervals from 0.5 sec to several hours [38, 39]. Accu-
rate determination of the surface tension is limited to drop times of a second
or greater due to hydrodynamic instabilities on the liquid bridge between the
detaching and residing drops [40].

An empirically determined relationship between drop weight and drop time
does allow surface tensions to be determined for small surface ages [41].

B. The Ring Method

A method that has been rather widely used involves the determination of the
force to detach a ring or loop of wire from the surface of a liquid. It is gener-
ally attributed to du Noiiy [42]. As with all detachment methods, one supposes
that a first approximation to the detachment force is given by the surface ten-
sion multiplied by the periphery of the surface detached. Thus, for a ring, as
illustrated in Fig. II-11,

Wtot = Wring + 4TR'Y (H-26)

Harkins and Jordan [43] found, however, that Eq. 1I-26 was generally in
serious error and worked out an empirical correction factor in much the same
way as was done for the drop weight method. Here, however, there is one addi-
tional variable so that the correction factor f now depends on two dimensionless
ratios. Thus
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Fig. II-11. Ring method.
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f=——f( X f) w-27)
where p denotes the “ideal” surface tension computed from Eq. II-26, and V is
the meniscus volume. The extensive tables of Harkins and Jordan, as recalcu-
lated by Huh and Mason [44] are summarized graphically in Fig. II-12, and it
is seen that the simple equation may be in error by as much as 25%. Additional
tables are given in Ref. 45.

Experimentally, the method is capable of good precision. Harkins and Jordan used

R3v

Fig. II-12. The factor f in the range of R3/V = 0.4 to 4.5 and R/a = 30 to 80. (From
Ref. 44)
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a chainomatic balance to determine the maximum pull, but a popular simplified ver-
sion of the tensiometer, as it is sometimes called, makes use of a torsion wire and is
quite compact. Among experimental details to mention are that the dry weight of the
ring, which is usually constructed of platinum, is to be used, the ring should be kept
horizontal (a departure of 1° was found to introduce an error of 0.5%, whereas one of
2.1° introduced an error of 1.6%), and care must be taken to avoid any disturbance of
the surface as the critical point of detachment is approached. The ring is usually flamed
before use to remove surface contaminants such as grease, and it is desirable to use a
container for the liquid that can be overflowed so as to ensure the presence of a clean
liquid surface. Additional details are given in Ref. 46.

A zero or near-zero contact angle is necessary; otherwise results will be low. This
was found to be the case with surfactant solutions where adsorption on the ring changed
its wetting characteristics, and where liquid-liquid interfacial tensions were measured.
In such cases a Teflon or polyethylene ring may be used [47]. When used to study
monolayers, it may be necessary to know the increase in area at detachment, and some
calculations of this are available [48]. Finally, an alternative method obtains y from the
slope of the plot of W versus z, the elevation of the ring above the liquid surface [49].

C. Wilhelmy Slide Method

The methods so far discussed have required correction factors to the respec-
tive “ideal” equations. Yet there is one method, attributed to Wilhelmy [50] in
1863, that entails no such corrections and is very simple to use.

The basic observation is that a thin plate, such as a microscope cover glass or
piece of platinum foil, will support a meniscus whose weight both as measured
statically or by detachment is given very accurately by the “ideal” equation
(assuming zero contact angle):

Wiot = Wplate + 7P (11-28)

where p is the perimeter. The experimental arrangement is shown schematically
in Fig. II-13. When used as a detachment method, the procedure is essentially
the same as with the ring method, but Eq. II-28 holds to within 0.1% so that
no corrections are needed [51, 52]. A minor, omitted term in Eq. II-28 allows
for the weight of liquid directly under the plate (see Ref. 46).

It should be noted that here, as with capillary rise, there is an adsorbed film of vapor
(see Section X-6D) with which the meniscus merges smoothly. The meniscus is not
“hanging” from the plate but rather from a liquidlike film [53]. The correction for the
weight of such film should be negligible, however.

An alternative and probably now more widely used procedure is to raise the
liquid level gradually until it just touches the hanging plate suspended from a
balance. The increase in weight is then noted. A general equation is
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Fig. II-13. Apparatus for measuring the time dependence of interfacial tension (from
Ref. 54). The air and aspirator connections allow for establishing the desired level of
fresh surface. W denotes the Wilhelmy slide, suspended from a Cahn electrobalance
with a recorder output.

ycos § = —A%V (II-29)

where AW is the change in weight of (i.e., force exerted by) the plate when
it is brought into contact with the liquid, and p is the perimeter of the plate.
The contact angle, if finite, may be measured in the same experiment [54].
Integration of Eq. II-12 gives

h 2
( Z) =1-siné (11-30)
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Fig. II-14. Meniscus profile for a nonwet-
ting liquid.

where, as illustrated in Fig. II-14, h is the height of the top of the meniscus
above the level liquid surface. Zero contact angle is preferred, however, if only
the liquid surface tension is of interest; it may help to slightly roughen the plate,
see Refs. 46 and 55.

As an example of the application of the method, Neumann and Tanner [54]
followed the variation with time of the surface tension of aqueous sodium dode-
cyl sulfate solutions. Their results are shown in Fig. II-15, and it is seen that a
slow but considerable change occurred.

A modification of the foregoing procedure is to suspend the plate so that it
is partly immersed and to determine from the dry and immersed weights the
meniscus weight. The procedure is especially useful in the study of surface
adsorption or of monolayers, where a change in surface tension is to be mea-
sured. This application is discussed in some detail by Gaines [57]. Equation
I1-28 also applies to a wire or fiber [58].

The Wilhelmy slide has been operated in dynamic immersion studies to mea-
sure advancing and receding contact angles [59] (see Chapter X). It can also
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Fig. II-15. Variation with time of aqueous sodium dodecyl sulfate solutions of various
concentrations (from Ref. 54). See Ref. 56 for later data with highly purified materials.



26 II CAPILLARITY

be used with a trapezoidal pulse applied to the barrier at a fluid—fluid interface
to measure the transient response of the surface to a change in area [60].

7. Methods Based on the Shape of Static Drops or Bubbles

Small drops or bubbles will tend to be spherical because surface forces
depend on the area, which decreases as the square of the linear dimension,
whereas distortions due to gravitational effects depend on the volume, which
decreases as the cube of the linear dimension. Likewise, t0o, a drop of liquid
in a second liquid of equal density will be spherical. However, when gravita-
tional and surface tensional effects are comparable, then one can determine in
principle the surface tension from measurements of the shape of the drop or
bubble. The variations situations to which Eq. II-16 applies are shown in Fig.
II-16.

The general procedure is to form the drop or bubble under conditions such
that it is not subject to disturbances and then to measure its dimensions or
profile from a photograph or with digital image processing of video images
(see Refs. 61, 62). The image analysis has recently been automated [62] to
improve accuracy over manual analysis. In axisymmetric drop shape analysis
of surface tension, the pendant drop geometry is preferable due to the ease with
which large drops can be made axisymmetric. Sessile drops, however, are useful
for studies of contact angles [63, 64] (see Chapter X). The greatest accuracy
is achieved with fewer very accurate points on the drop surface rather than a
large number of less reliable points [65].

Fig. II-16. Shapes of sessile and hanging drops and bubbles: (a) hanging drop; (b)
sessile drop; (c) hanging bubble; (d) sessile bubble.
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A. Pendant Drop Method

A drop hanging from a tip (or a clinging bubble) elongates as it grows larger
because the variation in hydrostatic pressure AP eventually becomes apprecia-
ble in comparison with that given by the curvature at the apex. As in the case
of a meniscus, it is convenient to write Eq. II-12 in the form of Eq. II-17, where
in the present case, the dimensionless parameter {3 is negative. A profile calcu-
lated from Eq. II-17 for the case of 8 = —0.45 is given in Table II-3 [66]. The
best value of 3 for a given drop can be determined by profile matching (see
further below), but some absolute quantity such as b must also be measured in
order to obtain an actual y value.

An alternative to obtaining (3 directly involves defining some more convenient
shape-dependent function, and an early but still very practical method is the fol-
lowing. We define a shape-dependent quantity as S = d,/d,; as indicated in Fig.
II-16, d, is the equatorial diameter and d; is the diameter measured at a distance
d. up from the bottom of the drop. The hard-to-measure size parameter b in Eq.
II-17 is combined with {3 by defining the quantity H = — B(d,/b)?. Thus

_ —Bogh® -Apgd]  Apgd]

8 Bdsr H -

The relationship between the shape-dependent quantity H and the experimen-
tally measurable quantity S originally was determined empirically [66], but a
set of quite accurate 1/H versus S values were later obtained by Niederhauser
and Bartell [67] (see also Refs. 34 and 68) and by Stauffer [69].

A set of pendant drop profiles is shown in Fig. II-17 as an illustration of the
range of shapes that may be observed. It has been pointed out that for practical
reasons, the size of the tip from which the drop is suspended should be such
that r/a is about 0.5 or less [66].

A modern alternative procedure involves computer matching of the entire
drop profile to a best fitting theoretical curve; in this way the entire profile
is used, rather than just d; and d., so that precision is increased. Also, drops
whose d; is not measurable (how does this happen?) can be used. References
61 and 71-74 provide examples of this type of approach.

The automated pendant drop technique has been used as a film balance to
study the surface tension of insoluble monolayers [75] (see Chapter IV). A
motor-driven syringe allows changes in drop volume to study surface tension
as a function of surface areas as in conventional film balance measurements.
This approach is useful for materials available in limited quantities and it can
be extended to study monolayers at liquid-liquid interfaces [76].

B. Sessile Drop or Bubble Method

The cases of the sessile drop and bubble are symmetrical, as illustrated in
Fig. II-16. The profile is also that of a meniscus; § is now positive and, as an
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TABLE II-3
Solutions to Eq. II-17 for 8 = -0.45
* x/b z/b
0.099944 0.099834 0.004994
0.199551 0.198673 0.019911
0.298488 0.295547 0.044553
0.396430 0.389530 0.078600
0.493058 0.479762 0.121617
0.588070 0.565464 0.173072
0.681175 0.645954 0.232352
0.772100 0.720657 0.298779
0.860590 0.789108 0.371635
0.946403 0.850958 0.460175
1.029319 0.905969 0.533649
1.109130 0.954013 0.621322
1.185644 0.995064 0.712480
1.258681 1.029190 0.806454
1.328069 1.056542 0.902619
1.393643 1.077347 1.000413
1.455242 1.091895 1.099333
1.512702 1.100530 1.198946
1.565856 1.103644 1.298886
1.614526 1.101667 1.398856
1.658523 1.095060 1.498630
1.697641 1.084311 1.598044
1.731653 1.069933 1.697000
1.760310 1.052460 1.795458
1.783338 1.032445 1.893432
1.800443 1.010466 1.990986
1.811310 0.987123 2.088223
1.815618 0.963039 2.185279
1.813050 0.938868 2.282314
1.803321 0.915293 2.379495
1.786207 0.893023 2.476982
1.761593 0.872791 2.574912
1.729517 0.855344 2.673373
1.690226 0.841424 2.772393

9The angle ¢ is in units of 360/2x or 57.295°.

example, the solution to Eq. II-17 for 8 = 0.5 is given in Ref. 77 (note also
Table II-1).

The usual experimental situation is that of a sessile drop and, as with the
pendant drop, it is necessary to determine a shape parameter and some abso-
lute length. Thus 3 may be determined by profile fitting, and z, measured, where
Z is the distance from the plane at ¢ = 90 to the apex. If the drop rests with
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Fig. 11-17. Pendant drops: (a) water; (b) benzene/water; (c) formamide. The measure-
ments were at 21°. [Courtesy A. W. Neumann (see also Ref. 70).]

a contact angle of less than 90°, there is no z, and, instead, the control angle
and the total height of the drop can be measured. Some of the specific proce-
dures that have been used are found in Refs. 71-74 and 77-79. The sessile drop
method has been used to follow surface tension as a function of time, as with
sodium laurate solutions [80], the surface tension of molten metals [81-83] and
liquid-liquid interfacial tensions [70, 73].

The case of very large drops or bubbles is easy because only one radius of curvature
(that in the plane of the drawings) is considered. Equation II-12 then becomes

,”

y
Apgy=Y ——mrs
0RY= AT



30 II CAPILLARITY

or

2y  pdp/dy
Pl (I1-32)

where p = dy/dx. Integration gives

2
y -
a—2 = -m—pz)17—2— + const (II'33)

Since h denotes the distance from the apex to the equatorial plane, then at y = h, p =
s, and Eq. II-33 becomes

2 K -1
a2 a2 (1+p»)I2

Furthermore, at y = 0, p = 0, from which it follows that h2/a? = 1, or h = a,

2
y= # (I1-34)

This very simple result is independent of the value of the contact angle because the
configuration involved is only that between the equatorial plane and the apex.

Very small sessile drops have a shape that depends on the line tension along
the circular contact line; if large enough it induces a dewetting transition detach-
ing the drop from the surface [84].

C. Sources of Other Deformed Shapes

The discussion so far has been of interfaces in a uniform gravitational field.
There are several variants from this situation, some of which are useful in the
measurement of liquid-liquid interfacial tensions where these are very small.
Consider the case of a drop of liquid A suspended in liquid B. If the density of
A is less than that of B, on rotating the whole mass, as illustrated in Fig. II-18,
liquid A will go to the center, forming a drop astride the axis of revolution. With
increasing speed of revolution, the drop of A elongates, since centrifugal force
increasingly opposes the surface tensional drive toward minimum interfacial
area. In brief, the drop of A deforms from a sphere to a prolate ellipsoid. At
a sufficiently high speed of revolution, the drop approximates to an elongated
cylinder.

The general analysis, while not difficult, is complicated; however, the limit-
ing case of the very elongated, essentially cylindrical drop is not hard to treat.
Consider a section of the elongated cylinder of volume V (Fig. II-18b). The
centrifugal force on a volume element is w2r Ap, where w is the speed of rev-
olution and Ap the difference in density. The potential energy at distance r from
the axis of revolution is then w?r?Ap/2, and the total potential energy for the
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Fig. II-18. Illustration of the rotating drop method.

R

cylinder of length I is I [* (w2r? Ap/2)2xrdr = mw? Ap rgl/4. The interfacial
free energy is 2mroly. The total energy is thus

7w’ Ap rdl w2Ap V. 2Vy
E = =
2 + 2mroly ) + o
since V = wr¢l. Setting dE/dry = 0, we obtain
2Ap 1
¥ = % (11-35)

Equation II-35 has been called Vonnegut’s equation [85].

Princen and co-workers have treated the more general case where w is too
small or v too large to give a cylindrical profile [86] (see also Refs. 87 and 88).
In such cases, however, a correction may be needed for buoyancy and Coriolis
effects [89]; it is best to work under conditions such that Eq. II-35 applies. The
method has been used successfully for the measurement of interfacial tensions
of 0.001 dyn/cm or lower [90, 91].

Small interfacial tensions may also be measured from the deformation of
a drop suspended in a liquid having a similar density [92]. The distortion of
drops and bubbles placed in shearing flows of liquids was first investigated
theoretically by G. I. Taylor in 1934, who also conducted a series of careful
experiments. He established that the parameter measuring the distorting forces
due to the flow relative to the interfacial tension opposing the distortion is a
capillary number, Ca = Upn/vy, where U is the fluid velocity, u the viscosity, and
v the interfacial tension. For unbounded simple shear flow, U is replaced by
Ga, where G is the shear rate and a the radius of the undistorted drop. Taylor
carried out a perturbation expansion for small Ca, showing the first effects of
shape distortion. Many theoretical and experimental studies have extended his
work to finite internal viscosity, more general flows, and large deformation or
breakup. This work is reviewed by Rallison [93] and Stone [93a]. An initially
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spherical drop will deform to a spheroid of major axis £ and minor axis b; the
degree of deformation is defined by D = (¢ — b)/(£ + b). The deformation of a
drop of radius r in an electric field E is

O¢gerE?
D= 167 (I1-36)
where ¢ is the permittivity of vacuum (8.854 x 107'2 C2N~'m™2, and ¢ is the
dielectric constant of the outer fluid (that for the drop is assumed to be high)
[94-96]. This effect was noted by Lord Kelvin [97]. Finally, the profiles of
nonaxisymmetric drops including inclined pendant [98] and sessile [99] drops
have been calculated.

In the converse situation free of gravity, a drop assumes a perfectly spherical shape.
At one point, the U.S. Space program tested this idea with the solidification of ball
bearings from molten metal drops in microgravity conditions.

An interesting application of capillarity and drops in fields occurs in inkjet print-
ing technology. In this process, illustrated in Fig. II-19, ink resides in a small square
chamber with a meniscus balanced at the exit orifice by the pressure in the reservoir
and capillary forces. In the wall opposite the orifice is a thin film resistor that, upon
heating at 103°C/sec, causes rapid growth of a vapor bubble that ejects a drop of ink
through the orifice (Fig. II-19b). The chamber refills and the process is repeated. The
newest printers achieve a repetition frequency of 8000 Hz by carefully controlling the
refilling process [100].

(@) (®) e}

Fig. II-19. The drop ejection process in an inkjet printer: (a) bubble nucleation; (b)
bubble growth and drop ejection; (c) refill. [From J. H. Bohérquez, B. P. Canfield,
K. J. Courian, F. Drogo, C. A. E. Hall, C. L. Holstun, A. R. Scandalis, and M. E.
Shepard, Hewlett-Packard J. 45(1), 9-17 (Feb. 1994). Copyright 1994, Hewlett-Packard
Company. Reproduced with permission. ]
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8. Dynamic Methods of Measuring Surface Tension

The profound effect of surface active agents on the surface tension of a
liquid motivate the study of their adsorption at liquid surfaces through the
dynamic measurement of surface tension Recent computer-controlled devices
have enabled such studies via the pulsating bubble method described in Section
I1-5 and the drop weight technique (Section II-6A). These techniques are gener-
ally limited to the study of surface tensions varying over time periods of seconds
to minutes. It is of interest to study surface aging and relaxation effects on a
very short time scale, and for this more rapid dynamic methods are needed. Two
good reviews of dynamic surface tension techniques by Miller and co-workers
and by Chang and Franses appear in Refs. 101 and 102. We briefly describe
three of these techniques below.

A. Flow Methods

A jet emerging from a noncircular orifice is mechanically unstable, not only with
respect to the eventual breakup into droplets discussed in Section II-3, but, more imme-
diately, also with respect to the initial cross section not being circular. Oscillations
develop in the jet since the momentum of the liquid carries it past the desired circular
cross section. This is illustrated in Fig. II-20.

The mathematical treatment was first developed by Lord Rayleigh in 1879, and a
more exact one by Bohr has been reviewed by Sutherland [103], who gives the formula

4pv2(1 + 3762 /24r%)

= 11-37
Yo0p = 6rN2(1 + 572r2/3N2) =37

where p is the density of the liquid, v is the volume velocity, N is the wavelength, r
is the sum of the minimum and maximum half-diameters, and b is their difference.
The required jet dimensions were determined optically, and a typical experiment would
make use of jets of about 0.03 cm in size and velocities of about 1 cm3/sec, giving
values of around 0.5 cm. To a first approximation, the surface age at a given node is

Section A-A

Fig. II-20. Oscillations in an elliptical jet.
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Fig. II-21. Surface tension as a function of age for 0.05 g/100 cm? of sodium di(2-
ethylhexyl)sulfosuccinate solution determined with various types of jet orifices [109].

just the distance from the orifice divided by the linear jet velocity and, in the preceding
example, would be about 1 msec per wavelength.

It was determined, for example, that the surface tension of water relaxes to its equi-
librium value with a relaxation time of 0.6 msec [104]. The oscillating jet method has
been useful in studying the surface tension of surfactant solutions. Figure II-21 illus-
trates the usual observation that at small times the jet appears to have the surface tension
of pure water. The slowness in attaining the equilibrium value may partly be due to the
times required for surfactant to diffuse to the surface and partly due to chemical rate
processes at the interface. See Ref. 105 for similar studies with heptanoic acid and Ref.
106 for some anomalous effects.

For times below about 5 msec a correction must be made to allow for the fact that
the surface velocity of the liquid in the nozzle is zero and takes several wavelengths
to increase to the jet velocity after emerging from the nozzle. Correction factors have
been tabulated [107, 108]; see also Ref. 109.

The oscillating jet method is not suitable for the study of liquid-air interfaces whose
ages are in the range of tenths of a second, and an alternative method is based on the
dependence of the shape of a falling column of liquid on its surface tension. Since the
hydrostatic head, and hence the linear velocity, increases with h, the distance away from
the nozzle, the cross-sectional area of the column must correspondingly decrease as a
material balance requirement. The effect of surface tension is to oppose this shrinkage
in cross section. The method is discussed in Refs. 110 and 111. A related method makes
use of a falling sheet of liquid [112].

Another oscillatory method makes use of a drop acoustically levitated in a
liquid. The drop is made to oscillate in shape, and the interfacial tension can
be calculated from the resonance frequency [113].

B. Capillary Waves

The wavelength of ripples on the surface of a deep body of liquid depends
on the surface tension. According to a formula given by Lord Kelvin [97],
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2_ 8N 27y
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V=57 gt (I1-38)

where v is the velocity of propagation, A is the wavelength, and 7 is the period
of the ripples. For water there is a minimum velocity of about 0.5 mph (mi/hr)
for A = 1.7 cm; for A = 0.1 cm, it is 1.5 mph, whereas for A = 10° cm, it is 89
mph!

Experimentally, the waves are measured as standing waves, and the situation
might be thought to be a static one. However, individual elements of liquid in
the surface region undergo a roughly circular motion, and the surface is alter-
nately expanded and compressed. As a consequence, damping occurs even with
a pure liquid, and much more so with solutions or film-covered surfaces for
which transient surface expansions and contractions may be accompanied by
considerable local surface tension changes and by material transport between
surface layers. Hansen has reviewed the subject [114]. A more detailed dis-
cussion is deferred to Chapter IV, but it should be mentioned here that capil-
lary waves are spontaneously present because of small temperature and hence
density fluctuations. These minute waves (about 5 A amplitude and 0.1 mm
wavelength) can be detected by laser light-scattering techniques. The details
are beyond the scope of this text; they are discussed in Refs. 115-118. Both
liquid-air and liquid-liquid surface tensions can be measured, as well as the rate
of damping of waves.

C. Maximum Bubble Pressure Method

A recent design of the maximum bubble pressure instrument for measure-
ment of dynamic surface tension allows resolution in the millisecond time frame
[119, 120]. This was accomplished by increasing the system volume relative
to that of the bubble and by using electric and acoustic sensors to track the
bubble formation frequency. Miller and co-workers also assessed the hydrody-
namic effects arising at short bubble formation times with experiments on very
viscous liquids [121]. They proposed a correction procedure to improve reli-
ability at short times. This technique is applicable to the study of surfactant and
polymer adsorption from solution [101, 120].

9. Surface Tension Values as Obtained by Different Methods

The surface tension of a pure liquid should and does come out to be the
same irrespective of the method used, although difficulties in the mathematical
treatment of complex phenomena can lead to apparent discrepancies. In the case
of solutions, however, dynamic methods, including detachment ones, often tend
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TABLE II-4
Surface Tension Values?
Y
(dyn/cm
Liquid Temperature mN/m)
Liquid-Vapor Interfaces
Water? 20°C 72.94
21.5°C 7275
25°C 72.13
Organic compounds
Methylene iodide¢ 20°C 67.00
21.5°C 63.11
Glycerine? 24°C 62.6
20°C 48.09
Ethylene glycol® 25°C 473
40°C 46.3
Dimethy] sulfoxide/ 20°C 43.54
Propylene carbonate® 20°C 41.1
1-Methyl naphthalene” 20°C 38.7
Dimethyl aniline’ 20°C 36.56
Benzene” 20°C 28.88
30°C 27.56
Toluene® 20°C 28.52
Chloroform® 25°C 26.67
Propionic acid® 20°C 26.69
Butyric acid® 20°C 26.51
Carbon tetrachloride? 25°C 26.43
Butyl acetate/ 20°C 25.09
Diethylene glycol® 20°C 309
Nonane? 20°C 22.85
Methanol? 20°C 22.50
Ethanol® 20°C 22.39
30°C 21.55
Octane® 20°C 21.62
Heptane? 20°C 20.14
Ether? 25°C 20.14
Perfluoromethylcyclohexane? 20°C 15.70
Perfluoroheptane® 20°C 13.19
Hydrogen sulfide’ 20°C 12.3
Perfluoropentane” 20°C 9.89
Dodecane88 22°C 25.44
Polydimethyl siloxane, MW
39001/ 20°C 20.47

20°C 21.01
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TABLE II-4 (Continued)

Y
(dyn/cm
Liquid Temperature mN/m)
Liquid-Vapor Interfaces
Low-boiling substances
4He™ 1K 0.365
H," 20K 2.01
Dyn 20 K 354
Ny ° 75 K 941
Ar? 90 K 11.86
CH4? 110 K 13.71
F,? 85 K 14.84
0,° 77K 16.48
Metals
Hg? 20°C 486.5
25°C 485.5
30°C 484.5
Na* 130°C 198
Ba' 720°C 226
Sn# 332°C 543.8
Salts
NaCl”Y 1073°C 115
KCIO5% 368°C 81
KNCS? 175°C 101.5
CoHg? 180.6 K 16.63
Xed 163 K 18.6
N>O? 1825 K 24.26
Cl° -30°C 25.56
NOCI? -10°C 13.71
Bry” 20°C 319
Agl 1100°C 878.5
Cu” mp 1300
Ti* 1680°C 1588
Pt” mp 1800
Fe* mp 1880
NaNQj 22 308°C 116.6
K>Cr, 077 397°C 129
Ba(NQ3),2 595°C 134.8

to give high values. Padday and Russell discuss this point in some detail [122].
The same may be true of interfacial tensions between partially miscible liquids.

The data given in Table II-4 were selected with the purpose of providing a
working stock of data for use in problems as well as a convenient reference to
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TABLE II-4 (Continued)
Y
(dyn/cm
Liquid Temperature mN/m)
Liquid-Liquid Interface

Liquid 1: water
n-Butyl alcohol?? 20°C 1.8
Ethyl acetateb? 20°C 6.8
Heptanoic acid®® 20°C 7.0
Benzaldehyde®® 20°C 15.5
Liquid 1: mercury
Water?? 20°C 415

25°C 416
Ethanol© 20°C 389
n-Hexane“ 20°C 378
Liquid 1: fluorocarbon polymer
Benzene®® 25°C 7.8
Liquid 1: diethylene glycol
n-Heptane/ 20°C 10.6
Nitrobenzene®? 20°C 25.2
Benzene© 20°C 35.0
Carbon tetrachloride‘® 20°C 450
n-Heptane‘© 20°C 50.2
n-Heptane®© 20°C 378
Benzene?? 20°C 357
Water?® 25°C 57
n-Decanef 20°C 11.6

%Extensive compilations are given by J. J. Jasper, J. Phys. Chem. Ref.
Data, 1, 841 (1972) and G. Korosi and E. sz. Kovits, J. Chem. Eng. Data,
26, 323 (1981).

bA. G. Gaonkar and R. D. Neuman, Colloids & Surfaces, 27, 1 (1987)
(contains an extensive review of the literature); V. Kayser, J. Colloid Inter-
face Sci., 56, 622 (1972).

‘R. Grzeskowiak, G. H. Jeffery, and A. 1. Vogel, J. Chem. Soc., 1960,
4728.

dRef. 61.

“Ref. 41.

fH. L. Clever and C. C. Snead, J. Phys. Chem., 67, 918 (1963).

éM. K. Bemett, N. L. Jarvis, and W. A. Zisman, J. Phys. Chem., 66, 328
(1962).

hA. N. Gent and J. Schultz, J. Adhes., 3, 281 (1972).

‘Ref. 20.

/J. B. Griffin and H. L. Clever, J. Chem. Eng. Data, 5, 390 (1960).

kG. L. Gaines, Jr., and G. L. Gaines III, J. Colloid Interface Sci., 63, 394
(1978).
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TABLE II-4 (Continued)

IC. S. Herrick and G. L. Gaines, Jr., J. Phys. Chem., 77, 2703 (1973).

mK. R. Atkins and Y. Narahara, Phys. Rev., 138, A437 (1965).

7V, N. Grigor’ev and N. S. Rudenko, Zh. Eksperim. Teor. Fiz., 47, 92
(1964) (through Chem. Abstr, 61, 126698 (1964)).

°D. Stansfield, Proc. Phys. Soc., 72, 854 (1958).

PA. J. Leadbetter, D. J. Taylor, and B. Vincent, Can. J. Chem., 42, 2930
(1964).

9A. J. Leadbetter and H. E. Thomas, Trans. Faraday Soc., 61, 10 (1965).

™. S. Chao and V. A. Stenger, Talanta, 11, 271 (1964) (through Chem.
Abstr., 60, 48298 (1964)).

SC. C. Addison, W. E. Addison, D. H. Kerridge, and J. Lewis, J. Chem.
Soc., 1955, 2262.

!C. C. Addison, J. M. Coldrey, and W. D. Halstead, J. Chem. Soc., 1962,
3868.

“J. A. Cahill and A. D. Kirshenbaum, J. Inorg. Nucl. Chem., 26, 206
(1964).

V. Lauerman, G. Metzger, and F. Sauerwald, Z. Phys. Chem., 216, 42
(1961).

WB. C. Allen, Trans. Met. Soc. AIME, 227, 1175 (1963).

*J. Tille and J. C. Kelley, Brit. J. Appl. Phys., 14(10), 717 (1963).

7]. D. Patdey, H. R. Chaturvedi, and R. P. Pandey, J. Phys. Chem., 85,
1750 (1981).

2]. P. Frame, E. Rhodes, and A. R. Ubbelohde, Trans. Faraday Soc., 55,
2039 (1959).

2aC. C. Addison and J. M. Coldrey, J. Chem. Soc., 1961, 468.

bbp_ J. Donahue and F. E. Bartell, J. Phys. Chem., 56, 480 (1952).

L. A. Girifalco and R. J. Good, J. Phys. Chem., 61, 904 (1957).

ddE_B. Butler, J. Phys. Chem., 67, 1419 (1963).

€¢F, M. Fowkes and W. M. Sawyer, J. Chem. Phys., 20, 1650 (1952).

ffQ. S. Bhatia, J. K. Chen, J. T. Koberstein, J. E. Sohn, and J. A. Emer-
son, J. Colloid Interface Sci., 106, 353 (1985).

48P, Cheng, D. Li, L. Boruvka, Y. Rotenburg, and A. W. Neumann, Co!l-
loids & Surf., 43, 151 (1990).

surface tension values for commonly studied interfaces. In addition, a number
of values are included for uncommon substances or states of matter (e.g., molten
metals) to provide a general picture of how this property ranges and of the extent
of the literature on it. While the values have been chosen with some judgment,
they are not presented as critically selected best values. Finally, many of the
references cited in the table contain a good deal of additional data on surface
tensions at other temperatures and for other liquids of the same type as the one
selected for entry in the table. A useful empirical relationship for a homologous
series of alkane derivatives is [123]
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k

Y =Ye= 27y (I1-39)

Series of the type C,H,,, X were studied. For X = CH,Cl, k and v.. were 304
and 37.44 dyn/cm, respectively, and for X = COOCHj, k and v.. were 254 and
35.47 dyn/cm, again respectively.

10. Problems

1. Derive Eq. II-3 using the “surface tension” point of view. Suggestion: Consider
the sphere to be in two halves, with the surface tension along the join balancing the
force due to AP, which would tend to separate the two halves.

2. The diagrams in Fig. II-22 represent capillaries of varying construction and
arrangement. The diameter of the capillary portion is the same in each case, and all
of the capillaries are constructed of glass, unless otherwise indicated. The equilibrium
rise for water is shown at the left. Draw meniscuses in each figure to correspond to
(a) the level reached by water rising up the clean, dry tube and (b) the level to which
the water would recede after having been sucked up to the end of the capillary. The
meniscuses in the capillary may be assumed to be spherical in shape.

3. Show that the second term in Eq. II-15 does indeed correct for the weight of the
meniscus. (Assume the meniscus to be hemispherical.)

4. Calculate to 1% accuracy the capillary rise for water at 20°C in a 1.2-cm-diameter
capillary.

5. Referring to the numerical example following Eq. II-18, what would be the sur-
face tension of a liquid of density 1.423 g/cm’® (2-bromotoluene), the rest of the data
being the same?

6. Derive Eq. II-5.

7. Derive Eq. II-14 from an exact analysis of the meniscus profile. Hins: Start with
Eq. II-12 and let p = y’, where y” = pdp/dy. The total weight W is then given by W
= 2Apgn o xydx.

8. Derive Eq. II-13. Hint: Use Egs. 1I-4, II-5, and II-7 and note an alternative state-

ment for R;.
y m
| }xpara"in m

:

IR

Fig. [1-22
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Fig. 11-23.

9. Obtain Eq. I1-14 from Eq. II-11. It is interesting that the former equation is exact
although it has been obtained in this case from Eq. II-11, which is approximate.

10. The surface tension of a liquid that wets glass is measured by determining the
height Ah between the levels of the two meniscuses in a U-tube having a small radius
ry on one side and a larger radius 72 on the other. The following data are known: Ah
=1.90x 102 m, r; = 1.00x 1073 m, r = 1.00 x 1072 m, p = 950 kg/m> at 20°C.
Calculate the surface tension of the liquid using (a) the simple capillary rise treatment
and (b) making the appropriate corrections using Eqgs. II-19 and II-20.

11. The surface tension of a liquid is determined by the drop weight method. Usin§
a tip whose outside diameter is 5 x 107> m and whose inside diameter is 2.5 x 10~
m, it is found that the weight of 20 drops is 7 x 104 kg. The density of the liquid is
982.4 kg/m3, and it wets the tip. Using r/V'/3, determine the appropriate correction
factor and calculate the surface tension of this liquid.

12. Derive the equation for the capillary rise between parallel plates, including the
correction term for meniscus weight. Assume zero contact angle, a cylindrical meniscus,
and neglect end effects.

13. Derive, from simple considerations, the capillary rise between two parallel plates
of infinite length inclined at an angle of @ to each other, and meeting at the liquid
surface, as illustrated in Fig. II-23. Assume zero contact angle and a circular cross
section for the meniscus. Remember that the area of the liquid surface changes with its
position.

14. The following values for the surface tension of a 107*M solution of sodium
oleate at 25°C are reported by various authors: (a) by the capillary rise method, vy
= 43 mN/m; (b) by the drop weight method, v = 50 mN/m; and (c) by the sessile
drop method, y = 40 mN/m. Explain how these discrepancies might arise. Which value
should be the most reliable and why?

15. Derive Eq. II-30.

16. Molten naphthalene at its melting point of 82°C has the same density as does
water at this temperature. Suggest two methods that might be used to determine the
naphthalene-water interfacial tension. Discuss your suggestions sufficiently to show that
the methods will be reasonably easy to carry out and should give results good to 1%
or better.

17. Using Table II-3, calculate S and 1/H for 8 = ~0.45 for a pendant drop. Hint:
x/b in the table is at a maximum when x is the equatorial radius.
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18. This problem may be worked as part (a) only or as part (b) only; it is instructive,
however, to work all three parts.

(@) A drop of liquid A, of density 1.01 g/cm3, rests on a flat surface that it does not
wet but contacts with an angle # (measured in the liquid phase). The height of the drop
above the surface is 0.22 cm, and its largest diameter is 0.67 cm. Its shape corresponds
to B = 80 (see Table II-1). Calculate the surface tension of liquid A and its value of 6.

(b) Plot the profile for the drop of liquid A as z (in cm) versus x (in cm).

19. Use the table in Ref. 36 to calculate f of Eq. 1I-25 for r/ V173 values of 0.40,
0.80, and 1.20.

20. Show how Eq. II-28 should be written if one includes the weight of liquid
directly under the plate.

21. In a rotating drop measurement, what is the interfacial tension if the two liquids
differ in density by 0.2 g/cm>, the speed of rotation is 60 rpm, the volume of the drop
is 0.4 cm>, and the length of the extended drop is 6.5 cm?

22. For a particular drop of a certain liquid of density 0.83, 8 is —0.45 and d, is
0.72 cm. (@) Calculate the surface tension of the drop and (b) calculate the drop profile
from apex to the tip, assuming r;/a to be 0.55, where 7, is the radius of the tip.

23. The surface tension of mercury is 471 dyn/cm at 24.5°C. In a series of measure-
ments [37] the following drop weight data were obtained, (diameter of tip in centimeters,
weight of drop in grams): (0.05167, 0.06407), (0.10068, 0.11535), (0.13027, 0.14245).
Calculate the corresponding f and r/V'!/3 values.

24. Johnson and Lane {28] give the equation for the maximum bubble pressure:

a? 2421 7
h=—+—r+
r 3

6 a

For a certain liquid, a2 = 0.0780 cm? and r = 0.160 cm. Calculate, using the equation,
the values of X/r and r/a and compare with the X/r value given by Table II-2.

25. According to the simple formula, the maximum bubble pressure is given by
Prax = 2v/r where r is the radius of the circular cross-section tube, and P has been
corrected for the hydrostatic head due to the depth of immersion of the tube. Using the
appropriate table, show what maximum radius tube may be used if y computed by the
simple formula is not to be more than 5% in error. Assume a liquid of ¢y = 25 dyn/cm
and density 0.98 g/cm?.

26. A liquid of density 2.0 g/cm’® forms a meniscus of shape corresponding to 8
= 80 in a metal capillary tube with which the contact angle is 30°. The capillary rise
is 0.063 cm. Calculate the surface tension of the liquid and the radius of the capillary,
using Table II-1.

27. Equation II-30 may be integrated to obtain the profile of a meniscus against a
vertical plate; the integrated form is given in Ref. 53. Calculate the meniscus profile for
water at 20°C for (a) the case where water wets the plate and (b) the case where the
contact angle is 40°. For (b) obtain from your plot the value of h, and compare with
that calculated from Eq. 11-28. [Hint: Obtain a? from II-15.]

28. An empirical observation is if one forms drops at a constant flow rate such that
the drop time is ¢, then the observed drop mass, M(¢), varies with ¢ according to the
equation M(t) = M + st /% where M.. is the “equilibrium” value and s is a 9.44s
+ 5.37. Using these two relationships, it is possible to determine surface tension as a
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function of surface age by means of the drop weight method. Combine these equations
to obtain one relating M..(f) and ¢, where M..(¢) is the equilibrium drop mass (and the
one to which Eq. II-25 applies) and surface age ¢. For a particular surfactant solution,
the observed drop mass is 80.4 mg for drops formed very slowly and 125.7 mg for drops
formed every 2 sec. The radius of the tip used is 5 mm and the density of the solution
was 1.03 g/cm?. Calculate the equilibrium surface tension and that for a surface age of
2 sec given (a) f = 0.6456; and (b) f = 0.6043. (Note Refs. 41 and 124.)

29. Estimate the surface tension of n-decane at 20°C using Eq. 11-39 and data in
Table 11-4.
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CHAPTER 111

The Nature and Thermodynamics of Liquid Interfaces

It was made clear in Chapter II that the surface tension is a definite and accu-
rately measurable property of the interface between two liquid phases. More-
over, its value is very rapidly established in pure substances of ordinary vis-
cosity; dynamic methods indicate that a normal surface tension is established
within a millisecond and probably sooner [1]. In this chapter it is thus appro-
priate to discuss the thermodynamic basis for surface tension and to develop
equations for the surface tension of single- and multiple-component systems.
We begin with thermodynamics and structure of single-component interfaces
and expand our discussion to solutions in Sections III-4 and III-5.

1. One-Component Systems

A. Surface Thermodynamic Quantities for a Pure Substance

Figure III-1 depicts a hypothetical system consisting of some liquid that fills
a box having a sliding cover; the material of the cover is such that the interfacial
tension between it and the liquid is zero. If the cover is slid back so as to
uncover an amount of surface d4, the work required to do so will be ydAa.
This is reversible work at constant pressure and temperature and thus gives the
increase in free energy of the system (see Section XVII-12 for a more detailed
discussion of the thermodynamics of surfaces).

dG =+ da (I1I-1)

The total free energy of the system is then made up of the molar free energy
times the total number of moles of the liquid plus G*, the surface free energy
per unit area, times the total surface area. Thus

s [ 9G
o=v=(&),, -

Because this process is a reversible one, the heat associated with it gives the
surface entropy

48
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Fig. III-1

dg=T dS=TS da (111-3)

where $° is the surface entropy per square centimeter of surface.
Because (3G/dT)p = S, it follows that

aG*
( B_T) - -8 (I11-4)

or, in conjunction with Eq. III-1,

dy _
T - S (II1-5)

Finally, the total surface enthalpy per square centimeter H* is
H =G +TS (I11-6)

Often, and as a good approximation, H* and the surface energy E* are not dis-
tinguished, so Eq. ITI-6 can be seen in the form

E=G+TS$ (I11-7)
or
dvy
EE=y-T— I11-8
Y aT (11-8)

The total surface energy E* generally is larger than the surface free energy.
It is frequently the more informative of the two quantities, or at least it is more
easily related to molecular models.

Other thermodynamic relationships are developed during the course of this
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chapter. The surface specific heat C* (the distinction between C;, and C; is rarely
made), is an additional quantity to be mentioned at this point, however. It is
given by

_dE

CrdT

(111-9)

The surface tension of most liquids decreases with increasing temperature
in a nearly linear fashion, as illustrated in Fig. III-2. The near-linearity has
stimulated many suggestions as to algebraic forms that give exact linearity. An
old and well-known relationship, attributed to Eotvos [3], is

YV = k(T.-T) (1II-10)

where V is the molar volume. One does expect the surface tension to go to
zero at the critical temperature, but the interface seems to become diffuse at
a slightly lower temperature, and Ramsay and Shields [4] replaced T, in Eq.
III-10 by (T, — 6). In either form, the constant k is about the same for most
liquids and has a value of about 2.1 ergs/K. Another form originated by van
der Waals in 1894 but developed further by Guggenheim [5] is

(I1I-11)

30

N
o

v, erg/cm2
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0 100 200 T. 300
T°C

Fig. III-2. Variation of surface tension and total surface energy of CCly with temper-
ature. (Data from Ref. 2.)



III-1 ONE-COMPONENT SYSTEMS 51

where n is 11/9 for many organic liquids but may be closer to unity for metals
[6]. A useful empirical relationship for metals is

_ 3.6T,

7m - 2/3 (III' 1 2)
m

where subscript m denotes melting point and v is in dynes per centimeter [7].

There is a point of occasional misunderstanding about dimensions that can be illus-
trated here. The quantity v V?/3 is of the nature of a surface free energy per mole, yet
it would appear that its dimensions are energy per mole?/3, and that k in Eq. I1I-10
would be in ergs per degree per mole?>, The term “mole?3” is meaningless, however,
because “mole” is not a dimension but rather an indication that an Avogadro number
of molecules is involved. Because Avogadro’s number is itself arbitrary (depending, for
example, on whether a gram or a pound molecular weight system is used), to get at a
rational meaning of k one should compute it on the per molecule basis; this gives k” =
2.9 x 106 ergs/degree-molecule. Lennard-Jones and Corner [8] have pointed out that
Eq. III-10 arises rather naturally out of a simple statistical mechanical treatment of a
liquid, where k’ is the Boltzmann constant (1.37 x 10716) times a factor of the order
of unity.

Equations III-10 and III-11 are, of course, approximations, and the situa-
tion has been examined in some detail by Cahn and Hilliard [9], who find that
Eq. ITI-11 is also approximated by regular solutions not too near their critical
temperature.

B. The Total Surface Energy, E°

If the variation of density and hence molar volume with temperature is small,
it follows from Egs. III-10 and III-8 that E° will be nearly temperature-inde-
pendent. In fact, Eq. 1lI-11 with n = 1 may be written in the form

7=ES(1—1) (1I-13)

which illustrates the point that surface tension and energy become equal at 0 K.
The temperature independence of E° generally holds for liquids not too close
to their critical temperature, although, as illustrated in Fig. III-2, ES eventually
drops to zero at the critical temperature.

Inspection of Table III-1 shows that there is a wide range of surface tension
and E° values. It is more instructive, however, to compare ES values calcu-
lated on an energy per mole basis. The area per mole of spherical molecules of
molecular weight M and radius r is
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TABLE III-1
Temperature Dependence of Surface Tension®
¥ (ergs/ E*® (ergs/ E® (cal/

Liquid Temperature dy/dT  cm?) mol)  Reference
He 0.308 25K -0.07 0.47 8.7 12
N3 9.71 75 K -0.23 26.7 585 13
Ethanol 22.75 20°C -0.086 46.3 1,340 ICT
Water 72.88 20°C -0.138 113 1,590 14
NaNO;?® 116.6 308°C -0.050 146 2,150 15
C7F14¢ 15.70 20°C -0.10 45.0 2,610 16
Benzene 28.88 20°C -0.13 67.0 2,680 ICT
n-Octane 21.80 20°C -0.10 51.1 2,920 ICT
Sodium 191 98°C -0.10 228 3,850 17
Copper 1550 1083°C -0.176 1,355 10,200 17
Silver 910 961°C -0.164 1,234 11,050 17
Iron 1880 1535°C -0.43 2,657 20,100 18

2 An extensive compilation of yand dvy/d T data is given by G. Korosi and E. sz. Kovits,
J. Chem. Eng. Data, 26, 323 (1981).

bES’ computed on a per gram ion basis.

“Perfluoromethyl cyclohexane.

2/3
M ) (1-14)

A= 4‘II'NA ( 41rr3NA
where N, is Avogadro’s number. Only about one-fourth of the area of the sur-
face spheres will be exposed to the interface; thus Eq. III-14 becomes A =
fNY*V23 where V denotes molar volume and f is a geometric factor near
unity. Then, ES = AE® on an energy per mole basis. In Table III-1 one sees
that the variation in E is much smaller than that of y or ES. Semiempirical
equations useful for molten metals and salts may be found in Refs. 7 and 10,
respectively.

Example. We reproduce the entry for iron in Table III-1 as follows. First ES =
1880-(1808) (~0.43) = 2657 ergs/cm?. Next, estimating V to be about 7.1 ¢cm3/mol
and taking f to be unity, A = (6.02 x 1023)‘/3(7 1)/3 = 3.1 x 108 cm?/mol whence
ES = (2657)(3.1 x 103)/(4.13 x 107) = 20,100 cal/mol.

One may consider a molecule in the surface region as being in a state inter-
mediate between that in the vapor phase and that in the liquid. Skapski [11]
has made the following simplified analysis. Considering only nearest-neighbor
interactions, if n; and n; denote the number of nearest neighbors in the interior
of the liquid and the surface region, respectively, then, per molecule
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NaU
2

ES= (n; — ny) (II-15)

where U is the interaction energy. On this basis, the energy of vaporization
should be Un; /2. For close-packed spheres, n; = 12 and n, = 9 so that ES should
be about one-fourth of the energy of vaporization (not exactly because of f).
On this basis the surface energy of metals is somewhat smaller than expected;
however, over the range in Table III-1 from helium to iron, one sees that the
variation in the surface energy per area depends almost equally on the variation
in intermolecular forces and on that of the density of packing or molecular size.

C. The Effect of Curvature on Vapor Pressure and Surface Tension

A very important thermodynamic relationship is that giving the effect of
surface curvature on the molar free energy of a substance. This is perhaps best
understood in terms of the pressure drop AP across an interface, as given by
Young and Laplace in Eq. II-7. From thermodynamics, the effect of a change
in mechanical pressure at constant temperature on the molar free energy of a
substance is

AG:J V dP d11-16)

or if the molar volume V is assumed constant and Eq. II-7 is used for AP

1 1
= —_ — 1iI-
AG 7V(R|+R2> III-17)

It is convenient to relate the free energy of a substance to its vapor pressure
and, assuming the vapor to be ideal, G = G° + RTIn P. Equation III-17 then
becomes

P I 1\ 4V
RTIn — = =2 IMI-18
" po W(R, +R2) R, (HI-18)

where P? is the normal vapor pressure of the liquid, P is that observed over the
curved surface, and R,, is the mean radius of curvature (in a more exact version,
the quantity /R, becomes /R, — (P— P?) [19]. Equation III-18 is frequently
called the Kelvin equation and, with the Young—Laplace equation (II-7), makes
the second fundamental relationship of surface chemistry.

For the case of a spherical surface of radius r, Eq. ITI-18 becomes
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P vV
— = ni-19
RTIn 0 ; ( )

Here, r is positive and there is thus an increased vapor pressure. In the case of
water, P/P® is about 1.001 if r is 107* cm, 1.011 if r is 1075 cm, and 1.114 if
ris 107 cm or 100 A. The effect has been verified experimentally for several
liquids [20], down to radii of the order of 0.1 um, and indirect measurements
have verified the Kelvin equation for R,, values down to about 30 A [19]. The
phenomenon provides a ready explanation for the ability of vapors to super-
saturate. The formation of a new liquid phase begins with small clusters that
may grow or aggregate into droplets. In the absence of dust or other foreign
surfaces, there will be an activation energy for the formation of these small
clusters corresponding to the increased free energy due to the curvature of the
surface (see Section [X-2).

While Eq. ITI-18 has been verified for small droplets, attempts to do so for liquids
in capillaries (where R,, is negative and there should be a pressure reduction) have led
to startling discrepancies. Potential problems include the presence of impurities leached
from the capillary walls and allowance for the film of adsorbed vapor that should be
present (see Chapter X). There is room for another real effect arising from structural
perturbations in the liquid induced by the vicinity of the solid capillary wall (see Chapter
VI). Fisher and Israelachvili {19] review much of the literature on the verification of
the Kelvin equation and report confirmatory measurements for liquid bridges between
crossed mica cylinders. The situation is similar to that of the meniscus in a capillary
since R, is negative; some of their results are shown in Fig. III-3. Studies in capillaries
have been reviewed by Melrose [20] who concludes that the Kelvin equation is obeyed
for radii at least down to 1 um.

Tolman [21] concluded from thermodynamic considerations that with sufficiently
curved surfaces, the value of the surface tension itself should be affected. In reviewing
the subject, Melrose [22] gives the equation

y=9°= ( 1- —8—) (L11-20)

where § is a measure of the thickness of the interfacial region (about 5 A for cyclohexane
[23]) and R,, may be positive or negative. (See also Section III-2A.)

This effect assumes importance only at very small radii, but it has some applications
in the treatment of nucleation theory where the excess surface energy of small clusters
is involved (see Section IX-2). An intrinsic difficulty with equations such as III-20 is
that the treatment, if not modelistic and hence partly empirical, assumes a continuous
medium, yet the effect does not become important until curvature comparable to molec-
ular dimensions is reached. Fisher and Israelachvili [24] measured the force due to the
Laplace pressure for a pendular ring of liquid between crossed mica cylinders and con-
cluded that for several organic liquids the effective surface tension remained unchanged
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Fig. IlI-3. Comparison of Eq. ITI-18 (solid line) with experimental results for cyclohex-
ane bridges formed between crossed mica cylinders; the dashed line is the calculation
including Eq. I1I-20 (from Ref. 19).

down to radii of curvature as low as 0.5 nm. Christenson [25], in a similar experiment,
found the Laplace equation to hold for water down to radii of 2 nm.

D. The Effect of Pressure on Surface Tension

The following relationship holds on thermodynamic grounds (26, 27]:

dy (VY s 3
(ﬁ)A,T_( oA )P,T—AV (-2h

where A denotes area. In other words the pressure effect is related to the change in
molar volume when a molecule goes from the bulk to the surface region. This change
would be positive, and the effect of pressure should therefore be to increase the surface

tension.

Unfortunately, however, one cannot subject a liquid surface to an increased pressure
without introducing a second component into the system, such as some intert gas. One
thus increases the density of matter in the gas phase and, moreover, there will be some
gas adsorbed on the liquid surface with a corresponding volume change.

Studies by Eriksson [28] and King and co-workers [29] have shown that adsorption
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dominates. One may also study the effect of pressure on the surface tens1on of solutions
[30, 31] and on 1nterfac1al tensions. As an example of the latter case, AVS was found
to be about 2.8 x 10~ cm3/cm2 for the n-octane—water interface [32].

2. Structural and Theoretical Treatments of Liquid Interfaces

The surface free energy can be regarded as the work of bringing a molecule
from the interior of a liquid to the surface, and that this work arises from the fact
that, although a molecule experiences no net forces while in the interior of the
bulk phase, these forces become unbalanced as it moves toward the surface. As
discussed in connection with Eq. III-15 and also in the next sections, a knowl-
edge of the potential function for the interaction between molecules allows a
calculation of the total surface energy; if this can be written as a function of
temperature, the surface free energy is also calculable.

The unbalanced force on a molecule is directed inward, and it might be asked
how this could appear as a surface “tension.” A mechanical analogy is shown
in Fig. III-4, which illustrates how the work to raise a weight can appear as a
horizontal pull; in the case of a liquid, an extension of the surface results in
molecules being brought from the interior into the surface region.

The next point of interest has to do with the question of how deep the surface
region or region of appreciably unbalanced forces is. This depends primarily
on the range of intermolecular forces and, except where ions are involved, the
principal force between molecules is of the so-called van der Waals type (see
Section VI-1). This type of force decreases with about the seventh power of
the intermolecular distance and, consequently, it is only the first shell or two
of nearest neighbors whose interaction with a given molecule is of importance.
In other words, a molecule experiences essentially symmetrical forces once it
is a few molecular diameters away from the surface, and the thickness of the
surface region is of this order of magnitude (see Ref. 23, for example). (Certain
aspects of this conclusion need modification and are discussed in Sections X-6C
and XVII-5.)

It must also be realized that this thin surface region is in a very turbulent
state. Since the liquid is in equilibrium with its vapor, then, clearly, there is a
two-way and balanced traffic of molecules hitting and condensing on the surface
from the vapor phase and of molecules evaporating from the surface into the
vapor phase. From the gas kinetic theory, the number of moles striking 1 cm?
of surface per second is

1 1/2
Z=P ( ZTMRT) (I11-22)

For vapor saturated with respect to liquid water at room temperature, Z is about
0.02 mol/cm? - sec or about 1.2 X 10?2 molecules/cm?’ - sec. At equilibrium,
then, the evaporation rate must equal the condensation rate, which differs from
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Fig. IlI-4. Mechanical analogy to surface ten-
sion.

the preceding figure by a factor less than but close to unity (called the con-
densation coefficient). Thus each square centimeter of liquid water entertains
1.2 x 10% arrivals and departures per second. The traffic on an area of 10 A2,
corresponding to the area of a single water molecule, is 1.2 X 107 sec™!, so that
the lifetime of a molecule on the surface is on the order of a tenth microsecond.

There is also a traffic between the surface region and the adjacent layers of
liquid. For most liquids, diffusion coefficients at room temperature are on the
order of 10> cm?/sec, and the diffusion coefficient D is related to the time ¢
for a net displacement x by an equation due to Einstein:

D=— (111-23)

If x is put equal to a distance of, say, 100 A, then ¢ is about 107° sec, so that,
due to Brownian motion, there is a very rapid interchange of molecules between
the surface and the adjacent bulk region.

The picture that emerges is that a “quiescent” liquid surface is actually in
a state of violent agitation on the molecular scale with individual molecules
passing rapidly back and forth between it and the bulk regions on either side.
Under a microscope of suitable magnification, the surface region should appear
as a fuzzy blur, with the average density varying in some continuous manner
from that of the liquid phase to that of the vapor phase.

In the case of solids, there is no doubt that a lateral tension (which may be
anisotropic) can exist between molecules on the surface and can be related to
actual stretching or compression of the surface region. This is possible because
of the immobility of solid surfaces. Similarly, with thin soap films, whose thick-
ness can be as little as 100 A, stretching or extension of the film may involve
a corresponding variation in intermolecular distances and an actual tension
between molecules.

A case can be made for the usefulness of surface “tension” as a concept even
in the case of a normal liquid—vapor interface. A discussion of this appears in
papers by Brown [33] and Gurney [34]. The informal practice of using surface
tension and surface free energy interchangeably will be followed in this text.
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A. Further Development of the Thermodynamic
Treatment of the Surface Region

Consider a liquid in equilibrium with its vapor. The two bulk phases « and 8
do not change sharply from one to the other at the interface, but rather, as shown
in Fig. III-5, there is a region over which the density and local pressure vary.
Because the actual interfacial region has no sharply defined boundaries, it is
convenient to invent a mathematical dividing surface [35]. One then handles the
extensive properties (G, E, S, n, etc.) by assigning to the bulk phases the values
of these properties that would pertain if the bulk phases continued uniformly
up to the dividing surface. The actual values for the system as a whole will
then differ from the sum of the values for the two bulk phases by an excess or
deficiency assigned to the surface region.

The following relations will then hold:

Volume : V = V* + V# (I11-24)
Internal energy : E = E* + E® + E° (I11-25)
Entropy : § = §* + §% + §° (-26)

Moles : n; = nf' + n? +nf 1-27)

We will use the superscript o to denote surface quantities calculated on the
preceding assumption that the bulk phases continue unchanged to an assumed
mathematical dividing surface. For an arbitrary set of variations from equilib-
rium,

dE=T dS+ ) pidn—P*dV* P dVF+yda +C de +Crde;

(I11-28)
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where ¢, and ¢; denote the two curvatures (reciprocals of the radii of curvature)
and C; and C, are constants. The last two terms may be written as %(C. +
Cy)d(c1 + ¢2) + 3(Cy — C)d(c1 — ¢3), and these plus the term y dA give the
effect of variations in area and curvature. Because the actual effect must be
independent of the location chosen for the dividing surface, a condition may
be put on C, and C5, and this may be taken to be that C{+C; = 0. This particular
condition gives a particular location of the dividing surface such that it is now
called the surface of tension.

For the case where the curvature is small compared to the thickness of the
surface region, d(c; — c;) = O (this will be exactly true for a plane or for a
spherical surface), and Eq. III-28 reduces to

dE=T dS+ ) pidn-P*dV*-P dV¥+yda (111-29)

Because
G=E-TS+Pve 4+ PPyA (I11-30)

where G is the Gibbs free energy, it follows that

dG=-S dT+ )" p;dni+V* dP* + VP dP° +y da (I-31)

(Equation III-31 is obtained by differentiating Eq. I1I-30 and comparing with
Eq. II1-29.) At equilibrium, the energy must be a minimum for a given set of
values of S and of n;, and

~P*dV*-PPdVF+yda =0 (1-32)
but
dV=0=dV*+dV® (I11-33)
SO
(P -PPdVe=yda (I11-34)

Equation III-34 is the same as would apply to the case of two bulk phases
separated by a membrane under tension 1.
If the surface region is displaced by a distance dt
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da = (c; +c2)A dt (I11-35)
and, because
dv® =4 dt=-dV*? (I11-36)
then
P* — PP dt=y(c, +c)A dt (I11-37)
or
AP = y(c; +¢3) (I11-38)

Equation III-38 is the Young-Laplace equation (Eq. II-7).

The foregoing serves as an introduction to the detailed thermodynamics of
the surface region; the method is essentially that of Gibbs [35], as reviewed by
Tolman [36, 37]. An additional relationship is

0 a
y= _[ (P> - p) dx +J (P° - p) dx (I11-39)
-a 0

where x denotes distance normal to the surface and the points a and —a lie in
the two bulk phases, respectively.
For a plane surface, P* = P?, and

Y= _r P-p)dx (111-40)

Here, P is the bulk pressure, which is the same in both phases, and p is the
local pressure, which varies across the interface.

Returning to the matter of the location of the dividing surface, the position defined
by (C1+C2) = 0 is in general such that n® + n®, calculated by assuming the bulk phases
to continue up to the dividing surface, will differ from the actual n. That is, even for
a single pure substance, there will be a nonzero surface excess I' that can be positive
or negative. This convention, while mathematically convenient, is not pleasing intu-
itively, and other conventions are possible for locating the dividing surface, including
one such that the surface excess is zero. In fact, the quantity é in Eq. III-20 is just
the distance between this dividing surface and the surface of tension and is positive
for a drop. This general subject has been discussed by Kirkwood and Buff [38], Buff
[39], Melrose [22,40], Mandell and Reiss [41], and also by Neumann and co-workers
[42—44]. Neumann and co-workers have developed a generalized hydrostatic treatment
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of capillarity that is valid for highly curved surfaces [45] and have shown that in the
context of this theory the free energy remains invariant to a shift in the dividing surface
[46].

B. Calculation of the Surface Energy and Structure of Interfaces

The function of thermodynamics is to provide phenomenological relation-
ships whose validity has the authority of the laws of thermodynamics them-
selves. One may proceed further, however, if specific models or additional
assumptions are made. For example, the use of the van der Waals equation of
state allows an analysis of how P— p in Eq. III-40 should vary across the inter-
face; Tolman [36,37] made an early calculation of this type. There has been a
high degree of development of statistical thermodynamics in this field (see Ref.
47 and the General References and also Sections XV-4 and XVI-3). A great
advantage of this approach is that one may derive thermodynamic properties
from knowledge of the intermolecular forces in the fluid. Many physical sys-
tems can be approximated with model interaction potential energies; a widely
used system comprises “attractive hard spheres” where rigid spheres of diam-
eter b interact with an attractive potential energy, ua,(r).

The hard-sphere treatment also suggested a relationship between surface tension and
the compressibility of the liquid. In a more classic approach [48], the equation

b (I
v=% ( W) ) (-41)

relates the internal pressure of the liquid, (9E/dV)r, to the surface tension where b is
the side of a cube of molecular volume. The internal pressure can be replaced by the
expression («T/8 — P), where « and § are the coefficients of thermal expansion and of
compressibility and P is the ambient pressure [49].

The classic theory due to van der Waals provides an important phenomeno-
logical link between the structure of an interface and its interfacial tension
[50-52]. The expression

oo 2
y=m I ( % (Z)) dz (I11-42)
o 0z

relates the surface tension to the square of the gradient in the equilibrium den-
sity profile across the interface. The equilibrium density profile is that mini-
mizing the free energy of the interface. The parameter m is found from the
intermolecular forces in the fluid, or in more precise theories, from the direct
correlation function from statistical mechanics [53]. If one follows the attractive
hard-sphere model of van der Waals, a simple result for m is
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m= _1 J r2ugy(r)dr (I11-43)
6 r>b

One problem with this treatment is that it neglects higher-order terms depending
on higher moments of u,, that become undefined for slowly decaying interac-
tion potentials (see Problem III-9).

The gradient model has been combined with two equations of state to suc-
cessfully model the temperature dependence of the surface tension of polar and
nonpolar fluids [54]. Widom and Tavan have modeled the surface tension of
liquid “He near the A transition with a modified van der Waals theory [55].

Another statistical mechanical approach makes use of the radial distribu-
tion function g(r), which gives the probability of finding a molecule at a dis-
tance r from a given one. This function may be obtained experimentally from
X-ray or neutron scattering on a liquid or from computer simulation or statisti-
cal mechanical theories for model potential energies [56]. Kirkwood and Buff
[38] showed that for a given potential function, U(r)

Y= % o’ _[0 g’ (nrtar (I11-44)
BT _[ gNUMAdr (I11-45)
0

where p is the average density and U’ denotes dU/dr. A widely used and suc-
cessful form for U(r) is that due to Lennard-Jones:

6 12
U(r) = —4eo [( ) - (%) ] (I1-46)

r r
where, as shown in Fig. III-6, ¢, is the potential energy at the minimum and o
is an effective molecular diameter; the two parameters can be obtained from the
internal pressure of a liquid or from the nonideality of the vapor. One calculation
along these lines gave vy for argon at 84.3 K as 15.1 ergs/cm? [57] as compared
to the experimental value of 13.2 ergs/cm?. The Kirkwood-Buff approach has
been applied to ethanol-water mixtures [58] and molten salts [59].

The statistical mechanical approach, density functional theory, allows description of
the solid-liquid interface based on knowledge of the liquid properties [60, 61]. This
approach has been applied to the solid-liquid interface for hard spheres where experi-
mental data on colloidal suspensions and theory [62] both indicate yb?/kT = 0.6; this
verifies that no attraction is necessary for a solid-liquid interface to exist. The adhe-
sive sphere and Lennard-Jones (Eq. I1I-46) solids have also been studied [61, 63]. In
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Uiy

Fig. I1I-6. The Lennard-Jones potential
€0 function.

the Lennard-Jones system the influence of the disordered phase density is evident with
the solid—vapor interfacial tension greatly exceeding that above the triple point where
a solid coexists with a liquid.

Two simulation methods—Monte Carlo and molecular dynamics—allow cal-
culation of the density profile and pressure difference of Eq. III-44 across the
vapor-liquid interface [64, 65]. In the former method, the initial system con-
sists of N molecules in assumed positions. An intermolecule potential function
is chosen, such as the Lennard-Jones potential, and the positions are randomly
varied until the energy of the system is at a minimum. The resulting configu-
ration is taken to be the equilibrium one. In the molecular dynamics approach,
the N molecules are given initial positions and velocities and the equations of
motion are solved to follow the ensuing collisions until the set shows constant
time-average thermodynamic properties. Both methods are computer intensive
yet widely used.

In Fig. I1I-7 we show a molecular dynamics computation for the density pro-
file and pressure difference P — p across the interface of an argonlike system
[66] (see also Refs. 67, 68 and citations therein). Similar calculations have been
made of é in Eq. III-20 [69, 70]. Monte Carlo calculations of the density pro-
file of the vapor-liquid interface of magnesium how stratification penetrating
about three atomic diameters into the liquid [71]. Experimental measurement
of the transverse structure of the vapor-liquid interface of mercury and gallium
showed structures that were indistinguishable from that of the bulk fluids [72,
73].

3. Orientation at Interfaces

There is one remaining and very significant aspect of liquid—air and
liquid-liquid interfaces to be considered before proceeding to a discussion of
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Fig. III-7. (a) Interfacial density profile for an argonlike liquid—vapor interface (density
in reduced units); z is the distance normal to the surface. (b) Variations of P-p of Eq.
ITI-40 (in reduced units) across the interface. [From the thesis of J. P. R. B. Walton (see
Ref. 66).]

the behavior and thermodynamics of solution interfaces. This is the matter of
molecular orientation at interfaces.

The idea that unsymmetrical molecules will orient at an interface is now so
well accepted that it hardly needs to be argued, but it is of interest to outline
some of the history of the concept. Hardy [74] and Harkins [75] devoted a
good deal of attention to the idea of “force fields” around molecules, more
or less intense depending on the polarity and specific details of the structure.
Orientation was treated in terms of a principle of “least abrupt change in force
fields,” that is, that molecules should be oriented at an interface so as to provide
the most gradual transition from one phase to the other. If we read “interaction
energy” instead of “force field,” the principle could be reworded on the very
reasonable basis that molecules will be oriented so that their mutual interaction
energy will be a maximum.

A somewhat more quantitative development along these lines was given by
Langmuir [76] in what he termed the principle of independent surface action.
He proposed that, qualitatively, one could suppose each part of a molecule to
possess a local surface free energy. Taking ethanol as an example, one can
employ this principle to decide whether surface molecules should be oriented
according to Fig. I1I-8a or b. In the first case, the surface presented would com-
prise hydroxyl groups whose surface energy should be about 190 ergs/cm?,
extrapolating from water. In the second case, a surface energy like that of a
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hydrocarbon should prevail, that is, about 50 ergs/cm? (see Table III-1). This is
a difference of 140 ergs/cm? or about 30 x 10~ !4 ergs per molecule. Since kT is
on the order of 4 x 10~ ergs per molecule, the Boltzmann factor, exp(- U/kT),
favoring the orientation in Fig. ITI-8b should be about 10°. This conclusion is
supported by the observation that the actual surface tension of ethanol is 22
ergs/cm? or not very different from that of a hydrocarbon. Langmuir’s principle
may sound rather primitive but, in fact, it is widely used and useful today in
one or another (often disguised) form.

There is, of course, a mass of rather direct evidence on orientation at the liquid—vapor
interface, much of which is at least implicit in this chapter and in Chapter IV. The
methods of statistical mechanics are applicable to the calculation of surface orientation
of assymmetric molecules, usually by introducing an angular dependence to the inter-
molecular potential function (see Refs. 67, 68, 77 as examples). Widom has applied a
mean-field approximation to a lattice model to predict the tendency of AB molecules to
adsorb and orient perpendicular to the interface between phases of AA and BB [78]. In
the case of water, a molecular dynamics calculation concluded that the surface dipole
density corresponded to a tendency for surface-OH groups to point toward the vapor
phase [79].

4. The Surface Tension of Solutions

A. Binary Solutions

The principal point of interest to be discussed in this section is the manner
in which the surface tension of a binary system varies with composition. The
effects of other variables such as pressure and temperature are similar to those
for pure substances, and the more elaborate treatment for two-component sys-
tems is not considered here. Also, the case of immiscible liquids is taken up in
Section IV-2.

A fairly simple treatment, due to Guggenheim [80], is useful for the case of
ideal or nearly ideal solutions. An abbreviated derivation begins with the free
energy of a species

G,' =kTIn a; (III-47)

where a; is the absolute activity, a; = N;g;, where N; is the mole fraction of
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species i (unity for pure liquids), and g; derives from the partition function Q;.
For a pure liquid 1, the surface tension may be written as

101 = —kTln 2L (I11-48)
a)
or
Y101 &1
Moy _ & 11-4
exp( o ) & (I11-49)

where the surface is viewed as a two-dimensional phase of molecular state cor-
responding to g; and o, is the molecular area. Thus, the work of bringing a
molecule into the surface is expressed as a AG using Eq. I11-47.

The same relations are then applied to each component of a solution

YO0 N|g1
- 11-50
exp( e ) o (I11-50)
92\ _ Mg i
exp( e )_ Nigh (I11-51)

where N® denotes the mole fraction in the surface phase. Equations I1I-50 and
II-51 may be solved for N7 and N3, respectively, and substituted into the
requirement that Nf + Ng = 1. If it is assumed that ¢ = o, = 05, one then
obtains

Y0 Nigi  Nog
exp( ) - + (I11-52)
kT s &

and, in combination with Eq. I1I-49

- Y10

Yo _ —Y20
kT " NViexe =

kT

exp +Nyexp (111-53)

Hildebrand and Scott [81] give an expansion of Eq. III-53 for o, # 0.
Guggenheim [5] extended his treatment to the case of regular solutions, that
is, solutions for which

RTInf,=-aN5  RTInf,=-aN? (I11-54)

where f denotes the activity coefficient. A very simple relationship for such
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regular solutions comes from Prigogine and Defay [82]:

v =v1N1 +vy2N2 — BN N, (111-55)

where (8 is a semiempirical constant.

Figure I11-9a shows some data for fairly ideal solutions [81] where the solid
lines 2, 3, and 6 show the attempt to fit the data with Eq. III-53; line 4 by taking
o as a purely empirical constant; and line 5, by the use of the Hildebrand—Scott
equation [81]. As a further example of solution behavior, Fig. I1I-95 shows some
data on fused-salt mixtures [83]; the dotted lines show the fit to Eq. III-55.

An extensive formalism for various types of nonideal solutions by has been devel-
oped by Prigogine, Defay and co-workers using a lattice model allowing for interacting
molecules of different sizes [82]. Nissen [84] has applied the approach to molten-salt
mixtures, as has Gaines [85]. Reiss and Mayer [10] developed an expression for the
surface tension of a fused salt, using their hard-sphere treatment of liquids (Section
III-2B), and have extended the approach to solutions. The same is true for a statisti-
cal mechanical model developed by Eyring and co-workers [86]. Goodisman [87] has
commented on various treatments for molten-salt mixtures.

The theoretical treatments of Section III-2B have been used to calculate interfacial
tensions of solutions using suitable interaction potential functions. Thus Gubbins and
co-workers [88] report a molecular dynamics calculation of the surface tension of a
solution of A and B molecules obeying Eq. III-46 with €, BB/€0,AA = 0.4 and

€0,B = (€0,BBE0, A)'/2. (II1-56)

We have considered the surface tension behavior of several types of systems,
and now it is desirable to discuss in slightly more detail the very important
case of aqueous mixtures. If the surface tensions of the separate pure liquids
differ appreciably, as in the case of alcohol-water mixtures, then the addition of
small amounts of the second component generally results in a marked decrease
in surface tension from that of the pure water. The case of ethanol and water is
shown in Fig. III-9c. As seen in Section III-5, this effect may be accounted for
in terms of selective adsorption of the alcohol at the interface. Dilute aqueous
solutions of organic substances can be treated with a semiempirical equation
attributed to von Szyszkowski [89,90]

l:l-Bln(HE) (1I1-57)
Yo A

where v, is the surface tension of water, B is a constant characteristic of the
homologous series of organic compounds involved, A is a constant characteris-
tic of each compound, and C is its concentration. This equation may be derived
on the basis of the Langmuir adsorption equation (see Problem III-8 and Sec-
tions XI-1A and XVII-3).
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The type of behavior shown by the ethanol-water system reaches an extreme
in the case of higher-molecular-weight solutes of the polar—nonpolar type, such
as, soaps and detergents [91]. As illustrated in Fig. III-9e, the decrease in surface
tension now takes place at very low concentrations sometimes showing a point
of abrupt change in slope in ay/C plot [92]. The surface tension becomes essen-
tially constant beyond a certain concentration identified with micelle formation
(see Section XIII-5). The lines in Fig. III-9¢ are fits to Eq. I1I-57. The authors
combined this analysis with the Gibbs equation (Section III-5B) to obtain the
surface excess of surfactant and an alcohol cosurfactant.

B. The Surface Tension of Polymeric Systems

In polymer solutions and blends, it becomes of interest to understand how
the surface tension depends on the molecular weight (or number of repeat units,
N) of the macromolecule and on the polymer—solvent interactions through the
interaction parameter, x. In terms of a Flory lattice model, x is given by the
polymer and solvent interactions through

X = 6leps — 3(epp + €55)1/KT (I11-58)

where €,;, €,,, and e, are the polymer—solvent, polymer—polymer, and
solvent—solvent interaction energies, respectively. Much of the pioneering work
in this area was done by Gaines and co-workers [94]. Szleifer and Widom [95]
developed a lattice model of dilute phase-separated polymer solutions. Their
derivation permits a simple expression for the surface tension

|/2
kT I [( x+—) h(¢)] (I11-59)

that requires knowledge of the coexisting phase compositions, ¢ and ¢, but not
the detailed composition profile through the interface. The function h(¢)

Fig. III-9. Representative plots of surface tension versus composition. (a) Isooctane-
n-dodecane at 30°C: 1 linear, 2 ideal, with ¢ = 48.6. Isooctane-benzene at 30°C: 3
ideal, with ¢ = 35.4, 4 ideal-like with empirical ¢ of 112, 5 unsymmetrical, with g,
= 136 and o3 = 45. Isooctane—cyclohexane at 30°C: 6 ideal, with 0 = 38.4, 7 ideal-
like with empirical ¢ of 109.3, (¢ values in Az/molecule) (from Ref. 93). (b) Surface
tension isotherms at 350°C for the systems (Na—Rb) NO; and (Na-Cs) NO;3. Dotted
lines show the fit to Eq. ITI-55 (from Ref. 83). (c¢) Water—ethanol at 25°C. (d) Aqueous
sodium chloride at 20°C. (e) Interfacial tensions between oil and water in the presence of
sodium dodecylchloride (SDS) in the presence of hexanol and 0.20 M sodium chloride.
Increasing both the surfactant and the alcohol concentration decreases the interfacial
tension (from Ref. 92).
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1-
H) = 37 dln 5 +(1- B)ln 1=

1 ,
+ ( 1- 7) (¢-¢) - x(@-¢)* (I11-60)

represents the distance of the free energy from its double tangent (at the coexist-
ing phase compositions, ¢ and ¢). This requires the local interaction parameter

5 1(2
;:6[3%—3 (?epp+eu)]/kT (11-61)

A scaling analysis [95-97] provides the temperature and molecular weight
dependence

v =Nf [% VN( - T/Tc)] (I1-62)

where f(x) is a scaling function of the scaling variable x = %\/ITI(I -T/T,),

const x*, x —0
)= { const x2,x —» oo (II1-63)
depending on the surface tension critical exponent, u = 1.26. Experimental stud-
ies have verified the x — 0 limit with all of the available data falling within
x <1 [97]. One example of this scaling behavior is for polystyrene in methyl-
cyclohexane [98, 99] where

v = (54dyn/cm)N-%¥(1 - T/T)!% (1-64)

The surface tension of polymer melts can be strongly influenced by the potential
surface activity of the chain ends [100]. While the density of a polymer depends on
its molecular weight, the primary effect on surface tension is not through density vari-
ation but rather due to preferential adsorption or depletion of the ends at the surface.
Koberstein and co-workers [101] have demonstrated this effect with end-functionalized
poly(dimethylsiloxane). Their pendant drop studies (see Section II-7) of low-molecular-
weight polymers having amine-, hydroxyl- or methyl-terminal groups show surface ten-
sions decreasing, independent of, or increasing with molecular weight due to the higher,
intermediate, or lower surface energies, respectively, of the end groups. The end groups
also alter the interfacial tension between immiscible polymer blends [102] in a similar
way. The addition of block copolymers to immiscible polymer blends is analogous to
adding a surface active agent to immiscible liquids. The interfacial tension is reduced
by the adsorption of the block copolymer at the interface until it is saturated [103].
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Finally, similar effects can be seen in miscible polymer blends where the surface ten-
sion correlates with the enrichment of the lower-energy component at the surface as
monitored by x-ray photoelectron spectroscopy [104].

5. Thermodynamics of Binary Systems: The Gibbs Equation

We now come to a very important topic, namely, the thermodynamic treat-
ment of the variation of surface tension with composition. The treatment is due
to Gibbs [35] (see Ref. 49 for an historical sketch) but has been amplified in a
more conveniently readable way by Guggenheim and Adam {105].

A. Definition of Surface Excess

As in Section III-2A, it is convenient to suppose the two bulk phases, o and
B, to be uniform up to an arbitrary dividing plane S, as illustrated in Fig. III-10.
We restrict ourselves to plane surfaces so that ¢; and ¢, are zero, and the con-
dition of equilibrium does not impose any particular location for S. As before,
one computes the various extensive quantities on this basis and compares them
with the values for the system as a whole. Any excess or deficiency is then
attributed to the surface region.

Taking the section shown in Fig. III-10 to be of unit area in cross section,
then, if the phases were uniform up to S, the amount of the ith component
present would be

B phase

Fig. II-10
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xC*+(a-x)C° (I11-65)

Here, the distances x and a are relative to planes A and B located far enough
from the surface region so that bulk phase properties prevail. The actual amount
of component i present in the region between A and B will be

xCe+(a-x)C° +T7 (111-66)

where I'Y denotes the surface excess per unit area.t
For the case where the phase f is gaseous, C,a may be neglected, and quan-
tities I11-65 and III-66 become

xC¥ and xCY+IY (111-67)

If one now makes a second arbitrary choice for the dividing plane, namely, S’
and distance x’, it must follow that

XCi+T9, =xC; +T¢ (111-68)

(dropping the superscript o as unnecessary), because the same total amount
of the ith component must be present between A and B regardless of how the
dividing surface is located. One then has

e -1 ,
% =X—X (111-69)
i

so that

ry-Tf Ty -T3

tc. 111-70
C; ) etc ( )

or, in general,

il VIR it i

II1-71
0 N, (m-71)

tThe term surface excess will be used as an algebraic quantity. If positive, an actual excess
of the component is present and, if negative, there is a surface deficiency. An alternative name
that has been used is superficial density.
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where N denotes mole fraction, or
I‘j‘-’N,- -T?N; = I‘j‘-”N,~ -T{'N; (111-72)

Since § and S’ are purely arbitrary in location, Eq. III-72 can be true only if
each side separately equals a constant

I'VN; - T{N; = constant (I11-73)

B. The Gibbs Equation
With the preceding introduction to the handling of surface excess quantities,
we now proceed to the derivation of the third fundamental equation of surface
chemistry (the Laplace and Kelvin equations, Eqs. II-7 and III-18, are the other

two), known as the Gibbs equation.
For a small, reversible change dE in the energy of a system, one has

dE=dE® + dE? + dE°
=Tds*+ ) widnf-P*dV* +T ds*

£ widnl -PPdVP+TdS + ) pidnf +yda (W-74)
Since
dE*=T dS*+ ) pidnf - P*dV (II-75)

and similarly for phase §, it follows that

dE° = T dS° + 2 wi dn® + da (I11-76)

If one now allows the energy, entropy, and amounts to increase from zero to
some finite value, keeping T, 4 (area), and the n] constant, Eq. III-76 becomes

E°=TS + 2 pin? + 44 (WI1-77)

Equation III-77 is generally valid and may now be differentiated in the usual
manner to give
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dE° =T dS° + 5" dT+ ) ; dnf
+ Z n! du;+vda+ady (I11-78)
Comparison with Eq. III-76 gives
0=5"dT+ Z n® dp; + A dy (11-79)
or, per unit area
dy=-8dT- Z I dy; (I11-80)
For a two-component system at constant temperature, Eq. ITII-80 reduces to
dy=-T{du —-T3 duy (II-81)

Moreover, since I'{ and I'J are defined relative to an arbitrarily chosen dividing
surface, it is possible in principle to place that surface so that I'f = 0 (this is
discussed in more detail below), so that

rl=- ( ﬂ) (I11-82a)
oz /1
or
1 a dy
-2 -82
= =T da (I11-82b)

where a is the activity of the solute and the superscript 1 on the I' means that
the dividing surface was chosen so that I'{ = 0. Thus if dy/da is negative, as
in Fig. II-9¢, T} is positive, and there is an actual surface excess of solute. If
dvy/da is positive, as in Fig. II1-9d, there is a surface deficiency of solute.

C. The Dividing Surface

A schematic picture of how concentrations might vary across a liquid—vapor
interface is given in Fig. I1I-11. The convention indicated by superscript 1, that
is, the I'{ = 0 is illustrated. The dividing line is drawn so that the two areas
shaded in full strokes are equal, and the surface excess of the solvent is thus
zero. The area shaded with dashed strokes, which lies to the right of the dividing
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Fig. IlI-11. Schematic illustration of surface excess.

surface minus the smaller similarly shaded area to the left corresponds to the
(in this case positive) surface excess of solute. The quantity I‘é may thus be
defined as the (algebraic) excess of component 2 in a 1-cm? cross section of
surface region over the moles that would be present in a bulk region containing
the same number of moles of solvent as does the section of surface region.

Obviously, a symmetric definition I‘% also exists. Here I'j = 0 and I‘f represents the
excess of component 1 in a 1-cm? cross section of surface region over the moles that
would be present in a bulk region containing the same number of moles of solvent as
does the section of surface region. Another way of locating the dividing surface would
be such that the algebraic sum of the areas in Fig. III-11 to the right of the dividing
line is equal to the sum of the areas to the left. The surface excesses so defined are
written I'V. Similarly, ¥ and T are the excess of the ith component in the surface
region over the moles that would be present in a bulk region of the same total mass or
volume as the surface region.

We can construct a numerical illustration with a 0.5 mol fraction solution of ethanol
in water. We take a slice of surface region deep enough to include some of the bulk
solution. This is taken, let us say, from a surface region of area A cm?, and contains 10
mol of water and 30 mol of ethanol. We obtain I‘é by comparing with a sample of bulk
solution containing the same 10 mol of water. This sample would contain only 10 mol of
ethanol, and I‘é is therefore (30-10)/A = 20/A. I‘f would be obtained by comparing with
a bulk sample containing 30 mol of ethanol and hence 30 mol of water; therefore I‘%
= (10-30)/A = —20/A. We obtain I'Y and ') by comparing with a bulk sample having
the same total moles as the surface or 40 mol total (20 each of water and ethanol). Thus
¥ = (10-20)/A = ~10/A and Ty = (30-20)/4 = 10/A.

The surface excesses obey the relationship
PiT'+PI=0 (II1-83)

where P is determined by the specific property invoked in deciding how to choose the
dividing surface. Thus for I‘f.v, P is unity; for I‘}w, P; is M;, the molecular weight; and
for I‘,V, P; is V;, the molar volume. We can summarize the entire picture as follows:
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-Nidy _
dus

M v
NI =T% = N - Vo ry (I11-84)

where M = N\M| + NoM, and V = N{ V| + N2 V5. (Note Problem ITI-17.)

An approach developed by Guggenheim [106] avoids the somewhat artificial concept
of the Gibbs dividing surface by treating the surface region as a bulk phase whose upper
and lower limits lie somewhere in the bulk phases not far from the interface.

D. Other Surface Thermodynamic Relationships

The preceding material of this section has focused on the most important
phenomenological equation that thermodynamics gives us for multicomponent
systems—the Gibbs equation. Many other, formal thermodynamic relationships
have been developed, of course. Many of these are summarized in Ref. 107.
The topic is treated further in Section XVII-13, but is worthwhile to give here
a few additional relationships especially applicable to solutions.

Using the Gibbs convention for defining surface quantities, we define

G°=E°-TS° (111-85)
so that
dG° =dE° -TdS° -8°dT (I11-86)

or, in combination with Eq. III-76,

dG° = -§° dT+ Z i dn® +y da (111-87)

Alternatively, for the whole system (i.e., including the bulk phases),

dG=-S dT-PdV+ Z pi dni+v da (111-88)

Thus
)= ( %i’ )T . a1-89)
Y= ( g%) o (111-90)
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Integration of Eq. III-87 holding constant the intensive quantities 7', u;, and
v gives

G" =) wind +44 11-91)

or

G*=v+ Z wil? (1M1-92)

where the extensive quantities are now on a per unit area basis. G” is the specific
surface excess free energy, and, unlike the case for a pure liquid (Eq. I1I-2), it is
not in general equal to 4. This last would be true only in the unlikely situation
of no surface adsorption, so that the I'’’s were zero. (Some authors use the
entirely permissible definition G° = A° — 44, in which case ¥ does not appear
in the equation corresponding to Eq. I1I-92—see Ref. 107.)

6. Determination of Surface Excess Quantities

A. Experimental Methods

The most widely used experimental method for determining surface excess
quantities at the liquid—vapor interface makes use of radioactive tracers. The
solute to be studied is labeled with a radioisotope that emits weak beta radi-
ation, such as *H, *C, or **S. One places a detector close to the surface of
the solution and measures the intensity of beta radiation. Since the penetration
range of such beta emitters is small (about 30 mg/cm? for '4C, with most of the
adsorption occurring in the first two-tenths of the range), the measured radioac-
tivity corresponds to the surface region plus only a thin layer of solution (about
0.06 mm for '*C and even less for *H).

As an example, Tajima and co-workers [108] used *H labeling to obtain the
adsorption of sodium dodecyl sulfate at the solution—air interface. The results,
illustrated in Fig. I1I-12, agreed very well with the Gibbs equation in the form

1 dvy
=-—— 111-93
27 2RT dinC a-93)

when corrected for activity coefficients. The factor of 2 in the denominator
appears because of the activity of an electrolyte, in this case (Na*, X"), is given
by ans.ax_ or by C? if activity coefficients are neglected. The quantity du in
Eq. I1I-82 thus becomes RTd In C? or 2RT d1n C. If, however, 0.1M sodium
chloride was present at a swamping electrolyte, the experimental I'} was twice
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Fig. II-12. Verification of the Gibbs equatlon by the radioactive trace method.
Observed (o) and calculated (line) values for 1‘2 for aqueous sodium dodecyl sulfate
solutions. (From Ref. 108.)

that in Eq. III-93 [109] as expected since ay,. is now constant and du is just
RT dIn C. A more elaborate treatment is given by Hall et al. [110].

Results can sometimes be unexpected. The first study of this type made use
of 35S labeled Aerosol OTN [111], an anionic surfactant, also known as di-n-
octylsodium sulfosuccinate. The measured I'} was twice that in Eq. 111-93 and
it was realized that hydrolysis had occurred, that is, X* + HO = HX + OH",
and that it was the undissociated acid HX that was surface-active. Since pH was
essentially constant, the activity of HX was just proportional to C. A similar
behavior was found for aqueous sodium stearate [112].

A quite different means for the experimental determination of surface excess
quantities is ellipsometry. The technique is discussed in Section IV-3D, and it
is sufficient to note here that the method allows the calculation of the thickness
of an adsorbed film from the ellipticity produced in light reflected from the
film covered surface. If this thickness, 7, is known, I' may be calculated from
the relationship I' = 7/V, where V is the molecular volume. This last may be
estimated either from molecular models or from the bulk liquid density.

Smith [113] studied the adsorption of n-pentane on mercury, determining
both the surface tension change and the ellipsometric film thickness as a func-
tion of the equilibrium pentane pressure. I' could then be calculated from the
Gibbs equation in the form of Eq. III-106, and from 7. The agreement was
excellent. Ellipsometry has also been used to determine the surface compo-
sitions of solutions [114,115], as well polymer adsorption at the solution-air
interface [116].

The actual structure at a vapor-liquid interface can be probed with x-rays.
Rice and co-workers [72,73,117] use x-ray reflection to determine the composi-
tion perpendicular to the surface and grazing incidence x-ray diffraction to study
the transverse structure of an interface. In a study of bismuth gallium mixtures,
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they find a partial monolayer of bismuth at the surface with the structure of a
supercooled liquid unmixed with gallium [117,118].

B. Historical Footnote and Commentary

Although Gibbs published his monumental treatise on heterogeneous equilibrium in
1875, his work was not generally appreciated until the turn of the century, and it was
not until many years later that the field of surface chemistry developed to the point that
experimental applications of the Gibbs equation became important.

It was of interest to many surface chemists to verify the Gibbs equation experi-
mentally. One method, tried by several investigators, was to bubble a gas through the
solution and collect the froth in a separate container. The solution resulting from the col-
lapsed froth should differ from the original according to the value of the surface excess
of the solute. Satisfactory results were not obtained, however, perhaps because of the
difficulty in estimating the area of the bubbles. Probably the first successful experimen-
tal verification of the Gibbs equation is due to McBain and co-workers [119, 120]. They
adopted the very direct approach of actually skimming off a thin layer of the surface
of a solution, using a device called a microtome. A slice about 0.1 mm thick could
be taken from about 1 m? of surface, so that a few grams of solution were collected,
allowing surface excess determinations for aqueous solutions of p-toluidine, phenol, and
n-hexanoic acid (see Problems III-24 and III-25).

At this point a brief comment on the justification of testing the Gibbs or any other
thermodynamically derived relationship is in order. First, it might be said that such activ-
ity is foolish because it amounts to an exhibition of scepticism of the validity of the
laws of thermodynamics themselves, and surely they are no longer in doubt! This is jus-
tifiable criticism in some specific instances but, in general, we feel it is not. The laws of
thermodynamics are phenomenological laws about observable or operationally defined
quantities, and where one of the more subtle deductions from these laws is involved it
may not always be clear just what the operational definition of a given variable really
is. This question comes up in connection with contact angles and the meaning of sur-
face tensions of solid interfaces (see Section X-6). Second, thermodynamic derivations
can i‘pvolve the exercise of logic at a very rigorous level, and it is entirely possible
for nonsequiturs to creep in, which escape attention until an experimental disagreement
forces a reexamination. Finally, the testing of a thermodynamic relationship may reveal
unsyspected complexities in a system. Thus, referring to the preceding subsection, it
experiment to determine that the surface active species of Aerosol OTN was HX
rather than (Na*, X7) and that, Eq. ITI-93 was the appropriate form of the Gibbs equa-
tion to use. The difficulties in confirming the Kelvin equation for the case of liquids
in capillaries have led people to consider various possible complexities (see Section
mI-1C).

C. Theoretical Calculation of Surface Excess Quantities

Both the Monte Carlo and the molecular dynamics methods (see Section
I11-2B) have been used to obtain theoretical density-versus-depth profiles for
a hypothetical liquid-vapor interface. Rice and co-workers (see Refs. 72 and
121) have found that density along the normal to the surface tends to be a
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Fig. I1I-13. (a) Plots of molecular density versus distance normal to the interface; o is
molecular diameter. Upper plot: a dielectric liquid. Lower plot: as calculated for liquid
mercury. (From Ref. 122.) (b) Equilibrium density profiles for atoms A and B in a rare-
gas-like mixture for which €, /€0, an = 0.4 and €o, AB is given by Eq. III-56. Atoms
A and B have the same o (of Eq. [1I-46) and the same molecular weight of 50 g/mol;
the solution mole fraction is xg = 0.047. Note the strong adsorption of B at the interface.
[Reprinted with permission from D. J. Lee, M. M. Telo de Gama, and K. E. Gubbins, J.
Phys. Chem., 89, 1514 (1985) (Ref. 88). Copyright 1985, American Chemical Society.]

monotonic function in the case of a dielectric liquid, while for a liquid metal
such as Na or Hg, the surface region is stratified as illustrated in Fig. III-13a.
Such stratification carries a number of implications about the interpretation of
surface properties of metals and alloys [123].

It was noted in connection with Eq. III-56 that molecular dynamics calcula-
tions can be made for a liquid mixture of rare gas-like atoms to obtain surface
tension versus composition. The same calculation also gives the variation of
density for each species across the interface [88], as illustrated in Fig. III-13b.
The density profiles allow a calculation, of course, of the surface excess quan-
tities.

7. Gibbs Monolayers

If the surface tension of a liquid is lowered by the addition of a solute, then,
by the Gibbs equation, the solute must be adsorbed at the interface. This adsorp-
tion may amount to enough to correspond to a monomolecular layer of solute
on the surface. For example, the limiting value of T} in Fig. III-12 gives an
area per molecule of 52.0 A2, which is about that expected for a close-packed
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layer of dodecyl sulfate ions. It is thus a physically plausible concept to treat I
as giving the two-dimensional concentration of surfactant in a monomolecular
film.

Such a monolayer may be considered to exert a film pressure «, such that

T = Ysolvent ~ Y solution (111-94)

This film pressure (or “two-dimensional” pressure) has the units of dynes per
centimeter and can be measured directly. As illustrated in Fig. I1I-14, if one has
a trough divided by a thin rubber membrane into two compartments, one filled
with solvent and the other with solution, then a force will be observed to act on
a float attached to the upper end of the membrane. In the PLAWMT{ [124, 125],
the rubber membrane was very thin, and the portion below the surface was so
highly convoluted that it could easily buckle so as to give complete equalization
of any hydrostatic differences between the two solutions. The force observed
on the float was thus purely surface tensional in origin and resulted from the
fact that a displacement in the direction of the surface of higher surface tension
would result in a lower overall surface free energy for the system. This force
could be measured directly by determining how much opposing force applied by
a lever attached to a torsion wire was needed to prevent the float from moving.

In the preceding explanation 7 arises as a difference between two surface
tensions, but it appears physically as a force per unit length on the barrier sep-
arating the two surfaces. It is a very fruitful concept to regard the situation as
involving two surfaces that would be identical except that on one of them there
are molecules of surface-adsorbed solute that can move freely in the plane of
the surface but cannot pass the barrier. The molecules of the adsorbed film pos-
sess, then, two-dimensional translational energy, and the film pressure 7 can be
regarded as due to the bombardment of the barrier by these molecules. This
is analogous to viewing the pressure of a gas as due to the bombardment of
molecules against the walls of the container. This interpretation of = allows

tPockels-Langmuir-Adam-Wilson-McBain.
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a number of very pleasing and constructive analogies to be made with three-
dimensional systems, and the concept becomes especially plausible, physically,
when one is dealing with the quite insoluble monolayers discussed in the next
chapter.

It is not the only interpretation, however. Another picture, again particularly
useful in the case of insoluble monolayers where the rubber diaphragm of the
PLAWM trough is not needed, is to regard the barrier as a semipermeable mem-
brane through which water can pass (i.e., go around actually) but not the surface
film. The surface region can then be viewed as a relatively concentrated solution
having an osmotic pressure s, which is exerted against the membrane.

It must be kept in mind that both pictures are modelistic and invoke extrather-
modynamic concepts. Except mathematically, there is no such thing as a “two-
dimensional” gas, and the “solution” whose osmotic pressure is calculated is
not uniform in composition, and its average concentration depends on the depth
assumed for the surface layer.

A. The Two-Dimensional Ideal-Gas Law

For dilute solutions, solute—solute interactions are unimportant (i.e., Henry’s
law will hold), and the variation of surface tension with concentration will be
linear (at least for nonelectrolytes). Thus

¥ =0 - bC (111-95)

where ¢ denotes the surface tension of pure solvent, or

*=bC (I11-96)
Then, by the Gibbs equations,
dy TIRT
el L kil I-
7C C (I11-97)

By Eq. III-95, —dy/dC is equal to b, so that Eq. III-97 becomes
7 =T4RT (111-98)
or
w70 =kT  wA=RT 111-99)

where o and A denote area per molecule and per mole, respectively. Equation
III-99 is analogous to the ideal-gas law, and it is seen that in dilute solutions
the film of adsorbed solute obeys the equation of state of a two-dimensional
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ideal gas. Figure III-15a shows that for a series of aqueous alcohol solutions
w increases linearly with C at low concentrations and, correspondingly, Fig.
ITI-15¢ shows that #A/RT approaches unity as 7 approaches zero.

A sample calculation shows how Fig. III-15¢ is computed from the data of Fig. IlI-15a.
Equation III-97 may be put in the form

RT

A= Zx/din C (I-100)

or, at 25°C and with ¢ in angstrom squared units, ¢° = 411.6/[dx/d(In C)]. For n-butyl
alcohol = is 15.4 dyn/cm for C = 0.1020 and is 11.5 dyn/cm for C = 0.0675. Taking
the slope of the line between these two points, we find

~ 411.6 4116
T (11.5-15.4)/[-2.69 — (-2.28)] ~ 3.9/0.41

o

o - 4347 per molecule

This locates a point at the approximate x value of (11.5 + 15.4)/2 or 13.5 dyn/cm. Thus
*A/RT = xa /kT = 141.

B. Nonideal Two-Dimensional Gases

The deviation of Gibbs monolayers from the ideal two-dimensional gas law
may be treated by plotting #A/RT versus 7, as shown in Fig. ITI-15¢. Here, for
a series of straight-chain alcohols, one finds deviations from ideality increasing
with increasing film pressure; at low 7 values, however, the limiting value of
unity for 7A/RT is approached.

This behavior suggests the use of an equation employed by Amagat for gases
at high pressure; the two-dimensional form is

7(A — A%) = qRT (II-101)

where A? has the aspect of an excluded area per mole and ¢ gives a measure
of the cohesive forces. Rearrangement yields the linear form

7A  A°
RT _RT "*1 (11-102)
This form is obeyed fairly well above 7 values of 5-10 dyn/cm in Fig.
ITI-15¢. Limiting areas or ¢° values of about 22 A? per molecule result, nearly
independent of chain length, as would be expected if the molecules assume a
final orientation that is perpendicular to the surface. Larger A° values are found
for longer-chain surfactants, such as sodium dodecyl sulfate, and this has been
attributed to the hydrocarbon tails having a variety of conformations [127].
Various other non-ideal-gas-type two-dimensional equations of state have
been proposed, generally by analogy with gases. Volmer and Mahnert [128,
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Fig. III-15. Surface tension data for aqueous alcohol: illustration of the use of the Gibbs
equation. (1) n-butyl; (2) n-amyl; (3) n-hexyl; (4) n-heptyl; (5) n-octyl. (Data from Ref.
126).
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129] added only the covolume correction to the ideal-gas law:

(A — A®) = RT (II1-103)

One may, of course, use a two-dimensional modification of the van der Waals
equation:

a
(7r+ A_2) (A- A% = RT (111-104)

The varying actual orientation of molecules adsorbed at an aqueous solution-CCly inter-
face with decreasing A has been followed by resonance Raman spectroscopy using
polarized light [130]. The effect of pressure has been studied for fatty alcohols at the
water-hexane [131] and water-paraffin oil [132] interfaces.

Adsorption may occur from the vapor phase rather than from the solution
phase. Thus Fig. III-16 shows the surface tension lowering when water was
exposed for various hydrocarbon vapors; P? is the saturation pressure, that is,
the vapor pressure of the pure liquid hydrocarbon. The activity of the hydro-
carbon is given by its vapor pressure, and the Gibbs equation takes the form

—dy=dn=TRT dln P (I11-105)

(for simplicity we have written just T instead of the exact designation T'}), and
I' may thus be calculated from the analogue of Eq. III-100

T T T I 1 I ! ] T

-3

T, dyne/cm

Fig. I1I-16. Surface tension lowering of water at 15°C due to adsorption of hydrocar-
bons. @, n-pentane; 4, 2,2 4-trimethylpentane; O, n-hexane; X, n-heptane; A, n-octane.
(From Ref. 133.)
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Fig. IlI-17. Adsorption of pentane on water. (From Refs. 134, 135.)

1 dr
I'= RT dnP (I11-106)
The data may then be expressed in conventional w-versus-¢ or wo-versus-m
plots, as shown in Fig. I1I-17. The behavior of adsorbed pentane films was that
of a nonideal two-dimensional gas, as can be seen from the figure.

The data could be expressed equally well in terms of I" versus P, or in the
form of the conventional adsorption isotherm plot, as shown in Fig. III-18. The
appearance of these isotherms is discussed in Section X-6A. The Gibbs equa-
tion thus provides a connection between adsorption isotherms and two-dimen-
sional equations of state. For example, Eq. III-57 corresponds to the adsorption
isotherm

aC
r'= [+bC (I11-107)

(where a and b are constants), which is a form of the Langmuir adsorption
equation (see Section XI-1A). The reverse situation, namely, the adsorption of
water vapor on various organic liquids, has also been studied [136].

C. The Osmotic Pressure Point of View

It was pointed out at the beginning of this section that 7 could be viewed as
arising from an osmotic pressure difference between a surface region compris-
ing an adsorbed film and that of the pure solvent. It is instructive to develop
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o

1019 x I, mole/cm?

(3]

W Fig. IlI-18. Adsorption isotherm for n-

pentane and rn-octane at 15°C. The
dotted curve shows the hypothetical
isotherm above P/Py = 1, and the
arrows mark the I' values correspond-
) ing to a monolayer. (From Refs, 128,
Plpy 129.)

this point of view somewhat further. The treatment can be made along the line
of Eq. III-52, but the following approach will be used instead.

To review briefly, the osmotic pressure in a three-dimensional situation is
that pressure required to raise the vapor pressure of solvent in a solution to that
of pure solvent. Thus, remembering Eq. III-16,

0
RTh -Z—' =J Vi dP =1V, (I1-108)
1

where a; denotes the activity of the solvent; it is usually assumed that its com-
pressibility can be neglected, so that the integral may be replaced by m, V),
where V) is the molar volume. For ideal solutions, the ratio a /a‘,’ is given by
N, the solvent mole fraction, and for dilute solutions, — In N, is approximated
by N3, which in turn is approximately n,/n;, the mole ratio of solute to solvent.
Insertion of these approximations into Eq. I1I-108 leads to the limiting form

TV = -:-]2- RT or 7.V =mRT (I-109)

Let us now suppose that the surface region can be regarded as having a depth
7 and an area 4 and hence volume V*. A volume V* of surface region, if made
up of pure solvent, will be

VS =nV, (111-110)
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and, if made up of a mixture of solvent and surface adsorbed solute, will be
Vs=n"|.V| +n§V2 (HI-lll)

assuming the molar volumes V| and V; to be constant. The solute mole fraction
in this surface region is then

S 5
14
Ny= —2 = 27 (1I-112)
np+nmy  npVy-ny(Va-Vy)

using Eqs. I1I-110 and III- 111 to eliminate nj. There will be an osmotic pressure
given approximately by

TosVi = RTN; (II-113)

and if this is viewed as acting against a semipermeable barrier, the film pressure
will be the osmotic pressure times the depth of the surface region in which it
is exerted, that is,

T = WosT (111-114)
Equations III-112 and III-113 may now be combined with III-114 to give

R 5
= — T (III-115)
nVy-nm(V,-V))

Now, n’V, /7 is just the surface area 4, and, moreover, V,/r and V,/7 have
the dimensions of molar area. If the surface region is considered to be just one
molecule thick, V; /7 and V,/7 becomes A? and A3, the actual molar areas, so
that Eq. ITI-115 takes on the form

R S
7= Ty (III-116)
A - ny(A; - A))

or, on rearranging and remembering that A = 4 /n3,
A - (A) - AN = RT (111-117)

If further, AY is neglected in comparison with AJ, then Eq. III-117 becomes the
same as the nonideal gas law, Eq. I1I-103.
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This derivation has been made in a form calculated best to bring out the
very considerable and sometimes inconsistent approximations made. However,
by treating the surface region as a kind of solution, an avenue is opened for
employing our considerable knowledge of solution physical chemistry in esti-
mating association, interionic attraction, and other nonideality effects. Another
advantage, from the writers’ point of view, is the emphasis on the role of the
solvent as part of the surface region, which helps to correct the tendency, latent
in the two-dimensional equation of state treatment, to regard the substrate as
merely providing an inert plane surface on which molecules of the adsorbed
species may move freely. The approach is not really any more empirical than
that using the two-dimensional nonideal gas, and considerable use has been
made of it by Fowkes [137].

It has been pointed out [138] that algebraically equivalent expressions can be
derived without invoking a surface solution model. Instead, surface excess as
defined by the procedure of Gibbs is used, the dividing surface always being
located so that the sum of the surface excess quantities equals a given con-
stant value. This last is conveniently taken to be the maximum value of T'}. A
somewhat related treatment was made by Handa and Mukerjee for the surface
tension of mixtures of fluorocarbons and hydrocarbons [139].

D. Surface Elasticity
The elasticity (or the surface dilatational modulus) E is defined as

___dy

T (I11-118)

where 4 is the geometric area of the surface. E is zero if the surface tension is
in rapid equilibrium with a large body of bulk solution, but if there is no such
molecular traffic, 4 in Eq. III-118 may be replaced by A, the area per mole of
the surface excess species, and an alternative form of the equation is therefore

dr
= -11
E JInT (II1-119)

The reciprocal of E is called the compressibility.

It is not uncommon for this situation to apply, that is, for a Gibbs mono-
layer to be in only slow equilibrium with bulk liquid—see, for example, Figs.
II-15 and II-21. This situation also holds, of course, for spread monolayers of
insoluble substances, discussed in Chapter IV. The experimental procedure is
illustrated in Fig. II-19, which shows that a portion of the surface is bounded
by bars or floats, an opposing pair of which can be moved in and out in an
oscillatory manner. The concomitant change in surface tension is followed by
means of a Wilhelmy slide. Thus for dilute aqueous solutions of a methylcellu-
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Fig. III-19. Trough for dynamic surface measurements: A, stainless-steel dish; B, alu-
minum mantle; C, inlet thermostatting water; D, lower PTFE bars; E, oscillating bars;
F, attachment lower bars; G, Wilhelmy plate. (From Ref. 140.)

lose polymer, the equilibrium Gibbs monolayer was perfectly elastic with E =
9.5 dyn/cm for a 2.4 x 10~ wt% solution [142]. If the period of oscillation
in 4 is small compared to the bulk solution—surface equilibration time, then E
may be determined as a function of surface age. If the period is comparable to
the equilibration time, E becomes an E,y,, which depends on the period. This
last was the situation for aqueous solutions of a series of surfactants of the type
RO[CH,CH,0],H [140, 141].

Bianco and Marmur [143] have developed a means to measure the sur-
face elasticity of soap bubbles. Their results are well modeled by the von
Szyszkowski equation (Eq. III-57) and Eq. III-118. They find that the elas-
ticity increases with the size of the bubble for small bubbles but that it may
go through a maximum for larger bubbles. Li and Neumann [144] have shown
the effects of surface elasticity on wetting and capillary rise phenomena, with
important implications for measurement of surface tension.

The discussion of surface viscosity and other aspects of surface rheology is
deferred to Section IV-3C.

E. Traube’s Rule

The surface tensions for solutions of organic compounds belonging to a homologous
series, for example, R(CH3),X, show certain regularities. Roughly, Traube [145] found
that for each additional CH group, the concentration required to give a certain surface
tension was reduced by a factor of 3. This rule is manifest in Fig. III-15b; the successive
curves are displaced by nearly equal intervals of 0.5 on the log C scale.

Langmuir [146] gave an instructive interpretation to this rule. The work W to transfer
one mole of solute from bulk solution to surface solution should be
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Cc* T
= _—= —_— -12
W =RTIn C RTIn e (111-120)

where C° is the surface concentration and is given by I'/7, where 7 is the thickness of the
surface region. For solutes of chain length n and (n — 1), the difference in work is then

T,/7Cn

Wp—-W,_{=RTIn ———
" n-t " l-‘n—l/'rcn—l

(II1-121)

By Traube’s rule, if C,-1/Cn = 3, then v, = v, 1, and, as an approximation, it is
assumed that the two surface concentrations are also the same. If so, then

Wy~ W,_| =RTIn 3 =2.67 kl/mol (111-122)

This value may be regarded as the work to bring one CH» group from the body of the
solution into the surface region. Since the value per CH; group appears to be indepen-
dent of chain length, it is reasonable to suppose that all the CH, groups are similarly
situated in the surface, that is, that the chains are lying flat.

If the dependence on temperature as well as on composition is known for a solution,
enthalpies and entropies of adsorption may be calculated from the appropriate thermo-
dynamic relationships [82). Nearn and Spaull [147] have, for example, calculated the
enthalpies of surface adsorption for a series of straight-chain alcohols. They find an
increment in enthalpy of about 1.96 kJ/mol per CH group.

Van Oss and Good [148] have compared solubilities and interfacial tensions for a
series of alcohols and their corresponding hydrocarbons to determine the free energy
of hydration of the hydroxyl group; they find —14 kJ/mol per —OH group.

F. Some Further Comments on Gibbs Monolayers

It is important to realize that there is, in principle, no necessary difference
between the nature of the adsorbed films discussed so far and those formed
by spreading monolayers of insoluble substances on a liquid substrate or by
adsorption from either a gas or a liquid phase onto a solid (or a liquid) surface.
The distinction that does exist has to do with the nature of the accessible exper-
imental data. In the case of Gibbs monolayers, one is dealing with fairly soluble
solutes, and the direct measurement of I' is not easy to carry out. Instead, one
measures the changes in surface tension and obtains I' through the use of the
Gibbs equation. With spread monolayers, the solubility of the material is gen-
erally so low that its concentration in solution is not easily measurable, but T’
is known directly, as the amount per unit area that was spread onto the surface,
and the surface tension also can be measured directly. In the case of adsorption,
T is known from the decrease in concentration (or pressure) of the adsorbate
material, so that both T and the concentration or pressure (if it is gas adsorp-
tion) are known. It is not generally possible, however, to measure the surface
tension of a solid surface. Thus, it is usually possible to measure only two out
of the three quantities v, I', and C or P.
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The succeeding material is broadly organized according to the types of exper-
imental quantities measured because much of the literature is so grouped. In the
next chapter spread monolayers are discussed, and in later chapters the topics of
adsorption from solution and of gas adsorption are considered. Irrespective of
the experimental compartmentation, the conclusions as to the nature of mobile
adsorbed films, that is, their structure and equations of state, will tend to be
of a general validity. Thus, only a limited discussion of Gibbs monolayers has
been given here, and none of such related aspects as the contact potentials of
solutions or of adsorption at liquid-liquid interfaces, as it is more efficient to
treat these topics later.

8. Problems

1. Given that dy/dT is —0.086 erg/cm? - K for ethanol at 20°C, calculate E* and
ES’. Look up other data on physical properties, as needed.

2. Referring to Problem 1, calculate S° and $*/ for ethanol at 20°C. Do the same
for n-octane and compare the results.

3. Calculate the vapor pressure of water when present in a capillary of 0.1 ym radius
(assume zero contact angle). Express your result as percent change from the normal
value at 25°C. Suppose now that the effective radius of the capillary is reduced because
of the presence of an adsorbed film of water 100 A thick. Show what the percent reduc-
tion in vapor pressure should now be.

4. Calculate vy, for sodium, using Eq. III-12.

5. Application of 150 MPa pressure increases the interfacial tension for n-hex-
ane—water from 50.5 to 53.0 mN/m at 25°C. Calculate AV*. What is AV* for that area
corresponding to a molecular size (take a representative molecular area to be 20 A2)?
Convert this to cm?/cm? mol.

6. Ilustrate the use of Eq. I1I-44 as follows. Approximate g(r) by a step function,
8(r) =0 for r <o and g(r) = 1 for r 2 o; assume that u(r) is given by Eq. III-46, and
that the molecule is argonlike, with o = 3.4 A and e = 124k, where & is the Boltzmann
constant. Calculate v from this information and the density of liquid argon.

7. Use Eq. I1I-15 and related equations to calculate EX and the energy of vaporization
of argon. Take u to be €p of Problem 6, and assume argon to have a close-packed
structure of spheres 3.4 A in diameter.

8. Use Fig. III-7b to estimate the surface tension of the argonlike liquid. Pressure is
given in units of €o/0°, where g = 119.8k and ¢ = 3.4 A. Hint: remember Eq. II-40.

9. The gradient model for interfacial tension described in Eqs. II-42 and III-43 is
limited to interaction potentials that decay more rapidly than r~5. Thus it can be applied
to the Lennard-Jones potential but not to a longer range interaction such as dipole—dipole
interaction. Where does this limitation come from, and what does it imply for interfacial
tensions of various liquids?

10. Plot the scaling behavior for the surface tension of polystyrene solutions using
Eq. II1-64, for N = 1,000 and T from zero to T,. Now plot the behavior for T = 0.8T,
for N = 100-1000. Comment on the influence of polymers on surface tension.
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11. Derive Eq. ITI-21 from the first and second laws of thermodynamics and related
definitions.

12. Estimate, by means of Eq. I1I-41, the surface tensions of CCly, CHCI3; and of
water at 20°C. Look up the necessary data on thermal expansion and compressibility.

13. The following two statements seem mutually contradictory and seem to describe
a paradoxical situation. (@) The chemical potential of a species must be everywhere
the same for an equilibrium system at constant temperature and pressure; therefore, if
we have a liquid in equilibrium with its vapor (the interface is planar), the chemical
potential of the species must be the same in the surface region as it is in the bulk liquid,
and no work is required to move a molecule from the bulk region to the surface region.
(b) It must require work to move a molecule from the bulk region to the surface region
because to do so means increasing the surface area and hence the surface free energy
of the system.

Discuss these statements and reconcile the apparent contradiction. (Note Ref. 138.)

14. Calculate, using the data of Fig. I1I-9a and Eq. III-53, the surface tension versus
mole fraction plot for mixtures of cyclohexane and benzene.

15. Derive an equation for the heat of vaporization of a liquid as a function of drop
radius r.

16. Using Langmuir’s principle of independent surface action, make qualitative cal-
culations and decide whether the polar or the nonpolar end of ethanol should be oriented
toward the mercury phase at the ethanol-mercury interface.

M17. Complete the numerical illustration preceding Eq. HI-83 by calculating I"|" and
ry.

18. As Ny -0, I‘;——kzNz, where k; is a Henry law constant, and, similarly,
I‘f»k|N1 as N; — 0. Show that I‘% — — k| as N, — ] and that I‘%—— —kyas Ny —+0.
Note Eqs. III-83 and III-84.

19. A 1.5% by weight aqueous surfactant solution has a surface tension of 53.8
dyn/cm (or mN/m) at 20°C. (a) Calculate o, the area of surface containing one
molecule. State any assumptions that must be made to make the calculation from the
preceding data. (b) The additional information is now supplied that a 1.7% solution has
a surface tension of 53.6 dyn/cm. If the surface-adsorbed film obeys the equation of
state w(6 — 0g) = kT, calculate from the combined data a value of o, the actual area
of a molecule.

20. There are three forms of the Langmuir-Szyszkowski equation, Eq. ITI-57, Eq.
HI-107, and a third form that expresses 7 as a function of T. (a) Derive Eq. III-57 from
Eq. II-107 and (b) derive the third form.

21. Tajima and co-workers [108] determined the surface excess of sodium dode-
cyl sulfate by means of the radioactivity method, using tritiated surfactant of sgeciﬁc
activity 9.16 Ci/mol. The area of solution exposed to the detector was 37.50 cm*. In a
particular experiment, it was found that with 1.0 x 10~2M surfactant the surface count
rate was 17.0 x 103 counts per minute. Separate calibration showed that of this count
was 14.5 x 10 came from underlying solution, the rest being surface excess. It was
also determined that the counting efficiency for surface material was 1.1%. Calculate
I' for this solution.

22. An adsorption isotherm known as the Temkin equation [149] has the form: =
= aI'2/T™ where « is a constant and I'™ is the limiting surface excess for a close-packed



94 I1 THERMODYNAMICS OF LIQUID INTERFACES

monolayer of surfactant. Using the Gibbs equation find = as a function of C and I as
a function of C.

23. An adsorption equation known as the Frumkin isotherm has the form
InT-In(Ty, —T)+al'/Ty, =1n bc (I-123)

when T' << T'y,, Ty is the limiting value of T'. Show what the corresponding two-dimen-
sional equation of state is, that is, show what corresponding relationship is between =
and ¢. (Suggested by W. R. Fawcett.)

24. McBain reports the following microtome data for a phenol solution. A solution
of 5 g of phenol in 1000 g of water was skimmed; the area skimmed was 310 cm? and
a 3.2-g sample was obtained. An interferometer measurement showed a difference of
1.2 divisions between the bulk and the scooped-up solution, where one division corre-
sponded to 2.1 X 10~¢ g phenol per gram of water concentration difference. Also, for
0.05, 0.127, and 0.268M solutions of phenol at 20°C, the respective surface tensions
were 67.7, 60.1, and 51.6 dyn/cm. Calculate the surface excess I‘; from (a) the micro-
tome data, (&) for the same concentration but using the surface tension data, and (c) for
a horizontally oriented monolayer of phenol (making a reasonable assumption as to its
cross-sectional area).

25. The thickness of the equivalent layer of pure water 7 on the surface of a 3M
sodium chloride solution is about 1 A. Calculate the surface tension of this solution
assuming that the surface tension of salt solutions varies linearly with concentration.
Neglect activity coefficient effects.

26. The surface tension of an aqueous solution varies with the concentration of
solute according to the equation y = 72 — 350C (provided that C is less than 0.05M).
Calculate the value of the constant k for the variation of surface excess of solute
with concentration, where & is defined by the equation I‘% = kC. The temperature is
25°C.

27. The data in Table III-2 have been determined for the surface tension of
isooctane-benzene solutions at 30°C. Calculate I'?, T'), TV, and I'Y for various con-
centrations and plot these quantities versus the mole fraction of the solution. Assume
ideal solutions.

28. The surface tension of water at 25°C exposed to varying relative pressures of a

TABLE -2
Data for the System Isooctane-Benzene
Mole Fraction Surface Tension Mole Fraction Surface Tension
Isooctane (dyn/cm) Isooctane (dyn/cm)
0.000 27.53 0.583 19.70
0.186 23.40 0.645 19.32
0.378 21.21 0.794 18.74

0.483 20.29 1.000 17.89
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TABLE HI-3
Adsorption of Water Vapor on Mercury
Water Vapor Water Vapor
Pressure Surface Tension Pressure Surface Tension
(atm) (dyn/cm) (atm) (dyn/cm)
0 483.5 7.5 459
1x 10° 483 10 450
3 482 15 442
4 481 20 438
5 477 25 436
6 467

hydrocarbon vapor changes as follows:

P/P° 0.10 020 030 040 050 060 070 0.80 0.90
wm(dyn/cm) 022 055 091 135 1.85 245 315 405 5.35

Calculate and plot  versus o (in A2 per molecule) and T" versus P/P°. Does it appear
that this hydrocarbon wets water (note Ref. [133])?

29. Derive the equation of state, that is, the relationship between 7 and o, of the
adsorbed film for the case of a surface active electrolyte. Assume that the activity coeffi-
cient for the electrolyte is unity, that the solution is dilute enough so that surface tension
is a linear function of the concentration of the electrolyte, and that the electrolyte itself
(and not some hydrolyzed form) is the surface-adsorbed species. Do this for the case
of a strong 1:1 electrolyte and a strong 1: 3 electrolyte.

30. Some data obtained by Nicholas et al. [150] are given in Table III-3, for the
surface tension of mercury at 25°C in contact with various pressures of water vapor.
Calculate the adsorption isotherm for water on mercury, and plot it as T' versus P.

31. Estimate A in Eq. II-101 from the data of Fig. I1I-15 and thence the molecular
area in A2/molecule.

32. The surface elasticity E is found to vary linearly with » and with a slope of
2. Obtain the corresponding equation of state for the surface film, that is, the function
relating = and 6.

33. The following data have been reported for methanol-water mixtures at 20°C
(Handbook of Chemistry and Physics, U.S. Rubber Co.):

Wt% methanol 7.5 100 250 500 60.0 800 900 100
v (dyn/cm) 60.90 59.04 4638 3531 3295 2726 2536 2265

Make a theoretical plot of surface tension versus composition according to Eq. II-53,
and compare with experiment. (Calculate the equivalent spherical diameter for water
and methanol molecules and take ¢ as the average of these.)
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CHAPTER IV

Surface Films on Liquid Substrates

1. Introduction

When a slightly soluble substance is placed at a liquid—air interface, it may
spread out to a thin and in most cases monomolecular film. Although the ther-
modynamics for such a system is in principle the same as for Gibbs monolayers,
the concentration of the substance in solution is no longer an experimentally
convenient quantity to measure. The solution concentration, in fact, is not usu-
ally of much interest, so little use is made even of the ability to compute changes
in it through the Gibbs equation. The emphasis shifts to more direct measure-
ments of the interfacial properties themselves, and these are discussed in some
detail, along with some of the observations and conclusions.

First, it is of interest to review briefly the historical development of the sub-
ject. Gaines, in his monograph [1], reminds us that the calming effect of oil on
a rough sea was noted by Pliny the Elder and by Plutarch and that Benjamin
Franklin in 1774 characteristically made the observation more quantitative by
remarking that a teaspoon of oil sufficed to calm a half-acre surface of a pond.
Later, in 1890, Lord Rayleigh (J. W. Strutt) [2] noted that the erratic movements
of camphor on a water surface were stopped by spreading an amount of oleic
acid sufficient to give a film only about 16 A thick. This, incidentally, gave an
upper limit to the molecular size and hence to the molecular weight of oleic
acid so that a minimum value of Avogadro’s number could be estimated. This
comes out to be about the right order of magnitude.

About this time Miss Pockelst [3] showed how films could be confined by
means of barriers; thus she found little change in the surface tension of fatty-
acid films until they were confined to an area corresponding to about 20 A? per
molecule (the Pockels point). In 1899, Rayleigh [5] commented that a reason-
able interpretation of the Pockels point was that at this area the molecules of
the surface material were just touching each other. The picture of a surface film

tAgnes Pockels (1862-1935) had only a girl’s high-school education, in Lower Saxony; the
times were such that universities were closed to women and later, when this began to change,
family matters prevented her from obtaining a higher formal education. She was thus largely
self-taught. Her experiments were conducted in the kitchen, with simple equipment, and it is
doubtful that they would have found recognition had she not written to Lord Rayleigh about
them in 1881. It is to Rayleigh’s credit that he sponsored the publication in Nature (Ref. 3) of a
translation of her letter. For a delightful and more detailed account, see Ref. 4.
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that was developing was one of molecules “floating” on the surface, with little
interaction until they actually came into contact with each other. Squeezing a
film at the Pockels point put compressive energy into the film that was avail-
able to reduce the total free energy to form more surface; that is, the surface
tension was reduced.

Also, these early experiments made it clear that a monomolecular film could
exert a physical force on a floating barrier. A loosely floating circle of thread
would stretch taut to a circular shape when some surface-active material was
spread inside its confines. Physically, this could be visualized as being due to the
molecules of the film pushing against the confining barrier. Devaux [6] found
that light talcum powder would be pushed aside by a film spreading on a liquid
surface and that some films were easily distorted by air currents, whereas others
appeared to be quite rigid.

Langmuir [7] in 1917 gave a great impetus to the study of monomolecular
films by developing the technique used by Pockels. He confined the film with a
rigid but adjustable barrier on one side and with a floating one on the other. The
film was prevented from leaking past the ends of the floating barrier by means of
small airjets. The actual force on the barrier was then measured directly to give
, the film pressure (see Section III-7). As had been observed by Miss Pockels,
he found that one could sweep a film off the surface quite cleanly simply by
moving the sliding barrier, always keeping it in contact with the surface. As
it was moved along, a fresh surface of clean water would form behind it. The
floating barrier was connected to a knife-edge suspension by means of which
the force on the barrier could be determined. The barriers were constructed of
paper coated with paraffin so as not to be wet by the water.

A sketch of Langmuir’s film balance is shown in Ref. 7 and a modern version
of a film balance, in Fig. IV-5.

Langmuir also gave needed emphasis to the importance of employing pure
substances rather than the various natural oils previously used. He thus found
that the limiting area (at the Pockels point) was the same for palmitic, stearic,
and cerotic acids, namely, 21 A? per molecule. (For convenience to the reader,
the common names associated with the various hydrocarbon derivatives most
frequently mentioned in this chapter are given in Table IV-1.)

This observation that the length of the hydrocarbon chain could be varied
from 16 to 26 carbon atoms without affecting the limiting area could only mean
that at this point the molecules were oriented vertically. From the molecular
weight and density of palmitic acid, one computes a molecular volume of 495
A3; a molecule occupying only 21 A? on the surface could then be about 4.5
A on the side but must be about 23 A long. In this way one begins to obtain
information about the shape and orientation as well as the size of molecules.

The preceding evidence for orientation at the interface plus the considera-
tions given in Section III-3 make it clear that the polar end is directed toward the
water and the hydrocarbon tails toward the air. On the other hand, the evidence
from the study of the Gibbs monolayers (Section III-7) was that the smaller
molecules tended to lie flat on the surface. It will be seen that the orientation
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TABLE IV-1

103

Common Names of Long-Chain Compounds

Formula Name Geneva Name
Ci10H1COOH Undecoic acid Undecanoic acid
C11H30H Undecanol 1-Hendecanol
C11H23COOH Lauric acid Dodecanoic acid
C|2H,s0H Lauryl alcohol, 1-Dodecanol
dodecyl alcohol
C12HysCOOH Tridecylic acid Tridecanoic acid
Ci13H270H Tridecyl alcohol 1-Tridecanol
Ci13H27COOH Myristic acid Tetradecanoic acid
C14H29OH Tetradecyl alcohol  1-Tetradecanol
CisH31COOH Palmitic acid Hexadecanoic acid
Ci16H330H Cetyl alcohol 1-Hexadecanol
Ci16H33COOH Margaric acid Heptadecanoic acid
Ci17H350H Heptadecyl alcohol  1-Heptadecanol
C17H35COOH Stearic acid Octadecanoic acid
Ci1sH370H Octadecyl alcohol 1-Octadecanol
CsH|7CH=CH(CH,);COOH Elaidic acid trans-9-Octadecenoic
acid
CgH|7CH=CH(CH,);COOH Oleic acid cis-9-Octadecenoic
acid
CH;3(CH;);CH=CH(CH,)sOH Oleyl alcohol cis-9-Octadecenyl

CH3(CH;);CH=CH(CH3)sOH

C,38H37COOH
C19H39OH
C19H39COOH
C20H41OH

C21H4sCOOH

CH3(CH;);CH=CH(CH3);1COOH

CH3(CH;);CH=CH(CH;);;COOH

C,5Hs1COOH

Elaidy] alcohol

Nonadecylic acid
Nonadecyl alcohol
Arachidic acid
Eicosyl alcohol,

arachic alcohol
Behenic acid
Erucic acid

Brassidic acid

Cerotic acid

alcohol
trans-9-Octadecenyl

alcohol
Nonadecanoic acid
1-Nonadecanol
Eicosanoic acid
1-Eicosanol

Docosanoic acid
cis-13-Docosenoic
acid
trans-13-Docosenoic
acid
Hexacosanoic acid

Note: Notice that it is generally those acids containing an even number of carbon atoms
that have special common names. This is because these are the naturally occurring ones

in vegetable and animal fats.

depends not only on the chemical constitution but also on other variables, such

as the film pressure .

To resume the brief historical sketch, the subject of monolayers developed
rapidly during the interwar years, with the names of Langmuir, Adam, Harkins,
and Rideal perhaps the most prominent; the subject became one of precise and
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mature scientific study. The post-World War II period was one of even greater
quantitative activity.

A belief that solid interfaces are easier to understand than liquid ones shifted
emphasis to the former; but the subjects are not really separable, and the
advances in the one are giving impetus to the other. There is increasing interest
in films of biological and of liquid crystalline materials; because of the impor-
tance of thin films in microcircuitry (computer “chips”), there has been in recent
years a surge of activity in the study of deposited mono- and multilayers. These
“Langmuir-Blodgett” films are discussed in Section XV-7.

On the environmental side, it turns out that the surfaces of oceans and lakes
are usually coated with natural films, mainly glycoproteins [8]. As they are
biological in origin, the extent of such films seems to be seasonal. Pollutant
slicks, especially from oil spills, are of increasing importance, and their cleanup
can present interesting surface chemical problems.

A final comment on definitions of terms should be made. The terms film and
monomolecular film have been employed somewhat interchangeably in the pre-
ceding discussion. Strictly speaking, a film is a layer of substance, spread over
a surface, whose thickness is small enough that gravitational effects are negli-
gible. A molecular film or, briefly, monolayer, is a film considered to be only
one molecule thick. A duplex film is a film thick enough so that the two inter-
faces (e.g., liquid-film and film-air) are independent and possess their separate
characteristic surface tensions. In addition, material placed at an interface may
form a lens, that is, a thick layer of finite extent whose shape is constrained by
the force of gravity. Combinations of these are possible; thus material placed on
a water surface may spread to give a monolayer, the remaining excess collecting
as a lens.

2. The Spreading of One Liquid on Another

Before proceeding to the main subject of this chapter—namely, the behavior
and properties of spread films on liquid substrates—it is of interest to consider
the somewhat wider topic of the spreading of a substance on a liquid surface.
Certain general statements can be made as to whether spreading will occur, and
the phenomenon itself is of some interest.

A. Criteria for Spreading

If a mass of some substance were placed on a liquid surface so that initially
it is present in a layer of appreciable thickness, as illustrated in Fig. IV-1, then
two possibilities exist as to what may happen. These are best treated in terms
of what is called the spreading coefficient.

At constant temperature and pressure a small change in the surface free
energy of the system shown in Fig. IV-1 is given by the total differential
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Fig. IV-1. The spreading of one liquid over another.
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but
dAg=-dAas=dAas
where liquid A constitutes the substrate, and

3G
aﬂA =7A

and so on. The coefficient —(dG/dA g)yra gives the free energy change for the
spreading of a film of liquid B over liquid A and is called the spreading coef-
ficient of B on A. Thus

SB/A =YA— 7B — YAB (IV-2)

Sp/a is positive if spreading is accompanied by a decrease in free energy, that
is, is spontaneous.

The process described by Eq. IV-2 is that depicted in Fig. IV-1, in which a
thick or duplex film of liquid B spreads over liquid A. This typically happens
when a liquid of low surface tension is placed on one of high surface tension.
Some illustrative data are given in Table IV-2; it is seen, for example, that
benzene and long-chain alcohols would be expected to spread on water, whereas
CS; and CH;I; should remain as a lens. As an extreme example, almost any
liquid will spread to give a film on a mercury surface, as examination of the
data in the table indicates. Conversely, a liquid of high surface tension would
not be expected to spread on one of much lower surface tension; thus Sa /g is
negative in all of the cases given in Table IV-24.

A complication now arises. The surface tensions of A and B in Eq. IV-2
are those for the pure liquids. However, when two substances are in contact,
they will become mutually saturated, so that v will change to ) and g to
8(a)- That is, the convention will be used that a given phase is saturated with
respect to that substance or phase whose symbol follows in parentheses. The
corresponding spreading coefficient is then written Sp(a)/aB)-

For the case of benzene on water,
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TABLE IV-2a
Spreading Coefficients at 20°C of Liquids on Water (erg/cm?)
Liquid B SB/A Liquid B SB/A
Isoamy! alcohol 4.0 Nitrobenzene 38
n-Octyl alcohol 35.7 Hexane 34
Heptaldehyde 322 Heptane (30°C) 02
Oleic acid 24.6 Ethylene dibromide -3.2
Ethyl nonanoate 209 o-Monobromotoluene -33
p-Cymene 10.1 Carbon disulfide -8.2
Benzene 8.8 Iodobenzene -8.7
Toluene 6.8 Bromoform -9.6
Isopentane 94 Methylene iodide —-26.5
TABLE IV-2b
Liquids on Mercury [9]
Liquid B Sp/a Liquid B Sp/a
Ethyl iodide 135 Benzene 99
Oleic acid 122 Hexane 79
Carbon disulfide 108 Acetone 60
n-Octy] alcohol 102 Water -3
TABLE IV-2¢

Initial versus Final Spreading Coefficients on Water [9,10]

Liquid B YB  YB(A) YAB) YAB SB/A SB(A)yAB) SA/B  SA(B)/B(A)
Isoamyl alcohol 237 236 259 § 4 =27 54 -13
Benzene 289 288 622 35 8.9 -16 -789 -684
Cs; 324 318 484 -7 -99 -89
n-Heptyl alcohol 27.5 77 40 -59 -56
CH:I 50.7 415 -27 -24 -73
Sp/a = 72.8 - (28.9+35.0) = 8.9 (IV-3)
SBaya =728 - (28.8+35.0)=9.0 av-4)
SB(A)/A(B) =62.2- (288 + 350) =-16 (IV—S)

The final or equilibrium spreading coefficient is therefore negative; thus if ben-
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TABLE IV-24
Initial versus Final Spreading Coefficients on Mercury”

Liquid B vB  YBA) 7YAB) YAB SB/A  SBAYAB) SA/B  SA(B)/B(A)

Water 72.8 (72.8) 448 415 -3 -40 -817 -790
Benzene 288 (28.8) 393 357 99 7 -813 -721
n-Octane 218 (21.8) 400 378 85 0 -841 -756

4Data for equilibrium film pressures on mercury are from Ref. 11.

zene is added to a water surface, a rapid initial spreading occurs, and then, as
mutual saturation takes place, the benzene retracts to a lens. The water surface
left behind is not pure, however; its surface tension is 62.2, corresponding to
the Gibbs monolayer for a saturated solution of benzene in water (or, also, cor-
responding to the film of benzene that is in equilibrium with saturated benzene
vapor).

The situation illustrated by the case of benzene appears to be quite com-
mon for water substrates. Low-surface-tension liquids will have a positive ini-
tial spreading coefficient but a near-zero or negative final one; this comes about
because the film pressure 7 of the Gibbs monolayer is large enough to reduce
the surface tension of the water—air interface to a value below the sum of the
other two. Thus the equilibrium situation in the case of organic liquids on water
generally seems to be that of a monolayer with any excess liquid collected as a
lens. The spreading coefficient Spa)/a can be determined directly, and Zisman
and co-workers report a number of such values [12].

B. Empirical and Theoretical Treatments

Various means have been developed for prediciting or calculating a yp or
a work of adhesion. Two empirical ones are the following. First, an early rela-
tionship is that known as Antonow's rule [13],

YaB = |[YA®) — vB&A) (Iv-6)

This rule is approximately obeyed by a large number of systems, although there
are many exceptions; see Refs. 15-18. The rule can be understood in terms of
a simple physical picture. There should be an adsorbed film of substance B on
the surface of liquid A. If we regard this film to be thick enough to have the
properties of bulk liquid B, then vy 5, is effectively the interfacial tension of a
duplex surface and should be equal to yag + y8(a). Equation IV-6 then follows.
See also Refs. 14 and 18.

An empirical equation analogous to Eq. II-39 can be useful:

vag =1+ AM + BMGY? AV-7)
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where M denotes molecular weight. For liquid A an «, w-diol and liquid B an n-alkane,
the constants I, A, and B were —5.03, 408.2, and —82.38, respectively, with y ap in dynes
per centimeter. The same equation applied for water—n-alkane interfacial tensions if M4
was taken to be that of water [19].

There has been considerable theoretical development in the treatment of
interfacial tension and work of adhesion. The approach used is similar to that of
Eq. III-44 but using average densities rather than the actual radial distribution
functions—these are generally not available for systems such as those of Table
IV-2. As illustrated in Fig. IV-2, ¥ op may be regarded as the sum of the work
to bring molecules A and B to their respective liquid vapor interfaces less the
free energy of interaction across the interface. This is determined through the
work of adhesion, wap, between two phases given by

WAB = YA + 7B — YAB (Iv-8)

which is the work necessary to separate one square centimeter of interface AB
into two liquid—vapor interfaces A and B. Calculation of this work can be car-
ried out if the potential energy function for A-B interactions is known. Giri-
falco and Good [10] assumed the geometric mean rule, Uap(r) = [Ua Ug]'/?,
referring to Eq. 1II-44, to obtain

wap = 2®(yavp)"? (IV-9)

where @ is a function of the molar volumes of the two liquids; empirically, its
value ranges from 0.5 to 1.15 if calculated from experimental wap values in
Eq. IV-9. Interestingly, Eq. IV-9 also follows if the Skapski type of approach
is used, where all except nearest neighbor interactions are neglected (see Eq.
II-15) [21].

The different kinds of intermolecular forces (dispersion, dipole—dipole, hydrogen
bonding, etc.; see Section VI-1) may not equally contribute to A-A, B-B, and A-B
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TABLE IV-3

Calculation of v, at 20°C [25] (ergs/cm?)
Hydrocarbon TH ywH (ergs/cm?) T
n-Hexane 184 51.1 21.87
n-Heptane 204 50.2 22.6
n-Octane 21.8 50.8 22.0
n-Decane 239 51.2 21.6
nTetradecane 25.6 52.2 208 218£07
Cyclohexane 25.5 50.2 227
Decalin 299 514 22.0
White oil 289 51.3 21.3.

interactions. Consider, for example, the water—hydrocarbon system. The potential func-
tion Uw(r) for water contains important hydrogen bonding contributions that are absent
in Uwn(r), the function for water-hydrocarbon interactions. A more general form of
Eq. IV-9 would use the surface tensions that liquids A and B would have if their inter-
molecular potentials contained only the same kinds of interactions as those involved
between A and B (see Refs. 20, 22-24). For the hydrocarbon—water system, Fowkes
[20] assumed that Uy arose solely from dispersion interactions leaving

ww = 2(vé i)/ (IV-10)

where ® has been approximated as unity and 'y%v is the contribution to the surface
tension of water from the dispersion effect only. A number of systems obey Eq. IV-10
very well, with 'ygv = 21.8 ergs/cm? at 20° [25] as illustrated in Table IV-3. Variations
from this value are attributed to anisotropic dispersion interactions in hydrocarbons and
have been discussed by Fowkes [26].

When both liquids are polar, Fowkes [26] has written
WAB = wiB + ”f\B + W’}\B av-11)

where superscripts p and k& denote dipolar and hydrogen bonding interaction, respec-
tively. That is, different kinds of van der Waals forces (see Chapter VI) are assumed to
act independently. This type of approach has also been taken by Tamai and co-work-
ers [27] and Panzer [28]. Good and co-workers [29] have suggested dividing the polar
interactions into electron-donor and electron-acceptor components and write

Wap = 24/ YATB +/YATR) (IV-12)

Finally, Newmann and co-workers [30] (see also Ref. 31) have argued that while free
energy contributions may not be strictly additive as in Eq. IV-11, there should, in prin-
ciple, be an equation of state relating the work of adhesion to the separate liquid surface
tensions such as
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wap = (2— 0.015yaB)VYAYB (Iv-13)

Equation IV-13 is also applicable to polar as well as nonpolar systems. (See also Section
X-7B.)

These approaches (Eqs. I[V-9-IV-13) have found much use in the estimation of the
surface tension of a solid surface and are discussed further in Section X-7B, but some
reservations might be noted here. The calculation of wagp in Eq. IV-8 has been ques-
tioned [32-34]; a reversible separation process would recognize that surface density and
composition changes occur as two materials are separated and the analogue of Eq. IV-9
would now have yag) and vp(a) in place of y4 and yg. The Girifalco-Good equa-
tion (Eq. IV-9) and related expressions may work as well as they do as a consequence
of some cancellation of errors in the derivations. The assumption that the hydrocarbon
interaction in Eq. IV-10 is due to dispersion forces only has been questioned [21]. There
is evidence that strong polar forces are involved in the interaction of the first hydrocar-
bon layer with water [32-37]. In the reversible process of separating the two phases,
a thin film of hydrocarbon remains on the water surface (note Fig. III-17). Much of
the work is done in separating the hydrocarbon from this thin film rather than from
the water itself. The effective yw would be that of the film—air interface and should
approximate that of a hydrocarbon-air interface, or about 20 erg/cm?.

C. Kinetics of Spreading Processes

The spreading process itself has been the object of some study. It was noted very
early [38] that the disturbance due to spreading was confined to the region immediately
adjacent to the expanding perimeter of the spreading substance. Thus if talc or some
other inert powder is sprinkled on a water surface and a drop of oil is added, spreading
oil sweeps the talc back as an accumulating ridge at the periphery of the film, but the talc
further away is entirely undisturbed. Thus the “driving force” for spreading is localized
at the linear interface between the oil and the water and is probably best regarded as
a steady bias in molecular agitations at the interface, giving rise to a fairly rapid net
motion.

Spreading velocities » are on the order of 15-30 cm/sec on water [39], and » for a
homologous series tends to vary linearly with the equilibrium film pressure, %, although
in the case of alcohols a minimum #° seemed to be required for » to be appreciable.
Also, as illustrated in Fig. IV-3, substrate water is entrained to some depth (0.5 mm in
the case of oleic acid), a compensating counterflow being present at greater depths [40].
Related to this is the observation that » tends to vary inversely with substrate viscosity
[41-43]. An analysis of the stress—strain situation led to the equation

1/2
x= ( i;i) (o)~ /4374 (IV-14)

where x is the distance traveled by the spreading film in time ¢ and p and » are the
substrate density and viscosity, respectively [44). For the spreading of a thin layer rather
than a film, #° is replaced by the spreading coefficient, Fractionation has been observed
if the spreading liquid is a mixture [45].
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If the spreading is into a limited surface area, as in a laboratory experiment, the
film front rather quickly reaches the boundaries of the trough. The film pressure at this
stage is low, and the now essentially uniform film more slowly increases in 7 to the
final equilibrium value. The rate of this second-stage process is mainly determined by
the rate of release of material from the source, for example a crystal, and the surface
concentration I' [46]. Franses and co-workers [47] found that the rate of dissolution of
hexadecanol particles sprinkled at the water surface controlled the increase in surface
pressure; here the slight solubility of hexadecanol in the bulk plays a role.

The topic of spreading rates is of importance in the technology of the use of mono-
layers for evaporation control (see Section IV-6); it is also important, in the opposite
sense, in the lubrication of fine bearings, as in watches, where it is necessary that the
small drop of oil remain in place and not be dissipated by spreading. Zisman and co-
workers have found that spreading rates can be enhanced or reduced by the presence
of small amounts of impurities; in particular, strongly adsorbed surfactants can form a
film over which the oil will not spread [48].

D. The Marangoni Effect

The dependence of spreading rates on substrate viscosity, as in Eq. IV-14, indicates
that films indeed interact strongly with the bulk liquid phase and cannot be regarded as
merely consisting of molecules moving freely in a two-dimensional realm. This interac-
tion complicates the interpretation of monolayer viscosities (Section IV-3C). It is also
an aspect of what is known as the Marangoni effect [49], namely, the carrying of bulk
material through motions energized by surface tension gradients.

A familiar (and biblical [50]) example is the formation of tears of wine in a glass.
Here, the evaporation of the alcohol from the meniscus leads to a local raising of the
surface tension, which, in turn, induces a surface and accompanying bulk flow upward,
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the accumulating liquid returning in the form of drops, or tears. A drop of oil on a
surfactant solution may send out filamental streamers as it spreads [51].

Interesting pattern formations also occur in surfactants spreading on water due to
a hydrodynamic instability [52). The spreading velocity from a crystal may vary with
direction, depending on the contour and crystal facet. There may be sufficient imbalance
to cause the solid particle to move around rapidly, as does camphor when placed on
a clean water surface. The many such effects have been reviewed by Sternling and

Scriven [53].

The Marangoni effect has been observed on the rapid compression of a monolayer
[54] and on application of an electric field, as in Ref. [55]; it occurs on evaporation

[56].

The effect can be important in mass-transfer problems (see Ref. 57 and citations
therein). The Marangoni instability is often associated with a temperature gradient char-
acterized by the Marangoni number Ma:

_ d‘Y daT 2 1
Ma= aT dz h - (IV-15)

This definition is in terms of a pool of liquid of depth h, where z is distance normal
to the surface and n and « are the liquid viscosity and thermal diffusivity, respectively
[58). (Thermal diffusivity is defined as the coefficient of thermal conductivity divided
by density and by heat capacity per unit mass.) The critical Ma value for a system to
show Marangoni instability is around 50-100.

E. Lenses—Line Tension

The equilibrium shape of a liquid lens floating on a liquid surface was con-
sidered by Langmuir [59], Miller [60], and Donahue and Bartell [61]. More
general cases were treated by Princen and Mason [62] and the thermodynamics
of a liquid lens has been treated by Rowlinson [63]. The profile of an oil lens
floating on water is shown in Fig. IV-4. The three interfacial tensions may be
represented by arrows forming a Newman triangle:

Y A(B) COS y= YB(A) COSs B + YAB COS & ([V- 16)

Y8ta)

Yat8)

Fig. IV-4. Profile of a lens on water.
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Donahue and Bartell verified Eq. IV-16 for several organic alcohol-water sys-
tems.

For very large lenses, a limiting thickness 7., is reached. Langmuir [59] gave
the equation

2 25pa

=— (IV-17)
gpBAp

relating this thickness to the spreading coefficient and the liquid densities pa
and PB.

The three phases of Fig. IV-4 meet at a line, point J in the figure; the line is
circular in this case. There exists correspondingly a line tension N, expressed
as force or as energy per unit length. Line tension can be either positive or
negative from a theoretical point of view; experimental estimates have ranged
from —107* to +10~* dyn for various systems (see Ref. 64). A complication is
that various authors have used different defining equations (see Ref. 65 and also
Section X-5B). Neumann and co-workers have proposed a means to measure
the line tension from the shape of the meniscus formed near a wall comprising
vertical stripes of different wettability [66]. Kerins and Widom [67] applied
three models including the van der Waals theory (Section III-2B) to the density
profiles near the three-phase contact line and find both possitive and negative
line tensions.

As a general comment, one can arrange systems according to a hierarchy of
size or curvature. The capillary constant a (of Eq. II-10) is typically between 0.1
and 1 cm, and surface tension effects can be neglected for systems (meniscuses,
lenses, etc.) much larger than this size but increasingly dominate as one goes
down in size. The next scale is that given by the ratio A /4, whose value is not apt
to be larger than about 2 x 10~ cm. Thus line tension should become important
only for systems approaching this size; this could be the case, for example, with
soap films and microemulsions (Chapter XIV). Finally curvature effects on y
(or on \) (e.g., Eq. I1I-20) become important only for curvatures of molecular
dimension.

3. Experimental Techniques for the Study of Monomolecular Films

There has been tremendous activity in the study of spread films with many
different experimental techniques. Here we limit our focus to the more basic
methods giving classic information regarding film pressure, electrical poten-
tial, viscosity (through viscometry and dynamic light scattering), thickness,
and molecular arrangement. We restrict our attention to methods used to study
spread films; transferred or Langmuir-Blodgett film techniques are covered in
Chapter XV.
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A. Measurement of «

The film pressure is defined as the difference between the surface tension of
the pure fluid and that of the film-covered surface. While any method of surface
tension measurement can be used, most of the methods of capillarity are, for
one reason or another, ill-suited for work with film-covered surfaces with the
principal exceptions of the Wilhelmy slide method (Section II-6) and the pen-
dant drop experiment (Section II-7). Both approaches work very well with fluid
films and are capable of measuring low values of pressure with similar preci-
sion of 0.01 dyn/cm. In addition, the film balance, considerably updated since
Langmuir’s design (see Section III-7) is a popular approach to measurement
of .

In the Wilhelmy slide method, it seems best to partly immerse the slide and determine
the change in height with constant upward pull or the change in pull at constant position
of the slide. If the latter procedure is used, then

T=Awp

where Aw is the change in pull, for example, as measured by means of a balance (see
Fig. II-13) and p is the perimeter of the slide. Thin glass, mica, platinum, and filter
paper [68] have been used as slide materials.

This method suffers from two disadvantages. Since it measures 4 or changes in 7y
rather than x directly, temperature drifts or adventitious impurities can alter 4 and be
mistakenly attributed to changes in film pressure. Second, while ensuring that zero con-
tact angle is seldom a problem in the case of pure liquids, it may be with film-covered
surfaces as film material may adsorb on the slide. This problem can be a serious one;
roughening the plate may help, and some of the literature on techniques is summa-
rized by Gaines [69]. On the other hand, the equipment for the Wilhelmy slide method
is simple and inexpensive and can be just as accurate as the film balance described
below.

Neumann has adapted the pendant drop experiment (see Section II-7) to measure the
surface pressure of insoluble monolayers [70]. By varying the droplet volume with a
motor-driven syringe, they measure the surface pressure as a function of area in both
expansion and compression. In tests with octadecanol monolayers, they found excel-
lent agreement between axisymmetric drop shape analysis and a conventional film bal-
ance. Unlike the Wilhelmy plate and film balance, the pendant drop experiment can
be readily adapted to studies in a pressure cell [70]. In studies of the rate dependence
of the molecular area at collapse, Neumann and co-workers found more consistent and
reproducible results with the actual area at collapse rather than that determined by con-
ventional extrapolation to zero surface pressure [71]. The collapse pressure and shape
of the pressure-area isotherm change with the compression rate [72].

Film pressure is often measured directly by means of a film balance. The
principle of the method involves the direct measurement of the horizontal force
on a float separating the film from clean solvent surface. The film balance has
been considerably refined since the crude model used by Langmuir and in many
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laboratories has been made into a precision instrument capable of measuring
film pressures with an accuracy of hundredths of a dyne per centimeter. Various
methods of measuring film pressure have been described by Gaines [1, 69],
Costin and Bames [73], Abraham et al. [74], and Mysels [75]; a perspective
drawing of a film balance is shown in Fig. IV-5. Kim and Cannell [76] and
Munger and Leblanc [77] describe film balances for measuring very small film
pressures.

Fig. IV-5. A modern film balance: (1) PTFE trough; (2) barriers of reinforced PTFE;
(3) Wilhelmy plate; (4) force transducer; (5) pointer for water level; (6) reservoir for
aqueous subphase; (7) suction tubes for cleaning the surface; (8) inlet and outlet in
trough base for thermostatted water; (9) accessory rack; (10) micrometer; (11) vertical
slide for Wilhelmy plate assembly; (12) barrier drive and lifting assembly; (13) linear
motion assembly for barriers; (14) shafts for 13; (15) cable for barrier movement; (16)
control knob for barrier lift mechanism; (17) knob for raising and lowering suction
tubes; (18) optical shaft encoder for barrier position; (19) knob for manual barrier drive;
(20) clutch and gear assembly for motorized barrier drive; (21) barrier drive motor; (22)
grooved drum for barrier drive cable; (23) support plate; (24) trough base. (Courtesy
of G. T. Barnes.)
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The material of interest is dissolved in a volatile solvent, spread on the surface and
allowed to evaporate. As the sweep moves across, compressing the surface, the pressure
is measured providing 7 versus the area per molecule, o. Care must be taken to ensure
complete evaporation [1] and the film structure may depend on the nature of the spread-
ing solvent [78]. When the trough area is used to calculate o, one must account for the
area due to the meniscus [79]. Barnes and Sharp [80] have introduced a remotely oper-
ated barrier drive mechanism for cleaning the water surface while maintaining a closed
environment.

The limiting compression (or maximum = value) is, theoretically, the one that places
the film in equilibrium with the bulk material. Compression beyond this point should
force film material into patches of bulk solid or liquid, but in practice one may some-
times compress past this point. Thus in the case of stearic acid, with slow compression
collapse occurred at about 15 dyn/cm [81]; that is, film material began to go over to
a three-dimensional state. With faster rates of compression, the v—o isotherm could be
followed up to 50 dyn/cm, or well into a metastable region. The mechanism of collapse
may involve folding of the film into a bilayer (note Fig. IV-18).

Some recommendations on reporting film balance v—o data have been made to the
International Union of Pure and Applied Chemistry [82].

B. Surface Potentials

A second type of measurement that may be made on films, usually in con-
junction with force—area measurements is that of the contact or surface poten-
tial. One essentially measures the Volta potential between the surface of the
liquid and that of a metal probe.

There are two procedures for doing this. The first makes use of a metal probe coated
with an « emitter such as polonium or 241Am (around 1 mCi) and placed above the
surface. The resulting air ionization makes the gap between the probe and the liquid
sufficiently conducting that the potential difference can be measured by means of a
high-impedance dc voltmeter that serves as a null indicator in a standard potentiometer
circuit. A submerged reference electrode may be a silver—silver chloride electrode. One
generally compares the potential of the film-covered surface with that of the film-free
one [83, 84].

A popular alternative method employs a vibrating electrode illustrated in Fig. IV-6
[1,85]. Here an audiofrequency current drives a Rochelle salt or loudspeakder magnet
and the vibrations are transmitted mechanically to a small electrode mounted parallel
to and about 0.5 mm above the surface. The electrode vibrations cause a corresponding
variation in the capacity across the airgap so that an alternating current is set up in the
second circuit, whose magnitude depends on the voltage difference across the gap. The
potentiometer is adjusted to minimize the current. This method is capable of measuring
potentials to about 0.1 mV and is somewhat more precise than the a emitter, although
it is more susceptible to malfunctionings.

One ordinarily attributes the difference in surface potentials between that of
the substrate and that for the film-coated surface to the film. Two conducting
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Fig. IV-6. Vibrating electrode method for measuring surface potentials. (From Ref. 1.)

plates separated by a distance d and enclosing a charge density ¢ will have a
potential difference AV given by a formula attributed to Helmholtz:

_ 4rod
P

AV (IV-18)

where D is the dielectric constant. Actually, one supposes that charge separation
due to the presence of an effective dipole moment p simulates a parallel-plate
condenser. If there are n/cm? (perhaps corresponding to I' polar molecules per
square centimeter of film), then od = ned = nu and Eq. IV-181 becomes

AV = 47un

= 4xpu cos 0 (IV-19)

Customarily, it is assumed that ¢ is unity and that g = p cos 8, where 6 is the
angle of inclination of the dipoles to the normal. Harkins and Fischer [86] point
out the empirical nature of this interpretation and prefer to consider only that
AV is proportional to the surface concentration I' and that the proportionality
constant is some quantity characteristic of the film. This was properly cautious
as there are many indications that the surface of water is structured and that the
structure is altered by the film (see Ref. 37). Accompanying any such structural
rearrangement of the substrate at the surface should be a change in its contri-
bution to the surface potential so that AV should not be assigned too literally
to the film molecules.

While there is some question about the interpretation of absolute AV val-
ues, such measurements are very useful as an alternative means of determining
the concentration of molecules in a film (as in following rates of reaction or

‘+Equations IV-18 and IV-19 are for the cgs/esu system of units; o is in esu/cm2 and AV is in
volts esu (I Vesy = 300 V). In the SI system, the equations become AV = od/epe = nu cos 8 /eqe,
where e = 1 x 107 /4-;rc2 = 8.85x 10712, Charge density is now in Coulombs per square meter
and AV in volts. (See Section V-3.)
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dissolution) and in ascertaining whether a film is homogeneous. Fluctuations
in AV with position across the film may occur if there are two phases present.
McConnell and Benvegnu find that the variation in AV over a two phase film
correlates well with the surface fraction of the two phases [87], but the dipole
density difference determined from this measurement is below that found from
Brownian motion of a trapped domain [88,89] and electrophoretic mobility of
the domains [90].

There are some theoretical complications discussed in Refs. 91 and 92. Experimental
complications include adsorption of solvent or of film on the electrode [93,94]; the effect
may be used to detect atmospheric contaminants. The atmosphere around the electrode
may be flushed with dry nitrogen to avoid condensation problems [87].

C. Measurement of Surface Viscosity

The subject of surface viscosity is a somewhat complicated one; it has been
reviewed by several groups [95,96], and here we restrict our discussion to its
measurement via surface shear and scattering from capillary waves.

The shear viscosity is an important property of a Newtonian fluid, defined in
terms of the force required to shear or produce relative motion between parallel
planes [97]. An analogous two-dimensional surface shear viscosity n° is defined
as follows. If two line elements in a surface (corresponding to two area elements
in three dimensions) are to be moved relative to each other with a velocity
gradient dv/dx, the required force is

dv
=9l — IV-
f=n ax (IV-20)

where !/ is the length of the element.

The surface viscosity can be measured in a manner entirely analogous to the
Poiseuille method for liquids, by determining the rate of flow of a film through
a narrow canal under a two-dimensional pressure difference Ay. The apparatus
is illustrated schematically in Fig. IV-7, and the corresponding equation for
calculating »° is analogous to the Poiseuille equation [99,100]

Fig. IV-7. Canal-type viscometer. (From Ref.
1; see also Ref. 98.)
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where a is the width of the canal, [ is its length, dA/d is the areal flow rate and
n is the subphase viscosity. Several applications of this method [94-96] show
film viscosities on the order of 1072 to 10~* g/sec or surface poises (sp). A
recent study of the shear viscosity of lipid monolayers by Gaub and McConnell
[104] shows that while solid phases have large viscosities, the fluid phase has
a viscosity below that of the pure water subphase, implying a disruption to the
surface structure of water. As the pressure is further lowered and the fluid phase
becomes discontinuous the viscosity increases back to that of water.

While the canal viscometer provides absolute viscosities and the effect of the sub-
strate drag can be analyzed theoretically, the shear rate is not constant and the mea-
surement cannot be made at a single film pressure as a gradient is required. Another
basic method, more advantageous in these respects, is one that goes back to Plateau
[105]. This involves the determination of the damping of the oscillations of a torsion
pendulum, disk, or ring such as illustrated in Fig. IV-8. Gaines [1] gives the equation

12
s 7l 1 1 A Ao
_ _ - V22
1 (nz) (az bz)(4,2+)\2 PRI, ( )

where a is the radius of the disk or ring; b is the radius of the (circular) film-covered
area; A and Ao are the natural logarithms of the ratio of successive amplitudes in the
presence and absence of the film, respectively; and I is the moment of inertia of the
pendulum. The torsion constant is given by

ax2l

F;

Iv-23)

T=

where P, is the period of the pendulum in air. Tschoegl [106] has made a detailed anal-
ysis of torsion pendulum methods, including treatment of substrate drag. Some novel
variants have been described by Krieg et al. [107] and Abraham and Ketterson [108].
A new modification of the torsion pendulum employs a knife-edge ring hanging from

Suspension wire

Inertial rod
—Disk

L ';r::\g\;/ J Fig. IV-8. Torsion pendulum surface vis-

cometer. (From Ref. 1.)
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a torsion wire [109]. The damped oscillations of the pendulum are detected optically to
provide simultaneous measurement of the interfacial viscosity and elastic modulus.

In the viscous traction viscometer the film is spread in a circular annular canal formed
by concentric cylinders; either the canal walls or floor may be made to rotate at a con-
stant velocity or in an oscillatory manner, allowing determination of various viscoelas-
tic coefficients [110]. In an automated variation of this method, Gaub and McConnell
developed a rotating-disk viscometer that is driven by an external magnetic field allow-
ing easy and sensitive measurement of the torque and hence the viscosity [104]. The
problem of substrate drag is greatly reduced in the case of a rotating ring making a
knife-edge contact with the interface [111,112].

Theoretical models of the film viscosity lead to values about 10° times
smaller than those often observed [113, 114]. It may be that the experimen-
tal phenomenology is not that supposed in derivations such as those of Egs.
IV-20 and IV-22. Alternatively, it may be that virtually all of the measured sur-
face viscosity is developed in the substrate through its interactions with the film
(note Fig. IV-3). Recent hydrodynamic calculations of shape transitions in lipid
domains by Stone and McConnell indicate that the transition rate depends only
on the subphase viscosity [115]. Brownian motion of lipid monolayer domains
also follow a fluid mechanical model wherein the mobility is independent of
film viscosity but depends on the viscosity of the subphase [116]. This contrasts
with the supposition that there is little coupling between the monolayer and the
subphase [117]; complete explanation of the film viscosity remains unresolved.

Another important property is the surface dilational viscosity, x

Ay=Kk — —~ (IV-24)

where 1/, relates the fractional change in area per unit time to the applied
surface pressure. The equilibrium quantity corresponding to « is the modulus
of surface elasticity E defined by Eq. ITI-118; the film compressibility, X is just
1/E.

As a very direct method for measuring «, the surface is extended by means of two
barriers that move apart at a velocity such that dIn 4 /dt is constant. The dilation or
depletion of the film results in a higher surface tension, measured by means of a Wil-
helmy slide positioned at the center between the two barriers, where no liquid motion
occurs, The procedure was applied to surfactant solutions [118]. An alternative approach
is that of generating longitudinal waves by means of an oscillating barrier and observing
the amplitude and phase lag of the motion of a small test particle [119,120] or of the
film pressure [121]. On analysis, the data yield both E and the sum of 7° and «. One
may also measure the rate of change of surface dipole orientation, as obtained from the
change in contact potential, following a change in surface area [122].

While bulk viscosity is a relatively obscure property of a liquid or a solid
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because its effect is not usually of importance, « and E are probably the most
important rheological properties of interfaces and films. They are discussed fur-
ther in connection with foams (Section XIV-8), and their importance lies in the
fact that interfaces are more often subjected to dilational than to shear strains.
Also, « is often numerically larger than *; thus for a stearic acid monolayer
at 34 A2/molecule area, x was found to be about 0.3 g/sec, and the ratio «/n°
was about 300 [120]. '

Another approach to measurement of surface tension, density, and viscos-
ity is the analysis of capillary waves or ripples whose properties are governed
by surface tension rather than gravity. Space limitations prevent more than a
summary presentation here; readers are referred to several articles [123,124].

The mathematical theory is rather complex because it involves subjecting
the basic equations of motion to the special boundary conditions of a surface
that may possess viscoelasticity. An element of fluid can generally be held to
satisfy two kinds of conservation equations. First, by conservation of mass,

du ov
5 + 3 0 av-25)
where x and y denote the horizontal and vertical coordinates for an element of
fiuid, as illustrated in Fig. IV-9, and u and v are their time derivatives, that is, the
velocities of the element. Equation IV-25 can be derived by considering a unit
cube and requiring that the sum of the net flows in the x and y directions be zero.
The second conservation relationship is the force balance in the Navier—Stokes
equations:

v+dv

u
dx ™0 + du

dy P
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where p denotes the density. The three terms on the left are inertial terms, that
is, force = d(mv)/dt = mdv/dt + vdm/dt, where mass is changing; term 1
corresponds to the m dv/dt component and terms 2 and 3 to the v dm/dt com-
ponent. Term 4 gives the balancing force component due to any pressure gra-
dient; term 5 takes account of viscous friction; and term 6 gives the force due
to gravity. The boundary conditions are that at the surface: the vertical pressure
component is that of the gas phase plus the Laplace pressure (Eq. II-7 or y/r
for a plane wave), while the horizontal component is given by the gradient of
surface tension with area dy/dA4, which is taken to be zero for a pure liquid but
involves the surface elasticity of a film-covered surface and any related time-
dependent aspects, whereby phase lags may enter. It is customary to assume
that no slippage or viscosity anomaly occurs between the surface layer and the
substrate.

Capillary waves may be generated mechanically by means of an oscillating
bar, and for this case one writes the solutions to Egs. IV-25 and IV-26 in the
form

u= U exp(iwt) + U, expiwt) - -
v= Viexp(iwt) + V, exp(2iwte) - - - av-27m

These expressions are inserted in the conservation equations, and the bound-
ary conditions provide a set of relationships defining the U and V coefficients
[125-129].

The detailed mathematical developments are difficult to penetrate, and a sim-
ple but useful approach is that outlined by Garrett and Zisman [130]. If gravity
is not important, Eq. II-36 reduces to

o= 2 (IV-28)
PA

This is an approximation to the complete dispersion equation [131]. The ampli-
tude of a train of waves originating from an infinitely long linear source decays
exponentially with the distance x from the source
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and a relationship due to Goodrich [126] gives

_ 8mw

r
3y

(IV-30)

where w is the wave frequency.

Figure IV-10 illustrates how I' may vary with film pressure in a very com-
plicated way although the w—o plots are relatively unstructured. The results
correlated more with variations in film elasticity than with its viscosity and
were explained qualitatively in terms of successive film structures with vary-
ing degrees of hydrogen bonding to the water substrate and varying degrees of
structural regularity. Note the sensitivity of & to frequency; a detailed study of
the dispersion of k should give information about the characteristic relaxation
times of various film structures.

The experimental procedure used by Hansen and co-workers involved the use of a
loudspeaker magnet to drive a rod touching the surface (in an up-and-down motion) and
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Fig. IV-10. Wave-damping behavior of polydimethylsiloxane heptadecamer on water
at 25°C at (a) 60 cps and (b) 150 cps. Curve (c) gives the 7—o behavior. (From Ref.
130.)
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a detector whose sensitive element was a phonograph crystal cartridge. Zisman and
co-workers used an electromechanical transducer to drive a linear knife-edge so that
linear waves were produced [130]. The standing-wave pattern was determined visually
by means of stroboscopic illumination.

It is not necessary to generate capillary waves mechanically since small
wavetrains are always present at a liquid interface due to thermal agitation.
Such thermal waves, or ripplons, are typically on the order of 5-10 A high
and several hundred per centimeter in ¢ where ¢ = 2x/\. A wavetrain will
act as a grating scattering laser light, and while the effect is small, it can be
isolated by beating against light diffracted by a reference grating. The experi-
mental arrangement is illustrated in Fig. IV-11; the wavevector k is determined
by the wavelength of light used and the offset angle 68. Thus for 5400-A light,
a 60 of 10’ will provide a wavevector of 360 cm™!.

The scattering techniques, dynamic light scattering or photon correlation
spectroscopy involve measurement of the fluctuations in light intensity due to
density fluctuations in the sample, in this case from the capillary wave motion.
The light scattered from thermal capillary waves contains two observables. The
Doppler-shifted peak propagates at a rate such that its frequency follows Eq.
IV-28 and
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Fig. IV-11. A laser beam incident on the liquid surface at angle 8 is scattered by angle
AQ by surface thermal waves of wave vector k. (From Ref. 132.)
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Fig. IV-12. Power spectra for monolayers of the polymer
(CHZ—-(IIH— (|3H— ?H— CH),
R COOH COOH

R = (CHz)15CH3, for various surface coverages at pH 2 and 25°C; average molecular
weight was 3960 g/mol. (See also Ref. 133. Courtesy of H. Yu.)

1/2
fs= ( l) K2 (IV-31)
p

depends on the square root of the surface tension divided by the density, p. The
peak broadens as a result of viscous damping. Thus its width

Af = ( 2-”) k2 (IV-32)
pT

is proportional to the fiuid viscosity, 9. This shift and broadening in the power
spectrum are illustrated in Fig. [V-12 for polymer monolayers at different den-
sities. Equivalent information may be obtained from the autocorrelation func-
tion of the scattered light (see Ref. 134). Several papers cite theoretical work
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[124,135,136] and show experimental applications [137]. Photon correlation
spectroscopy has been used quite successfully to give the surface tensions, den-
sities, and viscosities of various pure liquids (Refs. 138, 139, e.g.). These quan-
tities are easily measured by alternative means, of course, and of much greater
interest is the matter of obtaining surface viscoelastic properties of film-covered
surfaces. Here, the situation is more difficult, and approximations are made in
the treatment (e.g., Ref. 133). Mann and Edwards [140] make some cautionary
remarks on this matter, as does Earnshaw [141].

D. Optical Properties of Monolayers

The detailed examination of the behavior of light passing through or refiected
by an interface can, in principle, allow the determination of the monolayer thick-
ness, its index of refraction and absorption coefficient as a function of wave-
length. The subjects of ellipsometry, spectroscopy, and x-ray reflection deal with
this goal; we sketch these techniques here.

In ellipsometry monochromatic light such as from a He-Ne laser, is passed
through a polarizer, rotated by passing through a compensator before it impinges
on the interface to be studied [142]. The reflected beam will be elliptically
polarized and is measured by a polarization analyzer. In null ellipsometry, the
polarizer, compensator, and analyzer are rotated to produce maximum extinc-
tion. The phase shift between the paralle] and perpendicular components A and
the ratio of the amplitudes of these components, tan ¥, are related to the polar-
izer and analyzer angles p and a, respectively. The changes in A and y when
a film is present can be related in an implicit form to the complex index of
refraction and thickness of the film.

In the case of Langmuir monolayers, film thickness and index of refraction have not
been given much attention. While several groups have measured A versus ¢, [143-145],
calculations by Knoll and co-workers [146] call into question the ability of ellipsometry
to unambiguously determine thickness and refractive index of a Langmuir monolayer.
A small error in the chosen index of refraction produces a large error in thickness.
A new microscopic imaging technique described in section IV-3E uses ellipsometric
contrast but does not require absolute determination of thickness and refractive index.
Ellipsometry is routinely used to successfully characterize thin films on solid supports
as described in Sections X-7, XI-2, and XV-7.

Interferometry is based on the fact that light reflected from the front and back inter-
faces of a film travels different distances, producing interference effects. The method
has been applied to Langmuir-Blodgett films (Section XV-7) and to soap films (Section
XIV-8) [147-149].

Absorption spectroscopy provides a means to study particular details about
a monolayer. Transmission spectroscopy is difficult because the film, which
is thin, absorbs little. Gaines [1] describes multiple-pass procedures for over-
coming this problem. Reflection spectroscopy in the UV-visible range has been
reported for lipid monolayers [150,151] and in the IR range for oleic acid [152].
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The external reflection of infrared radiation can be used to characterize the
thickness and orientation of adsorbates on metal surfaces. Buontempo and Rice
[153-155] have recently extended this technique to molecules at dielectric sur-
faces, including Langmuir monolayers at the air—water interface. Analysis of
the dichroic ratio, the ratio of reflectivity parallel to the plane of incidence
(p-polarization) to that perpendicular to it (s-polarization) allows evaluation
of the molecular orientation in terms of a tilt angle and rotation around the
backbone [153]. An example of the p-polarized refiection spectrum for stearyl
alcohol is shown in Fig. IV-13. Unfortunately, quantitative analysis of the
experimental measurements of the antisymmetric CH; stretch for heneicosanol
[153,155] stearly alcohol [154] and tetracosanoic [156] monolayers is made
difficult by the scatter in the IR peak heights.

Resonance Raman reflection spectroscopy of monolayers is possible, as illustrated in
Fig. IV-14 for cetyl orange [157]. The polarized spectra obtained with an Ar ion laser
allowed estimates of orientational changes in the cetyl orange molecules with o.

Photoexcited fluorescence from spread monolayers may be studied [158,159] if the
substance has both a strong absorption band and a high emission yield as in the case
for chlorophyll [159]. Gaines and co-workers [160] have reported on the emission
from monolayers of Ru(bipyridine)%*, one of the pyridine ligands having attached C g
aliphatic chains. Fluorescence depolarization provides information about the restriction
of rotational diffusion of molecules in a monolayer [161]. Combining pressure—area
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Fig. IV-13. Example of a p-polarized reflection spectrum from Ref. [154] for a stearyl
alcohol monolayer on water. The dashed line is the baseline to be subtracted from the
spectra. [Reprinted with permission from Joseph T. Buontempo and Stuart A. Rice, J.
Chem. Phys. 98(7), 5835-5846 (April 1, 1993). Copyright 1993, American Institute of
Physics.]
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Fig. IV-14. Resonance Raman Spectra for cetyl orange using 457.9-nm excitation.
[From T. Takenaka and H. Fukuzaki, “Resonance Raman Spectra of Insoluble Monolay-
ers Spread on a Water Surface,” J. Raman Spectr., 8, 151 (1979) (Ref. 157). Copyright
Heyden and Son, Ltd., 1979; reprinted by permission of John Wiley and Sons, Ltd.]

measurements with fluorescence emission spectroscopy shows the onset of aggregation
and multilayer formation as the subphase pH is reduced under acidic spectroscopic lipids
[162].

The attachment of pyrene or another fluorescent marker to a phospholipid or its
addition to an insoluble monolayer facilitates their study via fluorescence spectroscopy
[163]. Pyrene is often chosen due to its high quantum yield and spectroscopic sensi-
tivity to the polarity of the local environment. In addition, one of several amphiphilic
quenching molecules allows measurement of the pyrene lateral diffusion in the mono-
layer via the change in the fluorescence decay due to the bimolecular quenching reaction
[164,165].

E. Microscopic Evaluation of Monolayers

The ability to image lateral heterogeneity in Langmuir monolayers dates back
to Zocher and Stiebel’s 1930 study with divergent light illumination [166]. More
recently the focus shifted toward the use of fluorescence microscopy of mono-
layers containing a small amount of fluorescent dye [167]. Even in single-com-
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Fig. IV-15. A fluorescence micrograph showing the chiral solid domains formed in a
mixture of the two enantiomers of dipalmitoylphosphatidylcholine (DPPC) at a pressure
of 9 dyn/cm and average molecular area of 70 AZ. (From Ref. 169.)

ponent monolayers, the dye generally has a different solubility or fluorescence
quantum yield in coexisting phases, providing ample contrast to image phase
domains as shown in Fig. IV-15. Studies of this kind have elucidated the nature
of the phase transitions [168], domain shapes [169], and domain organization
into periodic arrays [170]. A concern in these studies is the influence of the dye
on the phase behavior. Confirming studies with electron microscopy on trans-
ferred films and ellipsometric and Brewster angle microscopy (described below)
prove that the observations are not affected by the small amounts of dye used.
The dye, however, does influence the area fraction of the dense phase near the
melting line because of its enrichment in the coexisting fluid phase due to its
virtual exclusion from the dense phase.

A newer and perhaps more useful application of ellipsometry to Langmuir
films is their lateral characterization via ellipsometric microscopy [146]. A sim-
ple modification of the null ellipsometer allows one to image features down to
10-pm resolution. Working with a fixed polarizer and analyzer, some domains
are at extinction while others are not and appear bright. This approach requires
no fluorescent label and can be applied to systems on reflective supports.

Brewster angle microscopy takes advantage of the reflectivity behavior of
light at an interface. This method relies on the fact that light passing from a
material of lower refractive index, nj into a medium of higher index n; will have
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zero p-polarized reflected light at the Brewster angle defined by tan 65 = n;/ny.
The reflectivity around the Brewster angle

tan(d, - 6,) |°
tan(fo + 0;)

1,(0) 5 2 _
10(0) _RP - IrPI -

(IV-33)

depends on the angle of incidence, 6y and the angle of refraction, 6,, related
through Snell’s law (ng sin 8o = n, sin §,). Adding a thin film to the interface
creates multiple reflections at the air—film (0-1) and film—water (1-2) interfaces,
producing a reflectivity

-2if
_ rop + ria€

that depends on the film index, n; and thickness, d through 8 = (2x dn;/\) cos 6.
Thus, operating a Brewster angle microscope at the Brewster angle for a clean
air-water interface allows one to image monolayers; the brightness of the
reflected light will increase with n; and 4 [171]. In addition, this method yields
information on the tilt and bond orientational order in monolayer domains
through analysis of the optical anisotropy observed in the depolarization of the
reflected light [172,173].

F. Diffraction Studies

Grazing incidence x-ray diffraction has been used to characterize a variety of
monolayers [174—177]. In this experiment, synchrotron radiation (wavelength
around 1.4-2 A™") is directed at a Langmuir trough at a small angle below the
critical angle for total external reflection; typical angles are several milliradi-
ans [176]. The resulting diffraction peaks due to the molecular packing in the
monolayer can be used to determine the degree of tilt and the intermolecular
distances. Lever-rule analysis provides a measure of the coexistence between
ordered (and tilted) domains and the disordered phase [178]. Recent studies of
fluorinated fatty acids show a smaller degree of tilt than in the hydrogenated
analogs and a first-order transition between the ordered condensed phase and
disordered dilute phase [176].

Electron diffraction studies are usually limited to transferred films (see Chap-
ter XV). One study on Langmuir films of fatty acids has used cryoelectron
microscopy to fix the structures on vitrified water [179]. Electron diffraction
from these layers showed highly twinned structures in the form of faceted crys-
tals.

The ability to contrast match the air with a mixture of water and heavy water
makes neutron reflectivity an attractive technique [180,181]. Under these con-
trast conditions the scattering arises from the monolayer alone and combining
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specular and off-specular measurements provides information about surface tex-
ture in collapsed monolayers [181].

4, States of Monomolecular Films

There has been much activity in the study of monolayer phases via the
new optical, microscopic, and diffraction techniques described in the previ-
ous section. These experimental methods have elucidated the unit cell struc-
ture, bond orientational order and tilt in monolayer phases. Many of the con-
densed phases have been classified as mesophases having long-range corre-
lational order and short-range translational order. A useful analogy between
monolayer mesophases and the smectic mesophases in bulk liquid crystals aids
in their characterization (see [182]).

The three general states of monolayers are illustrated in the pressure-area
isotherm in Fig. IV-16. A low-pressure gas phase, G, condenses to a liquid
phase termed the liguid-expanded (LE or L) phase by Adam [183] and Harkins
[9]. One or more of several more dense, liquid—condensed phase (LC) exist at
higher pressures and lower temperatures. A solid phase (S) exists at high pres-
sures and densities. We briefly describe these phases and their characteristic
features and transitions; several useful articles provide a more detailed descrip-
tion [184-187].

A. Gaseous Films

A film at low densities and pressures obeys the equations of state described
in Section III-7. The available area per molecule is large compared to the cross-
sectional area. The film pressure can be described as the difference in osmotic
pressure acting over a depth, 7, between the interface containing the film and
the pure solvent interface [188-190].

Fig. IV-16. A schematic pressure area isotherm illustrating the general states of mono-
layers.
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In this model, a gaseous film is considered to be a dilute surface solution of
surfactant in water and Eq. ITI-108 can be put in the form

RT
TosT=F = A In fiN} (IV-35)
[

where 7 is the thickness of the surface phase region and A is the molar area of
the solvent species (strictly A = (9A/9n})r); f is the activity coefficient of the
solvent in the surface phase (near unity — Gaines gives values of 1.01 — 1.02
for pentadecanoic acid films). We assume the geometric area A = A\n} + Aynj
to obtain

RT A,
= — 1 —_— —1 H IV‘
T yy n(1+1—A21‘2) nf,] (IV-36)

where I'; is moles of film material per unit area; A is known from the estimated
molecular area of water, 9.7 Az’ and A, can either be estimated, thus allowing
calculation of f3, or left as an empirical parameter. A regular solution model
using statistical mechanics has been described by Popielawski and Rice [191].

The alternative approach is to treat the film as a nonideal two-dimensional
gas. One may use an appropriate equation of state, such as Eq. III-104. Alter-
natively, the formalism has been developed for calculating film activity coeffi-
cients as a function of film pressure [192].

B. Gas—Liquid Transitions

On compression, a gaseous phase may condense to a liquid-expanded, L,
phase via a first-order transition. This transition is difficult to study experi-
mentally because of the small film pressures involved and the need to avoid
any impurities [76,193]. There is ample evidence that the transition is clearly
first-order; there are discontinuities in 7—o plots, a latent heat of vaporization
associated with the transition and two coexisting phases can be seen. Also, fluc-
tuations in the surface potential [194] in the two phase region indicate two-
phase coexistence. The general situation is reminiscent of three-dimensional
vapor-liquid condensation and can be treated by the two-dimensional van der
Waals equation (Eq. III-104) [195] or statistical mechanical models [191].

McConnell et al. [196] and Andelman and co-workers have predicted [197,198] an
ordered array of liquid domains in the gas-liquid coexistence regime caused by the
dipole moment difference between the phases. These superstructures were observed in
monolayers of dipalmitoyl phosphatidylcholine monolayers [170].

One may apply the two-dimensional analogue of the Clapeyron equation
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ar _ _AH (IV-37)
dT TAA
where AH is now the latent heat of vaporization of the L, state. Representative
values are 2, 3.2, and 9.5 kcal/mol for tridecylic, myristic and pentadecylic
acid, respectively [199]. Since the polar groups remain solvated in both the G
and L, phases, the latent heat of vaporization can be viewed as arising mainly
from the attraction between the hydrocarbon tails. It is understandable that these
latent heats are lower than those of the bulk materials.

At lower temperatures a gaseous film may compress indefinitely to a liquid-
condensed phase without a discernable discontinuity in the 7—o plot.

C. Condensed Phases

A rich family of condensed states of monomolecular films have been
revealed by optical and x-ray analysis of phases appearing only as subtle slope
changes in the 7—o plot. The generalized phase diagram presented by several
groups [184—187] contains the qualitative features presented in Fig. [V-17. The
phases in this diagram have been characterized according to liquid crystalline
smectic phases having stratified planes with varying degrees of orientational
order. We will describe these phases briefly; several reviews provide additional
information [184,186,187].

1. L. The liquid-expanded, L; phase is a two-dimensionally isotropic
arrangement of amphiphiles. This is in the smectic A class of liquidlike in-plane
structure. There is a continuing debate on how best to formulate an equation of
state of the liquid-expanded monolayer. Such monolayers are fluid and coherent,
yet the average intermolecular distance is much greater than for bulk liquids. A
typical bulk liquid is perhaps 10% less dense than its corresponding solid state,

L:

T

Fig. IV-17. A schematic phase diagram illustrating the condensed mesophases found
in monolayers of fatty acids and lipids.
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yet a liquid-expanded monolayer may exist at molecular areas twice that for
the solid-state monolayer. As noted by Gershfeld [200], various modifications
of the two-dimensional van der Waals equation can be successful in fitting data.
A statistical regular solution model [191] and Monte Carlo simulations based
on a lattice model [201] allow treatment of the first-order L;—G transition. A
mean-field model illustrates the influence of polymer molecules in the subphase
on the liquid-expanded L, to liquid-condensed L, phase transition.

2. L,. This is the primary liquid-condensed phase first considered by Adam
[183] and Langmuir [59] as a semisolid film having hydrated polar heads. Now
it is identified as the smectic I, or rotator phase, having short-range positional
order yet enough cross-sectional area to allow free rotation. The molecules are
tilted relative to the normal, and the tilt angle varies with pressure. L, films
generally exhibit a nearly linear regime in 7—o plots.

3. L,. This region has been divided into two subphases, L} and S*. The L3
phase differs from the L, phase in the direction of tilt. Molecules tilt toward
their nearest nelghbors in L; and toward next nearest neighbors in Lz (a smectic
F phase) The S* phase comprises the higher-r and lower-T part of Lj. This
phase is characterized by smectic H or a tilted herringbone structure and there
are two molecules (of different orientation) in the unit cell. Another phase hav-
ing a different tilt direction, L}, can appear between the L, and L] phases. A
new phase has been identified in the L} domain. It is probably a smectic L
structure of different azimuthal tilt than L [185].

4. LS. In the LS phase the molecules are oriented normal to the surface
in a hexagonal unit cell. It is identified with the hexatic smectic BH phase.
Chains can rotate and have axial symmetry due to their lack of tilt. Cai and Rice
developed a density functional model for the tilting transition between the L,
and LS phases [202]. Calculations with this model show that amphiphile-surface
interactions play an important role in determining the tilt; their conclusions
support the lack of tilt found in fluorinated amphiphiles [203].

5. S. Chains in the S phase are also oriented normal to the surface, yet the
unit cell is rectangular possibly because of restricted rotation. This structure is
characterized as the smectic E or herringbone phase. Schofield and Rice [204]
applied a lattice density functional theory to describe the second-order rotator
(LS)-herringbone (S) phase transition.

6. CS. The true two-dimensional crystal with chains oriented vertically exists
at Jow T and high 7 in the CS phase. This structure exhibits long-range trans-
lational order.

7. Surface Micelles. The possibility of forming clusters of molecules or
micelles in monolayer films was first proposed by Langmuir [59]. The mat-
ter of surface micelles and the issue of equilibration has been the subject of
considerable discussion [191,201,205-209]. Nevertheless, many 7—o isotherms
exhibit “nonhorizontal lines” unexplained by equations of state or phase mod-
els. To address this, Israelachvili [210] developed a model for 7—o curves where
the amphiphiles form surface micelles of N chains. The isotherm
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W-1) } (IV-38)

w—ﬂ[ 1 +
TN | (6-09) (01-00)

depends on ¢, the molecular area of an amphiphile in a micelle, and o, the
area of an amphiphile as a monomer defined by

o — N-1
al—aoz(a—ao)ll+((ac—60)) } (IV-39)
01— 0p
where o, is the critical micelle area where micelles first appear and can be
estimated from a model of micellization [210].

D. The Solid State

While most of the phases described above were “mesophases” [186] hav-
ing long range orientational order with short-range translational order, the CS
phase represented a truly crystalline solid, that is, one exhibiting long-range
translational order. Solid films generally appear as high-density rigid or plas-
tic layers. Most fatty acids and alcohols exhibit this type of film at sufficiently
low temperatures or with sufficiently long chain lengths. The 7 — o plots are
linear, extrapolating to 20.5 A? per molecule at 7 = 0, in the case of fatty
acids. This exceeds the value of 18.5 A2 obtained from the structure of three-
dimensional crystals but can be accounted for as the preferred surface pack-
ing [211,212]. Structure within the solvent subphase should also be important;
Garfias [213,214] has suggested that in solid monolayers of long-chain alcohols,
half of the water molecules in the surface layer are replaced by film molecules,
the whole forming a highly ordered structure.

Since the development of grazing incidence x-ray diffraction, much of the
convincing evidence for long-range positional order in layers has come from
this technique. Structural relaxations from distorted hexagonal structure toward
arelaxed array have been seen in heneicosanol [215]. Rice and co-workers com-
bine grazing incidence x-ray diffraction with molecular dynamics simulations
to understand several ordering transitions [178,215-219].

In particular, comparisons between fluorinated amphiphiles and their hydrogenated
counterparts reveal the influence of chain stiffness in the former producing solids having
molecules with constant tilt from close packing to coexistence [178). Molecular flexi-
bility is further probed in simulations of partially fluorinated alkane amphiphiles where
disorder in the hydrocarbon portion of the chain produces more disordered monolay-
ers than their purely hydrogenated or fluorinated counterparts [216]. Finally, a nonpo-
lar long-chain molecule, perfluoro-n-eicosane, forms stable monolayers much like their
amphiphilic counterparts [220]. Rice and co-workers suggest that van der Waals forces
(see Chapter VI) are sufficient to stabilize such a monolayer. Gao and Rice [216,221]
have studied the phase behavior of long-chain heterogeneous amphiphiles via grazing
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incidence x-ray scattering and molecular dynamics simulations. These monolayers, com-
posed of half-fluorinated alcoxybenzoic acid chains, form a phase exhibiting transla-
tional order between that of a liquid and a solid.

Grazing incidence excitation of a fluorescent probe in a phospholipid monolayer can
also be used to indicate order. The collective tilt of the molecules in a domain inferred
from such measurements is indicative of long-range orientational order [222].

E. Monolayer Collapse

At sufficiently high surface pressure a monolayer will “collapse” into three-
dimensional multilayer films. For example, 2-hydroxytetradecanoic acid col-
lapses at 68 dyn/cm with no observed decrease in pressure. Electron micro-
graphs such as those shown in Fig. IV-18a show ridges up to 2000 A in height
[223]. Collapsed films of calcium stearate show crystalline platelets whose
appearance depends somewhat on the shadowing method [224]. Possible col-
lapse sequences are shown in Fig. IV-18b. The collapse may follow a homoge-
neous nucleation mechanism followed by continued growth of bulk fragments
[225].

F. Domain Shapes and Interactions

The use of fluorescence and Brewster angle microscopy to study Langmuir
monolayers has revealed a rich morphology of coexisting phases in both single-
component and binary layers (see Section IV-3 and Refs. [167,168,184]. Cir-
cular domains sometimes form ordered arrays [196,197], while under differ-
ent conditions the circular shapes are unstable to higher harmonic shapes such
as those illustrated in Fig. IV-19 [226-230]. Another supercrystalline struc-
ture in coexisting domains is the “stripe phase” or alternating parallel stripes
[168,198,231]. Finally, the presence of chiral amphiphiles produces curved, spi-
ral domains as shown in Fig. IV-16 [168,170,232,233]. We briefly summarize
the physical basis for these shape transitions and refer interested readers to the
references cited above.

The free energy of a monolayer domain in the coexistence region of a phase
transition can be described as a balance between the dipolar electrostatic energy
and the line tension between the two phases. Following the development of
McConnell [168], a monolayer having n circular noninteracting domains of
radius R has a free energy

F o 2mkn( wlin £5 4 (IV-40)

) # IR
where the first term is proportional to i the difference in dipole density between
the domain and the surrounding phase, ¢ is the base of the natural logarithm,
and 6 is a distance comparable to the separation between dipoles that represents
an excluded region surrounding the domain. The second term is proportional
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to the line tension, A. The free energy is minimized at the equilibrium radius

3

]
Reg= 5= expl/u’] Iv-41)

showing explicitly the balance between dipolar interactions through x? and the
line tension. The dipole strength can be determined from the surface potential
as outlined in section IV-3B. The line tension, A, can be measured by studying
the relaxation of flow distortions to domains [234]. The distance é cannot be
measured directly but can be inferred from observations of domain sizes and
shapes [168].

In principle, compressing a monolayer should produce more domains of
radius Req, however; McConnell shows that in practice, domains grow to exceed
this radius. Once a domain grows to R = e'/*R,g, it becomes unstable toward
spontaneous deformation into an ellipse [227,235]. Larger domains are unsta-
ble toward transitions to shapes of n-fold symmetry as illustrated in Fig. IV-19,
where the instability occurs at a radius

R, =€ Ry (IV-42)

with Z3 = 11/3, Z4 = 11.76/3, Zs = 12.37/3.
As circular domains grow in size or number, the dipolar interactions between
them increase until they form a hexagonal array of spacing

172 1/3
[ @Rp)? 1
D= { T T (Iv-43)

thus if u = 1 debye/100 A%, R = 10 um, and T = 300 K, the spacing D = 130
pm [168].

Several groups have studied the structure of chiral phases illustrated in Fig. IV-15
[167,168]. These shapes can be understood in terms of an anisotropic line tension arising
from the molecular symmetry. The addition of small amounts of cholesterol reduces A
and produces thinner domains. Several studies have sought an understanding of the
influence of cholesterol on lipid domain shapes [168,196).

The effects of electric fields on monolayer domains graphically illustrates the repul-
sion between neighboring domains [236, 237). A model by Stone and McConnell for the
hydrodynamic coupling between the monolayer and the subphase produces predictions
of the rate of shape transitions [115,238].
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5. Mixed Films

The study of mixed films has become of considerable interest. From the theo-
retical side, there are pleasing extensions of the various models for single-com-
ponent films; and from the more empirical side, one moves closer to modeling
biological membranes. Following Gershfeld [200], we categorize systems as
follows:

1. Both components form insoluble monolayers.

a. Equilibrium between mixed condensed and mixed vapor phases can
be observed.

b. Only condensed phases are observed.

2. One component forms an insoluble monolayer, while the other is soluble.
Historically, the phenomenon is known as penetration.

3. Both components are soluble.

Category 3 was covered in Chapter III, and category 2 is treated later in this
section.

Condensed phases of systems of category 1 may exhibit essentially ideal
solution behavior, very nonideal behavior, or nearly complete immiscibility. An
illustration of some of the complexities of behavior is given in Fig. IV-20, as
described in the legend.

The thermodynamics of relatively ideal mixed films can be approached as
follows. It is convenient to define

Aﬂv = N|A| + N2A2 (IV—44)

where A| and A; are the molar areas at a given « for the pure components. An
excess area A., is then given by

Aex =A - Ay (Iv-45)

If an ideal solution is formed, then the actual molecular A is just A,, (and
Aex = 0). The same result obtains if the components are completely immiscible
as illustrated in Fig. IV-21 for a mixture of arachidic acid and a merocyanine
dye [116]. These systems are usually distinguished through the mosaic structure
seen in microscopic evaluation.

We may also define a free energy of mixing [240]. The alternative (and
equally acceptable) definition of G° given in Eq. III-87 is

G =E°-TS -ya (IV-46)

Differentiation and combination with Eq. III-73 yields
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Fig. IV-20. Film pressure—area plots for cerebronic acid (a long-chain a-hydroxy car-
boxylic acid) and cholesterol (see insert) and for an equimolar mixture. At low pressures
the x—o plot is close to that of the average (dashed line), an unanticipated kink then
appears, and finally, the horizontal portion probably represents ejection of the choles-
terol. (From Ref. 239.)
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Fig. IV-21. Surface pressure versus area for monolayers of immiscible components: a
monolayer of pure cadmium arachidate (curve 1) and monolayers of mixed merocyanine
dye, MC2, and cadmium arachidate of molar ratio r = 1:10 (curve 2); 1:5 (curve 3), 1:2
(curve 4), and pure MC2 (curve 5). The subphase is 2.5 x 107*M CdCl, pH = 5.5 at
20°C. Curve 3a (O) was calculated from curves 1 and S using Eq. IV-44. (From Ref,
[116}.)

dG* = -S°dT+ Z’“ dn; — 4 dy (IV-47)
At constant temperature and mole numbers
dG*’ = -2 dvy (IV-48)
Consider the mixing process

[, moles of film (1) at =] + [n, moles of film (2) at %]
= (mixed filmat x)

First, the films separately are allowed to expand to some low pressure, x*, and
by Eq. IV-48 the free energy change is

L w
AGT, = —N,j A dr—Nz-[ Ay dx
™ ™

The pressure s sufficiently low that the films behave ideally, so that on
mixing
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AGhy = RT(N; In Ny + N2 In Na)

The mixed film is now compressed back to

T
AGT;:I Apdr

L

AG*’ for the overall process is then

T
AG* = I (A2~ NiAs - NoAp)dr
T
+RT(N;In N, + N2 1n Ny) (IV-49)

and the excess free energy of mixing is thus
*0 "
AGex = j (A|2 - N|A| - N2A2)d1l' (IV—SO)
T‘

A plot of G¥, versus composition is shown in Fig. IV-22 for condensed films
of octadecanol with docosyl sulfate. Gaines [241] and Cadenhead and Demchak
[242] have extended the above approach, and the subject has been extended and
reviewed by Barnes and co-workers (see Ref. 243).

Barnes cautions about using the appropriate units (molecular area with mole
fraction, or area per unit mass with mass fraction) when analyzing area data
[244].

In the alternative surface phase approach, Eq. IV-36 may be expanded for
mixed films to give [245]

RT A(F2+T3)
=— ~Infi IV-51
T A, {ln[l+ 1—A2P2—A3P3] lnf,} ( )

Many groups, including Ries and Swift [247], Cadenhead and Miiller-Landau [248],
and Tajima and Gershfeld [249], have studied mixed films. A case of immiscibility at
low = is discussed by Cadenhead and co-workers [250]. Mixed films of a phospholipid
and a polysoap have been treated by Ter-Minassian-Saraga in terms of adsorption on a
linear adsorbent [251]. Motomura and co-workers [252] have developed a related ther-
modynamic approach to mixed films. Hendrikx [253] reports on the three-component
system of anionic soap—cationic soap—cetyl alcohol. A more complex ternary system
containing two lipids and palmitic acid is designed to mimic phospholipid biomem-
branes [254]. Shah and Shiao [255] discuss chain length compatibility of long-chain
alcohols. Mdbius [256] observed optical and w—o properties of monolayers incorporat-
ing dye molecules.
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Fig. IV-22. Excess free energy of mix-
ing of condensed films of octadecanol-
docosyl sulfate at 25°C, at various film
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There has been extensive activity in the study of lipid monolayers as discussed
above in Section IV-4E. Coexisting fluid phases have been observed via fluorescence
microscopy of mixtures of phospholipid and cholesterol where a critical point occurs
near 30 mol% cholesterol [257].

Category 2 mixed films, or those formed by penetration, have also been
of some interest. Here, a more or less surface-active constituent of the sub-
strate enters into a spread monolayer, in some cases to the point of diluting it
extensively. Thus monolayers of long-chain amines and of sterols are consid-
erably expanded if the substrate contains dissolved low-molecular-weight acids
or alcohols. A great deal of work has been carried out on the penetration of
sodium cetyl sulfate and similar detergent species into films of biological mate-
rials (e.g., Ref. 258). Pethica and co-workers [259] and Fowkes [260] studied
the penetration of cetyl alcohol films by sodium dodecyl sulfate, and Fowkes
[261] mixed monolayers of cetyl alcohol and sodium cetyl sulfate, using an
aqueous sodium chloride substrate to reduce the solubility of the detergent.
Lucassen-Reynders has applied equations of the type of Eq. IV-51 to systems
such as sodium laurate-lauric acid [262,263] and ones involving egg lecithin
films [264).

In actual practice the soluble component usually is injected into the substrate solution
after the insoluble monolayer has been spread. The reason is that if one starts with the
solution, the surface tension may be low enough that the monolayer will not spread
easily. McGregor and Barnes have described a useful injection technique [265].
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A difficulty in the physicochemical study of penetration is that the amount of
soluble component present in the monolayer is not an easily accessible quantity.
It may be measured directly, through the use of radioactive labeling (Section
I11-6) [263, 266], but the technique has so far been used only to a limited extent.

Two alternative means around the difficulty have been used. One, due to
Pethica [267] (but see also Alexander and Barnes [268]), is as follows. The
Gibbs equation, Eq. I1I-80, for a three-component system at constant tempera-
ture and locating the dividing surface so that Iy is zero becomes

dr=RTT}dIn as + RTT! d1n a, (IV-52)
f f s

where subscripts f and s denote insoluble monolayer and surfactant, respec-
tively, and a is the rational activity. We can eliminate the experimentally inac-
cessible In a; quantity from Eq. IV-52 as follows. The definition of partial molal
area is (4 /on))r, n = = A;, and we obtain from Eq. IV-48 (by differentiating with
respect to ny)

dln as ) —
RT( = (IV-53)
or J; - /

Combination with Eq. IV-52 gives

dm = RTT! d1n m (IV-54)

Ay "Af

where Ar = 1/ T'}, and since the surfactant solution is usually dilute, a; is approx-
imated by the molality m,. (A factor of 2 may appear in Eq. IV-54 if the surfac-
tant is ionic and no excess electrolyte is present—see Section III-6B.) Pethica
assumed that at a given film pressure A; would be the same in the mixed film as
in the pure film; Ay is just the experimental area per mole of film material in the
mixed film. The coefficient (dx/dIn my)r, ny could be obtained from the exper-
imental data, and I'! follows from Eq. IV- 54 Some plots of I'} versus m; are
shown in Fig. IV- 23 as calculated from these relationships [269], notice that
for a given Ay, the amount of penetration reaches a maximum. Barnes and co-
workers have pointed out certain approximations in the above treatment
[268,270]. See also Hall [271].

Still another manifestation of mixed-film formation is the absorption of organic
vapors by films. Stearic acid monolayers strongly absorb hexane up to a limiting ratio of
1:1 [272], and data reminiscent of adsorption isotherms for gases on solids are obtained,
with the surface density of the monolayer constituting an added variable.
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Fig. IV-23. Penetration of cholesterol monolayers by CTAB (hexadecyl-trimethylam-
monium bromide. [From D. M. Alexander, G. T. Barnes, M. A. McGregor, and K.
Walker, “Phenomena in Mixed Surfactant Systems,” in J. F. Scamehorn, ed., ACS Sym-
posium Series 311, p. 133, 1986 (Ref. 269). Copyright 1986, American Chemical Soci-

ety.]

6. Evaporation Rates through Monomolecular Films

An interesting consequence of covering a surface with a film is that the rate
of evaporation of the substrate is reduced. Most of these studies have been
carried out with films spread on aqueous substrates; in such cases the activity
of the water is practically unaffected because of the low solubility of the film
material, and it is only the rate of evaporation and not the equilibrium vapor
pressure that is affected. Barnes [273] has reviewed the general subject.

One procedure makes use of a box on whose silk screen bottom powdered
desiccant has been placed, usually lithium chloride. The box is positioned 1-2
mm above the surface, and the rate of gain in weight is measured for the film-
free and the film-covered surface. The rate of water uptake is reported as v =
m/ta, or in g/sec-cm?. This is taken to be proportional to (C,, — C,)/R, where
C\ and C, are the concentrations of water vapor in equilibrium with water and
with the desiccant, respectively, and R is the diffusional resistance across the
gap between the surface and the screen. Qualitatively, R can be regarded as
actually being the sum of a series of resistances corresponding to the various
diffusion gradients present:

Rlotal = Rsurface + Rﬁlm + Rdesiccam = RO + Reim (IV'SS)

Here R represents the resistance found with no film present. We can write
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Rim _ _co—cn(L-L)=c (-1 g
A= r= (Cu c,,)(vf vw>_cw( ) (IV-56)

where r is the specific evaporation resistance (sec/cm), and the subscripts f and
w refer to the surface with and without film, respectively. The general subject
can be treated in the theory of mass transfer across interfaces [274].

Some fairly typical results, obtained by LaMer and co-workers [275] are
shown in Fig. IV-24. At the higher film pressures, the reduction in evapora-
tion rate may be 60-90%—a very substantial effect. Similar results have been
reported for the various fatty acids and their esters [276,277]. Films of biologi-
cal materials may offer little resistance, as is the case for cholesterol [278] and
dimyristoylphosphatidylcholine (except if present as a bilayer) [279].

One application of evaporation retardation involves the huge water loss due to evapo-
ration from reservoirs [280]. The first attempts to use monolayers to reduce reservoir evap-
oration were made by Mansfield [281] in Australia; since then moderately successful tests
have been made in a number of locations. In most of these tests, cetyl alcohol was used as
an available surfactant offering a good compromise between specific resistance and rate of
spreading. High spreading rates are extremely important; a film must not only form easily
but must do so against wind friction and must heal ruptures caused by waves or boat wakes.
Also the material must not be rapidly biodegraded and it must not interfere with aquatic

400 | T T T T T
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Fig. IV-24. Effect of alky! chain length of n-alcohols on the resistance of water evap-
oration at 25°C. (From Ref. 275.)
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life through prevention of areation of the water. An analysis of the effect of environ-
mental conditions on evaporation control has been made by Barnes [282].

Barnes and co-workers have studied mixed-monolayer systems [278,281,283,284]
and found some striking nonidealities. Mixed films of octadecanol and cholesterol, for
example, show little evaporation resistance if only 10% cholesterol is present [278]
apparently due to an uneven granular microstructure in films with cholesterol [284].
Another study of cellulose decanoate films showed no correlation between holes in
the monolayer and permeation rate [285]. Polymerized surfactants make relatively poor
water evaporation retarders when compared to octadecanol [286]. There are problems
in obtaining reproducible values for r [287] due to impurities in the monolayer material
or in the spreading solvent.

A potentially serious problem to quantitative analysis is that evaporation
cools the water layers immediately below the surface, the cooling being less
if there is retardation (see Ref. 288). There is also a problem in determining
absolute v values, that is, evaporation rates into vacuum. Ideally, this is given
by Eq. III-22, but this involves the assumption that molecules hitting the sur-
face from the gas phase stick with unitary efficiency or, alternatively, that the
evaporation coefficient a is unity (see Refs. 273, 289); « values for water have
ranged from 107> to 1! It is easier to deal with net evaporation rates or r val-
ues. The temperature dependence of r gives an apparent activation energy, and
the increment per CH, group is about 200 cal/mol in the case of long-chain
alcohols, but the variation is pressure dependent and in a way that suggests that
the energy requirement is one of forming a hole in a close-packed monolayer
[273, 280]. The “accessible” area, a =4 — an}’ is a [273, 280] good correlat—
ing parameter, where ny is the moles of film material of actual molar area Af,
suggesting that v = a/4, or

o ACw (i - 1) oav-sn

Uy a

Barnes and Hunter [290] have measured the evaporation resistance across
octadecanol monolayers as a function of temperature to test the appropriate-
ness of several models. The experimental results agreed with three theories;
the energy barrier theory, the density fluctuation theory, and the accessible area
theory. A plot of the resistance times the square root of the temperature against
the area per molecule should collapse the data for all temperatures and pres-
sures as shown in Fig. IV-25. A similar temperature study on octadecylurea
monolayers showed agreement with only the accessible area model [291].

7. Dissolution of Monolayers

The rate of dissolving of monolayers constitutes an interesting and often
practically important topic. It affects, for example, the rate of loss of monolayer
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Fig. IV-25. The evaporation resistance multiplied by the square root of temperature
versus area per molecule for monolayers of octadecanol on water illustrating agreement
with the accessible area model. (From Ref, 290.)

material used in ev