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Foreword

Risk Theory has been identified and recognized as an important part of actuarial
education; this is for example documented by the Syllabus of the Society of
Actuaries and by the recommendations of the Groupe Consultatif. Hence it is
desirable to have a diversity of textbooks in this area.

I welcome the arrival of this new text in risk theory, which is original in several
respects. In the language of figure skating or gymnastics, the text has two parts, the
compulsory part and the free-style part. The compulsory part includes Chapters
1-4, which are compatible with official material of the Society of Actuaries.
This feature makes the text also useful to students who prepare themselves for
the actuarial exams. Other chapters are more of a free-style nature, for example
Chapter 10 (Ordering of Risks, a speciality of the authors). And I would like to
mention Chapter 8 in particular: to my knowledge, this is the first text in risk theory
with an introduction to Generalized Linear Models.

Special pedagogical efforts have been made throughout the book. The clear
language and the numerous exercises are an example for this. Thus the book can
be highly recommended as a textbook.

I congratulate the authors to their text, and I would like to thank them also in the
name of students and teachers that they undertook the effort to translate their text
into English. I am sure that the text will be successfully used in many classrooms.

H.U. Gerber Lausanne, October 3, 2001



Preface

This book gives a comprehensive survey of non-life insurance mathematics. It was
originally written for use with the actuarial science programs at the Universities
of Amsterdam and Leuven, but its Dutch version has been used at several other
universities, as well as by the Dutch Actuarial Society. It provides a link to the
further theoretical study of actuarial science. The methods presented can not only
be used in non-life insurance, but are also effective in other branches of actuarial
science, as well as, of course, in actuarial practice.

Apart from the standard theory, this text contains methods that are directly rele-
vant for actuarial practice, for instance the rating of automobile insurance policies,
premium principles and IBNR models. Also, the important actuarial statistical
tool of the Generalized Linear Models is presented. These models provide extra
features beyond ordinary linear models and regression which are the statistical
tools of choice for econometricians. Furthermore, a short introduction is given to
credibility theory. Another topic which always has enjoyed the attention of risk
theoreticians is the study of ordering of risks.

The book reflects the state of the art in actuarial risk theory. Quite a lot of the
results presented were published in the actuarial literature only in the last decade
of the previous century.

Models and paradigms studied

An essential element of the models of life insurance is the time aspect. Between
paying premiums and collecting the resulting pension, some decennia generally
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viii PREFACE

elapse. This time-element is less prominently present in non-life insurance math-
ematics. Here, however, the statistical models are generally more involved. The
topics in the first five chapters of this textbook are basic for non-life actuarial
science. The remaining chapters contain short introductions to some other topics
traditionally regarded as non-life actuarial science.

1. The expected utility model

The very existence of insurers can be explained by way of the expected utility
model. In this model, an insured is a risk averse and rational decision maker, who
by virtue of Jensen’s inequality is ready to pay more than the expected value of
his claims just to be in a secure financial position. The mechanism through which
decisions are taken under uncertainty is not by direct comparison of the expected
payoffs of decisions, but rather of the expected utilities associated with these pay-
offs.

2. The individual risk model

In the individual risk model, as well as in the collective risk model that follows
below, the total claims on a portfolio of insurance contracts is the random variable
of interest. We want to compute, for instance, the probability that a certain capital
will be sufficient to pay these claims, or the value-at-risk at level 95% associated
with the portfolio, being the 95% quantile of its cumulative distribution function
(cdf). The total claims is modelled as the sum of all claims on the policies, which
are assumed independent. Such claims cannot always be modelled as purely dis-
crete random variables, nor as purely continuous ones, and we provide a notation
that encompasses both these as special cases. The individual model, though the
most realistic possible, is not always very convenient, because the available data
is used integrally and not in any way condensed. We study other techniques than
convolution to obtain results in this model. Using transforms like the moment
generating function helps in some special cases. Also, we present approximations
based on fitting moments of the distribution. The Central Limit Theorem, which
involves fitting two moments, is not sufficiently accurate in the important right-
hand tail of the distribution. Hence, we also look at two more refined methods
using three moments: the translated gamma approximation and the normal power
approximation.

3. Collective risk models

A model that is often used to approximate the individual model is the collective risk
model. In this model, an insurance portfolio is viewed as a process that produces
claims over time. The sizes of these claims are taken to be independent, identically
distributed random variables, independent also of the number of claims generated.
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This makes the total claims the sum of a random number of iid individual claim
amounts. Usually one assumes additionally that the number of claims is a Poisson
variate with the right mean. For the cdf of the individual claims, one takes an
average of the cdf’s of the individual policies. This leads to a close fitting and
computationally tractable model. Several techniques, including Panjer’s recursion
formula, to compute the cdf of the total claims modelled this way are presented.

4. The ruin model

In the ruin model the stability of an insurer is studied. Starting from capital u© at
time ¢ = 0, his capital is assumed to increase linearly in time by fixed annual
premiums, but it decreases with a jump whenever a claim occurs. Ruin occurs
when the capital is negative at some point in time. The probability that this ever
happens, under the assumption that the annual premium as well as the claim gen-
erating process remain unchanged, is a good indication of whether the insurer’s
assets are matched to his liabilities sufficiently well. If not, one may take out more
reinsurance, raise the premiums or increase the initial capital.

Analytical methods to compute ruin probabilities exist only for claims distribu-
tions that are mixtures and combinations of exponential distributions. Algorithms
exist for discrete distributions with not too many mass points. Also, tight upper and
lower bounds can be derived. Instead of looking at the ruin probability, often one
just considers an upper bound for it with a simple exponential structure (Lundberg).

S. Premium principles

Assuming that the cdf of a risk is known, or at least some characteristics of it like
mean and variance, a premium principle assigns to the risk a real number used as
a financial compensation for the one who takes over this risk. Note that we study
only risk premiums, disregarding surcharges for costs incurred by the insurance
company. By the law of large numbers, to avoid eventual ruin the total premium
should be at least equal to the expected total claims, but additionally, there has to
be a loading in the premium to compensate the insurer for being in a less safe posi-
tion. From this loading, the insurer has to build a reservoir to draw upon in adverse
times, so as to avoid getting in ruin. We present a number of premium principles,
together with the most important properties that can be attributed to premium
principles. The choice of a premium principle depends heavily on the importance
attached to such properties. There is no premium principle which is uniformly best.

6. Bonus-malus systems

With some types of insurance, notably car insurance, charging a premium based
exclusively on factors known a priori is insufficient. To incorporate the effect of
risk factors of which the use as rating factors is inappropriate, such as race or quite
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often sex of the policy holder, and also of non-observable factors, such as state of
health, reflexes and accident proneness, many countries apply an experience rating
system. Such systems on the one hand use premiums based on a priori factors such
as type of coverage and catalogue price or weight of a car, on the other hand they
adjust these premiums by use of some kind of bonus-malus system, where one gets
more discount after a claim-free year, but pays a higher premium after filing one
or more claims. In this way, premiums are charged that reflect the exact driving
capabilities of the driver better. The situation can be modelled as a Markov chain.

7. Credibility theory

The claims experience on a policy may vary by two different causes. The first
is the quality of the risk, expressed through a risk parameter. This represents the
average annual claims in the hypothetical situation that the policy is monitored
without change over a very long period of time. The other is the purely random
good and bad luck of the policyholder that results in yearly deviations from the
risk parameter. Credibility theory assumes that the risk quality is a drawing from
a certain structure distribution, and that conditionally given the risk quality, the
actual claims experience is a sample from a distribution having the risk quality as
its mean value. The predictor for next year’s experience that is linear in the claims
experience and optimal in the sense of least squares turns out to be a weighted
average of the claims experience of the individual contract and the experience for
the whole portfolio. The weight factor is the credibility attached to the individual
experience, hence it is called the credibility factor, and the resulting premiums are
called credibility premiums. As a special case, we study a bonus-malus system for
car insurance based on a gamma-Poisson mixture model.

8. Generalized linear models

Many problems in actuarial statistics can be written as Generalized Linear Mod-
els (GLM). Instead of assuming the error term to be normally distributed, other
types of randomness are allowed as well, such as Poisson, gamma and binomial.
Moreover, the expected value of the dependent variable is not necessarily linear
in the regressors, but it may also be equal to a function of a linear form of the
covariates, for instance the logarithm. In this last case, one gets the multiplicative
models which are appropriate in most insurance situations.

This way, one can for instance tackle the problem of estimating the reserve to
be kept for IBNR claims, see below. But one can also easily estimate the premiums
to be charged for drivers from region ¢ in bonus class j with car weight w.

In credibility models, there are random group effects, but in GLM’s the effects
are fixed, though unknown. For the latter class of problems, software is available
that can handle a multitude of models.
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9. IBNR techniques

An important statistical problem for the practicing actuary is the forecasting of the
total of the claims that are Incurred, But Not Reported, hence the acronym IBNR,
or not fully settled. Most techniques to determine estimates for this total are based
on so-called run-off triangles, in which claim totals are grouped by year of origin
and development year. Many traditional actuarial reserving methods turn out to be
maximum likelihood estimations in special cases of GLM’s.

10. Ordering of risks

It is the very essence of the actuary’s profession to be able to express preferences
between random future gains or losses. Therefore, stochastic ordering is a vital
part of his education and of his toolbox. Sometimes it happens that for two losses
X and Y, it is known that every sensible decision maker prefers losing X, because
Y is in a sense ‘larger’ than X. It may also happen that only the smaller group of
all risk averse decision makers agree about which risk to prefer. In this case, risk
Y may be larger than X, or merely more ‘spread’, which also makes a risk less at-
tractive. When we interpret ‘more spread’ as having thicker tails of the cumulative
distribution function, we get a method of ordering risks that has many appealing
properties. For instance, the preferred loss also outdoes the other one as regards
zero utility premiums, ruin probabilities, and stop-loss premiums for compound
distributions with these risks as individual terms. It can be shown that the collec-
tive model of Chapter 3 is more spread than the individual model it approximates,
hence using the collective model, as a rule, leads to more conservative decisions
regarding premiums to be asked, reserves to be held, and values-at-risk. Also, we
can prove that the stop-loss insurance, proven optimal as regards the variance of
the retained risk in Chapter 1, is also preferable, other things being equal, in the
eyes of all risk averse decision makers.

Sometimes, stop-loss premiums have to be set under incomplete information.
We give a method to compute the maximal possible stop-loss premium assuming
that the mean, the variance and an upper bound for a risk are known.

In the individual and the collective model, as well as in ruin models, we assume
that the claim sizes are stochastically independent non-negative random variables.
Sometimes this assumption is not fulfilled, for instance there is an obvious depen-
dence between the mortality risks of a married couple, between the earthquake
risks of neighboring houses, and between consecutive payments resulting from a
life insurance policy, not only if the payments stop or start in case of death, but
also in case of a random force of interest. We give a short introduction to the risk
ordering that applies for this case. It turns out that stop-loss premiums for a sum
of random variables with an unknown joint distribution but fixed marginals are
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maximal if these variables are as dependent as the marginal distributions allow,
making it impossible that the outcome of one is ‘hedged’ by another.

Educational aspects

As this text has been in use for more than a decade at the University of Amsterdam
and elsewhere, we could draw upon a long series of exams, resulting in long lists
of exercises. Also, many examples are given, making this book well-suited as a
textbook. Some less elementary exercises have been marked by [#] , and these
might be skipped.

The required mathematical background is on a level such as acquired in the first
stage of a bachelors program in quantitative economics (econometrics or actuarial
science), or mathematical statistics, making it possible to use the book either in
the final year of such a bachelors program, or in a subsequent masters program in
either actuarial science proper or in quantitative financial economics with a strong
insurance component. To make the book accessible to non-actuaries, notation
and jargon from life insurance mathematics is avoided. Therefore also students
in applied mathematics or statistics with an interest in the stochastic aspects of
insurance will be able to study from this book. To give an idea of the mathematical
rigor and statistical sophistication at which we aimed, let us remark that moment
generating functions are used routinely, while characteristic functions and measure
theory are avoided. Prior experience with regression models is not required, but
helpful.

As a service to the student help is offered, in a separate section at the end of
the book, with most of the exercises. It takes the form of either a final answer to
check one’s work, or a useful hint. There is an extensive index, and the tables that
might be needed on an exam are printed in the back. The list of references is not
a thorough justification with bibliographical data on every result used, but more a
list of useful books and papers containing more details on the topics studied, and
suggesting further reading.

Ample attention is given to computing techniques, but there is also attention
for old fashioned approximation methods like the Central Limit Theorem (CLT).
These methods are not only fast, but also often prove to be surprisingly accurate,
and moreover they provide solutions of a parametric nature such that one does not
have to recalculate everything after a minor change in the data. Also, we want to
stress that ‘exact’ methods are as exact as their input. The order of magnitude of
errors resulting from inaccurate input is often much greater than the one caused
by using an approximate method.

The notation used in this book conforms to what is usual in mathematical
statistics as well as non-life insurance mathematics. See for instance the book by
Bowers et al. (1986), the non-life part of which is similar in design to the first part
of this book.
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About this translation

This book is a translation of the Dutch book that has been in use on several uni-
versities in The Netherlands and Belgium for more than ten years. Apart from a
few corrections and the addition of a section on convex order and comonotonic
risks which have gotten in vogue only in the short period since the second edition
of the Dutch version appeared, it has remained largely the same, except that the
Dutch and Belgian bonus-malus systems of Chapter 6 were replaced by a generic
bonus-malus system.
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Utility theory and insurance

1.1 INTRODUCTION

The insurance industry exists because people are willing to pay a price for being
insured which is higher than their expected claims. As a result, an insurer collects
a premium that is larger than the expected claim size. In this chapter, we sketch
an economic theory that explains why insureds are willing to pay a premium that
is larger than the net premium, i.e., the mathematical expectation of the insured
loss. The theory that explains this phenomenon postulates that a decision maker,
generally without being aware of it, attaches a value u(w) to his wealth w instead of
justw, whereu(+) is called his wrility function. If the decision maker has to choose
between random losses X and Y, then he compares Efu(w— X)] with E[u(w—Y"))
and chooses the loss with the highest expected utility. With this model, the insured
with wealth w is able to determine the maximum premium P* he is prepared
to pay for a random loss X. This is done by solving the equilibrium equation
Efu(w — X)] = u(w — P). At the equilibrium, he doesn’t care, in terms of utility,
whether he is insured or not. The model applies to the other party involved as well.
The insurer, with his own utility function and perhaps supplementary expenses,
will determine a minimum premium P~. If the insured’s maximum premium P+
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is larger than the insurer’s minimum premium P~, both parties involved increase
their utility if the premium is between P~ and P*.

Although itis impossible to determine a person’s utility function exactly, we can
give some plausible properties of it. For instance, more wealth generally implies a
larger utility level, so u(w) should be a non-decreasing function. It is also logical
that ‘reasonable’ decision makers are risk averse, which means that they prefer
a fixed loss over a random loss that has the same expected value. We will define
some classes of utility functions which possess these properties and study their
advantages and disadvantages.

Suppose that an insured can choose between an insurance policy with a fixed
deductible and another policy with the same expected payment by the insurer
and with the same premium. It can be shown that it is better for the insured to
choose the former policy. If a reinsurer is insuring the total claim amount of an
insurer’s portfolio of risks, then the insurance with a fixed maximal own risk is
called a stop-loss reinsurance. From the theory of ordering of risks, we will see
that this type of reinsurance is optimal for risk averse decision makers. In this
chapter, we will prove that a stop-loss reinsurance results in the smallest variance
of the retained risk. We will also discuss a situation where the insurer prefers a
proportional reinsurance, with a reinsurance payment proportional to the claim
amount.

1.2 THE EXPECTED UTILITY MODEL

Imagine that an individual runs the risk of losing an amount B with probability
0.01. He can insure himself against this loss, and is willing to pay a premium P
for this insurance policy. How are B and P related? If B is very small, then P will
be hardly larger than 0.01 B. However, if B is somewhat larger, say 500, then P
will be a little larger than 5. If B is very large, P will be a lot larger than 0.015,
since this loss could result in bankruptcy. So clearly, the premium for a risk is not
homogeneous, 1.e., not proportional to the risk.

Example 1.2.1 (St. Petersburg paradox)

For a price P, one may enter the following game. A fair coin is tossed until a head
appears. If this takes 7 trials, the gain is an amount 2", Therefore, the expected
gain from the game equals > 2, 2”(%)" = oo. Still, unless P is small, it turns
out that very few are willing to enter the game, which means no one merely looks
at expected profits. v
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In economics, the model developed by Von Neumann & Morgenstern (1947)
describes how decision makers choose between uncertain prospects. If a decision
maker is able to choose consistently between potential random losses X, then
there exists a utility function u(-) to appraise the wealth w such that the decisions
he makes are exactly the same as those resulting from comparing the losses X
based on the expectation E[u(w — X)]. In this way, a complex decision is reduced
to the comparison of real numbers.

For the comparison of X with Y, the utility function u(z) and its linear transform
au(zx) + b for some a > 0 are equivalent, since they result in the same decision:

E[u(w — X)] < Elu(w — Y)] if and only if

Elau(w — X) + b] < Elau(w — Y) + b]. (1.1)

So from each class of equivalent utility functions, we can select one, for instance
by requiring that u(0) = 0 and (1) = 1. Assuming %'(0) > 0, we could also use
the utility function v(-) with v(0) = 0 and v'(0) = 1:

’U(l‘) — U(IIZ) — U(O)

ECON o

It is impossible to determine which utility functions are used ‘in practice’. Utility
theory merely states the existence of a utility function. We could try to reconstruct
a decision maker’s utility function from the decisions he takes, by confronting
him with a large number of questions like: "Which premium P are you willing to
pay to avoid a loss 1 that could occur with probability ¢"? Then, with »(0) = 0,
u(—1) = —1 and initial wealth 0, we find out for which value of P we have

u(=P) = (1 - q)u(0) + qu(-1) = —¢. (1.3)

In practice, we would soon experience the limitations of utility theory: the deci-
sion maker will grow increasingly irritated as the interrogation continues and his
decisions will become inconsistent, for instance because he asks a larger premium
for a smaller risk or a totally different premium for nearly the same risk. Mistakes
of this kind are inevitable, unless the decision maker is explicitly using a utility
function.

Example 1.2.2 (Risk loving versus risk averse)
Suppose that a person owns a capital w and that he values his wealth by the utility
function u(-). He is given the choice of losing the amount b with probability % or
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just paying a fixed amount %b. He chooses the former if b = 1, the latter if b = 4,
and if b = 2 he doesn’t care. Apparently the person likes a little gamble, but he’s
afraid of a larger one, like someone with a fire insurance policy who takes part in
a lottery. What can be said about the utility function w(-)?

The value of w is irrelevant in this case: we can choose w = 0 by switching to
a utility function shifted over a distance w. Furthermore, we assume that u(0) =
0 and u(—-1) = —1. The decision maker is indifferent between a loss 2 with
probability% and a fixed loss 1 (b = 2). This implies that

w(=1) = %{U(O) +u(=2)}. (1.4)
Forb =1 andb = 4, we have apparently
u(——;—) < %{u(O) Fu(-1)) and u(=2)> %{u(O) Fu(=4)}. (1.5

Because of these inequalities, thefunction u(-) is neither convex, nor concave. Note
that we use the term convex function for what is currently known as a function
which is ‘concave up’, and concave for ‘concave down’.

Since u(0) = 0and u(—1) = —1,(1.4) and (1.5) yield

1 1
u(—2) = -2, “(_5) < -3 and u(—4) < —4. (1.6)
A smooth curve through these five points lies below the diagonal for —1 < z < 0
and < —2, and above the diagonal for z € (-2, —1). \%

We assume that utility functions are non-decreasing, although the reverse is con-
ceivable, for instance in the event of capital levy. Hence, the marginal utility is
non-negative:u'(z) < 0. An important class of decision makers are the risk averse
ones. They have a decreasing marginal utility, so u”(z) < 0. Note that we will
not be very rigorous in distinguishing between the notions increasing and non-
decreasing. If needed, we will use the phrase ‘strictly increasing’. To explain why
such decision makers are called risk averse, we use the following fundamental
theorem (for a proof, see Exercises 1.2.1 and 1.2.2):

Theorem 1.2.3 (Jensen’s inequality)
Ifv(z) is a convex function and Y is a random variable, then

Elo(Y)] 2 v(E[Y]), (1.7
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with equality if and only if v(-) is linear on the support of ¥ or Var[¥Y]=0. WV

From this inequality, it follows that for a concave utility function
Elu(w — X)] < u(Elw — X]) = u(w — E[X]). (1.8)

So this particular decision maker is rightly called risk averse: he prefers to pay a
fixed amount E[X] instead of a risky amount X.

Now, suppose that a risk averse insured with capital w uses the utility function
u(+). Assuming he is insured against a loss X for a premium P, his expected utility
will increase if

Efu(w — X)] < u(w — P). (1.9)

Since u(-) is a non-decreasing continuous function, this is equivalent to P < P¥,
where P* denotes the maximum premium to be paid. It is the solution to the
following utility equilibrium equation

Elu(w — X)] = u(w — P*). (1.10)

The insurer, with utility function U(-) and capital W, will insure the loss X for a
premium P if ElU(W + P — X)] > U(W), hence P > P~ where P~ denotes
the minimum premium to be asked. This premium follows from solving the utility
equilibrium equation reflecting the insurer’s position:

U(W) =E[UW + P~ - X)) (1.11)

A deal improving the expected utility for both sides will be possible if P+ > P~.

From a theoretical point of view, insurers are often considered to be virtually
risk neutral. So for any risk X, disregarding additional costs, a premium E[X] is
sufficient. Therefore,

E[U(W + E[X] — X)] = U(W) for any risk X. (1.12)

In Exercise 1.2.3 it is proven that this entails that the utility function U{x) must
be linear.

Example 1.2.4 (Risk aversion coefficient)

Given the utility function u(z), how can we approximate the maximum premium
P for arisk X?
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Let s and o2 denote the mean and variance of X. Using the first terms in the
series expansion of u(-) in w — p, we obtain

ww — P*) = u(w — p) + (p— PP (w — p);

w(w = X) e u(w — )+ (= X)w(w = ) + = (= X)2"(w — p).

2
(1.13)
Taking expectations on both sides of the latter approximation yields
1
Elu(w — X)] =~ u(w — p) + §a2u”(w — u). (1.14)
Substituting (1.10) into (1.14), it follows from (1.13) that
1
5o U (w = p) ~ (p = P (w — ). (1.15)
Therefore, the maximum premium P for a risk X is approximately
1 " _
S LA Clal D) (1.16)
2 w(w—p)

This suggests the following definition: the (absolute) risk aversion coefficient T{w)
of the utility function u(-) at a wealth w is given by

u/l(w)
=— ; 1.17
r(w) u/(w) ( )
Then the maximum premium P to be paid for a risk X is approximately
+ 1 5
P %u+§r(w—u)a . (1.18)

Note that (w) does not change when u(z) is replaced by a u(z) + b. From (1.18),
we see that the risk aversion coefficient indeed reflects the degree of risk aversion:
the more risk averse one is, the larger the premium one is prepared to pay. v
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1.3 CLASSES OF UTILITY FUNCTIONS

Besides the linear functions, other families of suitable utility functions exist which
have interesting properties:

linear utility: u(w) =

quadratic utility: u(w) = (a —w)? (w<a)

logarithmic utility: u(w) = log(a + w) (w>—a) (1.19)
exponential utility: u(w) = —ae™ ™V (a > 0)

power utility: u(w) = (w>0,0<c<])

These utility functions, and of course their linear transforms as well, have a non-
negative and non-decreasing marginal utility; for the quadratic utility function, we
setu(w) = 0 ifw > «. The risk aversion coefficient for the linear utility function
is 0, while for the exponential utility function, it equals «. For the other utility
functions, it can be written as (y + Bw)~! for some v and 3, see Exercise 1.3.1.

Example 1.3.1 (Exponential premium)
Suppose that an insurer has an exponential utility function with parameter cc. What
is the minimum premium P~ to be asked for a risk X?

Solving the equilibrium equation (1.11) with U(z) = —ae™** yields

P = %log(mx(a)), (1.20)

where m x (a) = E[e®®] is the moment generating function of X at argument c.
We observe that this exponential premium is independent of the insurer’s current
wealth W, in line with the risk aversion coefficient being a constant.

The expression for the maximum premium P* is the same as (1.20), see
Exercise 1.3.3, but now of course « represents the risk aversion of the insured.
Assume that the loss X is exponentially distributed with parameter 3. Taking
B = 0.01 yields E{X] = % = 100. If the insured’s utility function is exponential
with parameter o = 0.005, then

1
Pt = = log(mx (a)) = 2001log ( ) = 200log(2) ~ 138.6,  (1.21)

B
43— a

so the insured is willing to accept a sizable loading on the net premium E[X].
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The approximation (1.18) from Example 1.2.4 yields
1
Pt ~E[X] + iaVar[X] = 125. (1.22)
Obviously, the approximation (1.22) is decreasing with «, but also the premium
(1.20) is decreasing if X is a non-negative random variable with finite variance,
as we will prove next. Let
v(z) = /7 (1.23)

with 0 < a < 7. Then, v(-)is astrictly concave function. From Jensen’s inequality,
it follows that

v(E[Y]) > E[u(Y)] (1.24)

for any random variable Y with Var[Y] > 0. Choosingy = exp(vX) yields
v(Y) = exp(aX), and

(BN = {EVD} = @YD) > B = (BN}

(1.25)
Therefore,
{mx ()}’ < {mx(7)}*, (1.26)
which implies that, for any v > «,
1 1
- log(mx(a)) < glog(mx(v))- (1.27)

Just as for the approximation (1.18), the limit of (1.20) as « | O is the net
premium. This follows immediately from the series expansion of log(mx(t)), see
also Exercise 1.3.4. \%

Example 1.3.2 (Quadratic utility)

Suppose that for w < 5, the insured’s utility function is u(w) = 10w — w?. What
is the maximum premium P7 as a function of w, w € [0, 5], for an insurance
policy against a loss 1 with probability %? What happens to this premium if w
increases?
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Again, we solve the equilibrium equation (1.10). The expected utility after a
loss X equals

1
Elu(w - X)] = 11w — 31 —w?, (1.28)

and the utility after paying a premium P equals
u(w — P) = 10(w — P) — (w — P)% (1.29)

By the equilibrium equation (1.10), the right hand sides of (1.28) and (1.29) should
be equal, and after some calculations we find the maximum premium as

2
P=P(w)=\/<1—21—w> +%—(5—w), w € [0, 5]. (1.30)

One may verify that P'(w) > 0, see also Exercise 1.3.2. We observe that a
decision maker with quadratic utility is willing to pay larger premiums as his
wealth increases towards the saturation point 5. Because of this property, the
quadratic utility is considered to be less appropriate to model the behavior of risk
averse decision makers. The quadratic utility function still has its uses, of course,
since knowing only the expected value and the variance of the risk suffices to do
the calculations. \Y

Example 1.3.3 (Uninsurable risk)
A decision maker with an exponential utility function with risk aversion oz > 0
wants to insure a gamma(n,l) distributed risk. Determine P* and prove that
P* > n. When is Pt = 0o and what does that mean?

From formula (1.20), it follows that

—Slog(l—a) for0<a<l1

+_ 1 -
Pt = alog(mx(a)) = { . forar > 1. (1.31)
Since log(1 + ) < z forallz > =1,  # 0, we have also log(l — a) < —a
and consequently P* > E[X] = n. So, the resulting premium is larger than the
net premium. If & > 1, then Pt = oo, which means that the decision maker is
willing to pay any finite premium. An insurer with risk aversion « > 1 insuring
the risk will suffer a loss, in terms of utility, for any finite premium P, since also

P~ = oo. For such insurers, the risk is uninsurable. v
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Remark 1.3.4 (Allais paradox (1953), Yaari’s dual theory (1987))
Consider the following possible capital gains:

X = 1000000 with probability 1

5000000 with probability 0.10
Y = ¢ 1000000 with probability 0.89
0 with probability 0.01

[ 1000000  with probability 0.11
1o with probability 0.89

W= 5000000 with probability 0.10
10 with probability 0.90

Experimental economy has revealed that, having a choice between X and Y,
many people choose X, but at the same time they prefer W over V. This result
violates the expected utility hypothesis, since, assuming an initial wealth of 0,
the latter preference E[u(W)] > E[u(V)] is equivalent to 0.11+(1000000) <
0.1 (5000 000) + 0.01 u(0), but the former leads to exactly the opposite inequal-
ity. Apparently, expected utility does not always describe the behavior of decision
makers adequately. Judging from this example, it would seem that the attraction
of being in a completely safe situation is stronger than expected utility indicates,
and induces people to make irrational decisions.

Yaari (1987) has proposed an alternative theory of decision making under risk
that has a very similar axiomatic foundation. Instead of using a utility function,
Yaari’s dual theory computes ‘certainty equivalents’ not as expected values of
transformed wealth levels (utilities), but with distorted probabilities of large gains
and losses. It turns out that this theory leads to paradoxes that are very similar to
the ones vexing utility theory. \Y%

1.4 OPTIMALITY OF STOP-LOSS REINSURANCE

Reinsurance treaties usually cover only part of the risk. Stop-loss (re)insurance
covers the top part. It is defined as follows: if the loss is X (we assume X > 0),
the payment equals

X—-d ifX>d

0 if X <d. (.32)

(X —d)+ :=max{X - d,0} = {
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Area = (x-d) f(x)

h {7782

Fig. 1.1 Graphical derivation of (1.34) for a discrete cdf.

The insurer retains a risk d (his retention) and lets the reinsurer pay for the
remainder. In the reinsurance practice, the retention equals the maximum amount
to be paid out for every single claim and d is called the priority. Why this type of
coverage is called ‘stop-loss’ is obvious: from the insurer’s point of view, the loss
stops at d. We will prove that, regarding the variance of the insurer’s retained loss,
a stop-loss reinsurance is optimal. The other side of the coin is that reinsurers don’t
offer stop-loss insurance under the same conditions as other types of reinsurance.

By a stop-loss premium, we mean the net premium E[(X — d).] for a stop-loss
contract. We write

nx(d) := E[(X — d)+]. (1.33)

In the discrete case, where Fx(z) is a step function with a step fx(x) in z, as
well as in the continuous case, where Fx (z) has fx(z) as its derivative, it can be
shown that the stop-loss premium is given by

Yoasalr —d)fx(z) (discrete) -
mx{d) = - / [l = Fx(z)dz.
[°(x — d)fx(z)dz (continuous) d
(1.34)

A graphical ‘proof’ for the discrete case is given in Figure 1.1. The right hand side
of the equation (1.34), i.e., the total shaded area enclosed by the graph of Fx(x),
the horizontal line at 1 and the vertical line at d, is divided into small bars with



12 UTILITY THEORY AND INSURANCE

a height fx(z) and a width x — d. We see that the total area equals the left hand
side of (1.34).

The continuous case can be proven in the same way by taking limits, considering
bars with an infinitesimal height. To prove it by partial integration, write

BX - d)4] = [ (o= dfx(o)ie
(1.35)

e o]

= —(z — d)[1 — Fx(z)]

+ /doo[l — Fx(z)]dz.

The only choice Fx(z) + C for an antiderivative of fx(z) that might produce
finite terms on the right hand side is Fix (z) — 1. That the integrated term vanishes
for z — oo is proven as follows: since E[X] < oo, the integral fooo zfx(z)dz is
convergent, and hence the ‘tails’ tend to zero, so

d

o0

z[l = Fx(z)] = x/oo fx(t)dt < / tfx(t)dt | 0 forz — oo. (1.36)
From (1.34), it follows that:
7y (d) = Fx(d) — 1. (1.37)

Since Fx(z) = Pr[X < z], each cdf Fx is continuous from the right. Accord-
ingly, the derivative in (1.37) is a right hand derivative. From (1.37), we see that
7 x(d) is a continuous function which is strictly decreasing as long as Fx(d) < 1.
Indeed, it is evident that a stop-loss premium decreases when the retention in-
creases. If X is non-negative, then mx(0) = E[X], while always mx{c0) = 0.
These properties are illustrated in Figure 1.2.

In the next theorem, we prove that a stop-loss insurance minimizes the variance
of the retained risk.

Theorem 1.4.1 (Optimality of stop-loss reinsurance)
Let I(X) be the payment on some reinsurance contract if the loss is X, with
X > 0. Assume that 0 < I(z) < z holds for all z > 0. Then,

E[J(X)] =E[(X —d)4] = Var[X — I(X)] > Var[X — (X — d)4]. (1.38)

Proof. Note that because of the above remarks, for every I(-) we can find a
retention d such that the expectations are equal. We write the retained risks as
follows:

V(X)=X-I(X) and W(X)=X— (X —d);. (1.39)
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0 d—

Fig. 1.2 A stop-loss premium 7 x (d) as a function of d.

Since E[V(X)] = E[W(X)], it suffices to prove that
E[{V(X) - d}’] > E[{W(X) - d}?]. (1.40)

A sufficient condition for this to hold is that |V(X) — d| > |W(X) — d| with
probability one. This is trivial in the event X > d, since then W (X) = d holds.
For X < d, we have W(X) = X, and hence

VX)-d=X-d-I(X) < X-d=W(X)-d<0. (1.41)
This completes the proof. \Y

As stated before, this theorem can be extended: using the theory of ordering of
risks, one can prove that stop-loss insurance not only minimizes the variance of
the retained risk, but also maximizes the insured’s expected utility, see Chapter
10.

In the above theorem, it is crucial that the premium for a stop-loss coverage
is the same as the premium for another type of coverage with the same expected
payment. Since the variance of the reinsurer’s capital will be larger for a stop-loss
coverage than for another coverage, the reinsurer, who is without exception at
least slightly risk averse, in practice will charge a higher premium for a stop-loss
insurance.

Example 1.4.2 ([#] Optimality of proportional reinsurance)
To illustrate the importance of the requirement that the premium does not depend
on the type of reinsurance, we consider a related problem: suppose that the insurer
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—1(d))

1\[”
1) w

| d=10 u

Fig. 1.3 Expected value and variance of the retained risk for different reinsurance contracts. The
boundary line constitutes the stop-loss contracts with d € [0, o). The shaded area contains other
feasible reinsurance contracts.

collects a premium (1 + #)E[X] and that he is looking for the most profitable
reinsurance I(X) with 0 < I(X) < X and given variance

Var[X — I(X)] = V. (1.42)

The insurer wants to maximize his expected profit, under the assumption that the
instability of his own financial situation is fixed in advance. We consider two
methods for the reinsurer to calculate his premium for /(X). In the first scenario
(A), the reinsurer collects a premium just like the insurer’s (original terms). So,
the premium equals (1 + A)E[I(X)]. In the second scenario (B), the reinsurer
determines the premium according to the variance principle, which means that
he asks a premium which equals the expected value plus a loading equal to a
constant, say c«, times the variance of /(X ). Then, the insurer can determine his
expected profit, which equals the collected premium minus the expected value of
the retained risk minus the reinsurance premium, as follows:

A [X] E[X —I(X)]-(1+A)E[I(X)]
B: (1+9 [1 E[X — I (X)] = (BUI(X)] + aVar[I(X)]) '

= OE[X] ~ aVar[I(X)].

As one sees, in both scenarios the expected profit equals the original expected
profit §E[X] reduced by the expected profit of the reinsurer. Clearly, we have to
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minimize the expected profit of the reinsurer, hence the following minimization
problems arise:

A: Min E[I(X)] and B: Min Var[I(X)]

s.t. Var[X — I(X)] =V st varx — 1(x)) = v Y

Problem B is the easier one to solve. We can write
Var[I(X)] = Var[X] + Var[[(X) — X] — 2Cov[X, X — I(X)]. (1.45)

Since the first two terms on the right hand side are fixed, the left hand side is
minimal if the covariance term is maximized. Because the variances are given, this
can be accomplished by taking X and X — I(X) linearly dependent, choosing
I(z) = v+ Pz. From0 < I(z) < z, wefind vy =0 and 0 < G < 1; from (1.42),
it follows that (1 — 3)? = V/Var[X]. So, if the variance of the retained risk is
given and the reinsurer uses the variance principle, then proportional reinsurance
I(X) = BX with § =1 — /V/Var[X] is optimal.

For the solution of problem A, we use Theorem 1.4.1. By calculating the
derivatives with respect to d, see Exercise 1.4.3, we can prove that (d) = E[X —
(X —d);] as well as 0%(d) = Var[X — (X — d)] are continuously increasing in
d. Notice that 1(0) = 62(0) = 0 and u(00) = E[X], 0%(00) = Var[X].

In Figure 1.3, we plot the points (u(d),o?(d)) for d € [0,00) for some loss
random variable X. Because of Theorem 1.4.1, other reinsurance contracts I(-)
can only have an expected value and a variance of the retained risk above the
curve in the j, o2-plane, since the variance is at least as large as for the stop-loss
reinsurance with the same expected value. This also implies that such a point can
only be located to the left of the curve. From this we conclude that, just as in
Theorem 1.4.1, the non-proportional stop-loss solution is optimal for problem A.
The stop-loss contracts in this case are Pareto-optimal: there are no other solutions
with both a smaller variance and a higher expected profit. \Y

1.5 EXERCISES

Section 1.2

1. Prove Jensen’s inequality: if v(x) is convex, then E[v(X)] > w(E[X]). Use the following
definition of convexity: a function v(x) is convex if, and only if, for every zg a line lo(z) =
aox + bo exists, suchthat lo(zo) = v(xo) and moreover lo(x) < v(z) forall x[usually, lo(-)

is a tangent line of v(-)]. Pay special attention to the case v(z) = x>



16

UTILITY THEORY AND INSURANCE

Also prove the reverse of Jensen’s inequality: if E[u(X)] > v(E[X]) for every random variable
X, then v is convex.
Prove: if E[v(X)] = v(E[X]) for every random variable X, then v is linear.

A decision maker has utility function u{(z) = +/z, z > 0. He is given the choice between
two random amounts X and Y, in exchange for his entire present capital w. The probability
distributions of X and Y are given by

z  Pr{X =1 y.  PrlY =]
400 0.5 and 100 0.6
900 0.5 1600 0.4

Show that he prefers X to Y. Determine for which values of w he should decline the offer. Can
you think of utility functions with which he would prefer Y to X?

Prove that P~ > E[X] for risk averse insurers.

An insurer undertakes a risk X and after collecting the premium, he owns a capital w = 100.
What is the maximum premium the insurer is willing to pay to a reinsurer to take over the
complete risk, if his utility function is u{w) = log(w) and Pr[X = 0] = Pr[X = 36] = 0.5?
Determine not only the exact value, but also the approximation (1.18) of Example 1.2.4.

Assume that the reinsurer’s minimum premium to take over the risk of the previous exercise
equals 19 and that the reinsurer has the same utility function. Determine his capital W.

Describe the utility function of a person with the following risk behavior: after winning an

amount 1, he answers ‘yes’ to the question ‘double or quits?’; after winning again, he agrees
only after a long huddle; the third time he says ‘no’.

Section 1.3

L.

Prove that the utility functions in (1.19) have a non-negative and non-increasing marginal
utility. Show how the risk aversion coefficient of all these utility functions can be written as
r(w) = (v + fw) ™.

Show that, for quadratic utility, the risk aversion increases with the capital. Check (1.28)-(1.30)
and verify that P’/(w) > 0 in (1.30).

Prove the formula (1.20) for P~ for the case of exponential utility. Also show that (1.10) yields
the same solution for P,

Prove that the exponential premium P~ in (1.20) decreases to the net premium if the risk
aversion o tends to zero.

Show that the approximation in Example 1.2.4 is exact if X ~ N (g, o) and u(-) is exponential.

Using the exponential utility function with & = 0.001, determine which premium is higher: the
one for X ~ N (400, 25 000) or the one for ¥ ~ N(420, 20 000). Determine for which values
of o the former premium is higher.

Assume that the marginal utility of w(w) is proportional to 1/w, i.e., u'(w) = k/w for some
k > 0 and all w > 0. What is u{w)? With this utility function, which prices P in the St.
Petersburg paradox of Example 1.2.1 make entering the game worthwhile?
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For the premium P an insurer with exponential utility function asks for a N (1000, 100%)
distributed risk it is known that P > 1250. What can be said about his risk aversion «? If the
risk X has dimension ‘money’, then what is the dimension of a?

For a random variable X with mean E[X] = g and variance Var[X] = o2 it is known that for
every possible @ > 0, the zero utility premium with exponential utility with risk aversion «
contains a relative safety loading %Uza/u. What distribution can X have?

Show that approximation (1.18) is exact in the case that X ~ N(g, o) and u(-) isexponential.

. Which utility function results if in the class of power utility functions we let ¢ | 07 [Look at the

linear transformation (w® — 1)/e.]

Section 1.4

1.

Sketch the stop-loss transform corresponding to the following cdf:

0 forx < 2
Fx)=(¢ z/4 for2<z <4
1 for4 <z

Determine the distribution of S if E[(S — d)4+] =
[#] Prove that, for the optimization of problem A,

(1-d)Pforo0<d< 1.

1
3

Wid)=1-Fx(d) and (6%)(d) = 2[1 = Fx(d)]ld - u(d)}.

Verify that both are non-negative.

’

[#] What happens if we replace ‘=" by ‘<’ in (1.42), taking V to be an upper bound for the
variance of the retained risk in the scenarios A and B?

Define the coefficient of variation V'[-] for a risk X with an expected value u and a variance o
as o /u. By comparing the variance of the retained risk W(X) = X — (X — ) resulting from
a stop-loss reinsurance with the one obtained from a suitable proportional reinsurance, show
that V[W] < V[X]. Also show that V[min{X,d}] is decreasing in d, by using the following
equality: if d < t, then min{X, d} = min{min{X,t},d}.

Suppose for the random loss X ~ N(0, 1) an insurance of franchise type is in operation: the
amount I(z) paid in case the damage is x equals  when z > d for some d > 0, and zero
otherwise. Show that the net premium for this type of insurance is ¢{x), where ¢(-) is the
standard normal density. Compare this with the net stop-loss premium with aretention d.



The individual risk model

2.1 INTRODUCTION

In this chapter we focus on the distribution function of the total claim amount S
for the portfolio of an insurer. We intend to determine not only the expected value
and the variance of the insurer’s random capital, but also the probability that the
amounts paid exceed a fixed threshold. A model for the total claim amount S is
also needed to be able to apply the theory of the previous chapter. To determine
the value-at-risk at, say, the 99.9% level, we need also good approximations for
the inverse of the cdf, especially in the far tail. In this chapter we deal with models
which still recognize the individual, usually different, policies. As is done often in
non-life insurance mathematics, the ‘time’ aspect will be ignored. This aspect is
nevertheless important in disability and long term care insurance. For this reason,
these types of insurance are sometimes counted as life insurances.

In the insurance practice, risks usually can’t be modelled by purely discrete
random variables, nor by purely continuous random variables. For instance, in
liability insurance a whole range of positive amounts can be paid out, each of them
with a very small probability. There are two exceptions: the probability of having
no claim, i.e., claim size 0, is quite large, and the probability of a claim size which
equals the maximum sum insured, i.e., a loss exceeding that threshold, is also

19
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not negligible. For the expected value of such mixed random variables, we use the
Riemann-Stieltjes integral, without going too deeply into its mathematical aspects.
A simple and flexible model that produces random variables of this type is a mixture
model. Depending on the outcome of one event ('no claim or maximum claim’
or ‘other claim’), a second drawing is done from either a discrete distribution,
producing zero or the maximal claim amount, or a continuous distribution. In the
sequel, we present some examples of mixed models for the claim amount per
policy.

Assuming that the risks in a portfolio are independent random variables, the
distribution of their sum can be calculated by making use of convolution. It turns
out that this technique is quite laborious, so there is a need for other methods. One
of the alternative methods is to make use of moment generating functions (mgf)
or of related transformations like characteristic functions, probability generating
functions (pgf) and cumulant generating functions (cgf). Sometimes it is possible
to recognize the mgf of a convolution and consequently identify the distribution
function.

A totally different approach is to approximate the distribution of S. If we
consider S as the sum of a ‘large’ number of random variables, we could, by virtue
of the Central Limit Theorem, approximate its distribution by a normal distribution
with the same mean and variance as S. We will show that this approximation
usually is not satisfactory for the insurance practice, where especially in the tails,
there is a need for more refined approximations which explicitly recognize the
substantial probability of large claims. More technically, the third central moment
of S is usually greater than O, while for the normal distribution it equals 0. We
present an approximation based on a translated gamma random variable, as well
as the normal power (NP) approximation. The quality of these approximations is
comparable. The latter can be calculated directly by means of a N(0O, 1) table, the
former can be calculated numerically using a computer or, if desired, it can be
approximated by the same N(0, 1) table.

Another way to approximate the individual risk model is to use the collective
risk models described in the next chapter.

2.2 MIXED DISTRIBUTIONS AND RISKS

In this section, we discuss some examples of insurance risks, i.e., the claims on an
insurance policy. First, we have to slightly extend our set of distribution functions,
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because purely discrete random variables and purely continuous random variables
both turn out to be inadequate for modelling the risks.
From the theory of probability, we know that every function F'(-) which satisfies

F(—00) =0;F(+00) =1
F(-) is non-decreasing (2.1)

F(-) is right-continuous

is a cumulative distribution function (cdf). If F(+) is a step function, i.e., a function
with constant parts and a denumerable set of discontinuities (steps), then F'(-) and
any random variable X with F'(z) = Pr[X < z]are called discrete. The associated
probability density function (pdf) represents the height of the step at x, so

f(z)=F(z) - F(z—0)=Pr[X =z] forallz € (—o0,00). (2.2)

For all z, we have f(z) > 0,and }_, f(z) = 1 where the sum is taken over all z
satisfying f(z) > 0.

Another special case is when F'(-) is absolutely continuous. This means that if
f(x) = F'(z), then

F(z) = /_ " fb 2.3)

In this case f(-) is called the probability density function, too. Again, f(z) > 0
whilenow | f(z)dz = 1. Note that, just as is customary in mathematical statistics,
this notation without integration limits represents the definite integral of f(x) over
the interval (—o0,00), and not just an arbitrary antiderivative, i.e., any function
having f(z) as its derivative.

In statistics, almost without exception random variables are either discrete or
continuous, but this is definitely not the case in insurance. Many distribution func-
tions that are employed to model insurance payments have continuously increasing
parts, but also some positive steps. Let Z represent the payment on some contract.
Then, as a rule, there are three possibilities:

1. The contract is claim-free, hence Z = 0.

2. The contract generates a claim which is larger than the maximum sum
insured, say M. Then, Z = M.

3. The contract generates a ‘normal’ claim, hence 0 < Z < M.
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Apparently, the cdf of Z has steps in 0 and in M. For the part in-between we could
use a discrete distribution, since the payment will be some entire multiple of the
monetary unit. This would produce a very large set of possible values, each of them
with a very small probability, so using a continuous cdf seems more convenient.
In this way, a cdf arises which is neither purely discrete, nor purely continuous. In
Figure 2.2 a diagram of a mixed continuous/discrete cdf is given, see also Exercise
1.4.1.

The following two-staged model allows us to construct a random variable with
a distribution that is a mixture of a discrete and a continuous distribution. Let
I be an indicator random variable, with values I = 1 or I = 0, where [ = 1
indicates that some event has occurred. Suppose that the probability of the event
isq=Pr[I=1],0< ¢ <1.If I = 1, the claim Z is drawn from the distribution
of X, if I = 0, then from Y. This means that

Z=IX+(1-DY. (2.4)

If I = 1 then Z can be replaced by X, if I = 0 it can be replaced by Y. Note that
we can consider X and Y to be stochastically independent of I, since given I = 0
the value of X is irrelevant, so we can take Pr[X < z|I = 0] = Pr[X < z|I = 1]
just as well. Hence, the cdf of Z can be written as
F(z) =Pr[Z < 2]
=Pr[Z<z&I=1]+Pr[Z2<2&1=0]
=PrX <z&I=1+PrlY <z&1I=0]
=gPr[X <z]+ (1-¢)Pr[Y < z].

(2.5)

Now, let X be a discrete random variable and Y a continuous random variable.
From (2.5) we get

F(z) — F(z—-0)=qPr[X =2 and

(2.6)
Fl(z)=(1- q)gd; Pr[Y < z].

This construction yields a cdf F'(z) with steps where Pr{X = 2] > 0, but it is not
a step function, since F’(z) > 0 on the range of Y.

To calculate the moments of Z, the moment generating function E[e*Z] and the
stop-loss premiums E[(Z —d) ], we have to calculate the expectations of functions
of Z. For that purpose, we use the iterative formula of conditional expectations:

E[W] = EE[W|V]]. @7
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We apply this formula with W = g(Z) for an appropriate function g(-) and replace
V by I. Then, introducing h(z) = E[g(Z)|I = i], we get

Elg(2)] = E[E[g(2)|1]] = E[MI)] = qh(1) + (1 = g)A(0)
1

= qE[g(Z)I] = 1] + (1 - @E[9(Z)|] = 0]

= qE[g(X)|I =1] + (1 - ¢)E[g(Y)| = 0]

— GE[g(X)] + (1 ~ q)Elg(Y )] .
o0 d .

= qu(z) Pr[X =z]+ (1 - q)/oog(z)az PrlY < z]dz

o0
= S 9@FE) - Pl -0+ [ ge)F e
By F(z — 0), we mean the limit from the left; we have F(z + 0) = F'(z) because
cdf’s are continuous from the right.

Remark 2.2.1 (Riemann-Stieltjes integrals)
Note that the result in (2.8), consisting of a sum and an ordinary Riemann integral,
can be written as a right hand Riemann-Stieltjes integral:

o
Elg(2) = [ g()dF (). @9
— 00
The differential dF(z) = Fz(z) — Fz(z — dz) replaces the probability of z, i.e.,
the height of the step at z if there is one, or F'(2)dz if there is no step at z. Here,
dz denotes a positive infinitesimal number. This a ‘number’ that can be regarded
as what is left of an € | 0, just before it actually vanishes. Its main properties are
that it is positive, but smaller than any other positive number. Note that the cdf
F(z) = Pr[Z < 2] is continuous from the right. In life insurance mathematics,
Riemann-Stieltjes integrals, also known as generalized Riemann integrals, give
rise to the problem of determining which value of the integrand should be used:
the limit from the right, the limit from the left, or the actual function value. We
avoid this problem by considering continuous integrands only. v

Remark 2.2.2 (Mixed random variables and distributions)
We can summarize the above as follows: a mixed continuous/discrete cdf Fz(z) =
Pr[Z < z] arises when a mixture of random variables

Z=IX+(1-1Y (2.10)
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is used, where X is a discrete random variable, Y is a continuous random variable
and / is a Bernoulli(g) random variable independent of X and Y. The cdf of Z is
again a mixture, in the sense of convex combinations, of the cdf’s of X and Y, see
(2.5):

Fz(2) = qFx(2) + (1 — q) Fy (2) 2.11)

For expectations of functions g(-) of Z we get the same mixture of expectations
of E[g(X)] andE[g(Y")], see (2.8):

E[g(Z)] = qE[g(X)] + (1 - g)E[g(Y)]. (2.12)

It is important to note that the convex combination 7’ = gX + (1 — q)Y does not
have (2.11) as its cdf, although (2.12) is valid for g(z) = z. See also Exercises
2.2.8 and 2.2.9. \Y%

Example 2.2.3 (Insurance against bicycle theft)

We consider an insurance policy against bicycle theft which pays b in case the
bicycle is stolen, upon which event the policy ends. Obviously, the number of
payments is O or 1 and the amount is known in advance, just like in most life
insurance policies. Assume that the probability of theftis ¢ and let X = Ib denote
the claim payment, where [ is aBernoulli(g) distributed indicator random variable.
Then I = 1 if the bicycle is stolen, I = 0 if not. In analogy to (2.4), we can rewrite
X as X = Ib+ (1 — I)0. The distribution and the moments of X can be obtained
from those of I:

Pri X =b)=Pr{I=1]=¢q¢; Pr[X=0=Pr[/[=0]=1-g;
E[X] = bE[I] = bg; Var[X] = b*Var[I] = b%q(1 — q).
Now, suppose that only half the amount is paid out in case the bicycle was not
locked. In the Netherlands, many bicycle theft insurance policies incorporate a
distinction like this. Insurers check this by requiring that all the original keys have
to be handed over in the event of a claim. Then, X = IB, where B represents

the stochastic payment. Assuming that the probabilities of a claim X = 400 and
X =200 are 0.05 and 0.15, we get

Pr[I=1& B =400l =0.05; Pr[l =1& B =200] =0.15. 2.14)
Hence, Pr[I = 1] = 0.2 and consequently Pr[/ = 0] = 0.8. Also,

Pr[B = 400 & I = 1]
Pr[l =1]

2.13)

Pr(B = 400/ = 1] =

= 0.25. (2.15)
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This represents the conditional probability that the bicycle was locked given the
fact that it was stolen. \%

Example 2.2.4 (Exponential claim size, if there is a claim)
Suppose that risk X is distributed as follows:

1. PriX =0] = };
2. Pr[X € [z,z + dz)] = 38 P%dz  for3=10.1,z > 0,

where dx denotes a positive infinitesimal number. What is the expected value of
X, and what is the maximum premium for X that someone with an exponential
utility function with risk aversion a = 0.01 is willing to pay?

The random variable X is not continuous, because the cdf of X has a step in 0.
It is also not a discrete random variable, since the cdf is not a step function, as the
derivative, which can be written as Pr[z < X < z + dz]/dz, usinginfinitesimal
numbers, is positive for z > 0. We can calculate the expectations of functions of
X by dealing with the steps in the cdf separately, see (2.9). This leads to

E[X] = / ~ 2dFx (z) = 0dFx (0) + /0 " Py (2)da

— 00

1 o0
= —/ zfe Pdz = 5.
2 Jo

If the utility function of the insured is exponential with parameter & = 0.01, then
(1.21) yields for the maximum premium P™:

(2.16)

o0
Pt 1 log(mx(a)) = 1 log (eOde (0) + l/ eaxﬁe—‘axdx>
e o 2 Jg

1 1 1 8 19

This same result can of course be obtained by writing X as in (2.10). v

2.17)

It

Example 2.2.5 (Liability insurance with a maximum coverage)

Consider an insurance policy against a liability loss S. We want to determine the
expected value, the variance and the distribution function of the payment X on
this policy, when there is a deductible of 100 and a maximum payment of 1000.
In other words, if S < 100 then X = 0, if S > 1100then X = 1000, otherwise
X = 8§ — 100. The probability of a positive claim (S > 100) is 10% and the



26 THE INDIVIDUAL RISK MODEL

Area=0.2
\Jh

Area=0.8

0 1000

Fig. 2.1 ’Probability density function’ corresponding to B given I = 1.

probability of a large loss (S > 1100) is 2%. Given 100 < S < 1100, S has a
uniform(100, 1100) distribution. Again, we write X = /B where I denotes the
number of payments, 0 or 1, and B represents the amount paid, if any. Hence,

Pr[B = 1000/ = 1] = 0.2;

(2.18)
Pr[B e (z,z+dz)|[I=1]=cdz for0 <z < 1000.

Integrating the latter probability over x € (0, 1000) yields 0.8, so ¢ = 0.0008.
The conditional distribution function of B, given I = 1, is neither discrete, nor
continuous. In Figure 2.1 we attempt to depict a pdf by representing the probability
mass at 1000 by a bar with infinitesimal width and infinite height such that the area
equals 0.2. In actual fact we have plotted f(-), where f(z) = 0.0008 on (0, 1000)
and f(z) =0.2/¢ on (1000, 1000 + ) with & very small and positive.
For the cdf Fof X we have

F(z) =Pr[X <z|=Pr[IB < z|
=Pr(IB < z&I =0]+ Pr[IB < z&I = 1] (2.19)
=Pr(IB <z|{l =0]Pr[l =0] + Pr[IB < z|{I = 1] Pr[l = 1]
which yields
0x0940x01=0 forz <0

Flz)=< 1x09+1x01=1 for z > 1000 (2.20)
1x09+cxx01 for0 € x < 1000.
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1
0 1000

Fig. 2.2 Cumulative distribution function F' of X in Example 2.2.5.

A graph of the cdf F is shown in Figure 2.2. For the differential (‘density’) of F,
we have

0.9 forx =90
0.02 for £ = 1000
dF(z) =14 forz < 0 orz > 1000 (221}

0.00008 dx for 0 < = < 1000.
The moments of X can be calculated by using this differential. \Y%

The variance of risks of the form /B can be calculated through the conditional
distribution of B, given I, by use of the well-known variance decomposition rule,
cf. 2.7):

Var[W] = Var[E[W|V]] + E[Var[W|V]]. (2.22)

Note that the conditional distribution of B given I = 0 is irrelevant. For conve-
nience, let it be equal to the one of B, given I = 1, meaning that we take / and
B to be independent. Then, letting ¢ = Pr[I = 1], u = E[B] and 0? = Var[B],
we have E[X|I = 1] = p and E[XI] = 0] = 0. Therefore, E[X|I = 1] = p1,
i = 0,1, and analogously, Var[X|I = i] = o%i. Hence,

E(X|I)=pul and Var[X|I] = 1, (2.23)
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from which it follows that
E[X] = E[E[X|]] = E[ul] = pg;
Var[X] = Var[E[X|I]] + E[Var[X|I]] = Var[uI] + E[0*]] (2.24)
= u’q(1 - q) + o’

2.3 CONVOLUTION

In the individual risk model we are interested in the distribution of the total S of
the claims on a number of policies, with

S=X1+Xo+ -+ X,, (2.25)

where X;, ¢ = 1,2,... ,n, denotes the payment on policy i. The risks X; are
assumed to be independent random variables. If this assumption is violated for
some risks, for instance in case of fire insurance policies on different floors of the
same building, then these risks should be combined into one term in (2.25).

The operation ‘convolution’ calculates the distribution function of X + Y from
those of two independent random variables X and Y, as follows:

Fx4y(s) =PrlX +Y < s

= /Oo Pr[X +Y < le = :E]de(CC)

-0

= /OO PrlY < s—z|X = z]dFx(z)

-0

(2.26)
- /oo Pr[Y < s — 2)dFx (z)

= /_OO Fy (s — z)dFx(z) =: Fx x Fy(s).

The cdf Fx % Fy(-) is called the convolution of the cdf’s Fx (-} and Fy (-). For
the density function we use the same notation. If X and Y are discrete random
variables, we find

Fx x Fy(s) = ZFy(s —z)fx(z) and

2.27)
fxx fr(s) =) fr(s —z)fx(z),
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where the sum is taken over all x with fx(z) > 0. If X and Y are continuous
random variables, then

FX * Fy(s) = /oo Fy(S — :E)fx(flt)d:lt (2.28)

00

and, taking the derivative under the integral sign,

fx*fy(s)= /_00 fr(s—z)fx(z)dzx. (2.29)

Note that convolution is not restricted to two cdf’s. For the cdf of X + Y + Z, it
does not matter in which order we do the convolutions, hence we have

(FX*Fy)*FZEFx*(Fy*Fz)EFx*Fy*Fz. (2.30)

For the sum of n independent and identically distributed random variables with
marginal cdf F, the cdf is the n-fold convolution power of F, which we write as

FxFx-..xF=F7", (2.31)

Example 2.3.1 (Convolution of two uniform distributions)
Suppose that X ~ uniform(0,1) and Y ~ uniform(0,2) are independent. What is
the cdf of X + Y?

To facilitate notation, we introduce the concept ‘indicator function’. The indi-
cator function of a set A is defined as follows:

1 ifzeA
Talz) = { 0 if z ¢ A. (2.32)

Indicator functions provide us with a concise notation for functions that are defined
differently on some intervals. Forall z, the cdf of X can be written as

Fx(z) = zljp 1)(x) + I[1,00)(2), (2.33)

while Fy, (y) = %I[O)z)(y) for all y, which leads to the differential

1
dFy(y) = 5-’[0,2) (y)dy. (2.34)
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The convolution formula (2.26), applied to Y + X rather than X + Y, then yields

[o'e} 2

1

Frox(s)= [ Fx(s=dfv) = [ Fx(s-w)jdy s20. @39)
—00 0

The interval of interest is 0 < s < 3. Subdividing it into [0, 1), [1,2) and [2, 3)

yields

Fxyy(s) = {/Os(s - y)%dy} Tjo,1)(s)

s—1 1 s 1
+ {/ Edy +/ (s~ y)idy} Ii1,2)(s)
0 s—1

s—1 1 2 1
0 s—1

1 1 1
= 2821[0,1)(5) : 2(23 = DI 9(s) +[1 - 1(3 — 5)*|}2.3)(s).

Notice that X + Y is symmetric around s = 1.5. Although this problem could be
solved in a more elegant way graphically by calculating the probabilities by means
of areas, see Exercise 2.3.5, the above derivation provides an excellent illustration
that convolution can be a laborious process, even in simple cases. \Y

Example 2.3.2 (Convolution of discrete distributions)

Let fi(x) = %, %, % forx =0,1,2, fo(z) = %, % forz =0,2and f3(z) = %, z, %
forx = 0,2,4. Let f1.2 denote the convolution of f1 and foand let f,943 denote
the convolution of fj, fz and f3. To calculate Fji243, we need to compute the
values as shown in Table 2.1. In the discrete case, too, convolution is clearly
a laborious exercise. Note that the more often we have f;(x) # 0, the more

calculations need to be done. \%

Example 2.3.3 (Convolution of iid uniform distributions)

Let X;,72=1,2,... ,n, be independent and identically uniform(0, 1) distributed.
By using the convolution formula and induction, it can be shown that forall z > 0,
the pdf of S = X1 + - - + X, equals

1 n .
@)= (}) v - @37)

where [z] denotes the integer part of z. See also Exercise 2.3.4. Vv
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z fi(z) * fax) = fie2z) * fas(x) = fiee43(x) = Frioss(a)
0o 1/4 1/2 1/8 1/4 1/32 1/32
1 1/2 0 2/8 0 2/32 3/32
2 1/4 1/2 2/8 1/2 4/32 7/32
3 0 0 2/8 0 6/32 13/32
4 0 0 1/8 1/4 6/32 19/32
5 0 0 0 0 6/32 25/32
6 0 0 0 0 4/32 29/32
7 0 0 0 0 2/32 31/32
8 0 0 0 0 1/32 32/32

Table 2.1 Convolution computations for Example 2.3.2

Example 2.3.4 (Convolution of Poisson distributions)
Let X ~ Poisson()) and Y ~ Poisson(u) be independent random variables. From
(2.27) we have, fors =0,1,2,...,

s —pu—\ S
€ # S S—T\T
fxyv(s) =D fr(s—z)fx(z) = o > <$>IJ A

z=0 T o2=0 (2.38)

_ Oy A )

=e —

s!

where the last equality is the binomial theorem. Hence, X + Y is Poisson{A + 4)
distributed. For a different proof, see Exercise 2.4.2. \Y%

24 TRANSFORMATIONS

Determining the distribution of the sum of independent random variables can
often be made easier by using transformations of the cdf. The moment generating
function (mgf) suits our purposes best. For a non-negative random variable X, it
is defined as

mx(t) =E[eX], —co<t<h, (2.39)

for some h. Since the mgf is going to be used especially in an interval around 0,
we require A > 0. If X and Y are independent, then

mxy(t) = E [et(x +Y>} —E[eX]E[e] = mx(t)ymy(t).  (240)
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So, the convolution of cdf’s corresponds to simply multiplying the mgf’s. Note
that the mgf-transformation is one-to-one, so every cdf has exactly one mgf, and
continuous, so the mgf of the limit of a series of cdf’s is the limit of the mgf’s. See
Exercises 2.4.12 and 2.4.13.

For random variables with a heavy tail, such as the Cauchy distribution, the mgf
does not exist. The characteristic function, however, always exists. It is defined as
follows:

¢x(t) =E[e"], —oo<t<oo. (2.41)

A possible disadvantage of the characteristic function is the need to work with
complex numbers, although experience tells us that applying the same function
formula derived for real ¢ to imaginary ¢ as well produces the correct results most
of the time, resulting for instance in e(®? = ¢t a5 the characteristic function of
the N(0, 2) distribution which has mgf et”.

As their name indicates, moment generating functions can be used to generate
moments of random variables. The usual series expansion of e yields

2 E [XFk) tk
mx(t) = —[—k,]— (2.42)
k=0 ’

so the k-th moment of X equals

E [X’C] I N

7 (2.43)

t=0

A similar technique can be used for the characteristic function.
The probability generating function (pgf) is used exclusively for random vari-
ables with natural numbers as values:

gx(t) =E[tX] = it’“ Pr[X = k. (2.44)
k=0

So, the probabilities Pr[X = k| in (2.44) serve as coefficients in the series expan-
sion of the pgf. The series (2.44) always converges if [¢| < 1.

The cumulant generating function (cgf) is convenient for calculating the third
central moment; it is defined as:

kx(t) = logmx(t). (2.45)
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Differentiating (2.45) three times and setting t = 0, one sees that the coefficients of
% for k = 1,2,3 are E[X], Var[X] and E[(X — E[X])*]. The quantities generated
this way are the cumulants of X, and they are denoted by kg, k = 1,2,.... An
alternative derivation goes as follows: let p denote E [X k] and let O(t¥) denote
‘terms of order ¢ to the power k or higher’. Then,

1 1
mx(t) =1+ pit + 5;@&2 + gugtf‘ +0(th), (2.46)

which, using log(1 + z) = z — %zg + %z‘?’ + O(z%), yields

1 1
logmx(t) = log (1 + pit + §,uzt2 + 6p3t3 -+ O(t4))

1 1
=t + spat’ + S pst® + O(t)

1 2,2 3 4
— = {2 4+ Lo

%{M 12 ( )} (2.47)
- {3 + oY)} + oY)

1 1 .
=t + 5o = pE* + 2 (us = Bppz + 2" + O()

=Emy+vmxgﬁ+amx-mxw%ﬁ+ouﬂ

The skewness of a random variable X is defined as the following dimension-free
quantity:

k3 _ B[(X —p)?]

X = = , (2.48)
(2

o3
with 4 = E[X]and 02 = Var[X].If yx > 0,large values of X — pare likely to
occur, hence the (right) tail of the cdf is heavy. A negative skewness vx < Oindi-
cates a heavy left tail. If X is symmetrical then vx = 0, but having zero skewness
is not sufficient for symmetry. For some counterexamples, see the exercises.

The cumulant generating function, the probability generating function, the char-
acteristic function and the moment generating function are related to each other
through the formal relationships

kx(t) =logmx(t); gx(t) =mx(logt); ¢x(t) =mx(it). (249
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2.5 APPROXIMATIONS

A well-known method to approximate a cdf using the standard normal cdf ® is the
Central Limit Theorem (CLT). Its simplest form is

Theorem 2.5.1 (Central Limit Theorem)
If X1, Xo,...,X, are independent and identically distributed random variables
with mean g and variance 02 < oo, then

n
lim Pr [Z X, <np+ xa\/ﬁ} = &(z). (2.50)
nmee =1

Proof. We restrict ourselves to proving the convergence of the cgf. Let $* =
(X1 + -+ X, — nu)/oy/n, then for n — oo:

log m- (1) = — Y™ 4 {log mx(atﬁ)}

g

_ Jnpt ¢ 1, t 1
= - {u) + 3R 0l e

= 3+ (=)

2
which converges to the cgf of the N(0,1) distribution, with mgf exp(%tg). v

As aresult, we can approximate the cdf of S = Xy +--- + X, by

Fs(s) ~ & (s; zn: E[X;], an Var[Xd) . (2.52)
1=1 i=1

This approximation can safely be used ifn is ‘large’. It is difficult to define ‘large’
formally, as is shown in the following classical examples.

Example 2.5.2 (Generating normal random deviates)

A fast and easy way of generating N(0,1) distributed numbers, without the time-
consuming calculation of logarithms or the inversion of the normal cdf, is to add
up twelve uniform(0,1) numbers and to subtract 6 from this sum. This technique
is based on the CLT with n = 12. Comparing this cdf with the normal cdf, for
instance by using (2.37), yields a maximum difference of 0.002. Hence, the CLT
performs quite well in this case. See also Exercise 2.4.5. \Y
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Example 2.5.3 (Illustrating the various approximations)
Suppose that a thousand young men take out a life insurance policy for a period
of 1 year. The probability of dying within this year is 0.001 for every man and the
payment for every death is 1. We want to calculate the probability that the total
payment is at least 4. This total payment is binomial(1000, 0.001) distributed and
since n = 1000 is quite large and p = 0.001 is quite small, we will approximate
this probability by a Poisson(np) distribution. Calculating the probability at 3 + %
instead of at 4, applying a continuity correction needed later on, we find
Pr[S$>35=1-el—-el- —;-e_l — ée‘l = 0.01899. (2.53)
Note that the exact binomial probability is 0.01893. Although n is much larger than
in the previous example, the CLT gives a poor approximation: with 4 = E[S] =1
and % = Var[S] = 1, we find

Pr[S > 3.5) = Pr |2 —H » 35 #
o o (2.54)

~1— ®(2.5) = 0.0062.

The CLT approximation is so bad because of the extreme skewness of the terms
X, and the resulting skewness of S, which is yvs = 1. In the previous example, we
started from symmetrical terms, leading to a higher order of convergence, as can
be seen from derivation (2.51). \Y%

As an alternative for the CLT, we give two more refined approximations: the
translated gamma approximation and the normal power approximation (NP). In
numerical examples, these approximations turn out to be much more accurate than
the CLT approximation, while their respective inaccuracies are comparable, and
are minor compared with the errors that result from the lack of precision in the
estimates of the first three moments that are involved.

Translated gamma approximation

Most total claim distributions have roughly the same shape as the gamma distribu-
tion: skewed to the right (v > 0), a non-negative range and unimodal. Besides the
usual parameters « and [, we add a third degree of freedom by allowing a shift
over a distance zg. Hence, we approximate the cdf of S by the cdf of Z + xg, where
Z ~ gamma(e, 3). We choose a, 8 and xg in such a way that the approximating
random variable has the same first three moments as S.
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The translated gamma approximation can then be formulated as follows:

Fs(s) = G(s — zo; 0, B), where

Lo
G(lﬁa,ﬁ):m/o Y1 8% PVdy, = >0.

(2.55)

Here G(z; «, 3) is the gamma cdf. To ensure that &, 8 and z( are chosen such
: _ 2 _ _ 2

that the first three moments agree, hence p = zg + %, o = B% andvy = Ta they

must satisfy

2 2
—45, f=— and zo9=pu— —a. (2.56)
v Yo 8

=

For this approximation to work, the skewness « has to be strictly positive. In the
limit v | O, the normal approximation appears. Note that if the first three moments
of the cdf F'(-) are the same as those of G(-), by partial integration it can be shown
that the same holds for f;° z7[1 — F(x)]dz, j = 0,1,2. This leaves little room
for these cdf’s to be very different from each other.

Example 2.5.4 (Illustrating the various approximations, continued)

If § ~ Poisson(l), we have u = ¢ = v = 1, and (2.56) yields @« = 4, § = 2 and
zo = —1. Hence, Pr[S > 3.5] = 1 — G(3.5 — (—1);4,2) = 0.0212. This value
is much closer to the exact value than the CLT approximation. \Y

The translated gamma approximation leads to quite simple formulas to approxi-
mate the moments of a stop-loss claim (S —d). or of the retained loss S— (S —d) .
A potential disadvantage may be the need of a numerical algorithm to evaluate
the gamma cdf, but in most spreadsheet programs the gamma distribution is in-
cluded, although the accuracy often leaves much to be desired. Note that in many
applications, notably MS Excel, the parameter 3 should be replaced by %

In the unlikely event that only tables are available, the evaluation problem can
also be solved by using a x?-table and the fact that, if ¥ ~ gamma(c, 8), then
28Y ~ x3,. It generally will be necessary to interpolate in the y?-table to obtain
the desired values. Another way of dealing with the evaluation problem is to use the
relation that exists between the gamma(e, 3) distribution, with « integer-valued,
and the Poisson distribution, see the exercises.
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Example 2.5.5 (Translated gamma approximation)
A total claim amount § has expected value 10000, standard deviation 1000 and
skewness 1. From (2.56) we have a = 4, # = 0.002 and zy = 8000. Hence,

Pr[S > 13000] ~ 1 — G(13000 — 8000; 4,0.002)
=1-G(20;4,0.5) (2.57)
= Pr[x3 > 20].

The exact value is 0.010, which agrees with the 99% critical value (= 20.1) of the
X2 distribution. The regular CLT approximation is much smaller: 0.0013.

From the same 3 table of critical values we find that Pr[x2 > 15.5] = 0.95;
hence, the value-at-risk on a 95% level is found by reversing the computation
(2.57), resulting in 11875. \Y

Remark 2.5.6 (Normal approximation to the translated gamma cdf)

For large values of «, we could approximate the gamma(e, 3) distribution by anor-
mal distribution, using the CLT and the fact that, for integer «, a gamma(c, 3) ran-
dom variable is the convolution of &exponential(3) distributions. Of course, in this
context this would be pointless since this simply leads to the CLT-approximation
again, and we are looking for more accuracy. A better way is to use the following
approximation: if ¥ ~ gamma(e, 3) with o > %, thus vy < 4, then roughly
V4BY — /4a — 1 ~ N(0, 1), see also Exercise 2.5.14. For the translated gamma
approximation for S with parameters «, 8 and xo, this yields

Pr[S < 5] ~ ® <\/4ﬂ(s = Fg) = dm— 1) . (2.58)

The corresponding inverse, i.e., the 1 — & quantile which is needed to approximate
values-at-risk, follows from

Pr [S§x0+4—1/8—(y+\/4a—1)2} ~l-—c¢ (2.59)

where y is such that &(y) = 1 —e.
When we substitute a, G and xg as found in (2.56) into (2.59), we find

- 2
Pr{s H§y+%(y2—1)—y<1— 1-7—”%1—5. (2.60)

o 16
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The right hand side of the inequality is written as y plus a correction to compensate
for the skewness of S. The inverse (2.58) leads to

— 1 1
Pr[s “Sz]x@( —S+§—\/~§—1>. (2.61)

o 2 Y 0
If the skewness tends to zero, both correction terms in (2.60) vanish, while (2.61)
can be shown to tend to ®(z). \Y

NP approximation
The following approximation is very similar to (2.60). The correction term has
a simpler form, and it is slightly larger. It can be obtained by the use of certain
expansions for the cdf, but we will not reproduce that derivation here.

IfE[S] = u, Var[S] = 02 and vs = #, then, fors > 1,

Pr [S T %(32 - 1)} ~ B(s) (2.62)

g
6
z@(,/%+—x+1—§>. (2.63)
2y 5

The latter formula can be used to approximate the cdf of S, the former produces
approximate quantiles. If s < 1 {or z < 1), the correction term is negative, which
implies that the CLT gives more conservative results.

or, equivalently, for z > 1,

Pr[s_ugm
o

Example 2.5.7 (Illustrating the various approximations, continued)
If § ~ Poisson(l), then the NP approximation yields Pr[S > 3.5] ~ 1 — ®(2)

< |l

0.0228. Again, this is a better result than the CLT approximation.
Example 2.5.8 (Recalculating Example 2.5.5 by the NP approximation)
We apply (2.62) to determine the capital that covers S with probability 95%:
S - :
Pr [ > s < s+ %( - 1)} ~ ®(s) =095 if s =1.645, (2.64)

hence for the desired 95% quantile of S we find

E[S] + o5 (1.645 + %(1.6452 - 1)) = E[S] + 192005 = 11929.  (2.65)
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To determine the probability that capital 13000 will be insufficient to cover the
losses S, we apply (2.63) with p = 10000, o = 1000 and v = I:

~1-P(VI+6x3+1~-3)

=1-®(2.29) =0.011.

>3

Pr[S > 13000] = Pr [S - £

(2.66)

Note that the translated gamma approximation gave 0.010, while the approxima-
tions (2.58) or (2.61) yield 0.007, against only 0.0013 for the CLT. v

2.6 APPLICATION: OPTIMAL REINSURANCE

An insurer is looking for an optimal reinsurance for a portfolio consisting of 20000
one-year life insurance policies which are grouped as follows:

Insured amount b, Number of policies ny

1 10000
2 5000
3 5000

The probability of dying within one year is g = 0.01 for each insured, and the
policies are independent. The insurer wants to optimize the probability of being
able to meet his financial obligations by choosing the best retention, which is
the maximum payment per policy. The remaining part of a claim is paid by the
reinsurer. For instance, if the retention is 1.6 and someone with insured amount
2 dies, then the insurer pays 1.6, the reinsurer pays 0.4. After collecting the
premiums, the insurer holds a capital B from which he has to pay the claims
and the reinsurance premium. This premium is assumed to be 120% of the net
premium.

First, we set the retention equal to 2. From the point of view of the insurer, the
policies are then distributed as follows:

Insured amount b  Number of policies ny

1 10000
2 10000
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The expected value and the variance of the insurer’s total claim amount S are equal
to

E[S] = ni1biq1 + nabags
= 10000 x 1 x 0.01 4+ 10000 x 2 x 0.01 = 300,

Var[S] = n1b2qi(1 — q1) + nab3qa(l — ¢2) (2.67)
= 10000 x 1 x 0.01 x 0.99 + 10000 x 4 x 0.01 x 0.99
— 495.

By applying the CLT, we get for the probability that the costs, consisting of S plus
the reinsurance premium 1.2 x 0.01 x 5000 x 1 = 60, exceed the available capital
B:

Pr[S + 60 > B] = Pr [S_E[S] B- 360]

>
os v 495
B — 360
~]1-® —— |.
< 495 )

We leave it to the reader to determine this same probability for retentions between
2 and 3, as well as to determine which retention for a given B leads to the largest
probability of survival. See the exercises with this section.

(2.68)

2.7 EXERCISES

Section 2.2

1. Determine the expected value and the variance of X = IB if the claim probability equals 0.1.
First, assume that B equals 5 with probability 1. Then, let B ~ uniform(0,10).

2. Throw a true die and let X denote the outcome. Then, toss a coin X times. Let Y denote the
number of heads obtained. What are the expected value and the variance of Y?

3. In Example 2.2.4, plot the cdf of X. Also determine, with the help of the obtained differential,
the premium the insured is willing to pay for being insured against an inflated loss 1.1X. Do
the same by writing X = IB. Has the zero utility premium followed inflation exactly?

4. Calculate E[X], Var[X] and the moment generating function mx (t) in Example 2.2.5 with the
help of the differential. Also plot the ‘density’.

5. If X = IB, what is mx (t)?
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Consider the following cdf F:

forr < 2
for2 <z <4
ford <z

F(z) =

—am O

Determine independent random variables /, X and Y such that Z = IX + (1 — I)Y has cdf
F, I ~ Bernoulli, X is a discrete and Y a continuous random variable.

Consider the following differential of cdf F:

dx/3 for0<z<land2<z<3
dF(z)=<{ 1 forz € {1,2}
elsewhere

Ol

Find a discrete cdf G, a continuous cdf H and a real constant ¢ with the property that F'(z) =
cG(z) + (1 — ¢)H(x) for all 2.

Suppose that T'=¢X + (1 — ¢)Y and Z = IX + (1 - )Y with I ~Bernoulli(g). Compare
E[T*] 0 E[Z*], k = 1,2.

In the previous exercise, assume additionally that X and Y are independent N(0,1). What
distributions do T and Z have?

Section 2.3

Calculate Pr[S = s]for s =0,1,... ,6 when S = X; + 2X2 + 3X3 and X; ~ Poisson(j).

Determine the number of multiplications of non-zero numbers that are needed for the calculation
of all probabilities fi4243(z) in Example 2.3.2. How many multiplications are needed to
calculate Fi4..4n(z),z=0,... ,dn -4 if fr = fafork =4,... ,n?

Prove by convolution that the sum of two independent normal distributions has a normal distri-
bution.

[#] Verify the expression (2.37) in Example 2.3.3 for n = 1,2, 3 by using convolution. Deter-
mine Fs(x) for these values of n. Using induction, verify (2.37) for arbitrary n.

Assume that X ~ uniform(0, 3) and Y ~ uniform( -1, 1). Calculate Fx +y (z) graphically by
using the area of the sets {(z,y)|lz + y < z,x € (0,1)and y € (0,2)}.

Section 2.4

1.

Determine the cdf of § = Xy + X2 where the X, are independent and exponential (k) distributed.
Do this both by convolution and by calculating the mgf and identifying the corresponding density
using the method of partial fractions.

Same as Example 2.3.4, but now by making use of the mgf’s.
What is the fourth cumulant K4 in terms of the central moments?

Determine the cgf and the cumulants of the following distributions: Poisson, binomial, normal
and gamma.
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5. Prove that the sum of twelve independent uniform(0,1) random variables has variance 1 and
expected value 6. Determine k3 and x4.

Determine the skewness of a Poisson{y) distribution.
Determine the skewness of a gamma(c, ) distribution.
If X is symmetrical, then vx = 0. Prove this, but also, for S = X1 + X2 + X3 with X; ~

Bernoulli(0.4), X2 ~ Bernoulli(0.7) and X3 ~ Bernoulli(p), all independent, calculate the value
of p such that S has skewness s = 0, and verify that S is not symmetrical.

9. Determine the skewness of a risk of the form /b where I ~ Bernoulli(q) and bis a fixed amount.
For which values of g and & is the skewness equal to zero, and for which of these values is [
actually symmetrical?

10. Determine the pgf of the binomial, the Poisson and the negative binomial distribution.

11. Prove that cumulants actually cumulate in the following sense: if X and Y are independent,
then the kth cumulant of X + Y equals the sum of the kth cumulants of X and Y.

12. Show that X and Y are equal in distribution if they have the same range {0, 1,... ,n} and the
same pgf. If X1, X2,... are risks, again with range {0,1,... ,n}, such that the pgf’s of X;

converge to the pgf of Y for each argument t when ¢ — oo, verify that also Pr[X; = z] —
Pr[Y = z] for all z.

13. Show that X and Y are equal in distribution if they have the same range {0, 8,24, ... ,nd} for
somed > 0 and moreover, they have the same mgf.

14. Examine the equality ¢x (t) = mx (it) from (2.49), for the special case that X ~ exponen-
tial(1). Show that the characteristic function is real-valued if X is symmetrical around 0.

15. Show that the skewness of Z = X + 2Y is 0 if X ~binomial(8,p) and ¥ ~ Bernoulli(1 — p).
For which values of p is Z symmetrical?

16. For which values of 6 is the skewness of X — 8Y equal to 0, if X ~ gamma(2,1) and ¥ ~
exponential(l)?

17. Can the pgf of a random variable be used to generate moments? Can the mgf of an integer-valued
random variable be used to generate probabilities?

Section 2.5

1. What happens if we replace the argument 3.5 in Example 2.5.3 by 3 - 0,3 + 0, 4 — 0 and 4 + 0?
Is a correction for continuity needed here?

Prove that both versions of the NP approximation are equivalent.
Derive (2.60) and (2.61).

Show that the translated gamma approximation as well as the NP approximation result in the
normal approximation (CLT) if g and o® are fixed and «y | 0.

5. Approximate the critical values of a x3g distribution for € = 0.05,0.1,0.5,0.9, 0.95 with the
NP approximation and compare the results with the exact values to be found in any x>-table.
What is the result if the translated gamma approximation is used?

6. Approximate G(4.5; 4, 2) by using the methods proposed in Example 2.5.4.
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Use the identity ‘having to wait longer than « for the nthevent’ =Zat most n — 1 events occur
in (0,z) in a Poisson process to prove that Pr[Z > z] = Pr[N < n]if Z ~ gamma(n,1) and
N ~ Poisson{x). How can this fact be used to calculate the translated gamma approximation?

Compare the exact critical values of a X%g distribution for ¢ = 0.05, 0.1, 0.5, 0.9, 0.95 with the
approximations obtained from (2.59).

An insurer’s portfolio contains 2000 one-year life insurance policies. Half of them are charac-
terized by a payment b; = 1 and a probability of dying within 1 year of g1 = 1%. For the other
half, we have b2 = 2 and g2 = 5%. Use the CLT to determine the minimum safety loading, as a
percentage, to be added to the net premium to ensure that the probability that the total payment
exceeds the total premium income is at most 5%.

As the previous exercise, but now using the NP approximation. Employ the fact that the third
cumulant of the total payment equals the sum of the third cumulants of the risks.

Show that the right hand side of (2.63) is well-defined for all z > —1. What are the minimum
and the maximum values? Is the function increasing? What happens if z = 1?

Suppose that X has expected value ¢ = 1000 and standard deviation ¢ = 2000. Determine
the skewness 7 if (i) X ~ gamma(e, ), (ii) X ~ inverse Gaussian(e, 3) or (iii) X ~ lognor-
mal(v, 72). Show that the skewness is infinite if (iv) X ~ Pareto.

A portfolio consists of two types of contracts. For type k, & = 1, 2, the claim probability is qx
and the number of policies is n. If there is a claim, then its size is = with probability px{z):

n g pe(1)  pr(2)  pe(3)

Type 1 1000 0.01 0.5 0 0.5
Type2 2000 0.02 0.5 0.5 0

Assume that the contracts are independent. Let Sy denote the total claim amount of the contracts
of type k and let S = 51 + Sa. Calculate the expected value and the variance of a contract
of type k, k = 1,2. Then, calculate the expected value and the variance of S. Use the CLT to
determine the minimum capital that covers all claims with probability 95%.

(] Let ¥ ~ N(v/4a —1,1), U ~ gamma(e, ) and T = /4BU. Show that E[T] ~ E[Y]
and E[T?) = E[Y?], so Var[T] = 1. Also compare the third and fourth moments of 7 with
those of Y.

[#] A justification for the ‘correction for continuity’, see 2.5.3, used to approximate cdf’s of
integer valued random variables by continuous ones, goes as follows. Let G be the continuous
cdf of some non-negative random variable, and construct cdf H by H{k+¢) = G(k+0.5),k =
0,1,2,...,0 < g < 1. Using the midpoint rule with intervals of length 1 to approximate the
rhs of (1.34) at d = 0, show that the means of G and H are about equal. Conclude that if G is
a continuous cdf that is a plausible candidate for approximating the discrete cdf F and has the
same mean as F, by taking F'(x) := G(z + 0.5) one gets an approximation with the proper
mean value. [Taking F(x) = G(z) instead, one gets a mean that is about p + 0.5 instead of .
Thus very roughly speaking, each tail probability of the sum approximating (1.34) will be too
big by a factor ;]

To get a feel for the approximation error as opposed to the error caused by errors in the estimates
of i, 0 and v needed for the NP approximation and the gamma approximation, recalculate
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Example 2.5.5 if the following parameters are changed: (i) 4 = 10100 (ii) ¢ = 1020 (iii)
p = 10100 and o = 1020 (iv) v = 1.03. Assume that the remaining parameters are as they
were in Example 2.5.5.

Section 2.6
1. In the situation of Section 2.6, calculate the probability that B will be insufficient for retentions
d € [2,3]. Give numerical results ford = 2 and d = 3 if B = 405.

2. Determine the retention d € [2,3] which minimizes this probability for B = 405. Which
retention is optimal if B = 404?

3. Calculate the probability that B will be insufficient if d = 2 by using the NP approximation.



Collective risk models

3.1 INTRODUCTION

In this chapter, we introduce collective risk models. Just as in Chapter 2, we
calculate the distribution of the total claim amount in a certain time period, but
now we regard the portfolio as a collective that produces a claim at random points
in time. We write

S:X1+X2+"'+XN, 3.0

where N denotes the number of claims and X; is the ith claim, and by convention,
we take S = 0 if N = 0. So, the terms of S in (3.1) correspond to actual claims;
in (2.25), there are many terms equal to zero, corresponding to the policies which
do not produce a claim. The number of claims N is a random variable, and we
assume that the individual claims X; are independent and identically distributed.
We also assume that N and X; are independent. In the special case that N is
Poisson distributed, S has a compound Poisson distribution. If N is (negative)
binomial distributed, then S has a compound (negative) binomial distribution.

In collective models, some policy information is ignored. If a portfolio contains
only one policy that could generate a high claim, this term will appear at most once
in the individual model (2.25). In the collective model (3. 1), however, it could occur

45
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several times. Moreover, in collective models we require the claim number N and
the claim amounts X; to be independent. This makes it somewhat less appropriate
to model a car insurance portfolio, since for instance bad weather conditions will
cause a lot of small claim amounts. In practice, however, the influence of these
phenomena appears to be small.

The main advantage of a collective risk model is that it is a computationally
efficient model, which is also rather close to reality. We give some algorithms
to calculate the distribution of (3.1). An obvious but quite laborious method is
convolution. We also discuss the sparse vector algorithm (usable if N ~ Poisson),
which is based on the fact that the frequencies of the claim amounts are independent
Poisson random variables. Finally, for a larger class of distributions, we can use
Panjer’s recursion, which expresses the probability of & = s recursively in terms
of the probabilities of S = k, k = 0,1,...,5 — 1. We can also express the
moments of S in terms of those of N and X;. With this information we can again
approximate the distribution of S with the CLT if E[N] is large, as well as with
the more refined approximations from the previous chapter.

Next, we look for appropriate distributions for N and X; such that the collective
model fits closely to a given individual model. It will turn out that the Poisson
distribution and the negative binomial distribution are often appropriate choices
for N. We will show some relevant relations between these distributions. We will
also discuss some special properties of the compound Poisson distributions.

In the last few years, stop-loss insurance policies have become more wide-
spread, for instance for insuring absence due to illness. We give a number of
techniques to calculate stop-loss premiums for discrete distributions, but also for
several continuous distributions. With the help of the approximations for dis-
tribution functions introduced in Chapter 2, we can also approximate stop-loss
premiums.

3.2 COMPOUND DISTRIBUTIONS

Assume that S is a compound distribution as in (3.1), and that the terms X; are
distributed as X. Further use the following notation:

pe = E[X¥], P(z) = Pr[X < z], F(s) =Pr[S < s]. (3.2)

We can then calculate the expected value of S by using the conditional distribution
of S, given N. First, we use the condition N = n to substitute outcome n for
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the random variable N on the left of the conditioning bar below. Next, we use

the independence of X; and N to get rid of the condition N = n. This gives the
following computation:

E[S] = E[E[S|N]] = Z E[X; + -4+ Xn|N = n] Pr[N = n]

= ZE[Xl + -+ Xpo|N = n] Pr[N = n]
= (3.3)

Mg

E[Xl + -+ Xp] PX[N =]

i

2 np Pr[N = n] = mE[N].

Note that the expected claim total equals expected claim frequency times expected
claim size.

The variance can be determined with the formula of the conditional variance,
see (2.7):

Var[S]| = E[Var[S|N]] + Var[E[S|N]]
= E[NVar[X]] 4 Var[N ] (3.4)
= E[N]Var[X] + p?Var[N].

The same technique as used in (3.3) yields for the mgf:
ms(t) = E[E[e*| V]

o0
=Y B[ NN = ] Pr(N = n]
n=0

=Y E[Nt X pr[N = n] (3.5)
n=0

=Y {mx(t)}" Pr[N = n] = E[(6mx())N]
n=0

= mp(logmx(t)).
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Example 3.2.1 (Compound distribution with closed form cdf)

Let N ~ geometric(p), 0 < p < 1,and X ~ exponential(1). What is the cdf of §?
Write ¢ = 1 — p. First, we compute the mgf of S, and then we try to identify it.

For ge! < 1, which means ¢t < — log g, we have

mN(t) = Zentpqn = 1——qet (36)

Since X ~ exponential(1), i.e. mx(t) = (1 —¢)71, (3.5) yields

p p
=p+q—,
) p—t

T e® o7

mgs(t) = my(logmx(t))

so the mgf of S is a mixture of the mgf’s of the constant 0 and of the exponential(p)
distribution. Because of the one-to-one correspondence of cdf’s and mgf’s, we may
conclude that the cdf of S is the same mixture:

Flz)=p+q(1—-€eP)=1-qe"™ forz>0. (3.8)

This is a distribution function which has ajump of size p in 0 and is exponential
otherwise. \Y%

Convolution formula for a compound cdf
The conditional distribution of S, given N = n, allows us to calculate F:

F(z) = Pr[S < 7]

:iPY[X1+”'+XNS$|N=n]Pr[N=n], (3.9)
n=0
SO
F(z) = ZP*’R(Z) Pr[N = n], f(:z}) = Zp*n(m) Pr[N _ n]. (3.10)
n=0 n=0

These expressions are called the convolution formulae for a compound cdf.
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Example 3.2.2 (Application of the convolution formula)
Let Pr[N = j — 1] = 0.15 forj = 1,2,3,4, and letp(1) = 0.4, p(2) = 0.6. By
using (3.10), F'(x) can be calculated as follows:

z p°(z) pl(z) p(z) p(z) flz) F(x)
0 1 0.1000 0.1000
1 0.4 0.0800 0.1800
2 0.6 0.16 0.1680 0.3480
3 0.48 0.064 0.1696 0.5176
4 0.36 0.288 : :
5 0.432

Ix 4+1x +Ix +]x = T = 1

Pr[N =n] 0.1 0.2 0.3 0.4

The probabilities Pr[N = n| in the bottom row are multiplied by the numbers in
a higher row. Then, the sum of these results is put in the corresponding row in the
column f(z).For instance: 0.2 x 0.6 + 0.3 x 0.16 = 0.168. \%

Example 3.2.3 (Compound distributions, exponential claim amounts)

From expression (3.10) for F(z), we see that it is convenient to choose the
distribution of X in such a way that the n-fold convolution is easy to calculate. This
is the case for the normal and the gamma distribution: the sum of n independent
N(u, 0?) distributions is N(nu, no?), while the sum of n gamma(a, 3) random
variables is a gamma(na, 3) random variable.

Suppose the claim amounts have an exponential(1) distribution, thusa = 3 = 1.
From queueing theory, see also Exercise 2.5.7, we know that the probability of
waiting at least a time z for the n-th event, which is at the same time the probability
that at most n— 1 events have occurred attime z, is a Poisson(z) probability. Hence
we have

e—y

n-1 ;

x

—— Cunsac _x —
(n~1)!dy—e _S_ T 3.11)

=0

1— P*n(l‘) :/ yn—l
x

This can also be proven with partial integration, or by comparing the derivatives,
see Exercise 3.2.7. So, for x > 0,

n—-1

1-F(z) :ZPr[N:n]e‘IZ%—. (3.12)
n=1 ’

1=0
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This gives an efficient algorithm, since we can stop the outer summation as soon
as Pr[N > n]is smaller than the required precision. Also, two successive inner
sums differ by the final term only, which implies that a single summation suffices.

It will turn out that computing the distribution of the sum is much easier if
the terms are discrete, so we will often approximate X by a discrete random
variable. \Y

3.3 DISTRIBUTIONS FOR THE NUMBER OF CLAIMS

In practice, we will not have a lot of relevant data at our disposal to choose a
distribution for N. Consequently, we should resort to a model for it, preferably
with only a few parameters. To describe ‘rare events’, the Poisson distribution
which has only one parameter is always the first choice. It is well-known that the
expected value and the variance of a Poisson(A) distribution are both equal to A.
If the model for the number of claims exhibits a larger spread around the mean
value, one may use the negative binomial distribution instead. We consider two
models in which the latter distribution is derived as a generalization of a Poisson
distribution.

Example 3.3.1 (Poisson distribution, uncertainty about the parameter)
Assume that some car driver causes a Poisson{\) distributed number of accidents
in one year. The parameter A is unknown and different for every driver. We assume
that A is the outcome of a random variable A. The conditional distribution of N,
the number of accidents in one year, given A = A, is Poisson(\). What is the
marginal distribution of N?

Let U(A) = Pr[A < )] denote the distribution function of A. Then we can
write the marginal distribution of N as

A
n!

Pr[N = n] = /Ooo Pr[N = n|A = AJdU(A) = /Ooo U0, G.3)

while for the mean and variance of N we have

E[N] = E[E[N[A]] = E[A];

Var[N] = E[Var[N|A]] + Var[E[N|A]] = E[A] + Var[A] > E[N]. (3.14)
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Now assume additionally that A ~ gamma(e, 3), then

mu(¢) = E[E[e™ |A]] = Elexp{A(e! — 1)}] = ma(e! - 1)

- (g=e=p) = (r=i=ps) o

where p = 3/(6 + 1), so N has a negative binomial(c, /(8 + 1)) distribution.

Obviously, the value of A for a particular driver is a non-observable random
variable. It is the ‘long run claim frequency’, the value to which the observed
average number of accidents in a year would converge if the driver could be
observed for a very long time, during which his claims pattern doesn’t change.
The distribution of A is called the structure distribution, see also Chapter 7. 'V

Example 3.3.2 (Compound negative binomial is also compound Poisson)

At some intersection there are N fatal traffic accidents in a year. The number
of casualties in the ith accident is L;, so the total number of casualties is S =
Li+ Ly + -+ Ly. Now, assume N ~ Poisson(A) and L; ~ logarithmic(c),
hence

ok

kh(c)’

Pr[L; = k] = k=1,2,... and O0<c<l (3.16)
The division by the function h(-) serves to make the sum of the probabilities equal
to 1. From the usual series expansion of log(1 + ), it is clear that this function
is equal to h(c) = —log(1 — ¢), hence the name logarithmic distribution. What is
the distribution of §?

The mgf of the terms L, is given by

X tk .k t
mp(t) =Y orr = lee) (3.17)

Then, for the mgf of S, we get
ms(t) = mn(logmp(t)) = exp A(m(t) — 1)

e C o \ MO (3.18)
(exp{h(ce®) — h(e))) */"”=<1 ) ,

1—cet

which we recognize as the mgf of a negative binomial distribution with parameters
Ah(c) = =X/log(l —c)and 1 — c.
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On the one hand, the total payment Z for the casualties has a compound
Poisson distribution since it is the sum of a Poisson(\) number of payments per
fatal accident. On the other hand, summing over the casualties leads to a compound
negative binomial distribution. It can be shown that if Sy is compound negative
binomial with parameters r and p = 1 — ¢ and claims distribution P3(-), then Sy
has the same distribution as S;, where S is compound Poisson distributed with
parameter A and claims distribution P (-) given by:

A=rh(qg) and Pi(z (3.19)

kh

In this way, any compound negative binomial distribution can be written as a
compound Poisson distribution. v

Remark 3.3.3 (Compound Poisson distributions in probability theory)

The compound Poisson distributions are also object of study in probability theory.
If we extend this class with its limits, to which the gamma and the normal distrib-
ution belong, then we have just the class of infinitely divisible distributions, which
consists of the random variables X with the property that for each n, a sequence
of iid random variables X1, X5,... , X, exists with X ~ X; + Xo + --- + X,,.

3.4 COMPOUND POISSON DISTRIBUTIONS

In this section we prove some important theorems on compound Poisson distribu-
tions and use them to construct a better algorithm to calculate F'(-). First, we show
that the class of compound Poisson distributions is closed under convolution.

Theorem 3.4.1 (Sum of compound Poisson is compound Poisson)

If S$1,89,...,5, are independent compound Poisson random variables with
Poisson parameter A; and claims distribution Fj, ¢ = 1,2,... ,m, then S =
S1+ 82 + -+ 4+ Sy, is compound Poisson distributed with parameters

A= Z/\ and P(z) = Z ZP(z (3.20)

Proof. Let m; be the mgf of ;. Then S has the following mgf:

ms(t) = Hexp{)\ [mi(t) — 1]} = exp A {Z )\ml - 1} (3.21)

i=1
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So § is a compound Poisson mgf with parameters (3.20). \Y

Consequently, a combination of m independent compound Poisson portfolios, or
the same portfolio considered in m years, assuming that the annual results are
independent, is again compound Poisson distributed.

A special case is when the S; have fixed claims z;, hence S; = z; N; with N; ~
Poisson( ;). The random variable

S=x1Ny + 29Ny ++++ + 2Ny, (3.22)

is compound Poisson with parameters, assuming the z; to be all different:

A=A+ -+, and p(xi)z%,izl,...,m. (3.23)

We can also prove the reverse statement, as follows:

Theorem 3.4.2 (Frequencies of claim sizes are independent Poisson)
Assume that S is compound Poisson distributed with parameter A and with discrete
claimsdistribution

mi=plz;))=PrX =2;], i=12,...,m. (3.24)

If S is written as (3.22), where N; denotes the frequency of the claim amount z;,
i.e., the number of terms in S with value z;, then Ny,... , Ny, are independent
and Poisson(Am;), 1 = 1,... ,m, distributed random variables.

Proof. Let N = Ni+- -+ Ny andn =ng+---+nmy. Conditionally on N = n,
we have Ny,... , Ny ~ Multinomial(n, 7y, ... , 7). Hence,

Pr[N;1 =n1,... , Ny = np)
= Pt[N} = #1051 Nip =Bl N = 1] P¥{N =n)]
n!

)\TL
R L — ...w,':{"e_)‘m (3.25)

By summing over all n;, ¢ # k, we see that N is marginally Poisson(Amy)
distributed. The N; are independent since Pr[Ny = ny,... , Ny = ngy] is the
product of the marginal probabilities of N; = n;. v
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Example 3.4.3 (Application: sparse vector algorithm)

If the claims X are integer-valued and non-negative, we can calculate the com-
pound Poisson cdf F'in an efficient way. We explain this by the following example:
let A =4and Pr(X =1,2,3] = 1, —é—, 1. Then, gathering together terms as we did
in (3.22), we can write Sas S = 1N; + 2N, + 3N3 and calculate the distribution
of § by convolution. We can compute f(z) = Pr[S = z] as follows:

x Pr[Ni=z] xPr[2N;=2z2] =Pr[Ni+2Nz=xa] xPr[3N3=2ga] =Pr[S=a1]
(e~1x) {e=2x) (e=3x) (e=1x) (e=4x)
0 1 1 1 1 1
1 1 B 1 - 1
2 1/2 2 5/2 - 5/2
3 1/6 & 13/6 1 19/6
4 1/24 2 : — :
“ 1 1 ' 1
1/x! 2%/2 f(z/2)! 1/(z/3)!
The total amount of the claims of size 1,2,...,7 — 1 is convoluted with jNj. In

the column with probabilities of jN;, only the rows 0, 7,27, ... are filled, which
is why this algorithm is called a ‘sparse vector’ algorithm. These probabilities are
Poisson(A7;) probabilities. \%

3.5 PANJER’S RECURSION

Although the sparse vector algorithm was a lot better than the convolution formula,
there was still some room for improvement. In 1981, Panjer described a method to
calculate the probabilities f(x) recursively. Similar relations were already derived
in the queueing theory. As a result of Panjer’s publication, a lot of other articles
have appeared in the actuarial literature covering similar recursion relations. The
recursion relation described by Panjer is as follows:

Theorem 3.5.1 (Panjer’s recursion)

Consider a compound distribution with integer-valued non-negative claims with
pdf p(z),z = 0,1,2,..., for which the probability ¢, of having n claims satisfies
the following recursion relation

b
gn = (a + ;L-)qn_l, n=12... (3.26)
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for some real @ and b. Then, the following relations for the probability of a total
claim equal to s hold:

_ [ Pr[N =0 if p(0)=0;
10) = { my(logp(0)) if p(0) > O;
! s 3.27

_@Z((H Qsi—l)p(h)f(s —h), s=12,...

1—ap —

fls) =

Proof. Pr[S = 0] = 3722 ,Pr[N = n]p"(0) gives us the starting value f(0).
Write Ty, = X + - - - + X. First, note that because of symmetry:

bX b
Ela + —8—1|Tk =sl=a+. (3.28)

This expectation can also be determined in the following way:

bX : bh
Ela + 71|T:c =s|= Z(a + ;)Pr[Xx = h|Ty, = s]

h=0 (3.29)
—Z( bh Pr[Xl—h]Pr[Tk—Xl—s—h]

Pr[T} = s

Because of (3.26) and the previous two equalities, we have, for s = 1,2,...,

o0

=Y @Prll=s]= Eqk1a+ ) Pr[Ty = o]
k=1
(o o]

—ZQk 1Za+ YPr[Xy = h|Pr[Ty, — X; = s— Al
k=1

»

b %
(a+ —)PrlX; =h] Y qePr{Te — Xy =s—h] (330
h=0 k=1

= ap(0)f(s)+ Y (a+ %)p(h)f (s —h),

h=1

from which the second relation of (3.27) follows immediately. v
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Example 3.5.2 (Distributions suitable for Panjer’s recursion)
Only the following distributions satisfy relation (3.26):

1. Poisson(A) with @ = 0 and b = A > 0; in this case, (3.27) simplifies to:

f(0)y = e—z\(l—p(O));

F(s) = -3 Mp(h) (s — b 30
h=1

2. Negative binomial(r,p) withp =1 —aand r =1+ g; so0 <a<1and
a+b>0;

3. Binomial(k, p) with p = -2 and k = —Q:—“; soa<0,b=—a(k+1).

Ifa+b=0,thengy =1land g; =0 forj = 1,2,..., so we get a Poisson(0)
distribution. For other values of a and b than the ones used above, (3.26) doesn’t
produce a probability distribution: if gop > 0, then @ + b < 0 results in negative
probabilities, and the same happens ifa < 0 and b # —a(n+ 1) forall n;ifa > 1
and @ + b > 0, (3.26) implies (n + 1)gn+1 > ngn, hence g, > gnl, n=12,...
and consequently ), gn = oo. \Y

Example 3.5.3 (Panjer’s recursion)

Consider again, see also Example 3.4.3, a compound Poisson distribution with
A =4and Pr(X =1,2,3] = §, 3, ;. Then (3.31) yields, with A = 4, p(2) = 1
and p(1) = p(3) = 3,

f(s)=%[f(s—1)+4f(s—2)+3f(s—3)], s=12.... (332

and the starting value is f(0) = e™* = 0.0183. We have

£2) = 31701) +45(0)) = e~ (333
£ = 3150) +47(1) + 3£(0)] = e

and so on. AV
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Example 3.5.4 (Panjer’s recursion and stop-loss premiums)
For an integer-valued S, we can write the stop-loss premium in an integer retention
d as follows, see Section 1.4:

E[(S ~d)+) = ) (z —d)f(z) = ) _[1 - F(a)). (3.34)
x=d r=d

The stop-loss premium is piecewise linear in the retention on the intervals where
the cdf remains constant, since for the right hand derivative we have

%E[(S —t)y] = F(t) - 1. (3.35)

The stop-loss premiums for non-integer d follow by interpolation.
With Panjer’s recursion the stop-loss premiums can be calculated recursively,
too, since from the last relation in (3.34), we have for integer d

7(d) == E[(S — d);] = n(d — 1) - [1 — F(d — 1)]. (3.36)

As an example, take S ~ compound Poisson(1) with p(1) = p(2) = 3. Then,
Panjer’s recursion relation (3.31) simplifies to

f(x)=; %f(m—l)—}—f(:c—Q) g B 1200, (3.37)

with starting values

£(0) = e~ ~0.368, F(0) = £(0), m(0)=E[S]=Au = % (338)

This leads to the following calculations:

z fl(z)=0B37 Flz)=Flz-1)+ f(z) w(z)=n(z-1)—1+ F(z—-1)
0 0.368 0.368 1.500
1 0.184 0.552 0.868
2 0.230 0.782 0.420
3 0.100 0.881 0.201
4 0.070 0.951 0.083
5 0.027 0.978 0.034
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Remark 3.5.5 (Proof of Panjer’s recursion through pgf’s)
Panjer’s recursion can also be proven by using probability generating functions.
For the compound Poisson distribution, this goes as follows. First write

ng(t) d — s S 5—
Tzagt Pr[S=s]=sz=;st LPr[S = s]. (3.39)
Because of
g9s(t) = gn(gx(t)) = exp A(gx (t) — 1), (3.40)

the derivative also equals g's(t) = Ags(t)g'y(t). For other distributions, similar
expressions can be derived, using (3.26). Now for gs(-) and g’y (-), substitute their
series expansions:

Ags(t)gx () = A (i t*Pr(S = 3]> (i o* 1 Pr[X = x])
=1

s=0
= ZZ Azt* L Pr[S = ] Pr[X = 2]
w0 (3.41)
= Z Z AtV Pr[S = v — 2] Pr[X = z]
r=1v=zx

AotV Pr[S = v — 2] Pr[X = z].

e
NE

1z=1

Comparing the coefficients of t*~1in (3.39) and (3.41) yields

S
I

sPriS=s]= Z)\:v Pr[§ = s — z] Pr[X = z]. (3.42)
w=1

which is equivalent with Panjer’s recursion relation (3.31) for the Poisson case. ¥V

Remark 3.5.6 (Convolution using Panjer’s recursion)
How can we calculate the n-fold convolution of a distribution on 0, 1, 2, ... with
Panjer’s recursion?

Assume that p(0) > 0. If we replace X; by I;Y; where Pr[I; = 1] = Pr[X; >
0] =: pand ¥; ~ X;|X; > 0, then ), X; has the same distribution as _, I;Y;,
which gives us a compound binomial distribution with p < 1 as required in
Example 3.5.2. Another method is to take limits for p T 1 in (3.27) for those
values of @ and b that produce a binomial(n, p) distribution. v
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3.6 APPROXIMATIONS FOR COMPOUND DISTRIBUTIONS

The approximations in the previous chapter were refinements of the CLT in which
the distribution of a sum of a large number of random variables is approximated
by a normal distribution. These approximations can also be used if the number
of terms in a sum is a random variable with large values. For instance, for the
compound Poisson distribution with large A we have the following counterpart
of the CLT; similar results can be derived for the compound (negative) binomial
distributions.

Theorem 3.6.1 (CLT for compound Poisson distributions)
Let S be compound Poisson distributed with parameter A and general claims cdf
P(-) with finite variance. Then, with 4 = E[S] and o2 = Var[$],

S —
lim Pr [ P < m} = O(z). (3.43)
A—00 g
Proof. 1f N1, Ny,... is a series of independent Poisson(1) random variables and

if X;5,1=1,2,...,7=1,2,... are independent random variables with cdf P(-),
then for integer-valued A, we have
N; A

A
S~ Z Xij, since ZNj ~ N. (3.44)
j=1i=1 j=1

)

As S in (3.44) is the sum of A independent and identically distributed random
variables, the CLT can be applied directly. Note that taking A to be an integer
presents no loss of generality, since the influence of the fractional part vanishes
for large A. \Y%

To use the approximations, one needs the cumulants of S. Again, let ps denote
the kth moment of the claims distribution. Then, for the compound Poisson distri-
bution, we have

o0 k
t
ks(t) = Amx(t) — 1) = AZMH. (3.45)
k=1
From (2.45) we know that the coefficients of tk—k‘ are the cumulants. Hence

E[S] = A1, Var[S] = Az and E[(S — E[S])®] = Aus. (3.46)
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The skewness is proportional to A~1/2:

vs = (3.47)

H3
s> VX
Remark 3.6.2 (Asymptotics and underflow)
There are certain situations where one would have to resort to approximations. First
of all, if the calculation time is too long: for the calculation of f(s) in (3.31) for large
s, we need a lot of multiplications, see Exercise 3.5.4. Second, the recursion might
not ‘get off the ground’: if f(0) is extremely small and consequently numerically
undistinguishable from 0 (underflow), then all probabilities f(s) in (3.31) are
zero too. For instance, if we use a 6-byte real data type as it was used in some
programming languages, then the underflow already occurs if A(1—p(0)) > 88. So
for a portfolio of n life insurance policies with probabilities of claim equal to 0.5%,
the calculation of Pr[S = 0] already experiences underflow for n = 17600. The
present generation of processors allow real arithmetic with a much larger precision,
and can easily cope with portfolios having A ~ 11340, i.e. Pr[S = 0] ~ 10750%,

Fortunately, the approximations improve with increasing A; they are asymptot-
ically exact, since in the limit they coincide with the usual normal approximation
based on the CLT. \%

3.7 INDIVIDUAL AND COLLECTIVE RISK MODEL

In the preceding sections we have shown that replacing the individual model by
the collective risk model has distinct computational advantages. In this section we
focus on the question which collective model should be chosen. We consider a
situation from life insurance, but it can also be applied to non-life insurance, for
instance when fines are imposed (malus) if an employee gets disabled.

Consider n one-year life insurance policies. The claim on policy ¢ has two
possible values: at death, which happens with probability ¢;, the claim amount is
b;, assumed positive, otherwise it is 0. We want to approximate the total amount
of the losses and profits over all policies with a collective model. For that purpose,
we replace the I; payments of size b; for policy 2, where I; ~ Bernoulli(g;), by
a Poisson(};) distributed number of payments b;. Instead of the cdf of the total
payment in the individual model, i.e.,

n
S=> "Lb, with Prll; =1] = g; =1 — Pr[l; = 0], (3.48)

i=1
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we consider the cdf of the following approximating random variable:

n N,;
S = Zy with Y; = N;b; = Zbi and N; ~ Poisson(};).  (3.49)
i=1 j=1

If we choose A; = g;, the expected number of payments forpolicy #is equal in both
models. To stay on the safe side, we could also choose A\; = —log(1 — ¢;) > g;.
With this choice, the probability of 0 claims on policy z is equal in both the
collective and the individual model. This way, we incorporate implicit margins by
using a larger total claim size than the original one. See also Example 10.4.1.

Although (3.49) still has the form of an individual model, S is a compound
Poisson distributed random variable, because of Theorem 3.4.1, so it is indeed a
collective model as in (3.1). The parameters are:

n n
)\.
A=>"XA and Plx)=) X’I[bim)(x), (3.50)

with the indicator function I4(z) = 1 if z € A and 0 otherwise. From this it is
clear that the expected numbers of payments are equal if A\; = g; is taken:

n n

A= M=) e (3.51)
i=1 i=1
Also, by (3.48) and (3.49), the expectations of S and S are then equal:
~ n
E[S] = qibi =E[S]. (3.52)
i=1

For the variances of S and § we have

Var(S] = Z q,vbiz;
=1 (3.53)

n

Var[S] = > " qi(1 — )b} = Var[S] = > (q:bi)*.

i=1 i=1

We see that S has a larger variance. If A\; = ¢; then using a collective model will
result in risk averse decision makers tending to take more conservative decisions,
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see further Chapter 10. Also notice that the smaller Y« ,(g:b;)?, the less the
collective model will differ from the individual model.

Remark 3.7.1 (The collective model)
By the collective model for a portfolio, we mean a compound Poisson distribution
as in (3.50) with A; = g;. We also call it the canonical collective approximation.
In Exercise 3.7.3 we show that in the situation (3.48), the collective model can be
obtained as well by replacing each claim X; by a Poisson(1) number of independent
claims with the same distribution as X;. We can also do this if the random variables
X; are more general than those in (3.48). For instance, assume that contract ¢ can
take values by = 0, b1, ba, ... , b, with probabilities pg,p1,... ,Pn. Then we can
write

X; = Igbg + I1by + - - - + I,,b,, (3.54)

where for the marginal distributions of I;, we have Pr(I; = 1] = p; = 1-Pr{l; =
0], and for their joint distribution we have Iy + I + - - - 4+ I, = 1, since X; equals
exactly one of the possible claim sizes. One can show that if we choose the
canonical collective model, we actually replace X; by the compound Poisson
distributed random variable Y;, with

Y = Nobg + Niby + « - - + Npby, (3.55)

where the N; are independent Poisson(p;) random variables. In this way, the
expected frequencies of all claim sizes remain unchanged. \Y

Remark 3.7.2 (Model for an open portfolio)

The second proposed model with A; = —log(1 — ¢;) can be used to model an
open portfolio, with entries and exits not on renewal times. Assume that in a
certain policy the waiting time W until death has an exponential(3) distribution.
To make the probability of no claims equal to the desired value 1 — ¢, Pr[W >
1} = 1 — g has to hold, i.e. 3 = —log(1l — ¢). Now assume that, at the moment
of death, each time we replace this policy by an identical one. Thus, we have
indeed an open model for our portfolio. The waiting times until death are always
exponentially(8)distributed. But from the theory of the Poisson process, see also
Exercise 2.5.7, we know that the number of deaths before time 1 is Poisson(5)
distributed. In this model, replacing for each ¢ the payment on the ith policy by a
Poisson(— log(1—g;)) distributed number of copies, we end up with the safer open
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collective model as an approximation for the individual model, see also Example
10.4.1. \Y

Remark 3.7.3 (Negative risk amounts)

If we assume that the b; are positive integers, then we can quickly calculate
the probabilities for S, and consequently quickly approximate those for S, with
Panjer’s recursion. However, if the b; can be negative as well as positive, we can’t
use this recursion. In that case, we can split up S in two parts S = ST — S~ where
St is precisely the sum of the terms Y; in (3.49) with b; > 0. As can be seen from
Theorem 3.4.2, S* and S~ are independent compound Poisson random variables
with non-negative terms. The cdf of S can then be calculated by convolution of
those of S* and S~.

If one wants to calculate the stop-loss premium E[(S — d).] for only one value
of d, then the time consuming convolution of ST and S~ can easily be avoided.
Conditioning on the total S~ of the negative claims, we can rewrite the stop-loss
premium as follows:

E[(S — d)+] =) E[(S* - (z +d))4]Pr[S™ = 1], (3.56)

x>0

To calculate this we only need the stop-loss premiums of S+, which follow as a
by-product of Panjer’s recursion, see Example 3.5.4. Then the desired stop-loss
premium can be calculated with a simple summation. For the convolution, a double
summation is necessary. v

3.8 SOME PARAMETRIC CLAIM SIZE DISTRIBUTIONS

For a motor insurance portfolio, we could use a collective model with Poisson
parameter equal to the average number of claims in the preceding years, adjusted
for the trend in the number of policies. The cdf for the individual claim size could
be estimated from the observed distribution of the past, and adjusted for inflation.

For some purposes, for instance to compute premium reductions in case of a
deductible, it is convenient to use a parametric distribution that fits the observed
claims distribution well. The following well-known distributions of positive ran-
dom variables are suitable:

1. gamma(e, B) distribution: in particular, this distribution is used if the tail of
the cdf is not too ‘heavy’, such as in motor insurance for damage to the own
vehicle;
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2. lognormal(u, o) distribution: for branches with somewhat heavier tails, like
fire insurance;

3. Paretolar, zp): for branches with a considerable probability of large claims,
notably liability insurance.

In the exercises we derive some useful properties of these distributions. Besides
these distributions there are a lot more possibilities, including the inverse Gaussian
and mixtures/combinations of exponential distributions.

Inverse Gaussian distributions[d)]

A distribution that sometimes pops up in the actuarial literature, for several pur-
poses, is the inverse Gaussian. Its properties resemble those of the above-mentioned
distributions. Various parametrizations are in use. We will use the one with a shape
parameter « and a scale parameter 3, just like the gamma distribution. The inverse
Gaussian distribution has never gained much popularity because it is hard to man-
age mathematically. For instance, it is already hard to prove that the probability
density function integrates to 1. The most convenient way is to start by defining
the cdf, on z € (0,0), as

; Y 20 ( 22 _
F(m,a,ﬁ)-@(\/%-k ﬂx)-}-e q)(\/BE \/5_37) (3.57)

Note that the limit for x | 0 is zero; for x — oo it is one. Its derivative is the
following function, positive on (0, co):
o 3 _(a=pz)?
‘o, 3) = -3 P > 0. 3.58
f(w,8) = iz te : (3.5
So (3.57) is indeed a cdf. Using the fact that (3.58) is actually a density, we can
prove that the mgf equals

m(t;a,ﬂ)zexp{a{l—,/l—?ﬂ—t }, tgg. (3.59)

Notice that the mgf is finite for ¢ = g but not for ¢ > g The name inverse
Gaussian derives from the fact that the cumulant function is the inverse of the one
of normal distribution.

The special case with a = (3 is also known as the Wald distribution. By using

the mgf, it is easy to prove that 3 is indeed a scale parameter, since §.X is inverse
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Fig. 3.1 Inverse Gaussians for a=f=1},3,1,2,4,8,16,32 (from left to right).

Gaussian(a, 1) distributed if X ~ inverse Gaussian(c, 3). We also see that adding
two independent inverse Gaussian distributed random variables, with parameters
a1,0 and ag, 3, yields an inverse Gaussian random variable with parameters
a1 + az, 3. The expected value and the variance are o/ and «/3? respectively,
just as in the gamma distribution; the skewness is 3/y/c, hence somewhat larger
than for a gamma distribution with the same mean and variance. The flexibility of
the inverse Gaussian distributions, from very skew to almost normal, is illustrated
in Figure 3.1. Note that all depicted distributions have the same expected value 1.

Mixtures/combinations of exponential distributions

Other useful parametric distributions are the mixtures/combinations of exponential
distributions, sometimes also referred to as Coxian distributions. A mixture arises
if the parameter of an exponential distribution is a random variable which equals
« with probability g and 3 with probability 1 — ¢. The density is then given by

p(z) = qae™ ™ + (1 - q)ﬂe‘ﬁz, z > 0. (3.60)

For each ¢ with 0 < g < 1, the function p(-) is a probability density function. But
also forg < 0 or g > 1, p(-) in (3.60) is sometimes a pdf. In that case p(z) > 0
for all z must hold. From Exercise 3.8.4, we learn that it suffices if p(0) > 0. If
we assume that & < (3, then p(0) > 0 is equivalent with 1 < ¢ < 8/(8 — «), and
in this case (3.60) is called a combination of exponential distributions.
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An example of a proper combination of exponential distributions is given by
p(z) =20 —eT) =2 x 1e71®— 1 x 272, (3.61)

i.e. ¢ =2,a=1land § = 2.A second example is the function

4 1 4 1
= 5e-“) =3 X 1e 3% o 3 X Fe— 2%, (3.62)

If X ~ exponential(a) and Y ~ exponential(3), with a # (3, then

af 16} o o Ié)
mxsy () = Gy = F—aa—t F—ap_7 (3.63)
so a sum of independent exponential random variables has a combination of
exponential distributions as its density. The reverse is not always true: (3.61) is
the pdf of the convolution of an exponential(1) and an exponential(2) distribution,
since ¢ = /(B —a) = 2,but the pdf (3.62) can’t be written as such a convolution.
Ifa T 3, then 8/(3 — @) — oo, and X + Y tends to a gamma(2,3) distri-
bution. Hence, the gamma distributions with » = 2 are limits of densities that
are combinations of exponential distributions, and the same holds for all gamma
distributions with an integer scale parameter.
There is a two-stage model which produces all random variables with pdf
(3.60). Let X, Y and [ be independent with X and Y ~ exponential(1) and I ~
Bernoulli(y)with 0 <y < 1,and let 0 < a < 3. Then

Y

X
Z—I—E-i-ﬂ

(3.64)

has the following mgf

_ o B af—tf(1—7)
ma) = (1-v407) = o ha 0o

To show that this is the mgf of a combination or a mixture of exponential distrib-
utions, it suffices to find g, using partial fractions, such that (3.65) equals the mgf
of (3.60), which is

o B
I—— +(1—q)——6_t. (3.66)
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Comparing (3.65) and (3.66) we see that

gqe+(1-9)8=p(1-7), hence ¢= B_,B’YE' (3.67)
Since 0 < v < B, we have that0 < ¢ < 1if0 < v <1 — «/f, and then Z is
mixture of exponential distributions. If 1 — «/3 < v < 1,then ¢ > 1, and Z is
a combination of exponential distributions. The loss Z in (3.64) can be viewed as
the result of an experiment where one suffers a loss Y/ in any case and where
it is decided by tossing a coin with probability « of success whether one loses
an additional amount X/c. Another interpretation is that the loss is drawn from
either Y/B or X/a + Y/(3, since Z = [(X/a+Y/B)+ (1 - I)Y/B. If vy =1,
then again a sum of two exponential distributions arises.

3.9 STOP-LOSS INSURANCE AND APPROXIMATIONS

The payment by a reinsurer in case of a stop-loss reinsurance with retention d for
a loss S is equal to (S — d)4. In this section we look for analytical expressions
for the net stop-loss premium for several distributions. Note that expressions for
stop-loss premiums can also be used to calculate net excess of loss premiums.

If 7(d) denotes the stop-loss premium for a loss with cdf F'(-) as a function of
d, then 7'(d + 0) = F(d) — 1. This fact can be used to verify the expressions for
stop-loss premiums. For the necessary integrations, we often use partial integration.

Example 3.9.1 (Stop-loss premiums for the normal distribution)
If X ~ N(p,0?), what is the stop-loss premium for X if the retention is d?

As always for non-standard normal distributions, it is advisable to consider the
case ¢ = 0 and 02 = 1 first, and then use the fact that if U ~ N(0,1), then
X = oU + u ~ N(p,0?). The required stop-loss premium follows from

E[(X — d)4+] = E[(cU + pu—d);] = cE K - d?%) } (3.68)
+
Since ¢'(u) = —u@p(u), we have the following relation

/t ~ ublu)du = /t =g (w)]du = 4(2). (3.69)
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It immediately follows that
m(t) = E[(U — t)4] = ¢(t) — t[1 — &(¢)], (3.70)

and hence
E[(X —d)4] = 0¢ (%) —(d—p) [1 -y (d—;—“)] . (3.71)

For a table with a number of stop-loss premiums for the standard normal dis-
tribution, we refer to Example 3.9.5 below. See also Table C at the end of this
book. \Y

Example 3.9.2 (Gamma distribution)

Another distribution which has a rather simple expression for the stop-loss pre-
mium is the gamma distribution. If § ~ gamma(«, 3) and G(-; &, 3) denotes the
cdf of S, then

E[(S — d)+] = %{1 ~ G(d;a + 1,0)] - d[1 - G(d; a, B)]- (3.72)

We can also derive expressions for the higher moments of the stop-loss payment
E[(S - d)i], k = 2,3,.... Even the mgf can be calculated analogously, and
consequently also exponential premiums for the stop-loss payment. \v4

Remark 3.9.3 (Moments of the retained loss)
Since either S < d,s0 (S —d)y =0,0r S > d,s0 (S—d)y =S —d, the
following equivalence holds in general:

(S —d) = (5= d)4][(S—d)4] =0. (3.73)

With this, we can derive the moments of the retained loss S — (S — d) . from those
of the stop-loss payment, using the equivalence

{(S—d}f ={[S—d—(S—d)4]+ (S~ )4 }*
={S—-d-(S—-d)+}* +{(5-d);}*.

This holds since, due to (3.73), the remaining terms in the binomial expansion
vanish. v

(3.74)

In this way, if the loss approximately follows a translated gamma distribution, one
can approximate the expected value, the variance and the skewness of the retained
loss. See Exercise 3.9.4.
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Example 3.9.4 (Stop-loss premiums approximated by NP)
The probabilities of X > ¥ for some random variable can be approximated quite
well with the NP approximation. Is it possible to derive an approximation for the
stop-loss premium for X too?

Define the following auxiliary functions foru > 1 and y > 1:

Y, 9 9 6y 3
u)=u+-=(u"—-1) and w(y) =4/ —=+—+1-——. 3.75)
q(u) 5 ) () \/72 ) "

From section 2.5 we know that w(q(u)) = v and ¢(w(y)) = y. Furthermore, ¢(-)
and w(-) are monotonically increasing, and q(u) > y < w(y) < u. Let Z be a
random variable with expected value 0, standard deviation 1 and skewness v > 0.
We will derive the stop-loss premiums of random variables X with E[X] = p,
Var[X] = o2 and skewness + from those of Z with the help of (3.68).

The NP approximation states that

Pr[Z > q(u)] = Pr{w(Z) > u| ~ 1 — ®(u) foru>1. (3.76)

Assume that U ~ N(0, 1) anddefine V = q(U) if U > 1, V = 1 otherwise, i.e.
V = g(max{U, 1}). Then,

Pr[V > q(u)] =PrlU >u]=1-2(u), u>1. (3.77)
Hence,
Pr[Z >y = Pr[V >yl =1-d(w(y)), y=>1. (3.78)

The stop-loss premium of Z in d > 1 can be approximated through the stop-loss
premium of V, since

/ Pz > gl / TPV > yldy = E[(V - d),]
d d

= [ Gatmaxtu, 1) - )roidn 379

-0

= /00 (g(u) — d)p(u)du.

w(d)

To calculate this integral, we use the fact that %[ud)(u)] = (1 — u®)¢(u), and
hence

/t Oo[u2 — 1]¢p(u)du = to(t). (3.80)
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Substituting the relations (3.69) and (3.80) and the function ¢(-) into (3.79) yields

oo ;
E[(Z - d)4] ~ / (u + w21y d) $(u)du
w(d) 6 (3.81)
g
= d(w(d)) + Fw(d)g(w(d)) = dll - B(w(d))]
as an approximation for the net stop-loss premium for any risk Z with mean 0,
variance 1 and skewness 7. \%

Example 3.9.5 (Comparing CLT and NP stop-loss approximations)

What are approximately the stop-loss premiums for X with E[X] = p = 0,

Var[X] = 0? = 1 andskewnessy = 0, %, %, 1,2, 4, forretentionsd = 0, %, oo, 47
If the skewness equals 0, we apply formula (3.71), otherwise (3.81). Although

formula (3.81) was only derived for d > 1, we use it ford = O and d = % anyway.

This results in:

d =0 ~v=1/4 v=1/2 =1 =2 ~=4

0.0 .3989 3993 4003 4044 4195 4694
0.5 .1978 .2053 2131 2294 2642 3385
1.0 .0833 .0934 1035 1236 .1640 2446
1.5 .0293 0376 0461 0637  .1005 .1769
2.0 .0085 .0134 .0189 .0316 .0609 .1280
2.5 .0020 .0042 0072 .0151 .0365 .0926
3.0 .0004 0012 .0026 .0070 .0217 .0670
3.5 .0001 .0003 0009  .0032 .0128 .0484
4.0 .0000  .0001 .0003 .0014 .0075 .0350

So a positive skewness leads to a much larger stop-loss premium. For arbitrary
1 and o, one has to use (3.68). In that case, first determine d = (¢t — u)/0o, then
multiply the corresponding stop-loss premium in the above table by &, and if
necessary, use interpolation. \Y

Example 3.9.6 (Stop-loss premiums of translated gamma distribution)
What are the results if the stop-loss premiums in the previous example are calcu-
lated with the translated gamma approximation instead?

The parameters of a translated gamma distributed random variable with expected
value 0, variance 1 and skewness vy are o = 4/92%, 3 = 2/ and zg = —2/7.
For v | 0, (3.72) yields the stop-loss premiums for a N(0, 1) distribution. All
of the gamma stop-loss premiums are somewhat smaller than those of the NP
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approximation. Indeed, in (2.60) we see that the tail probabilities of the gamma
approximation for d < p + ¢ are smaller than those of the NP approximation.
Only in case of a substantial skewness v = 4 there is a larger difference.

d v=0 v=1/4 ~v=1/2 =1 =2 ~y=4

0.0 .3989 3084 3969 3907 3679 3038
0.5 .1978 .2046 .2103 2184 2231  .2046
1.0 .0833 .0930 1017 A165 0 01353 1424
1.5 .0293 0374 .0453 .0598 .0821 .1011
2.0 .0085 .0133 .0186 0297 .0498 .0726
2.5 .0020 0042 .0072 0144 0302 .0527
3.0 .0004 0012 .0026 .0068 .0183 .0385
3.5 .0001 .0003 .0009 0032 0111 .0283
4.0 .0000 .0001 .0003 .0015  .0067 .0209

From this table it would seem that the results for small d cannot be correct. Even
the approximation (3.81), although only derived for d > 1, yields more plausible
results for d = 0 and d = 0.5, since these increase with increasing skewness. But
from (3.83) below, it immediately follows that if all stop-loss premiums for one
distribution are larger than those of another distribution with the same expected
value, then the former has a larger variance. Since in this case the variances are
equal, besides larger stop-loss premiums of the translated gamma, there have to
be smaller ones as well.

Note that the translated gamma approximation gives the stop-loss premium
for a risk with the right expected value and variance. On the other hand, the NP
approximation gives approximating stop-loss premiums for a random variable with
the appropriate tail probabilities beyond w + o. Obviously, random variables exist
having the NP tail probabilities and the correct first three moments at the same
time. \Y%

3.10 STOP-LOSS PREMIUMS IN CASE OF UNEQUAL VARIANCES

In this section we compare the stop-loss premiums of two risks with equal expected
value, but with unequal variance. It is impossible to formulate an exact general
rule, but we can state some useful approximating results.

Just as one gets the expected value by integrating the distribution function over
(0,00), one can in turn integrate the stop-loss premiums. In Exercise 3.10.1, the
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reader is invited to prove that, if U > 0 with probability 1,

Va0 = [T = 4] = (e - )2 ). (3.82)

The integrand in this equation is always non-negative. From (3.82), it follows that
if U and W are risks with equal expectation g, then

/0 TLEIU = t)4] — B[(W — t),]}dt = %{Var[U] —vVarW]}.  (383)

By approximating the integral in (3.83) with the trapezoid rule with interval width
1, we can say the following about the total of all differences in the stop-loss
premiums of U and W (notice that we don’t use absolute values):

Z;HW-QA—Hthnnwéwmm—vmwn (3.84)

So, if we replace the actual stop-loss premiums of U by those of W, then (3.84)
provides an approximation for the total error in all integer-valued arguments. In
Chapter 10 we examine conditions for E[(U — d)+] > E[(W — d)] to hold for
all d. If that is the case, then all terms in (3.84) are positive and consequently, the
maximum error in all of these terms will be less than the right-hand side.

It is not very unreasonable to assume that the ratio of two integrands is approx-
imately equal to the ratio of the corresponding integrals. Then, (3.82) yields the
following approximation

ElU-t)4] - (p=t)y _ Var[U]
E[(W —t)4] = (p—t)+  Var[W]

This approximation is exact if g = E[U] and W = (1 — I + IU with I ~
Bernoulli(er) independent of U and & = Var[W]/Var[U], see Exercise 3.10.2.

Ift > u, then (¢ — t)4 = 0, so the approximation (3.85) simplifies to the
following rule of thumb:

(3.85)

Rule of thumb 3.10.1 (Ratio of stop-loss premiums)
For retentions ¢ larger than the expectation = E[U] = E[W], we have for the
stop-loss premiums of risks U and W:

E[(U ~0),] _ VarU]
E[(W —0)+]  VarlW]

(3.86)
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This rule works best for intermediate values of £, see below. \v

Example 3.10.2 (‘Undefined wife’)

Exercise 3.7.4 deals with the situation where it is unknown for which of the insureds
awidows’ benefit might have to be paid. If the frequency of being married is 80%,
we can either multiply all risk amounts by 0.8 and leave the probability of dying
within one year as it is, or we can multiply the mortality probability by 0.8 and
leave the payment as it is. We derived that the resulting variance of the total claim
amount in the former case is approximately 80% of the variance in the latter case.
So, if we use the former method to calculate the stop-loss premiums instead of
the correct method, then the resulting stop-loss premiums for retentions which are
larger than the expected claim cost are approximately 20% too small. v

We will check Rule of thumb 3.10.1 by considering the case N{u,o?) with fixed
w and 2. Write m(d; i1, 0%) for the stop-loss premium of a N(p, o%) distributed
random variable, #(-) for (;0,1), ®(-) for the N(0,1) cdf and ¢(-) = ®'(-) for
the corresponding pdf. With d* = (d — 11)/o, we can rewrite (3.71) as follows:

m(d; p,0%) = on(d*;0,1) = o[p(d*) — d*(1 — ®(d*))]. (3.87)

To see how 7(d; i1, 02) varies by changing o and keeping y constant, we calculate

the partial derivative with respect to o'*:

gi—gﬂ(d;u,02) L0 ﬂ(d—“>

20007\

(52 - e ()]

(3.88)

Hence if we replace o2 by o 4+ §2 for small §, this roughly affects the stop-loss
premium as follows:

m(d; p, 0% + 6%)

%W(d;M,UZ)JF% [M <d;ﬁt> +(d—u){1_q><d;#>}]

2 52
=7 +2 m(d; p,0%)
ag

+§2-[(d—u){l—‘b(t“)}"”(d;u)}'

(3.89)
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d w(d;0,1) Correction factor
140.01x 1+40.25x
0.0 0.398% 0.50 0.47
0.5 0.19780 0.89 0.85
1.0 0.08332 1.45 1.45
1.5 0.02931 222 2.35
2.0 0.00849 3.20 3.73
2.5 0.00200 4.43 5.84
3.0 0.00038 5.92 9.10

Table 3.1 Factors by which the N(0, 1.01) and N(0, 1.25) stop-loss premiums deviate from those
of N(0, 1), expressed in terms of the Rule of thumb correction factor

The first term in (3.89) is precisely the Rule of thumb. One can show that integrating
the second term over d € [u, 00) yields 0. This term is negative if d is close to y,
zero if d ~ 0.745 and positive for large d. From this, we may conclude that the
Rule of thumb will work best for retentions approximately equal to p + %a.

Example 3.10.3 (Numerical evaluation of the Rule of thumb)
We calculated the stop-loss premiums for a N(0,1.01) and a N(0,1.25) distribution
at retentions d = 0, %, 1,...,3, to compare them with those of a N(0,1) distribu-
tion. According to Rule of thumb 3.10.1, these should be 1.01 and 1.25 times as big
respectively. Table 3.1 gives the factor by which that factor should be multiplied
to get the real error. For instance, for d = 0 the quotient m(d;0,1.01)/7(d;0,1)
equals 1.005 instead of 1.01, so the error is only 50% of the one predicted by
the Rule of thumb. As can be seen, the Rule of thumb correction factor is too
large for retentions close to the expected value, too small for large retentions and
approximately correct for retentions equal to the expected value plus 0.75 standard
deviation. The Rule of thumb correction factor has a large error for retentions in the
far tail where the stop-loss premiums of the distribution with the smaller variance
are negligible but those of the distribution with the larger variance are not.

If one wants to squeeze a little more precision out of the Rule of thumb, one
can find an appropriate correction factor in Table 3.1. For instance, if the retention
equals ¢ + o and if the quotient of the variances equals 1 + J, then one should
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multiply the stop-loss premium by a factor 1 + 1.45¢ to approximate the stop-loss
premium, assuming the risks resemble a normal distribution. \Y

3.11 EXERCISES

Section 3.2

L.

Calculate (3.3), (3.4) and (3.5) in case N has the following distribution: a) Poisson(A), b)
binomial(n,p) and c) negative binomial(r,p).
Give the counterpart of (3.5) for the cumulant generating function.

Assume that the number of eggs in a bird’s nest is a Poisson(A) distributed random variable, and
that the probability that a female hatches out equals p. Determine the distribution of the number
of females in a bird’s nest.

4. Let S be compound Poisson distributed with A = 2 and p(x) = «/10, z = 1,2,3,4. Apply
(3.10) to calculate the probabilities of S = s for s < 4.

5. Complete the table in Example 3.2.2 for x = 0, ... , 6. Determine the expected value and the
variance of N, X and S.

6. Determine the expected value and the variance of 5, where S is defined as in Example 3.2.2,
except that N is Poisson distributed with A = 2.

7. Prove relation (3.11) by partial integration. Do the same by differentiating both sides of the
equation and examining one value, either z = 0 or z — oo.

Section 3.3

1. Show that the Poisson distribution also arises as the limit of the negative binomial(r,p) distrib-
ution if  — oo and p — 1 such that 7(1 — p) = A remainsconstant.

2. Under which circumstances does the usual Poisson distribution arise instead of the negative
binomial in Examples 3.3.1 and 3.3.2?

3. [#] Prove (3.19).

Section 3.4

The same as Exercise 3.2.4, but now with the sparse vector algorithm.

What happens with (3.23) if some «; are equal in (3.22)?

Assume that S1 is compound Poisson with Ay = 4 and claims p1(j) = 1,7 =0,1,2,3, and S,
is also compound Poisson with A2 = 2 and p2(j) = %,j = 2,4. If 51 and S; are independent,
then what is the distribution of Sy + S»?

In Exercise 3.2.3, prove that the number of males is independent of the number of females.

Let Nj, 7 = 1,2, denote the number of claims of size 7 in Example 3.2.2. Are N; and N3
independent?
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. Assume that S is compound Poisson distributed with parameter A and with discrete claims

distribution p(z), > 0. Consider Sp, a compound Poisson distribution with parameter Ao =
A/a for somea with 0 < o < 1,and with claims distribution pg(z) where pg(0) = 1 — cand
po(z) = ap(x) for x > 0.Prove that S and So have the same distribution by comparing their
mgf’s. Also show that § ~ Sg holds because the frequencies of the claim amounts £ # 0 in
(3.22) have the same distribution.

Section 3.5

10.

11.

12.

The same as Exercise 3.2.4, but now with Panjer’s recursion relation.

The same as Exercise 3.4.6, first part, but now by proving with induction that Panjer’s recursion
yields the same probabilities f(s).

Verify Example 3.5.2.

In case of a compound Poisson distribution for which the claims have mass points 1,2,... ,m,
determine how many multiplications have to be done to calculate the probability F'(t) using
Panjer’s recursion. Distinguish the cases m < ¢ and m > ¢.

Prove that E[N] = (a + b)/(1 — a) if gn = Pr[N = nj satisfies (3.26).

In Example 3.5.4, determine the retention d for which 7(d) = 0.3.

Let N1, N2 and N3 be independent and Poisson(l) distributed. For the retention d = 2.5,
determine E[(Ny + 2Nz + 3N3 — d) 4.

Assume that Sy is compound Poisson distributed with parameter A = 2 and claim sizes p(1) =
p(3) = 3. Let S» = S1 + N, where N is Poisson(l) distributed and independent of Si.

Determine the mgf of S2. What is the corresponding distribution? Determine Pr[S < 2.4].
Leave the powers of e unevaluated.

Determine the parameters of an integer-valued compound Poisson distributed Z if for some
a > 0, Panjer’s recursion relation equals Pr(Z = s] = f(s) = £[f(s — 1) + 2f(s — 2)],
s=1,2,3,.... [Don’t forget the case p(0) # 0!]

Assume that S is compound Poisson distributed with parameter A = 3, p(1) = % and p(2) = %.
Calculate f{z), F'(z) and 7(z) forz = 0,1,2,.... Also calculate 7(2.5).

Derive formulas from (3.34) for the stop-loss premium which only use f(0), f(1),..., f(d-1)
and F(0), F(1),..., F(d — 1) respectively.

Give a formula, analogous to (3.36), to calculate E[(S — d)%].

Section 3.6

1.

Assume that S is compound Poisson distributed with parameter A = 12 and uniform(0,1)
distributed claims. Approximate Pr{S < 10] with the CLT approximation, the translated gamma
approximation and the NP approximation.

Assume that S is compound Poisson distributed with parameter A = 10 and x3 distributed
claims. Approximate the distribution function of S with the translated gamma approximation.

With the NP approximation, estimate the quantile s such that Fg(s) =~ 0.95, as well as the
probability Fs(E[S] + 34/ VarlS]).
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Section 3.7

1.

Show that A\; = —log(1 — g¢;) yields both a larger expectation and a larger variance of S in
(3.49) than \; = g; does. For both cases, compare Pr{l; = j] and Pr{N; = j],j =0,1,2,...
in (3.48) and (3.49), as well as the cdf’s of I; and N;.

Consider a portfolio of 100 one-year life insurance policies which are evenly divided between
the insured amounts 1 and 2 and probabilities of dying within this year 0.01 and 0.02. Determine
the expectation and the variance of the total claims .S. Choose an appropriate compound Poisson
distribution § to approximate S and compare the expectations and the variances. Determine for
both § and S the parameters of a suitable approximating translated gamma distribution.

Show, by comparing the respective mgf’s, that the following representations of the collective
model are equivalent:

1. The compound Poisson distribution with parameter A = 7 and claims distribution
Q(z) = % 3, Pr[X; < a]. [Hence Q(-) is the arithmetic mean of the cdf’s of the
claims. It can be interpreted as the cdf of a claim from a randomly chosen policy, where
each policy has probability %.]

2. The compound Poisson distribution specified in (3.50) with A; = gs.

3. The random variable ), N;b; from (3.49) with A; = ¢i.

4. The random variable Z; + - - - + Z,, where the Z; are compound Poisson distributed with
claim number parameter 1 and claims distribution equal to those of I;b;.

In a portfolio of n one-year life insurance policies for men, the probability of dying in this year
equals g¢; for the ith policyholder. In case of death, an amount b; has to be paid out, but only if
it turns out that the policy holder leaves a widow behind. This information is not known to the
insurer in advance (‘undefined wife’), but from tables we know that this probability equals 80%
for each policy. In this situation, we can approximate the individual model by a collective one
in two ways: by replacing the insured amount for policy by 0.8b;, or by replacing the claim
probability for policy ¢ by 0.8¢;. Which method is correct? Determine the variance of the total
claims for both methods. Show how we can proceed in both cases, if we have a program at our
disposal that calculates stop-loss premiums from a mortality table and an input file containing
the sex, the age and the risk amount.

[#] At what value of  in (3.56) may we stop the summation if an absolute precision & is
required?

Consider a portfolio with 2 classes of policies. Class ¢ contains 1000 policies with claim size
b; = 1 and claim probability 0.01, for ¢ = 1, 2. Let B; denote the number of claims in class 3.
Write the total claims S as S = By + 2B; and let N = B; + B2 denote the number of claims.
Consider the compound binomial distributed random variable T' = X; + X2 + - - - + Xn with
Pr(X; = 1] = Pr[X; = 2] = 1/2. Compare S and T as regards the maximum value, the
expected value, the variance, the claim number distribution and the distribution. Do the same
for Biand Bz ~Poisson(10).

Consider an excess of loss reinsurance on some portfolio. In case of a claim «, the reinsurer pays
out an amount A(z) = (x — B)+. The claims process is a compound Poisson process with claim
number parameter 10 and uniform( 1000,2000) distributed claim sizes. For 8 € [1000, 2000],
determine the distribution of the total amount to be paid out by the reinsurer in a year.
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8.

COLLECTIVE RISK MODELS

Consider two portfolios P1 and P2 with the following characteristics:

Risk amount  Number of policies  Claim probability

Pl 21 T [7}]
z2 ng qz2

P2 2 2n4 in
Z2 2ng 7]2-(!!2

For the individual risk models for P1 and P2, determine the difference of the variance of the
total claims amount. Check if the collective approximation of P1 equals the one of P2, both
constructed with the recommended methods.

A certain portfolio contains two types of contracts. For type k, k = 1,2, the claim probability
equals ¢ and the number of policies equals ng. If there is a claim, then with probability py(z)
it equals x, as follows:

nk e pe(1) pe(2)  pe(3)

Type I 1000 001 05 0 0.5
Type2 2000 002 05 05 0

Assume that all policies are independent. Construct a collective model T to approximate the
total claims. Make sure that both the expected number of positive claims and the expected total
claims agree. Give the simplest form of Panjer’s recursion relation in this case; also give a
starting value. With the help of T, approximate the capital that is required to cover all claims
in this portfolio with probability 95%. Use an approximation based on three moments, and
compare the results with those of Exercise 2.5.13.

. Consider a portfolio containing n contracts that all produce a claim 1 with probability q.

What is the distribution of the total claims according to the individual model, the collective
model and the open collective model? If n — oo, with g fixed, does the individual model
S converge to the collective model T, in the sense that the difference of the probabilities

Pr[(S — E[S))/+/Var[S] < z] — Pr[(T — E[S])/+/Var[S] < z] converges to 0?

Section 3.8

L.

Determine the mean and the variance of the lognormal and the Pareto distribution, see also Tables
A. Proceed as follows: if ¥ ~lognormal(y, 02), then log Y ~ N{u, 02); if Y ~ Pareto(ax, zo),
then Y/xg ~ Pareto (e, 1)and log(Y/zo) ~ exponential(cv).

Determine which parameters of the distributions in this section are scale parameters, in the sense
that AX,or more general f(A)X for some function f,has a distribution that does not depend on
A. Show that neither the skewness yx nor the coefficient of variation o x /ux depend on such
parameters. Determine these two quantities for the given distributions.

[#] Prove that the expression in (3.57) is indeed a cdf, which is 0 in z = 0, tends to 1 for

x — oc and has a positive derivative (3.58)). Also verify that (3.59) is the mgf, and confirm the
other statements about the inverse Gaussian distributions.
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Show that the given conditions on ¢ in (3.60) are sufficient for p{-) to be a pdf.

Determine the cdf Pr[Z < d] and the stop-loss premium E[(Z — d) ] for a mixture or combi-
nation Z of exponential distributions as in (3.60). Also determine the conditional distribution of
Z — z,given Z > z.

Determine the mode of mixtures and combinations of exponential distributions. Also determine
the mode and the median of the lognormal distribution.

[#] Determine the mode of the inverse Gaussian(¢, &) distribution. For the parameter values of
Figure 3.1, use your computer to determine the median of this distribution.

Section 3.9

L

10.

Assume that X is normally distributed with expectation 10000 and standard deviation 1000.
Determine the stop-loss premium for a retention 13000. Do the same for a random variable Y
that has the same first two moments as X, but skewness 1.

Show that E[(S — d)+) = E[S] - d + f/(d - z)dF(z) = E[S] - [l — F(z)]dx.
If X ~ N(u,0o?), show that f:c E[(X — t)4+]dt = 202 and determine E[(X — ) 4].

Verify (3.72). Also verify (3.73) and (3.74), and show how these can be used to approximate the
variance of the retained loss.

Give an expression for the net premium if the number of claims is Poisson(A) distributed and
the claim size is Pareto distributed. Assume that there is a deductible d.

[#] Let X ~ lognormal(y, o2). Determine the stop-loss premium E[(X — d)4] for d > 0.
Compare your result to the Black-Scholes option pricing formula, and explain.

In the table from Example 3.9.5, does using linear interpolation to calculate the stop-loss
premium in e.g. d = 0.4 for one of the given values for y yield a result that is too high or too
low?

Assume that N is an integer-valued risk with E[(N — d)+] = E[(U — d)4] ford = 0,1,2,...,
where U ~ N(0, 1). Determine Pr[N = 1].

Let w(t) = E[(U — t)+] denote the stop-loss premium for U ~ N(0, 1) and retention ¢,
—o0 < t < oo. Show that w(—t), t > Osatisfies w(—t) =t + w(+t). Sketch «(¢).

In Sections 3.9 and 3.10, the retention is written as g + ko, so it is expressed in terms of a
number of standard deviations above the expected loss. However, in the insurance practice, the
retention is always expressed as a percentage of the expected loss. Consider two companies for
which the risk of absence due to illness is to be covered by stop-loss insurance. This risk is
compound Poisson distributed with parameter A; and exponentially distributed individual losses
X with E[X] = 1000. Company 1 issmall: A; = 3; company 2 is large: Az = 300. What are
the net stop-loss premiums for both companies in case the retention d equals 80%, 100% and
120% of the expected loss respectively? Express these amounts as a percentage of the expected
loss and use the normal approximation.

Section 3.10

L.

Prove (3.82) and (3.83) and verify that the integrand in (3.82) is non-negative.
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Show that (3.85) is exact if W = (1 — I)u 4 IUwith p = E[U]and I ~ Bernoulli (), for
a = Var[W]/Var[U].

Verify (3.88) and (3.89). Also verify that integrating the last term in (3.89) yields 0.

Assume that X1, X2,... are independent and identically distributed risks that represent the
loss on a portfolio in consecutive years. We could insure these risks with separate stop-loss
contracts for one year with a retention d, but we could also consider only one contract for the
whole period of n years with a retention nd. Show that E[{(X; —d)4]+ -+ E[(Xn — d)+] >
E[(X1 + -+ Xn — nd)4]. If d > E[X;], examine how .the total net stop-loss premium for
the one-year contracts E[(X1 — d)4+] relates to the stop-loss premium for the n-year period
E[(X1+ -+ Xn — nd)4].

Let B1 ~ binomial(4,0.05), B2 ~ binomial(2,0.1), S = B; + Bz and T ~ Poisson(0.4). For
theretentions d = %, 1, %, use the Rule of thumb 3.10.1 and discuss the results.

Derive (3.84) from the trapezoid rule f3° f(z)dx ~ 35 3 3°[f(¢6) + f((i — 1)8)] withinterval
width § = 1.
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4.1 INTRODUCTION

In this chapter we focus again on collective risk models, but now in the long
term. We consider the development in time of the capital U(¢) of an insurer.
This is a stochastic process which increases continuously because of the earned
premiums, and decreases stepwise because of the payment of claims. When the
capital becomes negative, we say that ruin occurs. Let 1)(u) denote the probability
that this ever happens, provided that the annual premium and the claims process
remain unchanged. This probability is a useful tool for the management since it
serves as an indication of the soundness of the insurer’s combined premiums and
claims process, given the available initial capital © = U(0). A high probability of
ruin indicates instability: measures such as reinsurance or raising some premiums
should be considered, or the insurer should attract extra working capital.

The probability of ruin enables one to compare portfolios with each other, but
we cannot attach any absolute meaning to the probability of ruin, as it doesn’t
actually represent the probability that the insurer will go bankrupt in the near
future. First of all, it might take centuries for ruin to actually happen. Moreover,
potential interventions in the process, for instance paying out dividends or raising
the premium for risks with an unfavorable claims performance, are ruled out in the

81



8 RUIN THEORY

determination of the probability of ruin. Furthermore, the effects of inflation on
the one hand and the return on the capital on the other hand are supposed to cancel
each other out exactly. The ruin probability only accounts for the insurance risk,
not the managerial blunders that might occur. Finally, the state of ruin is nothing
but a mathematical abstraction: with a capital of —1 Euro, the insurer isn’t broke
in practice, and with a capital of +1 Euro, the insurer can hardly be called solvent.

The calculation of the probability of ruin is one of the classical problems in actu-
arial science. Although it is possible to determine the moment generating function
with the probability 1 — () of not getting ruined (the non-ruin probability), only
two types of claim distributions are known for which the probability of ruin can
easily be calculated. These are the exponential distributions and sums, mixtures
and combinations of these distributions, as well as the distributions with only a
finite number of values. For other distributions, however, an elegant and usually
sufficiently tight upper bound 9(u) < e~ R can be found. The real number R
in this expression is called the adjustment coefficient. This so-called Lundberg
upper bound can often be used instead of the actual ruin probability: the higher
R, the lower the upper bound for the ruin probability and, hence, the safer the
situation. The adjustment coefficient R can be calculated by solving an equation
which contains the mgf of the claims, their expectation and the ratio of premium
and expected claims.

Multiplying both the premium rate and the expected claim frequency by the
same factor does not change the probability of eventual ruin: it doesn’t matter
if we make the clock run faster. There have been attempts to replace the ruin
probability by a more ‘realistic’ quantity, for instance the finite ruin probability,
which is the probability of ruin before time £y. But this quantity behaves somewhat
less orderly and introduces an extra problem, namely the choice of the length of
the time interval. Another alternative arises if we consider the capital in discrete
time points 0, 1,2, ... only, for instance at the time of the closing of the books.
For this discrete time model, we will derive some results.

First, we will discuss the Poisson process as a model to describe the development
in time of the number of claims. A characteristic feature of the Poisson process is
that it is memoryless: the occurrence of a claim in the next second is independent
of the history of the process. The advantage of a process being memoryless is the
mathematical simplicity; the disadvantage is that it is often not realistic. The total
of the claims paid in a Poisson process constitutes a compound Poisson process.

In the second part of this chapter, we will derive the mgf of the non-ruin prob-
ability by studying the maximal aggregate loss, which represents the maximum
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difference between the earned premiums and the total payments up to any mo-
ment. Using this mgf, we will determine the value of the ruin probability in case
the claims are distributed according to variants of the exponential distribution.
Next, we will consider some approximations for the ruin probability.

4.2 THE RISK PROCESS

A stochastic process consists of related random variables, indexed by the time ¢.
We define the surplus process or risk process as follows:

Ut)=u+ct—S(), t=>0, 4.1
where
U(t) = the insurer’s capital at time ¢;
u = U(0) = the initial capital;
¢ = the (constant) premium income per unit of time;
S(t)=X1+ Xa+ + Xy,
with

N(t) = the number of claims up to time ¢, and

X; = the size of the ith claim, assumed to be non-negative.

A typical realization of the risk process is depicted in Figure 4.1. The random
variables 11,75, ... denote the time points at which a claim occurs. The slope of
the process is ¢ if there are no claims; if, however, ¢ = T} for some 7, then the
capital drops by X;, which is the size of the jth claim. Since in Figure 4.1, at time
Ty the total of the incurred claims X; + X9 + X3 + X} is larger than the initial
capital u plus the earned premium cTy, the remaining surplus U(T}y) is less than
0. This state of the process is called ruin and the point in time at which this occurs
for the first time is denoted by 7. So,

T = min{tlt > 0 & U(t) < 0};

4.2
=o0 ifU(t) > 0for all t. “2)

The random variable T is defective, as the probability of 1" = oo is positive. The
probability that ruin ever occurs, i.e., the probability that 7 is finite, is called the
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Fig. 4.1 A realization of the risk process U(t).

ruin probability. It is written as follows:
P(u) = Pr[T < o0. (4.3)

Before we turn to the claim process S(t), i.e., the total claims up to time ¢, we
first look at the process N(t) of the number of claims up to ¢t. We will assume that
N(t) is a so-called Poisson process:

Definition 4.2.1 (Poisson process)
The process N (t) is a Poisson process if for some intensity A > 0, the increments
of the process have the following property:

N(t + h) — N(t) ~ Poisson(Ah) (4.4)
forall ¢ > 0, h > 0 and each history N(s), s < t. v
As a result, a Poisson process has the following properties:

o the increments are independent: if the intervals (¢;,¢; + h;), i = 1,2,...,
are disjoint, then the increments N (¢; + h;) — N(¢;) are independent;

e the increments are stationary: N(t + h) — N(t) is Poisson(A\h) distributed
for every value of &.

Next to this global definition of the claim number process, we can also consider
infinitesimal increments N(t + dt) — N(t), where the infinitesimal ‘number’ dt
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again is positive, but smaller than any real number larger than 0. For the Poisson
process we have:

Pr[N(t+dt) — N(t) = 1|N(s),0 < s < t] = e M\dt = Adt,
Pr[N(t+dt) — N(t) =0|N(s),0< s < t] =e M =1 \dt, (4.5)
Pr[N(t+dt) — N(t) > 2|N(s),0 < s < t] =0.

Actually, these equalities are not really quite equalities: they are only valid if we
ignore terms of order (dt)?.
A third way to define such a process is by considering the waiting times

Wi=T, W;=Tj-Tj_1, j=23,... (4.6)

Because Poisson processes are memoryless, these waiting times are independent
exponential (A) random variables, and they are also independent of the history of
the process. This can be shown as follows: if the history H represents an arbitrary
realization of the process up to time ¢ with the property that 7;_; = t, then

Pr(W; > h|H] = Pr[N(t + h) — N(t) = 0|H] = e~ (4.7)

If N(t)is a Poisson process, then S(t) is a compound Poisson process; for a fixed
t = to, the aggregate claims S(to) have a compound Poisson distribution with
parameter Atg.

Some more notation: the cdf and the moments of the individual claims X; are

P(z) =Pr[X; < z); p; =E[X]), 4,5=1,2,... (4.8)

The loading factor or safety loading € is defined by ¢ = (1 + 8) A1, hence

C
g=-—-—1. 4.9
At (4.9)

4.3 EXPONENTIAL UPPER BOUND

In this section we give a short and elegant proof of F. Lundberg’s exponential
upper bound. Later on, we will derive more accurate results. First we introduce
the adjustment coefficient.
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1+(1+0), »

Fig.+4.2 Determining the adjustment coefficient R.

Definition 4.3.1 (Adjustment coefficient)
The adjustment coefficient R for claims X > 0 with E[X] = p; > 0 is the positive
solution of the following equation in 7:

1+ 1+ 0)ur =mx(r). (4.10)
See also Figure 4.2. \Y%

In general, the adjustment coefficient equation (4.10) has one positive solution:
mx(t) is strictly convex since my(t) = E[X2e!X] > 0, m/, (0) < (1 + 6)p1,
and, almost without exception, m X(t) — oo continuously. Note that for 8 | 0, the
limit of R is 0, while for @ T oo, we see that R tends to the asymptote of m X(?"),
or to 00.

Remark 4.3.2 (Equivalent equations for the adjustment coefficient)
The adjustment coefficient can also be found as the positive solution of any of the
following equivalent equations, see Exercise 4.3.1:

A+ cR = Amx(R),
ef® =E[e®] or me_s(-R)=1 or c= %log mg(R),

where S denotes the total claims in an interval of length 1 and consequently ¢ — S
is the profit in that interval. Note that S is compound Poisson distributed with
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parameter A, and hence mg(r) = exp{A(mx(r) —1)}. From the last equation we
see that the adjustment coefficient R corresponds to the risk aversion « in case of
an exponential utility function which leads to an annual premium c, see (1.20). In
the second equation of (4.11), which can be proven by partial integration, R = 0
is no longer a root. The other equations still admit the solution R = 0. \Y

Example 4.3.3 (Adjustment coefficient for an exponential distribution)
Assume that X is exponentially distributed with parameter 8 = 1/uy. The corre-
sponding adjustment coefficient is the positive solution of

1+ (1 +0)ur =mx(r)= ,Bér’ (4.12)
The solutions of this equation are the trivial solution » = 0 and
6
=R=-—"—, 4.13
1+6 )
This situation admits an explicit expression for the adjustment coefficient. v

For most distributions, there is no explicit expression for the adjustment coeffi-
cient. To facilitate solving (4.10) by a spreadsheet or a computer program, one can
use the fact that R € [0, 201 /2], see Exercise 4.3.2.

In the next theorem, we prove F. Lundberg’s famous exponential inequality for the
ruin probability. Surprisingly, the proof involves mathematical induction.

Theorem 4.3.4 (Lundberg’s exponential bound for the ruin probability)
For a compound Poisson risk process with an initial capital u, a premium per unit
of time ¢, claims with cdf P(-) and mgf mx(t), and an adjustment coefficient R
that satisfies (4.10), we have the following inequality for the ruin probability:

P(u) < e ¥, (4.14)

Proof. Define 95 (u), ~00o < u < oo and k = 0,1,2,..., as the probability that
ruin occurs at or before the kth claim. Since the limit of ¢ (u) for £ — oo equals
(u) for all u, it suffices to prove that ¥ (u) < e~ R for each k. For k = 0 the
inequality holds, since ¥o(u) = 1 if u < 0, and ¥o(u) = 0 if w > 0. Assume
that the first claim occurs at time ¢. This event has a ‘probability’ Ae~*dt. Also
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assume it has a size z, which has a probability dP(z). Then the capital at that
moment equals u + ¢t — x. Integrating over = and ¢ yields

() = /0 ” /0 " e (u + et — 2)dP(z) e~ Nt 4.15)

Now assume that the induction hypothesis holds for k — 1, i.e., ¥p_(u) < e F¥
for all real u. Then, (4.15) leads to

Yr(u) < /000 /000 exp{—R(u + ct — z)}dP(z) e dt

o0 o 0]
= e‘R“/ Aexp{—t(A + Rc)}dt/ e dP(z) (4.16)
0 0
= g™ A mx(R) =e
A+ cR ’
where the last equality follows from (4.11). \Y%

Remark 4.3.5 (Interpretation of the adjustment coefficient; martingale)

The adjustment coefficient R has the property that E[e‘RU(t)] is constant in ¢.
In other words, e V® js a martingale: it can be interpreted as the fortune of a
gambler who is involved in a sequence of fair games. This can be shown as follows:
since U(t) = u+ct — S(t) and S(¢) ~ compound Poisson with parameter \¢, we
have, using again (4.11):

E[e—RU(t)] — E[e—R{u+ct—S(t)}]
= e fle=Re exp{A(mx(R) — 1)}]* (4.17)

—Ru

Note that if R is replaced by any other real number, the expression in square
brackets in (4.17) is unequal to 1, so in fact the adjustment coefficient is the unique
positive number R with the property that e RU() s a martingale. v

4.4 RUIN PROBABILITY AND EXPONENTIAL CLAIMS

In this section we give an expression for the ruin probability which involves the
mgf of U (T), i.e., the capital at the moment of ruin, conditionally given the event
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that ruin occurs in a finite time period. This expression enables us to give an exact
expression for the ruin probability in case of an exponential distribution.

Theorem 4.4.1 (Ruin probability)
The ruin probability for u > 0 satisfies

e——Ru
P(u) = Ee-FUD|T < oo (4.18)
Proof. Let R > 0 and t > 0. Then,
E[e"RU®] = E[e"RVO)|T < ¢] Pr(T < t] P

+E[e PVO|T > ] Pr[T > ¢].
From Remark 4.3.5, we know that the left-hand side equals e~f*. For the first
conditional expectation in (4.19) we take v € [0,¢] and write, using U(t) =
U(v) + c(t —v) — [S(t) — S(v)], see also (4.17):
E[e-RU(t)|T — ’U] — E[e—R{U(v)+c(t—v)—[S(t)—S(v)]} |T — v]
— E[e—RU(v) [T — ,U]e—Rc(t—v)E[eR{S(t)—S('u)} |T — U]
= E[e RO T = o) {e~ R exp[M(mx (R) — 1)]}' ™"
= E[e"BVD|T = 4.

(4.20)

The total claims S(t) — S(v) between v and ¢ has again a compound Poisson
distribution. What happens after v is independent of what happened before v,
so U(v) and S(t) — S(v) are independent. The term in curly brackets equals 1.
Equality (4.20) holds for all v < t, so E[e™ RV < t] = E[e"RVMT < ¢
also holds.

Since Pr{T" < ¢] 1 Pr[T' < oo] fort — oo, it suffices to show that the last
term in (4.19) vanishes for ¢ — oo. For that purpose, we split the event T" > ¢
according to the size of U(t). More precisely, we consider the cases U (t) < ug(t)
and U(t) > ug(t) for some function ug(t). Notice that T > t implies that we are
not in ruin at time ¢, i.e., U(t) > 0, so e~RU() < 1. We have

E[e”*VO|T > t) Pr{T > ¢
=E[eRVOIT > t & 0 < U(t) < up(®)] Pr{T > ¢ & 0 < U(t) < uo(t)]
+Ee VO > t & Ut) > uo(t)] Pr[T > t & 0 < U(t) > ug(t)]

< Pr{U(t) < uo(t)] + Elexp(—Rug(t))].
(4.21)
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The second term vanishes if ug(t) — oo. For the first term, note that U(t)
has an expected value p(t) = u + ct — Aty and a variance o?(t) = Atus.
Because of Chebyshev’s inequality, it suffices to choose the function ug(t) such
that (14(t) — uo(t))/a(t) — co. We can for instance take ug(t) = t%/3. v

Corollary 4.4.2 (Some consequences of Theorem 4.4.1)

1. If 8 | 0, then the chord in Figure 4.2 tends to a tangent line and, because of
Theorem 4.4.1, ¥(u) — 1; if 8 < 0O then the ruin probability equals 1, see
Exercise 4.4.1.

2. If T < oo, then U(T) < 0. Hence, the denominator in (4.18) is larger than
or equal to 1, so ¥(u) < e~ this is yet another proof of Theorem 4.3.4.

3. If the claims cannot be larger than b, then U(T") > —b, from which we

can deduce an exponential lower bound for the ruin probability: ¢¥(u) >
e—R(u—i—b).

4. It is quite plausible that the denominator of (4.18) has a finite limit for
u — 09, say ¢. Then, of course, ¢ > 1. This yields the following asymptotic
approximation for 9(-): for large u, we have ¥(u) &~ Le=Fv,

5. IfR > 0, then1—t(u) > Oforall u > 0. As a consequence, if 1—9(ug) = 0
for some ug > 0, then R = 0 and 1 — ¢(u) = 0 for all w > 0. \vJ

Example 4.4.3 (Expression for the ruin probability, exponential claims)
From (4.18), we can derive an exact expression for the ruin probability if the claims
have an exponential(3) distribution. For this purpose, assume that ruin occurs at a
finite time 1" = ¢ and that the capital U(T — 0) just before ruin equals v. Then, for
each value of v, t and y, if H represents an arbitrary history of the process with
U(T — 0) =vand T = ¢, we have:

Pr[-U(T) > y|lH =PrlX >v+ylX >v] = =

=e PV 422
Apparently, the deficit —U(T) at ruin also has an exponential (3) distribution, so
the denominator of (4.18) equals 8/(8— R). With 8 = 1/u; and R = 63/(1+9),
see (4.13), and thus 3/(8 — R) = 1 + 6, we have the following exact expression
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for the ruin probability in case of exponential(3) claims:

() 1 ex ( H,Bu) 1 ex < 6 u)
U) = —— — = ——
110 P\ 1+6) " 1+0° "\ T+6m (4.23)
= (0)e~ .
Notice that Lundberg’s exponential upper bound boils down to an equality here

except for the constant 1/(1 + ). In this case, the denominator of (4.18) does not
depend on u. In general, however, it will depend on wu. v

4.5 DISCRETE TIME MODEL

In the discrete time model, we consider more general risk processes U(t) than the
compound Poisson process from the previous sections, but now only on the time
points 0,1,2,... Instead of U(n), we write U, n = 0,1,... Let G, denote the
profit between the time points 7 — 1 and n, therefore

Up=u+G+Ga+---+G,, n=0,1,... 4.24)

Later on, we will discuss what happens if we assume that U(t) is a compound
Poisson process, but for the moment we only assume that the profits G, Ga, . ..
are independent and identically distributed, with Pr[G,, < 0] > 0, but E[G,,] =
¢ > 0. We define a discrete time version of the ruin time T, the ruin probability
J(u) and the adjustment coefficient R > 0, as follows:

T =min{n: U, <0}; ®(u)=Pr[T <oo); mg(—R)=1. (4.25)
The last equation has a unique solution. This can be seen as follows: since E [G] > 0
and Pr[G < 0] > 0, we have mg(0) > 0 and mg(—r) — oo for r — oo, while
mp(—r) = E[G%e~CT] > 0, so mg(+) is a convex function.

Example 4.5.1 (Compound Poisson distributed annual claims)

In the special case that U (t) is a compound Poisson process, we have G,, = ¢— Z,
where Z,, denotes the compound Poisson distributed total claims in year n. From
(4.11), we know that R satisfies the equation m,._z(—R) = 1. Hence, R = RV

Example 452 (Normally distributed annual claims)
If G, ~ N(u,0?), with > 0, then R = 2u/0? follows from:

1
log(mg(—r)) =0=—ur + —2—02r2. (4.26)
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Combining this result with the previous example, we observe the following. If we
consider a compound Poisson process with a large Poisson parameter, i.e., with
many claims between the time points 0, 1,2,...,then S, willapproximatelyfollow
a normal distribution. Consequently, the adjustment coefficients will be close to
each other, so R = 2u/c?. On the other hand, if we take p = ¢ — A1 = Oy
and 02 = Apo in Exercise 4.3.2, then it turns out that 24/ is an upper bound for
R. \%
Analogously to Theorem 4.4.1, one can prove the following equality:

—-Ru

Plu) =

Ele~RUD|T < o]

4.27)

So in the discrete time model one can give an exponential upper bound for the ruin
probability, too, which is

Y(u) < e fu. (4.28)

4.6 REINSURANCE AND RUIN PROBABILITIES

In the economic environment we postulated, reinsurance contracts should be com-
pared by their expected utility. In practice, however, this method is not applicable.
As an alternative, one could compare the ruin probabilities after a reinsurance
policy. This too is quite difficult. Therefore we will concentrate on the adjustment
coefficient and try to obtain a more favorable one by reinsurance. It is exactly from
this possibility that the adjustment coefficient takes its name.

In reinsurance we transfer some of our expected profit to the reinsurer, in
exchange for more stability in our position. These two conflicting criteria cannot
be optimized at the same time. A similar problem arises in statistics where one
finds a trade-off between the power and the size of a test. In our situation, we can
follow the same procedure as it is used in statistics, i.e., maximizing one criterion
while restricting the other. We could, for instance, maximize the expected profit
subject to the condition that the adjustment coefficient R is larger than some Ry.

We will consider two situations. First, we use the discrete time ruin model,
take out a reinsurance policy on the total claims in one year and then examine the
discrete adjustmentcoefficient R. In the continuous time model, we compare R
for two types of reinsurance, namely proportional reinsurance and excess of loss
reinsurance, with a retention for each claim.
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Example 4.6.1 (Discretisized compound Poisson claim process)
Again consider the compound Poisson distribution with A = 1 and p(1) = p(2) =
% from Example 3.5.4. What is the discrete adjustment coefficient R for the total
claims S in one year, if the loading factor € equals 0.2, i.e., the annual premium ¢
equals 1.87 _

The adjustment coefficient R is calculated as follows:

1 1 2o
Ater=Amx(r) & 1+18r=ce + 2" = Rx0211 (429

Now assume that we take out a stop-loss reinsurance with d = 3. For a reinsurance
with payment Y, the reinsurer asks a premium (1+€)E[Y]with §{ = 0.8.1fd = 3,
the reinsurance premium amounts to (1 + §)E[(S — d)4+] = 1.87(3) = 0.362.
To determine the adjustment coefficient, we calculate the distribution of the profit
in one year (G;, which consists of the premium income minus the reinsurance
premium minus the retained loss. Hence,

{ 1.8-0.362—-S5; ifS;=0,1,2,3;

G; =

1.8-0.362 -3 if S; > 3. (4.30)

The corresponding discrete adjustment coefficient R, which is the solution of
(4.25), is approximately 0.199.

Because of the reinsurance, our expected annual profit is reduced. It is equal to
our original expected profit minus the one of the reinsurer. For instance, for d = 3

it equals 1.8 — 1.5 — £7(3) = 0.139. In the following table, we show the results
for different values of the retention d:

Retention d R Expected profit

3 0.199 0.139
4 0.236 0.234
5 0.230 0.273
o0 0.211 0.300

We see that the decision d = 3 is not rational: it is dominated by d = 4,d = 5
as well as d = o0, i.e., no reinsurance, since they all yield both a higher expected
profit and more stability in the sense of a larger adjustment coefficient. v

Example 4.6.2 (Reinsurance, individual claims)
Reinsurance may also affect each individual claim, instead of only the total claims
in a period. Assume that the reinsurer pays an amount i(z) if the claim amount
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is z. In other words, the retained loss equals  — h(z). We consider two special
cases:

h(z) = ax 0 <a <1 proportional reinsurance @31
(o :

By 04 excess of loss reinsurance

Obviously, proportional reinsurance can be considered as a reinsurance on the total
claims just as well. We will examine the usual adjustment coefficient K, which
is the root of

oo
A+ (c—ep)r=A / e h@lgp(x), (4.32)
0
where c;, denotes the reinsurance premium. The reinsurer uses a loading factor &
on the net premium. Assume that A = 1, and p(z) = 1 for x = 1 and m =2
Furthermore, let ¢ = 2, s0 8 = % and consider two Values £ = 3 and ¢ =
In case of proportional reinsurance h(z) = az, the premium equals

3
chn =1+ EXERX)] =1+ f)éa, (4.33)
s0, because of z — h(z) = (1 — a)z, (4.32) leads to the equation

3 1 1
1+[2-(1+8=a)r=ze172) 4 Z2rll-a) (4.34)
2 2 2
Foré = g, we havecy, = 2 and Ry, = 013%.5, for = -g— we havech =21c.
Next, we consider the excess of loss reinsurance h(z) = (z — )4, with
0 < B £ 2. The reinsurance premium equals

on = (1+ OA5A(1) + 3h(2)
1 (4.35)

A+~ B+ +(2-B)4),

while z — h(z) = min{z, 8}, and therefore Ry, is the root of

F@= 504910 =P+ 2~ B)Dr

i | (4.36)
— 5[emm{ﬁ,l}r - emm{ﬂ,?}r]'
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In the table below, we give the results Ry, for different values of 3, compared
with the same results in case of proportional reinsurance with the same expected
payment by the reinsurer: 3a = 3(1— B8)4 + (2 - B)4

For ¢ = %, the loading factors of the reinsurer and the insurer are equal,
and the more reinsurance we take, the larger the adjustment coefficient is. If
the reinsurer’s loading factor equals 52), then for o > 2 7 the expected retained loss
AE[X —h(X)] = 3(1—a) is not less than the retained premium c—¢;, = 2—2.1¢.
Consequently, the resultmg retained loading factor is not positive, and eventual ruin
is a certainty. The same phenomenon occurs in case of excess of loss reinsurance
with g < %1. In the table below, this situation is denoted by the symbol *.

Ié) 2.0 14 09 06 03 0I5 00

o 060 02 04 06 08 09 10
E=3 XL 3260 443 612 918 1.84 367 oo

Prop. 326 407 542 813 163 325 oo
£E=% XL 3260 426 541 667 425

Prop. 326 390 482 602 382

From the table we see that all adjustment coefficients for excess of loss coverage
(XL) are at least as large as those for proportional reinsurance (Prop.) with the
same expected payment. This is not a coincidence: by using the theory on ordering
of risks, it can be shown that XL coverage always yields the best R-value as well
as the smallest ruin probability among all reinsurance contracts with the same
expected value of the payment, see Example 10.4.4. v

4.7 BEEKMAN’S CONVOLUTION FORMULA

In this section we show that the non-ruin probability can be written as a com-
pound geometric distribution function. For this purpose, we consider the maximal
aggregate loss, i.e., the maximal difference between the payments and the earned
premium up to time ¢:

L = max{S(t) — ct|t > 0}. (4.37)

Since S(0) = 0, we have L > 0. The event L > wu occurs if, and only if, a finite
point in time ¢ exists for which U(t) < 0. In other words, the inequalities L > u
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L |‘
1',2-
L 1 ; U(t)

Ly|
] } } f f

T L L=T T

Fig. 4.3 The quantities L, L1, Lo, . ..

and T < oo are equivalent and consequently
Y(u) =1~ Fp(u). (4.38)

Next, we consider the points where the surplus process reaches a new record low.
This happens necessarily at points in time when a claim is paid. Let the random
variables Lj,7 = 1,2,... denote the amounts by which the jth record low is
less than the 3~ 1st one, see Figure 4.3 where there are three new record lows,
assuming that the process drifts away to oo in the time period not shown. Let M
be the random number of new records. We have

L=Li+Ly+---+Ly. (4.39)

From the fact that a Poisson process is memoryless, it follows that the probability
that a particular record low is the last one is the same every time. Hence, M follows
a geometric distribution. For the same reason, the amounts of the improvements
Ly, Ly, ... are independent and identically distributed. The parameter of M, i.e.,
the probability that the previous record is the last one, equals the probability to
avoid ruin starting with initial capital 0, hence it equals 1 — ¢(0).

So L has a compound geometric distribution. Both the value of the geometric
parameter 1 —)(0) and the distribution of L;, conditionally given M > 1, follow
from the following theorem:
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Theorem 4.7.1 (Distribution of the capital at time of ruin)
If the initial capital u equals 0, then for all ¥ > 0 we have:

PHU(T) € (—y — dy,—) & T < o0] = %[1 _ Ply)dy. (4.40)

Proof. In a compound Poisson process, the probability of having a claim in the
interval (¢,t + dt) equals Adt, which is independent of ¢t and of the history of
the process up to that time. So, between O and dt there is either no claim (with
probability 1 — Adt), and the capital increases from u to u + cdt, or one claim with
size X. In the latter case, there are two possibilities. If the claim size is less than
u, then the process continues with capital u + cdt — X. Otherwise ruin occurs, but
the capital at ruin is only larger than y if X > u + y.Defining

G(u,y) = Pr[U(T) € (—o00,—y) & T < o|U(0) = ul, (4.41)

we can write

G(u,y) = (1 — Mdt)G(u + cdt,y)

w o0 (4.42)
+ Adt / Glu— &, dPE) + / iP(z)} |
0 uty
If G’ denotes the partial derivative of G with respect to u, then
G(u + cdt,y) = G(u,y) + cdt G'(u,y). (4.43)

Substitute (4.43) into (4.42), subtract G(u,y) from both sides and divide by cdt.
Then we get

oo

G (u,y) =%{G(u,y)— /O " Glu—z,9)dP(x) /u dP(:c)}. (4.44)

+y

Integrating this over u € [0, 2] yields

G(z,y) — G(0,y) = %{/02 G(u,y)du — /Oz /Ou G(u — z,y)dP(z)du

- /Oz /u:dP(x)du}.

(4.45)
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The double integrals in (4.45) can be reduced to single integrals as follows. For

the first double integral, exchange the order of integration, substitute v = u — x
and again exchange the integration order. This leads to

/0 ’ /0 " Gl 5, YA ) = /O ’ /O T Glo, y)dP(x)dv »

= /Z G(v,y)P(z — v)dv.
0

In the second double integral in (4.45), we substitute v = u + y. Then,

/0 ’ /u ” dP(z)du = / z+y[1 — P(v)]dv. (4.47)

Hence,

Glzy) — G0,y) = {/Guy[l— (2 —u)ldu

. (4.48)
- / - )]du}
Y
For z — oo, the first term on both sides of (4.48) vanishes, leaving
/ (1 - P(u)]du, (4.49)
which completes the proof. \%

This theorem has many important consequences.
Corollary 4.7.2 (Consequences of Theorem 4.7.1)

1. The ruin probability at 0 depends on the safety loading only. Integrating
(4.40) fory € (0,00) yields Pr[T < oo, so regardless of P(-) we have

A [ A 1
P(0) = —/0 [1 - P(y)ldy = M= (4.50)

C

2. Assuming that there is at least one new record low, L; has the same distri-
bution as the amount with which ruin occurs starting from » = 0 (if ruin
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occurs). So we have the following expression for the density function of the
record improvements:

1-P(y) 1 _1-Py)

W)= T om e =

y > 0. 4.51)

3. Let H(z) denote the cdf of L; and p the parameter of M. Then, since L
has a compound geometric distribution, the non-ruin probability of a risk
process is given by Beekman’s convolution formula:

= p(l—p)"H™ (u), (4.52)

m=0
where
=0 wd H) —1-—/ L - P(y))d 53)
P=1%0 v '

4. The mgf of the maximal aggregate loss L which because of (4.38) is also
the mgf of the non-ruin probability 1 — 3(u), is given by
0 1 O(mx(r)—1)

1+60 1401+ (1+0)uwr—mx(r)

mp(r) = (4.54)

Proof. Only the last assertion requires a proof. Since L = Lj + - -- 4+ Ly with
M ~ geometric(p) for p = %, we have

p
1— (1 =p)m,(r)

mpr(r) =mp(logmg, (1)) = (4.55)

The mgf of Ly follows from its density (4.51):

mp,(r) = :L/mé%1—Pw»@

- {1 - Pw)

(e}

v [T -ape)})  @so

0
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since the integrated term disappears at oo because for ¢ — oo:

/00 e"VdP(y) < oo = /00 edP(y) | 0
0 t
= ¢ /Oo dP(y) = " (1 = P(t)) | 0.
¢

Substituting (4.56) into (4.55) then yields (4.54). v

(4.57)

Remark 4.7.3 (Recursive formula for ruin probabilities)
The ruin probability in « can be expressed in the ruin probabilities at smaller initial
capitals, as follows:

)\ o0
=2 [Tn-Pow -+ [T-Pwle. @)
u
To prove this, note that 7" < oo implies that the surplus eventually will drop below
the initial level, so
¥(u) = Pr[T < o0] = Pr[T < 00 & M > 0]
= Pr[T < oo|M > 0] Pr[M > 0]

1 o0
= = 4.59
T+ J, Pr[T < oo|L; = y|fr,(y)dy (4.59)
A u o0
=2 ([T wtu-n0 -+ [T Pua),
where we have substituted ¢ = (1 + 6)Ap;. \Y

4.8 EXPLICIT EXPRESSIONS FOR RUIN PROBABILITIES

Two situations exist for which we can give expressions for the ruin probabilities.
In case of exponential distributions, and mixtures or combinations of these, an
analytical expression arises. For discrete distributions, we can derive an algorithm.

In the previous section, we derived the mgf with the non-ruin probability
1 — 9(u). In some cases, it is possible to identify this mgf, and thus give an
expression for the ruin probability. We will describe how this works for mix-
tures and combinations of two exponential distributions, see Section 3.7. Since

1 —-¥(0)=6/(1+86)and

) = [ " e[l — plu)] = 1 — p(0) + /0 ey (w)du,  (4.60)
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it follows from (4.54) that the ‘mgf’ of the function —¢'(u) equals

_ 1 B(mx(r) = 1)
1401+ (1 +O)ur—mx(r)

oo
/ &7 (= () )du (.61)
0
Note that, except for aconstant, —¢’'(u) is a density function, see Exercise 4.8.1.
Now, if X is a combination or a mixture of two exponential distributions as in
(3.27), i.e., for some @ < fand 0 < ¢ < [% it has density function

p(z) = qae™ + (1 — q)ﬂe‘ﬁm, z >0, (4.62)

then the right-hand side of (4.61), after multiplying both the numerator and the
denominator by (r — «){r — [3), can be written as the ratio of two polynomials
in r. By using partial fractions, this can be written as a sum of terms of the form
d7/(~y — r), corresponding to & times anexponential(vy) distribution. We give two
examples to clarify this method.

Example 4.8.1 (Ruin probability for exponential distributions)
In (4.62), let ¢ = 0 and # = 1, hence the claims distribution is exponential(1).
Then, for § = 1/(1+ 6) and v = /(1 + 8), the right-hand side of (4.61) leads to

1 O(ﬁ—l) _ 6 _ &~y (4.63)
1+01+(1—|—0)r——£—r_(1+0)[9—(1+0)r]_'y-—r' '

Except for the constant 4, this is the mgf of anexponential () distribution. We con-
clude from (4.61) that — v’ (w)/dis equal to the density function of this distribution.
By using the boundary condition ¥(o0) = 0, we see that for the exponential(1)
distribution

1 —0u
= 4.64
Ylu) 1+9€Xp<1+0>’ iFel
which corresponds to (4.23) in Section 4.4 for 8 = u; = 1. \%

Example 4.8.2 (Ruin probability, mixtures of exponential distributions)
Choose § = 0.4 andp(z) = & x 3e73% + 2 xTe7™, 2 > 0. Then

1 1 11 11 5]
mx(’l")—— +——T_, /'Ll—‘§§+§?—ﬁ' (4.65)
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So, after some calculations, the right-hand side of (4.61) leads to

6(5—r1) ) 6e 24 1
6—Tr+r3) 1=r 6=r 0T 32ME=735 50
The ruin probability for this situation is given by
24 —u 1 —6u
=— — ;s 4.67
Notice that 1(0) = 11 indeed holds. \%

This method works fine for combinations of exponential distributions, too, and
also for the limiting case gamma(2,53), see Exercises 4.8.5-7. It is possible to
generalize the method to mixtures/combinations of more than two exponential
distributions, but then roots of polynomials of order three and higher have to be
determined.

To find the coefficients in the exponents of expressions like (4.67) for the ruin
probability, i.e., the asymptotes of (4.66), we need the roots of the denominator
of the right-hand side of (4.61). Assume that, in the density (4.62), a < [ and
q € (0,1). We have to solve the following equation:

i
gt
Notice that the right-hand side of this equation corresponds to the mgf of the
claims only if r is to the left of the asymptotes, i.e., if r < «. If r is larger, then
this mgfis +o0; hence we write “myx (r)” instead of m x (r) for these branches in

Figure 4.4. From this figure, one sees immediately that the positive roots r; and
ro are real numbers that satisfy

1+ (14 0)ur = qﬁ +(1-gq) 4.68)

m=R<a<ry<g. (4.69)

Remark 4.8.3 (Ruin probability for discrete distributions)

If the claims X can have only a finite number of positive values x1,xo,... ,Zm,
with probabilities pi1,p2, ... , pm, the ruin probability equals
% I
Plu)=1- —— (—z)fatthmer TT 2L (4.70)
1+6 ] 45!
k:l,..‘ ,km ]=1
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1+(1+8)p,

Fig. 4.4 Solutions of (4.68). Only the left branch of the graph is actually the mgf of X.

where z = %(u —kijxy = - — k) +. The summation extends over all values
ofki,... ,km = 0,1,2,... leading to z > 0, and hence is finite. For a proof of
(4.70), see Gerber (1989). v

4.9 APPROXIMATION OF RUIN PROBABILITIES

For other distributions than the ones above, it is difficult to calculate the exact
value of the ruin probability ¢(u). Furthermore, one may argue that this exact
value is not very important, since in case of doubt, other factors will be decisive.
So there is a need for good and simple approximations for the ruin probability.
First of all, we give some global properties of the ruin probability that should

preferably be satisfied by the approximations. Equation (4.50) yields
1
4.
¥(0) = 75 (@.71)

Next, we know that ¢¥(u) = 1 — Fr(u), and thus, with partial integration,

/O T wdl - (u)] = /O " w(u)du = E[L),

/0 u? df1 — (u ]—/0002u¢(u)du=E[L2].

These moments of the maximal aggregate loss L follow easily since L = L; +
-+ 4 Ljs has a compound geometric distribution, with the distribution of M and

4.72)



104  RUIN THEORY
L; given in Section 4.7. The required moments of L; are

k HE+1
N=——, k=12... 473
E[L]] ,Uzl(k'i-l)’ )< ( )

Since E[M] = %, we have

* H2
Y(u)du = ——. 4.74)
/0 2011
It can also be shown that
2
Var[l] = b2 4 £2 (4.75)

30p 4973’

hence

* 1 13 13
(u)du = -E[[%] = 2 4+ 2 4.76

After this groundwork, we are ready to introduce a number of possible approxi-
mations.

1. Replacing the claims distribution by an exponential distribution with the
same expected value, we get, see (4.23):

W(u) ~ —— exp (--0—i>. @.77)

For v = 0, the approximation is correct, but in general, the integrals over
the left-hand side and the right-hand side are different.

2. Approximating % (u) by (0)e **with k chosen such that (4.74) holds
yields as an approximation

1 —20u1u
P(u) = T35 &P ((1 n 9)#2) . (4.78)

Note that if the claims are exponential(1/u; ) distributed, then py = 2;/,%, SO
not only (4.77) but also (4.78) gives the correct ruin probability.
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3. We can approximate the ruin probability by a gamma distribution:

i
P(u) ~ m(l -Gy, a,08)), u>0. (4.79)

To fit the first two moments, the parameters ¢« and 3 of the gamma cdf
G(+; a, #) must meet the following conditions:

1 1 2
E[L] = m%; E[L?] = 155 <% ¥ %) : (4.80)

4. Just as in the first approximation, one can replace the claims distribution
by another with a few moments in common, for which the corresponding
ruin probability can be easily calculated. A suitable candidate for such a
replacement is a mixture or combination of exponential distributions.

5. Another possible replacement is a discrete distribution. The ruin probabili-
ties can easily be computed from (4.70). For each claims distribution, one
can find a two-point distribution with the same first three moments. This
is not always possible in case of a mixture/combination of two exponential
distributions. Both methods yield good approximations.

6. From the theory of ordering ofrisks, it follows that one gets a lower bound for
the ruin probability if one replaces the claims distribution with expectation
4 by a one-point distribution on g. A simple upper bound can be obtained
if one knows the maximum value b of the claims. If one takes a claims
distribution with probability z/b for b, and probability 1 — p/b for 0, then a
Poisson process arises which is equivalent to a Poisson process with claims
always equal to b and claim number parameter Au/b instead of A. So, both
the lower bound and the upper bound can be calculated by using (4.70) with
m = 1.

7. The geometric distribution allows the use of Panjer’s recursion, provided
the individual terms are integer-valued. This is not the case for the terms
L; of L, see (4.51). But we can easily derive lower and upper bounds this
way, by simply rounding the L; down to an integer multiple of J to get a
random variable L’ which is suitable for Panjer’s recursion, and gives an
upper bound for Ff,(u) since Pr[L < u] < Pr[L' < u]. Rounding up leads
to a lower bound for Fr,(u). By taking § small, we get quite good upper and
lower bounds with little computational effort.
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4.10 EXERCISES

Section 4.2

l.

Assume that the waiting times Wy, Ws, ... are independent and identically distributed random
variables with cdf F(x) and density function f(z), z > 0. Given N(¢) = i and Ty = s for
some s < ¢, what is the conditional probability of a claim occurring between points in time ¢
and t + dt? (This generalization of a Poisson process is called a renewal process.)

Let {N(2),t > 0} be a Poisson process with parameter A, and let p,(t) = Pr[N(¢) = n] and

p-1(t) = 0. Show that pj,(t) = —Apn(t) + Apn-1(t), n = 0,1,2,..., and interpret these
formulas by comparing pr(t) with pn(t + dt).

Section 4.3

1. Prove that the expressions in (4.11) are indeed equivalent to (4.10).

Usee™ > 14+ rx+ %(mc)2 forr > 0 andz > O to prove that R < 281 /pa.

For6 = 0.4 andp(z) = 3(3e™* + Te™"®), determine the values of ¢ for whichmx (t) is
finite, and also determine R.

4. Ifthe claims distribution is discrete with p(1) = p(2) = %, then determine @ if it is given that

R =log 3.

Which premium yields e~ &% = ¢?

[#] IfPr[X = 0,1,2,4] = %, then determine R by using a spreadsheet, for A = 1 and ¢ = 3.
Assume that the claims X in a ruin process with & = % arise as follows: first, a value Y is drawn
from two possible values 3 and 7, each with probability % Next, conditionally on Y = y, the
claim X is drawn from an exponential(y) distribution. Determine the adjustment coefficient R.
If R = 2 for the same distribution, is € larger or smaller than -g»?

8. In some ruin process, the individual claims have a gamma(2,1) distribution. Determine the
loading factor & as a function of the adjustment coefficient R. Also, determine R(#). If the
adjustment coefficient equals %, does 8 = 2 hold? Using a sketch of the graph of the mgf of the
claims, discuss the behavior of R as a function of 8.

9. [#] Discuss the determination of the adjustment coefficient R if in a ruin process the claims are
lognormally distributed. Also, if the claims are inverse Gaussian.

10. Argue that dc/dR > 0. Use therelation ¢ = + log(ms(R)), where S denotes the total claim
in some period of length 1, to derive that an exponential premium increases with the parameter
(risk aversion) c.

Section 4.4

1. From Theorem 4.4.1, we know thatyp(u) — 1 if§ | 0. Why does this imply thatep(u) = 1 if
g <0

2. Which compound Poisson processes have a ruin probability ¢ (u) = %e_“?
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For a compound Poisson process, it is known that the continuous ruin probability depends on
the initial capital w in the following way: %(u) = ae™* + Be~2*, Determine the adjustment
coefficient for this process. Can anything be said about the Poisson parameter in this risk process?
What is E[exp(— RU(T))|T < o0]?

Assume that 1(¢) < 1. By looking at the event "non-ruin & no claim before €/¢”, with ¢
denoting the premium income per unit of time, show that 1(0) < 1 must hold.

For a certain risk process, it is given that 6 = 0.4 and p(z) = $(3e7%* + 7e~7®). Which of the
numbers 0, 1 and 6 are roots of the adjustment coefficientequation 1 + (1 + 0)ui R = mx (R)?
Which one is the real adjustment coefficient?

One of the four expressions below is the ruin probability for this process; determine which
expression is the correct one, and argue why the other expressions can’t be the ruin probability.

Ly(u) = He™ + e

2. 1/)(u) gg v 11 —ﬁu’

3. w(u) gg —0.5u + gls_e—G.Su;

4. P(u) = %e—O.Su + éée_ﬁ B4,

The ruin probability for some ruin process equals (u) = 42 e” %% 4 > 0. By using

the fact that for ruin processes, in general, limy o0 w(u)/e v — ¢ for some ¢ € (0,1),
determine the adjustment coefficient R and the appropriate constant ¢ in this case.

Section 4.5

1.

Assume that the distribution of G; satisfies Pr{G; = +1] =pandPr[G; = -1]=g=1-p.
Further, P>3 and u is an integer. Determine U(T) if T < oo. Express dz( ) in terms of R,
and both R and 1/1( ) in terms of p and q.

[#] Assume that an insurer uses an exponential utility function w(-) with risk aversion cx. Prove
that E[w(Un+1)|Un = 2] > w(z)if and only if & < R, and interpret this result.

Show that T > T with probability 1, as well as P(u) < (u) forall u, if both are determined
for a compound Poisson risk process.

Assume that the continuous infinite ruin probability for a compound Poisson process equals
ae” ™ in case of an initial capital u, for some constant . Furthermore, the claims follow an
exponential distribution with parameter 2 and the expected number of claims a year is 50.
Determine the safety loading for this process. Also determine an upper bound for the discrete
infiniteruinprobability.

Section 4.6

L.

The claim process on some insurance portfolio is compound Poisson with A = 1 and p(z) =
e~ ",z > 0. The loading factor is 8. Calculate the adjustment coefficient in case one takes out a
proportional reinsurance h(x) = o with a loading factor £ > 0. Calculate the relative loading
factor after this reinsurance. Which restrictions apply to a:?
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2.

3.

For the same situation as in the previous exercise, but now with excess of loss coverage h(z) =
(z = B)+, write down the adjustment coefficient equation, and determine the loading factor after
reinsurance.

Assume that the claims per year Wi, 42 = 1,2,..., are R(5,1) distributed and that 8 = 0.25. A
reinsurer covers a fraction « of each risk, applying a premium loading factor £ = 0.4. Give the
adjustment coefficient R for the reinsured portfolio, as a function of &. Which value optimizes
the security of the insurer?

A total claims process is compound Poisson with A = 1 and p(z) = e™%, z > 0. The relative
loading factor is 6 = % One takes out a proportional reinsurance h{z) = az. The relative
loading factor of the reinsurer equals 1. Determine the adjustment coefficient Rx. For which
values of « is ruin not a certainty?

Section 4.7

1.

What is the mgf of Ly if the claims (a) are equal to b with probability 1, and (b) have an
exponential distribution?

Prove that Pr[L = 0] = 1 — 4(0).
In Exercises 4.4.3 and 4.4.6, what is 87

Section 4.8

10.

For which constant v is v(~%'(u)), u > 0 a density?

Make sketches like in Figure 4.4 to determine the asymptotes of (4.61), for a proper combination
of exponential distributions and for a gamma(2, 3)distribution.

Calculate 8 and R if (u) = 0.3¢72* + 0.2e™** + ae™®*, u > 0. Which values of @ are
possible taking into account that ¥{u) decreases in u and that the safety loading 6 is positive?

—3u

IfA =3, ¢=1and p(x) = %e + l—;—;e_e'", then determine p1, 8, mx, (4.61), and an
explicit expression for 4 ().

Determine Ele ™ #Y ) ] in the previous exercise, with the help of (4.17). Determine independent
random variables X, Y and I such that IX + (1 - )Y has density p(-).

Just as Exercise 4.8.4, but now p(z) is a gamma(2, %) density, A = 1 and ¢ = 10.

Determine ¥ (u) if 6 = % and the claims X; are equal to X; = Y;/4 + Z;/3, with Y; and Z; ~
exponential(1) and independent.

Sketch the density of L; in case of a discrete claims distribution.
[#] Prove (4.70) in case of m = land m = 2.

Assume that the individual claims in a ruin process are equal to the maximum of two independent
exponential(1) random variables, i.e., X; = max{Y:1, Yiz} with Yix ~ exponential(l). Deter-
mine the cdf of X, and use this to prove that the corresponding density p(x) is a combination
of exponential distributions. Determine the loading factor @ in the cases that for the adjustment
coefficient, we have R = 0.5 and R = 2.5.



EXERCISES 109

11. The ruin processes of company 1 and 2 are both compound Poisson with intensities A; = 1

and Ay = 8, claims distributions exponential(3) and exponential(6), and loading factors #; = 1
and 6, = % The claims process of company 1 is independent of the one of company 2.
These companies decide to merge, without changing their premiums. Determine the intensity,
claims distribution and loading factor of the ruin process for the merged company. Assume
that both company 1 and 2 have an initial capital equal to O, then obviously so does the
merged company. Compare the probabilities of the following events (continuous infinite ruin
probabilities): “both companies never go bankrupt” with “the merged company never goes
bankrupt”. Argue that, regardless of the values of the initial capitals u1 and uz for the separate
companies, and consequently of ui + u2 for the merged company, the following holds: the event
“both companies never go bankrupt” has a smaller probability than “the merged company never
goes bankrupt”.

Section 4.9

L.
2.

Verify (4.72), (4.73), (4.75)/(4.76), and (4.80). Solve cx and @ from (4.80).

Work out the details of the final approximation.



Premium principles

5.1 INTRODUCTION

The activities of an insurer can be described as an input-output system, in which
the surplus increases because of (earned) premiums and interest, and decreases
because of claims and costs, see also the previous chapter. In this chapter we discuss
some mathematical methods to determine the premium from the distribution of the
claims. The actuarial aspect of a premium calculation is to calculate a minimum
premium, sufficient to cover the claims and, moreover, to increase the expected
surplus sufficiently for the portfolio to be considered stable.

Biihlmann (1985) described a top-down approach for the premium calculation.
One primarily looks at the premium required by the total portfolio. Secondly,
one considers the problem of spreading the total premium over the policies in
a ‘fair’ way. To determine the minimum annual premium, we use the discrete
ruin probability as introduced in the previous chapter (with some simplifying
assumptions). The result is an exponential premium (see Chapter 1), where the
parameter follows from the maximal ruin probability allowed and the initial capital.
Assuming that the suppliers of the initial capital are to be rewarded with a certain
annual dividend, and that the resulting premium should be as low as possible,
therefore as competitive as possible, we can derive the optimal initial capital.

111
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Furthermore we show how the total premium can be spread over the policies in a
fair way, while the total premium keeps meeting our objectives.

For the policy premium, a lot of premium principles can be justified. Some
of them can be derived from models like the zero utility model, where the ex-
pected utility before and after insurance are equal. Other premium principles can
be derived as an approximation of the exponential premium principle. We will
verify to which extent these premium principles satisfy a number of reasonable
requirements. We will also consider some characterizations of premium principles.
For instance, it turns out that the only utility preserving premium principles for
which the total premium for independent policies equals the sum of the individual
premiums are the net premium and the exponential premium.

As an application, we analyze how insurance companies should handle if they
want to form a ‘pool’. It turns out that the most competitive total premium is
obtained when the companies each take a fixed part of the pooled risk (coinsur-
ance), where the proportion is inversely proportional to their risk aversion. See
also Gerber (1979).

5.2 PREMIUM CALCULATION FROM TOP-DOWN

As argued in Chapter 4, insuring a certain portfolio of risks leads to a surplus which
increases because of collected premiums and decreases in the event of claims. The
following equalities hold in the discrete time ruin model:

Ut:Ut_1+C—St, t=1,2,... (51)

Ruin occurs if Uy < 0 for some t. We assume that the annual total claims Sy,
t =1,2,..., are independent and identically compound Poisson distributed, say
St ~ S. The following question then arises: how large should the initial capital
Up = u and the premium ¢ = 7[S] be for ruin not to occur with high probability?
The probability of ruin is bounded from above by e #* where R denotes the
adjustment coefficient, i.e. the root of the equation efle = E[eRS], see Section 4.5.
Note that, for the selected conditions, the discrete adjustment coefficient R and
the usual adjustment coefficient R coincide. If we set the upper bound equal to ¢,
then R = |loge|/u. Hence, we get a ruin probability bounded by &by choosing
the premium c as

1
c=5 log(E[e®*°]), where R = l| log e]. (5.2)
u
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This premium is the exponential premium (1.20) with parameter R. From Example
1.3.1, we know that the adjustment coefficient can be interpreted as a measure for
the risk aversion: for the utility function —ae™** with risk aversion «, the utility
preserving premium is ¢ = L log(E[eX]).

A characteristic of the exponential premium is that choosing this premium for
each policy also yields the right total premium for S. So, if the X;, denoting

the payment on policy 7, j = 1,... ,n, are independent, then, as the reader may
verify,
S=X1+--+X, = 1 log(E[e®S]) = i 1 log(E[efXi]).  (5.3)
" R R S

Another premium principle which is additive in this sense is the variance principle,
where for a certain parameter o > 0 the premium is determined by

7[S] = E[S] + aVar[S]. (5.4)

This premium can also be obtained as an approximation of the exponential pre-
mium by considering only two terms of the Taylor expansion of the cgf, assuming
that the risk aversion R is small, since

1 1 .
n[S] = EKS(R) =% (E[S]R + Var[S]R? + - ) : (5.5)
For the approximation of (5.2) by (5.4), a should thus be taken equal to %R. From

(5.2) and 1(u) < e, we can roughly state that:

e doubling the loading factor cx in (5.4) decreases the upper bound for the ruin
probability from & to £;

¢ halving the initial capital requires the loading factor to be doubled if one
wants to keep the same maximal ruin probability.

We will introduce a new aspect in the discrete time ruin model (5.1): how large
should u be, if the premium c is to contain a yearly dividend for the shareholders
who have supplied the initial capital? A premium at the portfolio level which takes
this into account is

|log €|

7[S] = E[S] + B

Var[S] + i u, (5.6)
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i.e. the premium according to (5.2), (5.4) and (5.5), plus the dividend ¢u. We
choose w such that the premium is as competitive as possible, therefore as low as
possible. By setting the derivative equal to zero, we see that a minimum is reached
for u = o[S]y/|loge|/2:. Substituting this value into (5.6), it turns out that the

optimal premium is a standard deviation premium:

7[S] = E[S] + o[S]v/ 2| log &]. (5.7

In the optimum, the loading 7[S] — E[S] — ¢ u equals the dividend i u; notice that;
if 7 increases, then v decreases, but?wu increases.

Finally, we have to determine which premium should be asked at the down
level. We can’t just use a loading proportional to the standard deviation. The sum
of these premiums for independent risks doesn’t equal the premium for the sum,
and consequently the top level wouldn’t be in balance: if we add a contract, the
total premium no longer satisfies the specifications. On the other hand, as stated
before, the variance principle is additive, just like the exponential and the net
premium. Hence, (5.6) and (5.7) lead to the following recommendation for the
premium calculation:

1. Compute the optimal initial capital w = o[S]\/|loge|/2i for S, ¢ and €;

2. Spread the total premium over the individual risks X; by charging the
following premium:

7[X;] = E[X;] + RVar[X;], where R = |loge|/u. (5.8)

Note that in this case the loading factor R = « of the variance premium is twice as
large as it would be without dividend, see (5.4) and (5.5). The total dividend and
the necessary contribution to the expected growth of the surplus which is required
to avoid ruin are spread over the policies in a similar way.

Biihlmann gives an example of a portfolio consisting of two kinds (A and B) of
exponential risks:

Type Number Expected Variance Exponential Variance  Stand. dev.
of risks value premium premium  premium

A 5 5 25 —%}log(l -5R) 5+ %HQS

B 20 1 1 —+=log(l — R) 1+ 51

Total 25 45 145 45 + (2i|log €|145) 7
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Choose € = 1%, hence |log e| = 4.6052. Then, for the model with dividend, we
have the following table of variance premiums for different values of i.

Portfolio Optimal Optimal Premium Premium

premium u R for A for B
i=2% 50.17 129.20 0.0356 5.89 1.0356
i=5% 53.17 81.72 0.0564 6.41 1.0564
i=10% 56.56 57.78 0.0797 6.99 1.0797

The portfolio premium and the optimal u follow from (5.7), R from (5.2), and the
premiums for A and B are calculated according to (5.8). We observe that:

o the higher the required return ¢ on the supplied initial capital u, the lower
the optimal value for wu;

e the loading is far from proportional to the risk premium: the loading as a
percentage for risks of type A is 5 times the one for risks of type B;

e the resulting exponential premiums are almost the same: if i = 2%, then the
premium with parameter 2R is 6.18 for risks of type A and 1.037 for risks
of type B.

5.3 VARIOUS PREMIUM PRINCIPLES

In this section, we give a list of premium principles which can be applied at the
policy level as well as at the portfolio level. In the next section, we give a number
of mathematical properties that one might argue a premium principle should have.
Premium principles depend exclusively on the marginal distribution function of
the random variable. Consequently, we will use both notations 7[Fx] and #[X]
for the premium of X, if Fx is the cdf of X. We will assume that X is a bounded
random variable. Most premium principles can also be applied to unbounded and
possibly negative claims. This may result in an infinite premium, which implies
that the risk at hand is uninsurable.
We have encountered the following five premium principles in Section 5.2:

(a) Net premium: #[X] = E[X]
Also known as the equivalence principle; this premium is sufficient for a
risk neutral insurer only.
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(b)

(©)

(d)

©)

PREMIUM PRINCIPLES

Expected value principle: 7[X] = (1+ a)E[X]
Here, the loading equals oE[X], where & > 0 is a parameter.

Variance principle: 7[X] = E[X] + oVar[X]
Here, the loading is proportional to Var[X], and again o > 0.

Standard deviation principle: 7[X] = E[X] + ac[X]
Here also a > 0.

Exponential principle: 7[X] = 4 log(mx(e))

The parameter o > 0 is called the risk aversion. We already showed in
the first chapter that the exponential premium increases if « increases. For
a | 0, the net premium arises; for &« — oo, the resulting premium equals
the maximal value of X, see Exercise 5.3.11.

In the following two premium principles, the ‘parameter’ is a function; therefore,
one could call them premium models.

(f)

(&)

Zero utility premium: 7[X] — u(0) = E[u(n[X] — X)]

This concept was already considered in Chapter 1. The function u(x) repre-
sents the utility a decision maker attaches to his present capital plus z. So,
u(0) is the utility of the present capital and u(7[X] — X) is the utility after
insurance of a risk X against premium 7[X]. The premium which solves the
utility equilibrium equation is called the zero utility premium. Each linear
transform of u(-) yields the same premium. The function u(-) is usually
assumed to be non-decreasing and concave. Accordingly it has positive but
decreasing marginal utility u'(x). The special choice u(z) = i—(l — e %)
leads to exponential utility; the net premium results for linear w(-). See
Chapter 1.

Mean value principle: 7[X] = v~ }(E[v(X)])

The function v(-) is a convex and increasing valuation function. Again, the
net premium and the exponential premium are special cases with v(x) = x
and v(z) = €**, a > 0.

The following premium principles are chiefly of theoretical importance:

(h)

Percentile principle: 7[X] = min{p|Fx(p) > 1— ¢}
The probability of a loss on contract X is at moste, 0 < e < 1.
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Maximal loss principle: 7[X] = min{p|Fx(p) = 1}

This premium arises as a limiting case of other premiums: (e) for ¢« — o
and (h) for ¢ | 0. A ‘practical’ example: a pregnant woman pays some
premium for an insurance contract, which guarantees that the baby will be
a girl; if it’s a boy, the entire premium is refunded.

Esscher principle: 7[X] = E[Xe"X]/E[e"X]

Here, h is a parameter with A > 0. This premium is actually the net pre-
mium for a risk Y = Xe?X /mx(h). As one sees, Y results from X by
enlarging the large values of X, while reducing the small values. It is also
the expectation for the so-called Esscher transformation of dFx (z), which
has as a ‘density’:

eh*dFx (x)
[ evdFx(y)
This is the differential of a cdf with the same range as X, but for which

the probabilities of small values are reduced in favor of the probabilities of
large values. By doing so, a ‘safe’ premium arises.

dG(z) = (5.9)

5.4 PROPERTIES OF PREMIUM PRINCIPLES

Below, we give five desirable properties for premium principles 7[X]. Other useful
properties such as order preserving, which means that premiums for ‘smaller’ risks
should indeed be smaller, will not be covered. For this property, see Chapter 10.

(1

2

A3)

Non-negative loading:  7[X] > E[X]
A premium without a loading will lead to ruin with certainty.

No rip-off:  #[X] < min{p|Fx(p) = 1}
The maximal loss principle (i) is a boundary case. If X is unbounded, this
premium is infinite.

Consistency:  7[X + ¢] = 7[X] + cforeach ¢

If we raise the claim by some fixed amount ¢, then the premium should also
be higher by the same amount. A probably clearer synonym for consistency
is translation invariance. Note that in this chapter, a ‘risk’ is not necessarily
a non-negative random variable, though to avoid some technical problems
it is assumed to be bounded from below.
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(4) Additivity:  7[X + Y] = 7[X] + #[Y]for independent X, Y
Joining independent risks together doesn’t influence the total premium.

(5) Tterativity:  7[X] = n[r[X|Y]]for all X, Y
The premium for X can be calculated in two steps. First, apply 7[-] to the
conditional distribution of X, given Y = y. This yields a function of y, so
again a random variable, denoted by #{X|Y']. Then, apply the same premium
principle to this random variable. For an iterative premium principle, the
same premium results as when one applies the premium principle to X.

For the net premium, iterativity follows from the iterativity property for expected
values (2.7). At first sight, this criterion seems to be artificial. It can be explained
as follows: assume thata certain driver causes a Poisson number N of accidents
in one year, where the parameter A is drawn from the distribution of the structure
variable A.The number of accidents varies because of the Poisson deviation from
the expectation A, and because of the variation of the structure distribution. In case
of iterativity, if we set premiums for both sources of variation one after another,
we get the same premium as if we determined the premium for N directly.

Example 5.4.1 (Iterativity of the exponential principle)
The exponential premium principle is iterative. This can be shown as follows:

nlr[X|Y]] = élog E[eo"XIY]} = %logE exp(aé log E[eaX|Y])} 510
= élogE [E[e*X|Y])] = élogE[eO‘X | = n[X].

After taking the expectation in an exponential premium, the transformations that
were done before are successively undone. \Y

Example 5.4.2 (Compound distribution)
Assume that 7[-] is additive as well as iterative, and that S is a compound distrib-
ution with N terms distributed as X. The premium for S then equals

7[S] = 7[x[S|N]] = n[N=[X]]. (5.11)
Furthermore, if #[-] is also proportional, (or homogeneous), which means that

m[aX] = an|[X] forall & > 0, then 7[S] = n[X]n[N]. In general, proportionality
doesn’t hold, see for instance Section 1.2. However, this property is used as a
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Principle @ ® @ @ @ O @ Gt O O
g 14X o> o exp u() v() % max E
Property
1) m > E[X] + + + + + + + - + +
2)m < max[X] + - - - + + + + + +
37X +d + - 4+ + 4+ o+ e + 4+ 4+
4 n[X +Y) + + 4+ - + e e - + +
5) w[w[X|Y]) + - - -+ e + + -

Table 5.1 Various premium principles and their properties

local working hypothesis for the calculation of the premium for similar contracts;
without proportionality, the use of a tariff is meaningless. \Y

In Table 5.1, we summarize the properties of our various premium principles.
A “+” means that the property holds in general, a “-” that it doesn’t, while
especially an “e” means that the property only holds in case of an exponential
premium (including the net premium). We assume that S is bounded from below.
The proofs of these properties are asked in the exercises, but for the proof of most
of the characterizations that zero utility and mean value principles with a certain
additional property must be exponential, we refer to the literature. See also the
following section.

Summarizing, one may state that only the exponential premium, the maximal
loss principle and the net premium principle satisfy all these properties. Since the
maximal loss premium principle and the net premium principle are of minor prac-
tical importance, only the exponential premium principle survives this selection.
See also Section 5.2. A drawback of the exponential premium has already been
mentioned: it has the property that a decision maker’s decisions do not depend on
the capital he has currently acquired. On the other hand, this is also a strong point
of this premium principle, since it is very convenient not to have to know one’s
current capital, which is generally either random or simply not precisely known at
each point in time.
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5.5 CHARACTERIZATIONS OF PREMIUM PRINCIPLES

In this section we investigate the properties marked with “e” in Table 5.1, and also
some more characterizations of premium principles. Note that linear transforms of
the functions u(+) and v(-) in (f) and (g) yield the same premiums. The technique
to prove that only exponential utility functions u(-) have a certain property consists
of applying this property to risks with a simple structure, and derive a differential
equation for u(-) which holds only for exponential and linear functions. Since
the linear utility function is a limit of the exponential utility functions, we won’t
mention them explicitly in this section. For full proofs of the theorems in this
section, we refer to Gerber (1979, 1985) as well as Goovaerts et al. (1984).
The entries “e” in Table 5.1 are studied in the following theorem.

Theorem 5.5.1 (Characterizing exponential principles)
The following assertions hold:

1. A consistent mean value principle is exponential.
2. An additive mean value principle is exponential.
3. An additive zero utility principle is exponential.
4. An iterative zero utility principle is exponential.

Proof. Since for a mean value principle we have 7{X] = cif Pr[X = ¢] = 1, con-
sistency is just additivity with the second risk degenerate, so the second assertion
follows from the first. The proof of the first, which will be given below, involves
applying consistency to risks that are equal to z plus some Bernoulli(q) random
variable, and computing the second derivative at ¢ = ( to show that a valuation
functionv(-) with the required property necessarily satisfies the differential equa-
tion 1;,,/((:)) = some constant, which is satisfied only by the linear and exponential
valuation functions. The final assertion is proven in much the same way. The proof
that an additive zero utility principle is exponential proceeds by deriving a similar
equation, for which it turns out to be considerably more difficult to prove that the
exponential utility function is the unique solution.

To prove that a consistent mean value principle is exponential, assume that v(-),
which is a convex increasing function, yields a consistent mean value principle.
Let P(q) denote the premium, considered as a function of ¢, for a Bernoulli(q)
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risk Sg. Then, by definition,
v(P(g)) = qu(1) + (1 — q)v(0). (5.12)
The right-hand derivative of this equation in ¢ = 0 yields
P'(0)2'(0) = v(1) — v(0), (5.13)
so P'(0) > 0. The second derivative in ¢ = 0 gives
P"(0)2'(0) + P'(0)%v"(0) = 0. (5.14)

Because of the consistency, the premium for S, + x equals P(g) + z for each
constant z, and therefore

v(P(q) + z) = qu(1 + z) + (1 — q)v(z). (5.15)
The second derivative at ¢ = 0 of this equation yields
P"(0)'(z) + P'(0)%0"(z) = 0, (5.16)

and, since P’(0) > 0, we have for all x that

= . 6.17)

Consequently, v(-) is linear if v”/(0) = 0, and exponential if v”(0) > 0. \%

Remark 5.5.2 (Continuous and mixable premiums)

Another interesting characterization is the following one. A premium principle
7[-] is continuous if F, — F in distribution implies 7 [Fy,] — #[F]. If furthermore
7[-] admits mixing, which means that 7[tF + (1 — t)G] = ¢t [F] + (1 —t)=|G] for
cdf’s F and G, then it can be shown that «[-] must be the expected value principle
#n[X] = (1 4+ NE[X]. \Y%

Finally, the Esscher premium principle can be justified as follows.

Theorem 5.5.3
Assume an insurer has an exponential utility function with risk aversion . If he
charges a premium of the form E[p(X)X] where ¢(+) is a continuous increasing
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function with E[p(X)] = 1, his utility is maximized if ¢(z) o €**, hence if he
uses the Esscher premium principle with parameter ¢.

Proof. The proof of this statement is based on the technique of variational calculus
and adapted from Goovaerts et al. (1984). Let u(-) be a convex increasing utility
function, and introduce Y = ¢(X). Then, because ¢(+) increases continuously, we
have X = ¢~} (Y). Write f(y) = ¢~} (y). To derive a condition for E[u(—f(Y )+
E[f(Y)Y])] to be maximal for all choices of continuous increasing functions when
E[Y] = 1, consider afunction f(y)+eg(y) for some arbitrary continuous function
g(-). A little reflection will lead to the conclusion that the fact that f(y) is optimal,
and this new function is not, must mean that

ZE[u( = V) + BV + e(-g0) + BV | =0. 619

But this derivative is equal to

Efu' (= f(¥) + E[f(V)¥] + e{-g(Y) + Elg(Y)Y]})

(~o(¥) + Elg(v)Y}]. 12
Fore = 0, this derivative equals zero if
E[u/(~£(¥) +E[f(V)¥])g(v)] = 520
E [W/(=f(Y) +E[f(Y)Y])] E[g(Y)Y]. '

Writing ¢ = E [u/(— f(Y) + E[f(Y)Y]))], this can be rewritten as
E [{«/(-f(Y) +E[f(Y)Y]) - Y Ho(Y)}] =0. (5.21)

Since the function g(-) is arbitrary, by a well-known theorem from variational
calculus we find that necessarily

u(=f{y) +E[f(Y)Y]) —cy = 0. (5.22)
Using z = f(y) and y = ¢(z), we see that
o(z) < u'(~z + E[Xp(X)]). (5.23)
Now, if u(z) is exponential(c), so u(z) = —ae™**, then

o(x) oc g7 HEXOXD o gox (5.24)
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Since E[p(X)] = 1, we obtain (z) = €>*/E[e®X] for the optimal standardized
weight function. The resulting premium is an Esscher premium with parameter

h=a. Vv

Notice that the insurer uses a different weighting function for risks having different
values of E[p(X)], though these functions differ only by a constant factor.

5.6 PREMIUM REDUCTION BY COINSURANCE

Consider n cooperating insurers which individually have exponential utility func-

tions with parameter o;, 1 = 1,2, ... ,n. Together, they want to insure a risk S by
defining random variables Sy, ... , S, with
S=851+-+4Sn, (5.25)

with S; denoting the risk insurer ¢ faces. S might for instance be a new risk they
want to take on together, or it may be their combined insurance portfolios that they
want to redistribute. The total premium they need is

n
p=3" ai, logE [e®%] . (5.26)

i=1

This total premium depends on the choice of the S;. How should the insurers
split up the risk S in order to make the pool as competitive as possible, hence to
minimize the total premium P?

It turns out that the optimal choice .§i for the insurers is when each of them
insures a fixed part of S, to be precise

n
5 =25 wimi=S"1 (5.27)
(673 8% im1 [0 71

So, each insurer covers a fraction of the pooled risk which is proportional to
the reciprocal of his risk aversion. By (5.27), the corresponding total minimum
premium is

F=Y LlgE [ = élogE [e>9]. (5.28)

8%
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This shows that the pool of cooperating insurers acts as one insurer with an
exponential premium principle with risk aversion .

The proof that P < P for all other appropriate choices of S; + -+ S, =S
goes as follows. We have to prove that (5.28) is smaller than (5.26), so

l 3 . 3 ,}_ a;iS;
- logE [exp (aZSz)] < ; o logE [e ] , (5.29)

i=1

which can be rewritten as

n n
E{Hea&} < [T (B es5])*™. (5.30)
1=1 i=1

This in turn is equivalent to

4] eaSi
E—S
E {H E[eais,-]a/af] <1, (5.31)

i=1
or
eaiSi

1, WlthT; = IOg W—]
eqioi

(5.32)

E |iexp Z %Ti
i 2

We can prove inequality (5.32) as follows. Note that E[exp(7};)] = 1 and that
by definition ), a/c; = 1. Since e® is a convex function, we have for all real
...t

a o
exp (Z a—iti) <D o exp(h), (5.33)
) 1
and this implies that

: [exp (; _T>

Holder’s inequality, which is well-known, arises by choosing X; = exp(a.sS;) and
r;i = a/ay in (5.30). See the exercises.

z =Y %=1 (539

—
i 1
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5.7 EXERCISES

Section 5.2

1. Show that (5.7) is valid.

2. What are the results in the table in case of a dividend 7 = 2% and € = 5%? Calculate the
variance premium as well as the exponential premium.

Section 5.3

. Let X ~ exponential(1). Determine the premiums (a)-(e) and (h)—(j).
2. ] Prove that 7[X;a] = log(E[e**])/a is an increasing function of o, by showing that the
derivative with respect to ¢ is positive (see also Example 1.3.1).

3. Assume that the total claims for a car portfolio has a compound Poisson distribution with
gamma distributed claims per accident. Determine the expected value premium if the loading
factor equals 10%.

4. Determine the exponential premium for a compound Poisson risk with gamma distributed
individual claims.

Calculate the variance premium for the claims distribution as in Exercise 5.3.3.
Show that the Esscher premium equals &'y (h), where kx is the cgf of X.

What is the Esscher transformed density with parameter h for the following densities: exponen-
tial (o), binomial (n,p) and Poisson(A)?

Show that the Esscher premium for X increases with the parameter h.
9. Calculate the Esscher premium for a compound Poisson distribution.
10. Show that the Esscher premium for small values of & boils down to a variance premium principle.

11. Assume that X is a finite risk with maximal value b, hence Pr[X < b] = 1but Pr{X > b—¢] >
0 for all € > 0. Let T, denote the exponential premium for X. Show that lima— oo ma = b.

Section 5.4

1. In Table 5.1, prove the properties which are marked “+”.

2. Construct counterexamples for the first 4 rows and the second column for the properties which
are marked “-.

3. Investigate the additivity of a mixture of Esscher principles of the following type: #[X] =
pr[ X hi] + (1 — p)w[X; ho] for some p € [0, 1], where w[X; k] is the Esscher premium for
risk X with parameter h.

4. Formulate a condition for dependent risks X and Y that implies that w[X + Y] < n[X] + =[Y]
for the variance premium (subadditivity). Also show that this property holds for the standard
deviation principle, no matter what the joint distribution of X and Y is.
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Section 5.5
1. For a proof of Holder’s inequality in case of n = 2, let p > 1 and g > 1satisfy % + % = 1.
Successively prove that
e ifu > 0Oand v > 0, then uv < “TP + ”Tq;(writeu =e*Pand v = et/);
o if E[lUP] = E[VY =l and Pr[U > 0] = Pr{V > 0] = 1, then E[UV] < 1;
« [E[XY]| < E[IX[P]/7E[|Y]9)/°.

2. Whose inequality arises for p = ¢ = 2 in the previous exercise?



Bonus-malus systems

6.1 INTRODUCTION

This chapter deals with the theory behind bonus-malus methods for automobile
insurance. This is an important branch of non-life insurance, in many countries even
the largest in total premium income. A special feature of automobile insurance
is that quite often and to everyone’s satisfaction, a premium is charged which
depends for a great deal on the claims filed on the policy in the past. In experience
rating systems such as these, bonuses can be earned by not filing claims, and a
malus is incurred when many claims have been filed. Experience rating systems
are common practice in reinsurance, but in this case, it affects the consumer
directly. Actually, by charging a randomly fluctuating premium, the ultimate goal
of insurance, namely being in a completely secure financial position, is not reached.
But it can be shown that in this type of insurance, the uncertainty is greatly reduced.
This same phenomenon can also be observed in other types of insurance; think
for instance of the part of the claims that is not reimbursed by the insurer because
there is a deductible.

That ‘lucky’ policyholders pay for the damages caused by less lucky insureds
is the essence of insurance (probabilistic solidarity). But in private insurance,
solidarity should not lead to inherently good risks paying for bad ones. An insurer
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trying to impose such subsidizing solidarity on his customers will see his good
risks take their business elsewhere, leaving him with the bad risks. This may occur
in the automobile insurance market when there are regionally operating insurers.
Charging the same premiums nationwide will cause the regional risks, which for
automobile insurance tend to be good risks because traffic is not so heavy there, to
go to the regional insurer, who with mainly good risks in his portfolio can afford
to charge lower premiums.

There is a psychological reason why experience rating is broadly accepted with
car insurance, and not, for instance, with health insurance. Bonuses are seen as
rewards for careful driving, premium increases as an additional and well-deserved
fine for the accident-prone. Many think that traffic offenses cannot be punished
harshly and often enough. But someone who is ill is generally not to blame, and
does not deserve to suffer in his pocket as well.

Traditionally, car insurance covers third party liability, as well as the damage to
one’s own vehicle. The latter is more relevant for rather new cars, since for reasons
of moral hazard, insurers do not reimburse more than the current value of the car.

In Section 6.2, we describe the Dutch bonus-malus system, which we consider
to be typical for such systems. Also, we briefly describe the reasons which have
led to this system. Bonus-malus systems lend themselves for analysis by Markov
chains, see Section 6.3. In this way, we will be able to determine the Loimaranta
efficiency of such systems, which is the elasticity of the mean asymptotic premium
with respect to the claim frequency. In Chapter 7, we present a bonus-malus system
that is a special case of a so-called credibility method. In Chapter 8, we study among
other things some venerable non-life actuarial methods for automobile premium
rating in the light of generalized linear models.

6.2 AN EXAMPLE OF A BONUS-MALUS SYSTEM

Every country has his own bonus-malus system, the wheel having been reinvented
quite a few times. The Dutch system is the result of a large-scale investigation of
the Dutch market by five of the largest companies in 1982, prompted by the fact
that the market was chaotic and in danger of collapsing. Many Dutch insurers still
utilize variants of the proposed system.

First, a basic premium is determined using rating factors like weight, catalogue
price or capacity of the car, type of use of the car (privately or for business), and
of course the type of coverage (comprehensive, third party only, or a mixture).
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Step Percentage New bonus-malus step after
0 1 2 3+ claims:

14 30 14 9 5 1
13 325 14 8 4 1
12 35 13 8 4 1
11 3.5 12 7 3 1
10 40 117 3 1
9 45 10 6 2 1
8 50 9 5 1 1
7 39 8§ 4 1 1
6 60 7 3 1 1
5 70 6 2 1 1
4 80 5 1 1 1
3 90 4 1 1 1
2 100 31 1 1
1 120 2 1 1 1

Table 6.1 Transition rules and premium percentages for the Dutch bonus-malus system

This is the premium that drivers without a known claims history have to pay. The
bonus and malus for good and bad claims experience are implemented through
the use of a so-called bonus-malus scale. One ascends one step, getting a greater
bonus, after a claim-free year, and descends several steps after having filed one
or more claims. The bonus-malus scale, including the percentages of the basic
premium to be paid and the transitions made after 0, 1, 2, and 3 or more claims,
is depicted in Table 6.1. In principle, new insureds enter at the step with premium
level 100%. Other countries might use different rating factors and a different
bonus-malus scale. The group of actuaries that proposed the new rating system in
the Netherlands investigated about 700000 policies of which 50 particulars were
known, and which produced 80000 claims. Both claim frequency and average
claim size were studied.

The factors that were thought relevant about each policy were not all usable as
rating factors. Driving capacity, swiftness of reflexes, aggressiveness behind the
wheel and knowledge of the highway code are hard to measure, while mileage
is prone to deliberate misspecification. For some of these relevant factors, proxy
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measures can be found. One can get a good idea about mileage by looking at
factors like weight and age of the car, as well as the type of fuel used, or type
of usage (private or professional). Diesel engines, for instance, tend to be used
only by drivers with a high mileage. Traffic density can be deduced from region
of residence, driving speed from horse power and weight of the car. But it will
remain impossible to assess the average future claim behavior completely using
data known in advance, hence the need arises to use the actual claims history as
a rating factor. Claims history is an ex post factor, which becomes fully known
only just before the next policy year. Hence one speaks of ex post premium rating,
where generally premiums are fixed ex ante.

In the investigation, the following was found. Next to the car weight, cylinder
capacity and horse power of the car provided little extra predicting power. It proved
that car weight correlated quite well with the total claim size, which is the product
of claim frequency and average claim size. Heavier cars tend to be used more
often, and also tend to produce more damage when involved in accidents. Car
weight is a convenient rating factor, since it can be found on official car papers.
In many countries, original catalogue price is used as the main rating factor for
third party damage. This method has its drawbacks, however, because it is not
reasonable to assume that someone would cause a higher third-party claim total if
he has a metallic finish on his car or a more expensive audio system. It proved that
when used next to car weight, catalogue price also did not improve predictions
about third party claims. Of course for damage to the own vehicle, it remains
the dominant rating factor. Note that the premiums proposed were not just any
function of car weight and catalogue price, but they were directly proportional to
these numbers.

The factor ‘past claims experience’, implemented as ‘number of claim-free
years’, proved to be a good predictor for future claims, even when used in connec-
tion with other rating factors. After six claim-free years, the risk still diminishes,
although slower. This is reflected in the percentages in the bonus-malus scale given
in Table 6.1. Furthermore, it proved that drivers with a bad claims history are worse
than beginning drivers, justifying the existence of a malus class with a premium
percentage of more than 100%.

An analysis of the influence of the region on the claims experience proved that in
less densely populated regions, fewer claims occurred, although somewhat larger.
It appeared that the effect of region did not vanish with an increasing number of
claim-free years. Hence the region effect was incorporated by a fixed discount,
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in fact enabling the large companies to compete with the regionally operating
insurers on an equal footing.

The age of the policyholder is very important for his claim behavior. The claim
frequency at age 18 is about four times the one drivers of age 30-70 have. Part
of this bad claim behavior can be traced back to lack of experience, because after
some years, the effect slowly vanishes. That is why it was decided not to let
the basic premium vary by age, but merely to let young drivers enter at a more
unfavorable step in the bonus-malus scale.

For commercial reasons, the profession of the policy holder as well as the make
of the car were not incorporated in the rating system, even though these factors
did have a noticeable influence.

Note that for the transitions in the bonus-malus system, only the number of
claims filed counts, not their size. Although it is clear that a bonus-malus system
based on claim sizes is possible, such systems are hardly ever used with car
insurance.

6.3 MARKOV ANALYSIS

Bonus-malus systems are special cases of Markov processes. In such processes,
one goes from one state to another in time. The Markov property says that the
process is in a sense memoryless: the probability of such transitions does not
depend on how one arrived in a particular state. Using Markov analysis, one may
determine which proportion of the drivers will eventually be on which step of the
bonus-malus scale. Also, it gives a means to determine how effective the bonus-
malus system is in determining adjusted premiums representing the driver’s actual
risk.

To fix ideas, let us look at a simple example. In a particular bonus-malus system,
a driver pays a high premium c if he files claims in either of the two preceding
years, otherwise he pays a, with a < c¢. To describe this system by a bonus-malus
scale, notice first that there are two groups of drivers paying the high premium, the
ones who claimed last year, and the ones that filed a claim only in the year before.
So we have three states (steps):

1. Claim in the previous policy year; paid c at the previous policy renewal;
2. No claim in the previous policy year, claim in the year before; paid c;

3. Claim-free in the two latest policy years; paid a.
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First we determine the transition probabilities for a driver with probability p of
having one or more claims in a policy year. In the event of a claim, he falls to state
1, otherwise he goes one step up, if possible. We get the following matrix P of
transition probabilities p;; to go from state 7 to state j:

0
P= q . 6.1)
q

ST~ T~
o oW

The matrix P is a stochastic matrix: every row represents a probability distribution
over states to be entered, so all elements of it are non-negative. Also, all row
sums Y ; Pij are equal to 1, since from any state 4, one has to go to some state j.
Apparently we have

1 1
pl1)=1]1 (6.2)
1 1

Hence the matrix P has (1,1,1)7 as a right-hand eigenvector for eigenvalue 1.
Assume that initially at time ¢ = 0, the probability f; for each driver to be in
state 7 = 1,2,3 is given by the row-vector {(0) = (f1, f2, f3) with f; > 0 and
f1+ fo + f3 = 1. Often, the initial state is known to be %, and then f; will be
equal to one. The probability to start in state ¢ and to enter state j after one year
is equal to f;p;;, so the total probability of being in state j after one year, starting
from an initial class ¢ with probability f;, equals ). f;p;;. In matrix notation, the
following vector (1) gives the probability distribution of drivers over the states
after one year:

0
U(1) = U0)P = (f1, f2, f3) q | =(@afr,e(f2+ f3)).  (6.3)
q

|3
o ow

Drivers that produce a claim go to state 1. The probability of entering that state
equals p = p(f1 + f2 + f3). Non-claimers go to a higher state, if possible. The
distribution {(2) over the states after two years is independent of [(0), since

0
12) =U)P = (p,qf1,q9(f2 + f3)) g | =(p,pg.q*). (6.9
q

=Tt~ S
o o
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The state two years from now does not depend on the current state, but only
on the claims filed in the coming two years. Proceeding like this, one sees that
[(3) =1(4) =1(5) = -+ = 1(2). So we also have I(0c0) = lim¢_,00 [(t) = [(2).
The vector I(0c) is called the steady state distribution. Convergence will not always
happen this quickly and thoroughly. Taking the square of a matrix, however, can
be done very quickly, and doing it ten times starting from P already gives P10%4,
Each element 7;; of this matrix can be interpreted as the probability of going
from initial state ¢ to state 7 in 1024 years. For regular bonus-malus systems, this
probability will not depend heavily on the initial state ¢, nor will it differ much
from the probability of reaching 7 from ¢ in an infinite number of years. Hence all
rows of P10%4 will be virtually equal to the steady state distribution. But there is
also a more formal way to determine it. This goes as follows. First, notice that
lim {(t +1) = lim I(¢)P, hence [(o0) = 1(o0)P. (6.5)
t—00 t—00
But this means that the steady state distribution [(00) is a left-hand eigenvector of
P with eigenvalue 1. To determine {{occ) we only have to find a non-trivial solution
for the linear system of equations (6.5), which is equivalent to the homogeneous
system (PT — I)IT(c0) = (0,0,...,0)T, and to divide it by the sum of its
components to make [(o0) a probability distribution. Note that all components of
[(oc0) are necessarily non-negative, because of the fact that [;(co) = lim;—,« £;(2).

Remark 6.3.1 (Initial distribution over the states)

It is not necessary to take {(0) to be a probability distribution. It also makes sense
to take for instance {(0) = (1000,0,0). In this way, one considers a thousand
drivers with initial state 1. Contrary to {(0), the vectors {(1),1(2),... as well as
l(o0) do not represent the exact number of drivers in a particular state, but just
the expected values of these numbers. The actual numbers are binomial random
variables with as probability of success in a trial, the probability of being in that
particular state at the given time. v

Efficiency

The ultimate goal of a bonus-malus system is to make everyone pay a premium
which is as near as possible the expected value of his yearly claims. If we want
to investigate how efficient a bonus-malus system performs this task, we have to
look at how the premium depends on the claim frequency A. To this end, assume
that the random variation about this theoretical claim frequency can be described
as a Poisson process, see Chapter 4. Hence, the number of claims in each year is
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a Poisson(A) variate, and the probability of a year with one or more claims equals
p=1—e~*. The expected value of the asymptotic premium to be paid is called
the steady state premium. It of course depends on A, and in our example where
I(c0) = (p,pq, q*) and the premiums are (¢, c, a), it equals

b(A) = c(p + pq) + aq2 =c(l~- 6_2’\) +ae” 2, 6.6)

This is the premium one pays on the average after the effects of in which state one
initially started have vanished. In principle, this premium should be proportional
to A, since the average of the total annual claims for a driver with claim frequency
intensity parameter A is equal to A times the average size of a single claim, which
in all our considerations we have taken to be independent of the claim frequency.
Define the following function for a bonus-malus system:

A db(A)  dlogb(N)
b(A) dx  dlog) ’

e(A) == 6.7)
This is the so-called Loimaranta efficiency; the final equality is justified by the
chain rule. It represents the ‘elasticity’ of the steady state premium b(\) with
respect to A. For ‘small’h, it can be shown that if A increases by a factor 1 + A,
b(A) increases by a factor which is approximately 1 + e(A)h, so we have

BO(L + R)) = bOA)(1 + e(A)h). 6.8)

Ideally, the efficiency should satisfy e(\) & 1. In view of the explicit expression
(6.6) for b(\), for our particular three-state example the efficiency amounts to

2) e~ ¢ ~ a)

e(A) = o1 — e 2\ + ge=2M

(6.9)

As the steady state premium doesn’t depend on the initial state, the same holds for
the efficiency, though both of course depend on the claim frequency A.

Remark 6.3.2 (Efficiency less than one means subsidizing bad drivers)

The premium percentages in all classes are positive and finite, hence 5(0) > 0 and

b(00) < 0o hold. In many practical bonus-malus systems, we have 0 < e(\) < 1

over the whole range of A. This is for instance the case for formula (6.9) and all

a < c, see Exercise 6.3.4. Then we get
d b(A) _ b'(N)

1
BTN T )

- ;(e(/\) ~1) <o. (6.10)

>
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As log b(—)‘)‘l decreases with A, so does @, from oo as A | 0 to 0 as A — oo.
So there is a claim frequency Ag such that the steady state premium for A = Ay
exactly equals the net premium. Drivers with A > Ag pay less than they should,
drivers with A < Ag pay more. This means that there is a capital transfer from
the good risks to the bad risks. The rules of the bonus-malus system punish the
claimers insufficiently. See again Exercise 6.3.4. \%

Remark 6.3.3 (Hunger for bonus)

Suppose a driver with claim probability p, who is in state 3 in the above system,
causes a damage of size ¢ in an accident. If he is not obliged to file this claim with
his insurance company, when exactly is it profitable for him to do so?

Assume that, as some policies allow, he only has to decide on December 31st
whether to file this claim, so it is certain that he has no claims after this one
concerning the same policy year. Since after two years the effect of this particular
claim on his position on the bonus-malus scale will have vanished, we use a
planning horizon of two years. His costs in the coming two years (premiums plus
claim), depending on whether or not he files the claim and whether he is claim-free
next year, are as follows:

No claim next year Claims next year

Claim filed a+a+t at+c+t
Claim not filed c+c c+ec

Of course he should only file the claim if it makes his expected loss lower, which
is the case if

1-p)2a+t)+platc+t)y>22c & t2(2-p)lc—a). (6.11)

From (6.11) we see that it is unwise to file very small claims, because of the loss of
bonus in the near future. This phenomenon, which is not unimportant in practice,
is called hunger for bonus. On the one hand, the insurer misses premiums that are
his due, because the insured in fact conceals that he is a bad driver. But this is
compensated by the fact that small claims also involve handling costs.

Many articles have appeared in the literature, both on actuarial science and
on stochastic operational research, about this phenomenon. The model used can
be much refined, involving for instance a longer or infinite time-horizon, with
discounting. Also the time in the year that a claim occurs is important. v
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Remark 6.3.4 (Steady state premiums and Loimaranta efficiency)

To determine the steady state premium as well as the Loimaranta efficiency for
a certain bonus-malus system, one may proceed as follows. Let n denote the
number of states. For notational convenience, introduce the functions tij(k) with
1,7 =1,2,... ,n to describe the transition rules, as follows:

tij(k) =1 if by k claims in a year, one goes from state i to j;

6.12
tij(k) =0 otherwise. (6.12)

The probability of a transition from state ¢ to state 7, when the parameter equals
A, 1S

o0
Pi(\) = pe(Vtij (k). (6.13)

k=0
Next consider the initial distribution (0) = (1;(0),... ,1,(0)), where I;(0) is
the probability of finding a contract initially, at time ¢ = 0, in state j, for j =

1,2,... ,n. Then the vector of probabilities to find a driver in class 7 at time ¢ + 1
can be expressed in the state vector I(t) as follows:

S(t+1) Zz ),t=0,1,2,. (6.14)

The sum of the ;(t) is unity for each ¢. In the steady state we find, taking limits
fort — oc:

n n
00) = Y Li(00)Py(A) with > li(c0) = 1. (6.15)
i=1 j=1
As noted before, the steady state vector {(c0) = ({1(00), ... ,l,(00)) isaleft-hand

eigenvector of the matrix P corresponding to the eigenvalue 1. In the steady state,
we get for the asymptotic average premium (steady state premium) with claim
frequency A:

= (o), (6.16)
=1

with b; the premium for state j. Note that [;(co) depends on A, but not on the
initial distribution over the states.
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Having an algorithm to compute () as in (6.16), we can easily approximate
the Loimarantaefficiency e(\). All it takes is to apply (6.8). But it is also possible
to compute the efficiencye(A) exactly. Write {;(A) = [;(0c0), then

Z big; (N, (6.17)

where g;(A) = ﬂg&—x)‘ These derivatives can be determined by taking derivatives
in the system (6.15). One finds the following equations:

Zgz +Zl (6.18)

where the derivatives of P;;{\) can be found as

o0

PL(\) = Ol Ze tw (k+1) —t;(k)].  (6.19)
k=0 k=0

Using the fact that Zj g;(A) = 0, theefficiency e(A) can be computed for every A

by solving the resulting system of linear equations. In this way, one can compare

various bonus-malus systems as regards efficiency, for instance by comparing the

graphs of e(A) for the plausible values of A ranging from 0.05 to 0.2, or by looking

at some weighted average of e(\) values. \Y

6.4 EXERCISES

Section 6.2

. Determine the percentage of the basic premium to be paid by a Dutch driver, who originally
entered the bonus-malus scale at level 100%, drove without claim for 7 years, then filed one
claim during the eighth policy year, and has been driving claim-free for the three years since
then. Would the total of the premiums he paid have been different if his one claim occurred in
the second policy year?

Section 6.3

1. Prove (6.8).

2. Determine P* with P as in (6.1). What is the meaning of its elements? Can you see directly
from this that {(2) = {(o0) must hold?
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Nk

Determine e(A) in the example with three steps in this section if in state 2, instead of ¢ the
premiumis a. Argue that the system can now be described by only two states, and determine P
and {(o0).

Show that e(A) < 1 in (6.9) for every a and ¢ with a < ¢. When is e(A) close to 1?
Recalculate (6.11) for a claim at the end of the policy year when the interest is 4.
[#] Calculate the Loimaranta efficiency (6.9) by method (6.17)—(6.19).

Determine the value of o such that the transition probability matrix P has vector (%, -173) as its
steady state vector, if P is given by

pz(l 1—10) (6.20)
2

2

Q

If for the steady state premium we have () = 100 if A = 0.050 and &(A) = 101 for
A = 0.051, estimate the Loimaranta efficiency e(\) = %% at A = 0.05.

For the following transition probability matrix:

P=(t 1—t)7 (6.21)

s 1—s

determine the relation between s and ¢ that holds if the steady state vector equals (p,1 — p).



Credibility theory

7.1 INTRODUCTION

In insurance practice it often occurs that one has to set a premium for a group of
insurance contracts for which there is some claim experience regarding the group
itself, but a lot more on a larger group of contracts that are more or less related.
The problem is then to set up an experience rating system to determine next year’s
premium, taking into account not only the individual experience with the group,
but also the collective experience. There are two extreme positions possible. One
is to charge the same premium to everyone, estimated by the overall mean X of
the data. This makes sense if the portfolio is homogeneous, which means that all
risk cells have identical mean claims. But if this is not the case, the ‘good’ risks
will take their business elsewhere, leaving the insurer with only ‘bad’ risks. The
other extreme is to charge to group j its own average claims Yj as a premium.
Such premiums are justified if the portfolio is heterogeneous, but they can only be
applied if the claims experience with each group is large enough. As a compromise,
already since the beginning of the 20th century one often asks a premium which
is a weighted average of these two extremes:

zX;+(1-2)X. (7.1)

139
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The factor z; that expresses how ‘credible’ the individual experience of cell j
is, is called the credibility factor; a premium such as (7.1) is called a credibility
premium. Charging a premium based on collective as well as individual experience
is justified because the portfolio is in general neither completely homogeneous, nor
completely heterogeneous. The risks in group j have characteristics in common
with the risks in other groups, but they also possess unique group properties.

One would choose z; close to one under the following circumstances: the risk
experience with cell 7 is vast, it exhibits only little variation, or the variation
between groups is substantial. There are two methods to try and determine a
value for z;. In limited fluctuation credibility theory, a cell is given full credibility
zj = 1 if the experience with it is large enough. This means that the probability
of having at least a certain relative error in the individual mean does not exceed
a given threshold. If not, the credibility factor equals the ratio of the experience
actually present and the experience needed for full credibility. More interesting is
the greatest accuracy credibility theory, where the credibility factors are derived
as optimal coefficients in a Bayesian model with variance components. This model
was developed in the 1960’s by Biihlmann.

Note that apart from claim amounts, the data can also concern loss ratios, i.e.,
claims divided by premiums, or claims as a percentage of the sum insured, and
so on. Quite often, the claims experience in a cell relates to just one contract,
observed in a number of periods, but it is also possible that a cell contains various
‘identical’ contracts.

In practice, one should use credibility premiums only if one only has very
few data. If one has additional information in the form of collateral variables, for
instance, probably using a generalized linear model (GLM) such as described in
the following chapter is indicated. The main problem is to determine how much
virtual experience, see Remark 7.2.7 and Exercise 7.4.7, one should incorporate.

In Section 7.2 we present a basic model to illustrate the ideas behind credibility
theory. In this model the claims total X;; for contract j in period ¢ is decomposed
into three separate components. The first component is the overall mean m, the
second a deviation from this mean which is specific for this contract, the third is a
deviation for the specific time period. By taking these deviations to be independent
random variables, we see that there is a covariance structure between the claim
amounts, and under this structure we can derive estimators of the components
which minimize a certain sum of squares. In Section 7.3 we show that these exact
covariance structures, and hence the same optimal estimators, also arise in more
general models. Furthermore, we give a short review of possible generalizations



THE BALANCED BUHLMANN MODEL 141

of the basic model. In Section 7.4, we investigate the Bithlmann-Straub model, in
which the observations are measured in different precisions. In Section 7.5 we give
an application from motor insurance, where the numbers of claims are Poisson
random variables with as a parameter the outcome of a structure parameter which
is assumed to follow a gamma distribution.

7.2 THE BALANCED BUHLMANN MODEL

To clarify the ideas behind credibility theory, we study in this section a stylized
credibility model. Consider the random variable Xj;, representing the claim sta-
tistic of cell 7, 5 = 1,2,...,J, in year ¢. For simplicity, we assume that the cell
contains a single contract only, and that every cell has been observed during T
observation periods. So for each j, the index ¢ has the values t = 1,2,... ,T.
Assume that this claim statistic is the sum of a cell mean m; plus ‘white noise’,
i.e., that all X;; are independent and N(mj;,s?) distributed, with possibly un-
equal mean m; for each cell, but with the same variance s2 > 0. We can test for
equality of all group means using the familiar statistical technique of analysis of
variance (ANOVA). If the null-hypothesis that all m; are equal fails to hold, this
means that there will be more variation between the cell averages 73- around the
overall average X than can be expected in view of the observed variation within
the cells. For this reason we look at the following random variable, called the
sum-of-squares-between or S S B:

J
SSB=>"T(X;-X)%. (1.2)
j=1

One may show that, under the null-hypothesis that all group means m; are equal,
the random variable SS B has mean (J — 1)s2. Since s? is unknown, we must
estimate this parameter separately. This estimate is derived from the sum-of-
squares-within or S SW, which is defined as

J
SSW =" (X - X;)% (1.3)

It is easy to show that the random variable S SW has mean J(7T" — 1)s2. Dividing
SSBbyJ-1and SSW by J(T - 1) we get two random variables, each with
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mean s2, called the mean-square-between (M S B) and the mean-square-within
(MSW) respectively. We can perform an F-test now, where large values of the
M S B compared to the M S W indicate that the null-hypothesis that all group
means are equal should be rejected. The test statistic to be used is the so-called
variance ratio or F-ratio:

_ MSB 7Y, T(X;-X)?

Foe = —
MSW ﬂj}Tl)E] 2o Xje — X5)?

(7.4)

Under the null-hypothesis, S S B divided by s? has a x2(J — 1) distribution, while
SSW divided by s? has a x2(J(T — 1)) distribution. Furthermore, it is possible
to show that these random variables are independent. Therefore, the ratio F has an
F(J — 1, J(T — 1)) distribution. Proofs of these statements can be found in many
texts on mathematical statistics, under the heading ‘one-way analysis of variance’.
The critical values of F can be found in an F-table (Fisher distribution).

Example 7.2.1 (A heterogeneous portfolio)
Suppose that we have the following observations for 3 groups and 5 years:

t=1 t=2 t=3 t=4 t=5 X,

j=1 993 937 1039 925 110.6 100.0
j=2 1125 1083 118.0 994 111.8 110.0
j=3 1292 140.9 108.3 105.0 116.6 120.0

As the reader may verify, the M S B equals 500 with 2 degrees of freedom, while
the M S Wis 109 with 12 degrees of freedom. This gives a value F = 4.6, which
is significant at the 95% level, the critical value being 3.89. The conclusion is that
the data show that the mean claims per group are not all equal. \Y

If the null-hypothesis fails to be rejected, there is apparently no convincing statis-
tical evidence that the portfolio is heterogeneous. Accordingly, we should ask the
same premium for each contract. In case of rejection, apparently there is variation
between the cell means m;. In this case one may treat these numbers as fixed
unknown numbers, and try to find a system behind these numbers, for instance
by doing a regression on collateral data. Another approach is to assume that the
numbers m; have been produced by a chance mechanism, hence by ‘white noise’
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similar to the one responsible for the deviations from the mean within each cell.
This means that we can decompose the claim statistics as follows:

th=m+5j+5jt, F=1ns oy t=1, 001 J T (7.5)
with Z; and Zj; independent random variables for which
E[Z;] =E[E;] =0, Var[Z;]=a, Var[Z;]=s% (7.6)

Because the variance of X in (7.5) equals the sum of the variances of its compo-
nents, models such as (7.5) are called variance components models. Model (7.5) is
a simplified form of the so-called classical Biihimann model, because we assumed
independence of the components where Biihlmann only assumes the correlation
to be zero. We call our model which has equal variance for all observations, as
well as equal numbers of policies in all cells, the balanced Biihlmann model.

The interpretation of the separate components in (7.5) is the following.

1. m is the overall mean; it is the expected value of the claim amount for an
arbitrary policyholder in the portfolio.

2. E; denotes a random deviation from this mean, specific for contract j. The
conditional mean, given Z; = &, of the random variables X;; equals m + £.
It represents the long-term average of the claims each year if the length of the
observation period T goes to infinity. The component =; describes the risk
quality of this particular contract; the mean E[=;] equals zero, its variation
describes differences between contracts. The distribution of =; depicts the
risk structure of the portfolio, hence it is known as the structure distribution.
The parameters m, a and s? characterizing the risk structure are called the
structural parameters.

3. The components =;; denote the deviation for year ¢ from the long-term
average. They describe the within-variation of a contract. It is the variation of
the claim experience in time through good and bad luck of the policyholder.

Note that in the model described above, the random variables X;; are dependent
for fixed 7, since they share a common risk quality component Z;. One might say
thatindependent random variables with the same probability distribution involving
unknown parameters in a sense are dependent anyway, since their values all depend
on these same unknown parameters.
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In the next theorem, we are looking for a predictor of the as yet unobserved
random variable X 741. We require this predictor to be a linear combination of
the observable data X11,... , X 7 with the same mean as X 741. Furthermore,
its mean squared error must be minimal. We prove that under model (7.5), this
predictor has the credibility form (7.1), so it is a weighted average of the individual
claims experience and the overall mean claim. The theorem also provides us with
the optimal value of the credibility factor z;. We want to know the optimal predictor
of the amount to be paid out in the next period T + 1, since that is the premium we
should ask for this contract. The distributional assumptions are assumed to hold
for all periods t = 1,... ,T + 1. Note that in the theorem below, normality is not
required.

Theorem 7.2.2 (Balanced Biihlmann model; homogeneous estimator)
Assume that the claim figures X;; for contract 7 in period ¢ can be written as the
sum of stochastically independent components, as follows:

Xp=m+8+8y, j=1,..,Jt=1,...,T+1, 1.7)

where the random variables Z; are iid with mean E[Z;] = 0 and Var[Z;] = a, and
also the random variables Z;; are iid with mean E[Z;;] = 0 and Var[Z;;] = s for
all 5 and ¢. Furthermore, assume the random variables Z; to be independent of the
=it

Then, the homogeneous linear combination g7 X1; + - -+ + ¢ 77Xy which is

the best unbiased predictor of X 741 in the sense of minimal mean squared error
(MSE)

E[{Xjr+1 — guX11 — - — gor Xyr}?] (7.8)
equals the credibility premium
2X;+ (1 - 2)X, (7.9)

where

aT
2= —
aT + s2

is the resulting best credibility factor (which in this case is equal for all j),

(7.10)

J T
- 1
X = J—ngxﬁ (7.11)
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is the collective estimator of m, and
1 T
X] = Tt_EIth (712)

is the individual estimator of m.

Proof. Because of the independence assumptions and the equal distributions, the
random variables X;; with ¢ #% j are interchangeable. By convexity, (7.8) has a
unique minimum. For symmetry reasons, in the optimum all values of g, 7 # j
must be identical. The same goes for all values g;;,t = 1,... ,T. Combining this
with the unbiasedness restriction, we see that the homogeneous linear estimator
with minimal MSE must be of the form (7.9) for some z. We only have to find its
optimal value.
Since X, Yj and X all have mean m, we can rewrite the MSE (7.8) as:

E{Xjr+1 — (1= 2)X = 2X;}*] = E[{ X141 — X — 2(X; - X)}?]
= E[{X; 71 — X}] - 22B[{X;r11 - XHX; - X} + 2°E[{X; - X}?]
= Var[ijTH - 7] - 2ZCOV[X]',T+1 - Y, Yj - 7] + szar[Yj - Y]

(7.13)
This quadratic form in z is minimal for the following choice of z:
Cov[X;r1 — X, X; - X T
= ov| it il e ] = 55 (7.14)
Var[X; — X] al’ +s

where it is left to the reader (Exercise 7.2.1) to verify the final equality by proving
and filling in the necessary covariances:

Cov[Xj, Xju] = afort # u;
Var[X ] = a + s%

[~}

Cov[X;¢, X ;] = Var[X,] = a + S?; (7.15)
Cov[X;, X| = Var[X] = l(a + i)
o - = 7 T

So indeed predictor (7.9) leads to the minimal MSE (7.8) for the value of z given
in (7.10). v
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Remark 7.2.3 (Asymptotic properties of the optimal credibility factor)
The credibility factor z in (7.10) has a number of plausible asymptotic properties:

I. IfT — oo, then z — 1. The more claims experience there is, the more faith
we can have in the individual risk premium. This asymptotic case is not very
relevant in practice, because it assumes that the risk does not change over
time.

2. Ifa | 0, then z | O. If the expected individual claim amounts are identically
distributed, there is no heterogeneity in the portfolio. But then the collective
mean m, see (7.16) below, or its best homogeneous estimator X in (7.9),
are optimal linear estimators of the risk premium.

3. Ifa — oo, then z — 1. This is also intuitively clear. In this case, the result
on the other contracts does not provide information about risk j.

4. If s2 — o0, then z — 0. If for a fixed risk parameter, the claims experience
is extremely variable, the individual experience is not useful for estimating
the real risk premium. \Y%

Note that (7.9) is only a statistic ifthe ratio s /a is known; otherwise its distribution
will contain unknown parameters. In Example 7.2.5 below we show how this ratio
can be estimated as a by-product of the ANOVA. The fact that the credibility factor
(7.14) does not depend on j is due to the simplifying assumption we have made
that the number of observation periods is the same for each j, as well as that all
observations have the same variance,

If we allow that our linear estimator contains a constant term, hence look at
the best inhomogeneous linear predictor go + g11X11 + - -+ + gy Xy, We get
the next theorem. Two things should be noted. One is that it will prove that the
unbiasedness restriction is now superfluous. The other is that (7.16) below looks
just like (7.9), except that the quantity X is replaced by m. But this means that
the inhomogeneous credibility premium for group j does not depend on the data
from other groups i # j. The homogeneous credibility premium assumes the ratio
52 /a to be known; the inhomogeneous credibility premium additionally assumes
that m isknown.

Theorem 7.2.4 (Balanced Bithlmann model; inhomogeneous estimator)
Under the same distributional assumptions about Xj; as in the previous theorem,
the inhomogeneous linear combination gg + g11X11 + - - - + gy X 7 to predict
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next year’s claim total X 741 which is optimal in the sense of mean squared error
is the credibility premium

ij + (1 - z)m, (7.16)
where z and 77 are as in (7.10) and (7.12).

Proof. The same symmetry considerations as in the previous proof tell us that
the values of gy,7 # 7 are identical in the optimal solution, just as those of
gjt,t =1,...,T. So for certain go, g1 and gg, the inhomogeneous linear predictor
of X 741 with minimal MSE is of the following form:

go+ X + g2 X, (7.17)

The MSE can be written as variance plus squared bias, as follows:

E[{ X111 — g0 — 91X — 2 X;}7] (7.18)
= Var[X; 741 — 51X — g2X;] + {E[Xj741 — 90 — 1 X — g2 X;]}*.

The second term on the right hand side is zero, and hence minimal, if we choose
go = m(1—g1—ga). This entails that the estimator we are looking for is necessarily
unbiased. The first term on the right hand side of (7.18) can be rewritten as

Var[X; 11— (92 + 91/ 1) X — 1(X = X;/J)]

- — 7.
—VarlX; 41 — (92 + 91/ DK+ Varlgn (R - X/ 40,
because the covariance term vanishes since g1 (X — Yj /J) depends only of X
with ¢ # j. Hence any solution (g;,g2) with g; # 0can be improved, since a
lower value of (7.19) is obtained by taking (0, g2 + g1/J). Therefore choosing
g1 = 0 is optimal. So all that remains to be done is to minimize the following
expression for gs:

Var[Xj‘TH — ggj(_j]

— P (7.20)
= Val‘[Xj,T+1] - 292C0V[Xj1T+1,Xj] + g2Var[Xj],
which has as an optimum
CovX;irT41,X; T
gs = ov[X; 41, X __a (7.21)

Var[fj]  aT + 5%’
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so the optimal gy isjust z as in (7.10). The final equality can be verified by filling
in the relevant covariances (7.15). This means that the predictor (7.16) for X 741
has minimal MSE. \v

Example 7.2.5 (Credibility estimation in Example 7.2.1)

Consider again the portfolio of Example 7.2.1. It can be shown (see Exercise
7.2.8), that in model (7.5) the numerator of F in (7.4) (the MSB) has mean
aT + s2, while the denominator M S W has mean s?. Hence % will be close
to s2/{aT + s?}, which means that we can use 1 — % to estimate z. Note that
this is not an unbiased estimator, since E[{1/MSB] # 1/E[M SB]. The resulting
credibility factor is z = 0.782 for each group. So the optimal forecasts for the
claims next year in the three groups are 0.782X; + (1 — 0.782)X,j = 1,2,3,
resulting in 102.18, 110 and 117.82. Notice the ‘shrinkage effect’: the credibility
estimated premiums are closer together than the original group means 100, 110
and 120. \Y%

Remark 7.2.6 (Estimating the risk premium)

One may argue that instead of aiming to predict next year’s claim figure X; 7.1,
including the fluctuation Z, 741, we actually should estimate the risk premium
m + Z; of group j. But we will show that, whether we allow a constant term in
our estimator or not, in each case we get the same optimum that we found before.
Indeed we have for every random variable Y:

E{m+Z; +Ejr41 - Y7 (7.22)

=E[{m+E; - Y}*] + Var[E;r41] + 2Cov[m + E; - Y, Ejrpa].
If Y depends only on the Xj; that are already observed, hence with ¢ < T, the
covariance term must be equal to zero. Since it follows from (7.22) that the MSE’s
for Y as an estimator of m + E; and of X741 = m + E; + E; 741 differonly
by a constant Var[Z;711] = 52, we conclude that both MSE’s are minimized by
the same estimator Y. \%

The credibility premium (7.16) is a weighted average of the estimated individual
mean claim, with as a weight the credibility factor z, and the estimated mean claim
for the whole portfolio. Because we assumed that the number of observation years
T for each contract is the same, by asking premium (7.16) on the lowest level we
receive the same premium income as when we would ask X as a premium from
everyone. For z = 0 the individual premium equals the collective premium. This is



MORE GENERAL CREDIBILITY MODELS 149

acceptable in a homogeneous portfolio, but in general not in a heterogeneous one.
For z = 1, a premium is charged which is fully based on individual experience.
In general, this individual information is scarce, making this estimator unusable
in practice. Sometimes it even fails completely, like when a prediction is wanted
for a contract that up to now has not produced any claim.

The quantity @ > 0 represents the heterogeneity of the portfolio as depicted in
the risk quality component Z;, and s2 is a global measure for the variability within
the homogeneous groups.

Remark 7.2.7 (Virtual experience)
Write X;5 = Xj1 + -+ + X;7, then an equivalent expression for the credibility
premium (7.16) is the following:

s’m+aTX; ms®/a+ X5
s2+aT =~ s2/a+T

(7.23)

So if we add a virtual claims total ms2/a to the actually observed claim total
X5, and also extend the number of observation periods by an extra s2/a periods,
the credibility premium is nothing but the average claim total, adjusted for virtual
experience. v

7.3 MORE GENERAL CREDIBILITY MODELS

In model (7.5) of the previous section, we assumed the components Z; and Ej; to
be independent random variables. But from (7.14) and (7.15) one sees that actually
only the covariances of the random variables X;; are essential. We get the same
results if we impose a model with weaker requirements, as long as the covariance
structure remains the same. An example is to only require independence and
identical distributions of the Z;;, conditionally given Z;, with E[E;;|Z; = €] =0
for all £. If the joint distribution of Z; and =y is like that, the Z;; are not necessarily
independent, but they are uncorrelated, as can be seen from the following lemma:

Lemma 7.3.1 (Conditionally iid random variables are uncorrelated)
Suppose that given =, the random variables Z;1,Z;9, ... are iid with mean zero.
Then we have

Cov[Zji,Zju) =0, t #u; Cov[E;,E;,] =0. (7.24)
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Proof. Because of the decomposition rule for conditional covariances, see Exercise
7.3.1, we can write for ¢ # u:

COV[Eju, Ejt] = E[COV[E]'U, EﬁlEJ]] + COV[E[E]ul\E]], E[EﬂlE]]] (725)

This equals zero since, by our assumptions, Cov[Z;y, Z5¢|Z;] = 0 and E[E;,|Z;] =
0. Clearly, Cov[Z;, E5|=;] = 0 as well. Because

COV[E]', Ejt] = E[COV[Ej, EjtlEj]] + COV[E[EJ'IE]'L E[EjdEj]], (726)
the random variables =; and Z;; are uncorrelated as well. v

Note that in the model of this lemma, the random variables X;; are not marginally
uncorrelated, let alone independent.

Example 7.3.2 (Mixed Poisson distribution)

Assume that the X;; random variables represent the numbers of claims in a year
on a particular motor insurance policy. The driver in question has a number of
claims in that year which has a Poisson(A;) distribution, where the parameter A;
is a drawing from a certain non-degenerate structure distribution. Then the first
component of (7.5) represents the expected number of claims m = E[X ;] = E[A/]
of an arbitrary driver. The second is Z; = A; — m; it represents the difference
in average numbers of claims between this particular driver and an arbitrary
driver. The third term Zj; = Xj;; — A; equals the annual fluctuation around
the mean number of claims of this particular driver. In this case, the second and
third component, though uncorrelated, are not independent, for instance because
Var(X;;, — Aj|A; —m] = Var[X|A;] = A;. See also Section 7.5. \%

Remark 7.3.3 (Parametrization through risk parameters)

The variance components model (7.5), even with relaxed independence assump-
tions, sometimes is too restricted for practical applications. Suppose that X;; as
in (7.5) now represents the annual claims total of the driver from Example 7.3.2,
and also suppose that this has a compound Poisson distribution. Then apart from
the Poisson parameter, there are also the parameters of the claim size distribution.
The conditional variance of the noise term, given the second term (mean annual
total claim costs), is now no longer a function of the second term. To remedy this,
Biihlmann studied slightly more general models, having a latent random variable
©j, that might be vector-valued, as a structure parameter. The risk premium is the
conditional mean 4(0;) := E[X}+|0;] instead of simply m + Z;. If E[X¢|©,]
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is not a one-to-one function of ©;, it might occur that contracts having the same
=; in the basic model above, have a different pattern of variation Var[Z:|9;]
in Bithlmann’s model, therefore the basic model is insufficient here. But it can
be shown that in this case the same covariances, and hence the same optimal
estimators, are found.

Unfortunately, Bithlmann’s way of describing the risk structure is copied in
many texts and articles about credibility theory. The gain in generality and flexi-
bility is slight, and the resulting models are much more cumbersome technically
as well as conceptually. v

It is possible to extend credibility theory to models that are more complicated than
(7.5). Results resembling the ones from Theorems 7.2.2 and 7.2.4 can be derived
for such models. In essence, to find an optimal predictor in the sense of least squares
one minimizes the quadratic MSE over its coefficients, if needed with an additional
unbiasedness restriction. Because of the symmetry assumptions in the balanced
Biihlmann model, only a one-dimensional optimization was needed there. But in
general we must solve a system of linear equations that arises by differentiating
either the MSE or a Lagrange function. The latter situation occurs when there is
an unbiasedness restriction. One should not expect to obtain analytical solutions
such as above.
Possible generalizations of the basic model are the following.

Example 7.3.4 (Bithimann-Straub model; varying precision)

Credibility models such as (7.5) can be generalized by looking at Xj; that are
averages over a number of policies. It is also conceivable that there are other
reasons to assume that not all X;; have been measured equally precisely, i.e., have
the same variance. For this reason, it may be expedient to introduce weights in
the model. By doing this, we get the Biihlmann-Straub model. In principle, these
weights should represent the total number of observation periods of which the
figure X, is the mean (natural weights). Sometimes this number is unknown. In
that case, one has to make do with approximate weights, like for instance the total
premium paid. If the actuary deems it appropriate, he can adjust these numbers
to express the degree of confidence he has in the individual claims experience of
particular contracts. In Section 7.4 we prove a result, analogous to Theorem 7.2.2,
for the homogeneous premium in the Biihlmann-Straub model. v

Example 7.3.5 (Jewell’s hierarchical model)
A further generalization is to subdivide the portfolio into sectors, and to assume that
each sector p has its own deviation from the overall mean. The claims experience
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for contract j in sector p in year ¢ can then be decomposed as follows:

This model is called Jewell’s hierarchical model. Splitting up each sector p into
subsectors g, each with its owndeviation Z,+ =4, and so on, leads to a hierarchical
chain of models with a tree structure. \%

Example 7.3.6 (Cross classification models)

It is conceivable that Xp; is the risk in sector p, and that index j corresponds to
some other general factor to split up the policies, for instance if p is the region and
j the gender of the driver. For such two-way cross classifications it doesn’t make
sense to use a hierarchical structure for the risk determinants. Instead, one could
add to (7.27) aterm E;-, to describe the risk characteristics of group j. In this way,
one gets

Xpje = m+ Ep + T + Zpj + B (7.28)

This is a cross classification model. In Chapter 8, we study similar models, where
the row and column effects are fixed but unknown, instead of being modelled as
random variables such as here. Vv

Example 7.3.7 (De Vijlder’s credibility model for IBNR)

Credibility models are also useful to tackle the problem of estimating IBNR
reserves to be held, see also Chapter 9. These are provisions for claims that are
not, or not fully, known to the insurer. In a certain calendar year 7, realizations are
known for random variables Xj; representing the claim figure for policies written
in year j, in their tth year of development, t = 0,1, ... ,7°— j. A credibility model
for this situation is

th = (m + E]’)dt + Ejt, (7.29)

where the numbers d; are development factors, for instance with a sum equal to
1, that represent the fraction of the claims paid on average in the tth development
period, and where m + Z; represents the claims, aggregated over all development
periods, on policies written in year j. v

Example 7.3.8 (Regression models; Hachemeister)
We can also generalize (7.5) by introducing collateral data. If for instance y;¢
represents a certain risk characteristic of contract 7, like for instance the age of the



THE BUHLMANN-STRAUB MODEL 153

policy holder in year t, Z; might be written as a linear, stochastic, function of y;;.
Then the claims in year ¢ are equal to

{m® 4+ Eg-l)} + {m® + E§~2)}yjt + Ejt, (7.30)

which is a credibility-regression model. Classical one-dimensional regression

arises when Egk) =0,k = 1, 2. This means that there are no latent risk character-
istics. Credibility models such as (7.30) were first studied by Hachemeister. V

74 THE BUHLMANN-STRAUB MODEL

Justas in (7.7), in the Biihlmann-Straub model the observations can be decomposed
as follows:

Xjp=m+Ej+54 j=1,...,J,t=1,...,T+1, (1.31)

where the unobservable risk components Z;,5 = 1,2,...,J are iid with mean
zero and variance a; the Zj; are also independent with mean zero. The compo-
nents Z; and Zj; are assumed to be independent, too. The difference between the
Biihlmann and the Biihlmann-Straub models is that in the latter the variance of the
Z;¢ components is s2 [wjt, where wj; is the weight attached to observation Xj;.
This weight represents the relative precision of the various observations. Obser-
vations with variances like this arise when X is an average of wj; replications,
hence X;; = Y ) Xjk/wjt where X = m + Ej 4+ Ejgi with Zjx iid with zero
mean and variance s2. The random variables =tk then denote deviations from the
risk premium m + Z; for the kth individual contract in time period ¢ and group j.
In this case, the weights are called natural weights. Sometimes the natural weights
are not available, or there is another mechanism that leads to different variances.
In that case we can approximate the volume by the total premium for a cell.

To find the best homogeneous linear predictor of the risk premium m + Z; (cf.
Remark 7.2.6), we must minimize the following MSE:

min E[{m + &; - > hiXi}?]
" it
subject to E[m + Z;] = Z hitE[X ).
it

(7.32)
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The following notation will be used, cf. (7.10)—(7.12):

T T
wis =Y wit; wsr = Y wis;
t=1 t=1

J
aw;y
_ J . _ .
zj = m7 g = E 245 (7.33)
j=1
T w T w z
_2 : jt . _E : iE ; __E : 7
ij — Ftha wa = i Jws sz - Z_’ij-
=1 I% j=1 OB j=1°%

Notice the difference between, e.g., Xy and Xjy. If a w appears as an index,
this indicates that there has been a weighted summation over this index, using
the (natural or other) weights of the observations. An index z denotes a weighted
summation with credibility weights, while a ¥ is used for an unweighted sum-
mation. We do not allow for different numbers of observation periods 7 in our
notation. The easiest way to remedy this is to add observations with weight zero
when necessary.

In Theorem 7.4.1 below, we derive the optimal values in (7.32) for the coeffi-
cients hy. They produce the following MSE-best estimator of the risk premium
m+ Zj, cf. (7.9):

Zijw + (1 — Zj)sz. (7.34)

Here Xy, is the individual estimator of the risk premium, X, is the credibility
weighted collective estimator, and z; is the credibility factor for contract j.

The proof that of all the linear combinations of the observations to estimate
m + E; that have the same mean, (7.34) has the smallest MSE, can be given
by Lagrange optimization. One has to solve the first order conditions to find an
extremum. In the proof below, we prove the result by capitalizing on the fact that
linear combinations of uncorrelated random variables with a given mean have
minimal variance if the coefficients are inversely proportional to the variances;
see Exercise 7.4.1. First we derive the optimal ‘mix’ hj¢/h;x, of the contracts in
group 1. The best choice proves to be hit/hix = w;t/w;x; from this we see that
the observations X;; have to appear in (7.32) in the form X;,,. Then we derive that
the totals h;x of the coefficients with group ,4 # j are best taken proportional to
z;. Finally, the optimal value of h;s is derived.
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Theorem 7.4.1 (Biihlmann-Straub model; homogeneous estimator)
The MSE-best homogeneous unbiased predictor Zi’t hit Xt of the risk premium
m + Z; in model (7.31) is the credibility estimator (7.34).

Proof. From (7.32) we see that the following problem must be solved to find the
best predictor of m + Z;:

min E|{m+E; — ZhitXit}2 ) (7.35)

hitthss=1

The restriction hyy = 1is the unbiasedness constraint in (7.32). By this constraint,
the expectation in (7.35) is also the variance. Substituting decomposition (7.31)
for Xi;, we get from (7.35):

min Var |(1 — i— > hisEi— Zhu_,t , (7.36)
hitthgn=1 Iy

or, what is the same because of the variances of the components Z; and Z;; and
the independence of these components:

min_ (1-hjg)Pa+ Y h a+2h “f S_ . (1.37)

hithgr=1 —
! i#j

First we optimize the inner sum. Because of Exercise 7.4.1 the optimal values
of hit/hix. prove to be w;/wix. So we can replace the observations Xj;,t =
1,2,... , T by their weighted averages X, and we see that the credibility esti-
mator has the form Zl hix X;w, where the values of h;x, are still to be determined.

The minimal value for the inner sum equals s%/w;s. From (7.33) we see that
a + s?/w;s = a/z;. So we can rewrite (7.37) in the form

2 h? a
min (1 - hjp)a+hlg—— + (1 -hp)? Y —2 2 (738
hizih):z=1( ]E) jzwj)i ( Jz) ; (1- hjz)2 “ ( )
As hgx = 1, we have Z#J hiz/(1 — hjs) = 1. So again because of Exercise

7.4.1, the optimal choice in (7.38) for the factors h;x, i # j is

his 2
= . 7.39
1-—- hjg 2y — &5 ( )
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The minimal value for the sum in (7.38) is a/(zx — 2;), so (7.38) leads to

52

in(1 — h:5)? hA——. 7.40
r,gljlgﬂ( i) (a+zz_zj)+ s (7.40)

a

The optimal value for h;y, finally, can be found by once again applying Exercise
7.4.1. This optimal value is, as the reader may verify,

wjz 1
hjE = 2 ! =
s . 1/z;—1
a¥al(zp=z;) T WiB T¥1/(zz-5) T 1 (7.41)
_ zj(zz — zj + 1) =Zj+(1—z]‘)z—]'
(1—z)(es — 2j) + zj(2s — 2z; + 1) 2

Because of (7.39) we see that h;x, = (1 — 2;)z;/zx, which implies that (7.34)
is indeed the MSE-optimal homogeneous unbiased linear predictor of the risk
premium m + Z;. v

Notice that if we replace Z; in (7.31) by the constant &, i.e., we take a = 0, we get
the classical weighted mean X,,,,. This is because in that case the relative weight
wjs for Xj,, is equal to the credibility weight 2;.

The inhomogeneous estimator of m + Ej contains a constant A, next to the
homogeneous linear combination of the Xj; in (7.32). One may show, just as in
Theorem 7.2.4, that the unbiasedness restriction is superfluous in this situation.
The inhomogeneous estimator is equal to the homogeneous one, except that X,
in (7.34) is replaced by m. The observations outside group 7 do not occur in the
estimator. For the inhomogeneous estimator, both the ratio 52 /a and the value of
m must be known. By replacing m by its best estimator X ;,, under model (7.31),
we get the homogeneous estimator again. Just as in Remark 7.2.6, the optimal
predictor of m + Z; is also the optimal predictor of X; r11. The asymptotic prop-
erties of (7.34) are analogous to those given in Remark 7.2.3. Also, the credibility
premium can be found by combining the actual experience with virtual experience,
just as in Remark 7.2.7. See the exercises.

Parameter estimation in the Biihlmann-Straub model

The credibility estimators of this chapter depend on the generally unknown struc-
ture parameters m, a and s2. To be able to apply them in practice, one has to
estimate these portfolio characteristics. Some unbiased estimators (not depending
on the structure parameters that are generally unknown) are derived in the theorem
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below. We can replace the unknown structure parameters in the credibility estima-
tors by these estimates, hoping that the quality of the resulting estimates is still
good. The estimators of s2 and a are based on the weighted sum-of-squares-within:

SSW = ijt(th - ij)2, (7.42)
it

and the weighted sum-of-squares-between

SSB = " wis(Xjuw — Xww)®- (7.43)
J

Note that if all weights w;; are taken equal to one, these expressions reduce to
(7.2) and (7.3), defined in the balanced Biihlmann model.

Theorem 7.4.2 (Unbiased parameter estimates)
In the Biihlmann-Straub model, the statistics

= qun

N

~

1
2 - E ) L X )2
J(T— 1) - wjt(X]t X]w) )

_ Y wis(Xjw — Xuw)? = (J = 1)s2
a= 5
wss — 3o, Wis/wss

v

(7.44)

are unbiased estimators of the corresponding structure parameters.

Proof. The proof of E[Xy,,] = m is easy. Using the covariance relations (7.15),
we get for s2:

J(T — 1)E[s?] = Z wjt { Var[X;.] + Var[Xu] — 2Cov[X;e, Xju]}

Jt
2 2 2
—Zw;t{a+——+a+-——2(a+——)} (7.45)
4. Jt Wy Wy
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For a we have

Z ij(ij - wa)2
J

= }: wjs {Var[X ] + Var[Xuww) — 2Cov[Xjuw, Xuww)}

2 2
S S awy
—E w]z{a+——+a§ ’“’3 —2( + ’E>}

wsx WrE

o) (D

wjE  WEL

w.
=a wgg—2£ +(J—1)s%

(7.46)
Taking E[a] in (7.44), using (7.45) and (7.46) we see that @ is unbiased as well. V¥V

Remark 7.4.3 (Negativity of estimators)

The estimator s is of course non-negative, but @ might well be negative. Although
this may be an indication that a = 0 holds, it can also happen if @ > 0. Let us
elaborate on Example 7.2.1, returning to the balanced Biihimann model where all
weights w; are equal to one. In that case, defining MSW and MSB as in (7.4),
the estimators of s? and a in Theorem 7.4.2 reduce to

= ~ MSB-MSW
s2= MSW, o= T . (7.47)
To estimate z, we substitute these estimators into z = aj‘ffs , and we get the
following statistic:
~ MSW
=1-——. 48
‘ MSB ()

Using Xj; = m + Z; + Zj; and defining Ej = % > 1 Zjt, we see that the SSW
can be written as
J T T
SSW =" "(X; - X;)* =D (B —Ep* (7.49)

j=11t=1 j=1 t=1



THE BUHLMANN-STRAUB MODEL 159

Under the assumption that the =;; are iid N (0, s2), the right hand side, divided
by s2, has a x?(J(T — 1)) distribution. It is independent of the averages Ej, and
hence also of the averages X; = m + Z; + =;. So MSW is independent of the
X, hence also of MSB.

Assuming that the components Z; are iid N(0,a), we find in similar fashion
that

SSB J-1
= 1 ;
a+s2/T aT+s2]VSB (7.50)

is x2(J — 1) distributed. So under the normality assumptions made, if it is multi-
plied by the constant s?/(aT + s?) = 1 — 2, the variance ratio MSB/MSW of
Section 7.2 is still F(J — 1, J(T — 1)) distributed. Thus,

(1_ )MSB _l—z
hSsw T 123

~ F(J =1,J(T - 1)). (1.51)

In this way, Pr[a < 0] can be computed for different values of J, T and s2/a, sce
for instance Exercise 7.4.9.

Note that by (7.47), the event @ < 0 is the same as MSB/MSW < 1.
In Section 7.2 we established that the data indicates rejection of equal means,
which boils down to @ = 0 here, only if MSB/MSW exceeds the right-hand
F( J- 1, J(T- 1)) critical value, which is surely larger than one. Thus we conclude
that, although Pr[@ < 0] > 0 for every a > 0, obtaining such a value means that
a Fisher test for a = O based on this data would not have led to rejection. This in
turn means that there is in fact no statistical reason not to charge every contract
the same premium.

In order to estimate @ = Var[Z;] in practice, one would be inclined to use
max{0,a} as an estimator, but, though still consistent, this is of course no longer
an unbiased estimator. \Y

Remark 7.4.4 (Credibility weighted mean and ordinary weighted mean)

The best unbiased estimator of m in model (7.31) is not Xy, but X,,,. This
is in line with Exercise 7.4.1, since both X, and X,,, are linear combinations
of the random variables X, and the variances thereof are not proportional to
the original weights w;s, but rather to the credibility adjusted weights z;. So a
lower variance is obtained if we estimate m by the credibility-weighted mean X ,,,
instead of by the ordinary weighted mean X,,,. The problem of course is that
we do not know the credibility factors z; to be used, because they depend on the
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unknown parameters that we are actually estimating. One way to achieve better
estimators is to use iterative pseudo-estimators, that determine estimates of the
structure parameters by determining a fixed point of certain equations. For these
methods, we refer to more advanced literature on credibility theory. \Y

7.5 NEGATIVE BINOMIAL MODEL FOR THE NUMBER OF CAR
INSURANCE CLAIMS

In this section, we expand on Example 7.3.2, considering a driver with an accident
proneness which is a drawing from a non-degenerate distribution, and, given that
his accident proneness equals A, a Poisson(A) distributed number of claims in a
year. Charging a credibility premium in this situation leads to an experience rating
system which resembles the bonus-malus systems we described in Chapter 6.

If for a motor insurance policy, all relevant variables for the claim behavior of
the policyholder can be observed as well as used, the number of claims still is
generated by a stochastic process. Assuming that this process is a Poisson process,
the rating factors cannot do more than provide us with the exact Poisson intensity,
i.e., the Poisson parameter of the number of claims each year. Of the claim size, we
know the probability distribution. The cell with policies sharing common values for
all the risk factors would be homogeneous, in the sense that all policy holders have
the same Poisson parameter and the same claims distribution. In reality, however,
some uncertainty about the parameters remains, because it is impossible to obtain
all relevant information on these parameters. So the cells are heterogeneous. This
heterogeneity is the actual justification of using a bonus-malus system. In case of
homogeneity, each policy represents the same risk, and there is no reason to ask
different premiums within a cell.

The heterogeneity of the claim frequency can be modelled by assuming that
the Poisson parameter A has arisen from a structure variable A, with structure
distribution U(A) = Pr[A < A]. In this section, we look at the number of claims
Xj¢ of driver j in period ¢. There are J drivers, who have been observed for T;
periods. For convenience, we drop the index 7 from our notation, unless in case
we refer back to earlier sections. Just as in (7.5), we can decompose the number
of claims X; = Xj; for driver j in time period ¢ as follows:

th = E[A] + {A] - E[A]} + {th e AJ} (7.52)



NEGATIVE BINOMIAL MODEL FOR THE NUMBER OF CAR INSURANCE CLAIMS 161

Here A; ~ A iid. The last two components are not independent, although un-
correlated. See Exercise 7.5.6. Component A; — E[A] has variance a = Var[A],
for component X;; — A;, just as in Example 3.3.1, Var[X};] — Var[A;] = E[A]
remains. As one sees, the structural parameters m and s coincide because of the
Poisson distributions involved.

Up to now, except for its first few moments, we basically ignored the structure
distribution. Several models for it come to mind. Because of its mathematical
properties and good fit (see later on for a convincing example), we will prefer the
gamma distribution. Another possibility is the structure distribution that produces
a ‘good’ driver, having claim frequency A, with probability p, or a ‘bad’ driver
with claim frequency Az > Aj. The number of claims of an arbitrary driver then
has a mixed Poisson distribution with a two-point mixing distribution. Though one
would expect more than two types of drivers to be present, this ‘good driver/bad
driver’ model quite often fits rather closely to the data that is found in practice.

It is known, see again Example 3.3.1, that if the structure distribution is
gamma{c, 7), the marginal distribution of the number of claims X; of driver j
in time period ¢ has a negative binomial distribution with a as the number of suc-
cesses required, and 7/(7 + 1) as the probability of a success. In Lemaire (1985),
we find data from a Belgian portfolio with J = 106 974 policies. The number ng
denotes the number of policies with k accidents, k = 0,1, ... If X; ~ Poisson(}),
the maximum likelihood estimate A for A equals the average number of claims. It
can be shown (see the exercises), that fitting & and 7 by maximum likelihood in
the gamma-Poisson model gives the following parameter estimates & and 7:

o0 o0
, Where T = ank/an, (7.53)

and ¢& is the solution to the equation

I
an<a e --+a+k_1> anlog1+ 2). (1.54)

As one sees from (7.53), the first moment of the estimated structure distribution,
hence also of the marginal distribution of the number of claims, coincides with the
first sample moment. The parameters p, A; and Az of the good driver/bad driver
model have been estimated by the method of moments. Note that this method does
not with certainty produces admissible estimates 5\1’ >0and 0 < p < 1. The

F=

8l e
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resulting estimates for the three models considered were

A = 0.1011;
6 =16313; 7 =16.1384; (1.55)
p=0.9112; X =00762; Xy = 0.3576.

Observed and estimated frequencies can be tabulated as follows:

k N Ny (Poisson) 7y (Neg.Bin.) 7y (good/bad)
0 96978 96 690 96 981 96 975

1 9 240 9774 9231 9252

2 704 494 709 685

3 43 16.6 50.1 56.9

4 9 0.4 34 4.6

5+ 0 0.0 0.2 0.3

X2 191. 0.1 2.1

The x2-value in the bottom row represents the usual y2-statistic, computed as
x? = Y (nk — 7g)?/Ar. When computing x?-statistics, one usually combines
cells with estimated numbers less than 5 with neighboring cells. By doing this,
the last three rows are joined together into one row representing 3 or more claims.
The two mixed models provide an excellent fit; in fact, the fit of the negative
binomial model is almost too good to be true. Note that we fit 4 numbers using 2
or 3 parameters. But homogeneity for this portfolio is rejected without any doubt
whatsoever.

Though the null-hypothesis that the numbers of claims for each policy holder
are independent Poisson random variables with the same parameter is rejected,
while the mixed Poisson models are not, we cannot just infer that policy holders
have a fixed unobservable risk parameter, drawn from a structure distribution. It
might well be that the numbers of claims are just independent negative binomial
random variables, for instance because the number of claims follows a Poisson
process in which the intensity parameter is drawn independently from a gamma
structure distribution each year.

With the model of this section, we want to predict as accurately as possible the
number of claims that a policy holder produces in the next time period 7+ 1. This
number is a Poisson(\) random variable, with A an observation of A, of which
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the prior distribution is known to be, say, gamma(c, 7). Furthermore, observations
X3,...,Xr from the past are known. We may show that the posterior distribution
of A, given X; = x1,... ,X7 = xr is also a gamma distribution, with adjusted
parameters 7' = 7 + T and o’ = @ + zg with o5 = z; + - - + 7. Assuming a
quadratic loss function, in view of Exercise 7.2.9, the best predictor of the number
of claims next year is the posterior expectation of A:

_a+arg
T+ T

We can interpret (7.56) as the observed average number of claims per time unit,
provided we include for everyone a virtual prior experience of o claims in a time
period of length 7. See also Remark 7.2.7.

Prediction (7.56) is a special case of a credibility forecast. The forecast is
proportional to a linear combination of a priori premium and policy average,
because, cf. (7.10):

a+zy ry T

a
= Y — —_ —_ f — . .
r+T ZT—I—(1 z)‘r oz T+ T (7.57)

Remark 7.5.1 (Non-linear estimators; exact credibility)

In Theorems 7.2.2 and 7.2.4 it was required that the predictors of X741 were
linear in the observations. Though such linear observations are in general the
easiest to deal with, one may also look at more general functions of the data.
Without linearity restriction, the best predictor in the sense of MSE for X; 741
is the so-called posterior Bayes estimator, which is just the conditional mean
E[X;T+1|1X11,... ,Xyr|. See also (7.56). If the =; and the Z;; are indepen-
dent normal random variables, the optimal linear estimator coincides with the
Bayes-estimator. In the literature, this is expressed as ‘the credible mean is exact
Bayesian’. Also combining a gamma prior and a Poisson posterior distribution
gives such ‘exact credibility’, because the posterior Bayes estimator happens to
be linear in the observations. See Exercise 7.5.2. The posterior mean of the claim
figure is equal to the credibility premium (7.57). \Y

/\T+1(ZL‘1, . ,$T) (756)

If we split up the premium necessary for the whole portfolio according to the
mean value principle, we get a solid experience rating system based on credibility,
because of the following reasons, see also Lemaire (1985):

1. The system is fair. Upon renewal of the policy, every insured pays a premium
which is proportional to his estimated claim frequency (7.56), taking into
account all information from the past.
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2. The system is balanced financially. Write X5 = X; + - - - + X7 for the total
number of claims generated, then E[Xz] = E[E[Xx|A]] = TE[A], so

= = —, 7.58
T+ T ( )

a+Xg| a+T2 o«
T+ T T

This means that for every policy, the mean of the proportionality factor (7.56)
is equal to its overall mean /7. So the expected value of the premium to
be paid by an arbitrary driver remains constant over the years.

3. The premium only depends on the number of claims filed in the previous
T years, and not on how these are distributed over this period. So for the
premium next year, it makes no difference if the claim in the last five years
was in the first or in the last year of this period. The bonus-malus system in
Section 6.2 doesn’t have this property. But it is questionable if this property
is even desirable. If one assumes, like here, the intensity parameter A to
remain constant, K is a sufficient statistic. In practice, however, the value
of A is not constant. One gets past his youth, or past his prime, or one’s son
gets old enough to borrow the family car. Following this reasoning, later
observations should count more heavily than old ones.

4. Initially, attime ¢ = 0, everyone pays the same premium, proportional to
af/7. If T tends to oo, the expected value (o + zx)/(7 + T') converges
to zx./T, which in the limit represents the actual risk on the policy. The
variance (a + xx) /(7 + T)? converges to zero. So in the long run, everyone
pays the premium corresponding to his own risk; the influence of the virtual
experience vanishes.

Using the values a = 1.6 and 7 = 16, see (7.55) and Lemaire (1985), we have
constructed Table 7.1 giving the optimal estimates of the claim frequencies in case
of various lengths of the observation period and numbers of claims observed. The
initial premium is set to 100%, the other a posteriori premiums are computed by
the formula:

Mrya(zy,. .. zp) 10085 T(a + x)
100 = =1 7.59
A1 a/T 0 alt + T) ( )

One sees that in Table 7.1, a driver who caused exactly one claim in the past ten
years represents the same risk as a new driver, who is assumed to carry with him
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Number of claims k

Number of yearst 0 1 2 3 4

0 100

1 94 153 212 271 329
2 89 144 200 256 311
3 84 137 189 242 295
4 80 130 180 230 280
5 76 124 171 219 267
6 73 118 164 209 255
7 70 113 157 200 243
8 67 108 150 192 233
9 64 104 144 184 224

=]

62 100 138 177 215

Table 7.1 Optimal estimates of the claim frequency next year as a percentage of the one of a new
driver

a virtual experience of 1.6 claim in 16 years. A person who drives claim-free for
ten years gets a discount of 1 — 7/(7 + 10) = 38%. After a claims experience of
16 years, actual and virtual experience count just as heavily in the premium.

Example 7.5.2 (Contrast with the bonus-malus system of Chapter 6)

As an example, we look at the premiums to be paid by a driver in the 6th year
of insurance if he has had one claim in the first year of observation. In Table 7.1,
his premium next year equals 124%. In the system of Table 6.1, his path on the
ladder has been 2 — 1 — 2 — 3 — 4, so now he pays the premium of step
5, which equals 70%. The total of the premiums paid according to Table 7.1 is
100 + 153 + 144 + 137 + 130 + 124 = 788% of the premium for a new entrant. In
the system of Table 6.1, he has paid only 100 + 120 + 100 + 90 + 80 + 70 = 560%.
Note that for the premium next year in Table 7.1, it makes no difference if the
claim occurred in the first or the fifth year of observation, though this does affect
the total claims paid. v

Remark 7.5.3 (Overlapping claim frequencies)
Consider a policyholder for which T years of claims experience is known. The
posterior distribution of the expected number of claims A is gamma(a+zx, 7+71)
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if s, claims were filed. As noted in Lemaire (1985), if T = 3, in the two situations
2y = 0 and zz = 2 the premium to be paid next year differs by a factor
189/84 = 2.25. But the posterior distributions of both claim frequencies overlap
to a large extent. Indeed, in the first situation the probability is 60.5% to have a
claim frequency lower than the average /(7 + T') = 0.0842 for drivers with a
similar claims experience, since G(0.0842; o, 7 + T') = 0.605, but in the second
situation there also is a substantial probability to have a better Poisson parameter
than the average of drivers as above, since G(0.0842;« + zx,7 + T) = 0.121
forzy = 2 and T = 3. Experience rating by any bonus-malus system will turn
out to be very unfair for all ‘good’ drivers that are unlucky enough to produce
claims. v

7.6 EXERCISES

Section 7.2

1. Finish the proofs of Theorems 7.2.2 and 7.2.4 by filling in and deriving the relevant covariance
relations (7.15). Use and verify the linearity properties of covariances: for all random variables
X,Y and Z, we have Cov[X,Y + Z] = Cov[X,Y] + Cov[X,Z], while for all real o,
Cov[X, aY] = aCov[X,Y].

2. Let X1,...,Xr be uncorrelated random variables with mean m and variance s®. Consider
the weighted average Xw = Y, wiX:, where the weights wy > 0,¢ = 1,...,T satisfy
3=, we = 1. Show that E[X4) = m, Cov[X¢, Xu] = wes? and Var[Xy] = 37, wis?.

[If especially we = 5, we get Xy = X and E[X]| = m; Cov[X;, X] = Var[X] = %‘]
3. Show that the sample variance S* = 7 E?{Xt — X}? is an unbiased estimator of s,

Show that the best predictor of X 41 is at the same time the best estimator of the risk premium
m + Z; in the situation of Theorem 7.2.2. What is the best linear unbiased estimator (BLUE)
of Ej?

5. Determine the variance of the credibility premium (7.9). What is the MSE? Also determine the
MSE of (7.9) as an estimator of m + Zj.

6. Determine the credibility estimator if the unbiasedness restriction is not imposed in Theorem
7.2.2. Also investigate the resulting bias.

7. Show that if each contract pays the homogeneous premium, the sum of the credibility premiums
equals the average annual outgo in the observation period.

8. Show that in model (7.5), the MSB has mean aT" + s2, while the MSW has mean s2.

Prove that for each random variable Y, the real number p which is the best predictor of it in the
sense of MSE is p = E[Y].

10. Let X = (Xu,..., X171, X21,... , Xar, ..., Xs1,..., Xur)7T be the vector containing the
observable random variables in (7.7). Describe the covariance matrix Cov[ X, X].
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Section 7.3

1. Derive the formula Cov[X, Y] = E[Cov[X, YIZ]] + Cov[E[XIZ], E[YIZ]] for the decomposi-
tion of covariances into conditional covariances.

Section 74

. LetX1,...,Xr be independent random variables with variances Var[ X;] = s%/w, for certain
positive numbers we, ¢ = 1,... ,T. Show that the variance Zt afsz/wt of the linear combi-
nation 3y, ;X with g = 1is minimal when we take o o< we, where the symbol o means
‘proportional to’. Hence the optimal solution has a; = w¢/ws. Prove also that the minimal
value of the variance in this case is s?/wg.

2. Prove that in model (7.31), we have Var[X ] < Var[Xww]. See Remark 7.4.4.

Determine the best homogeneous linear estimator of m.

Show that in determining the best inhomogeneous linear estimator of m + =, the unbiasedness
restriction is superfluous.

5. Show that, just as in Remark 7.2.6, the optimal predictors of X r+1 and m + Z; coincide in
the Biihlmann-Straub model.

6. Describe the asymptotic properties of zj in (7.33); cf. Remark 7.2.3.

In the same way as in Remark 7.2.7, describe the credibility premium (7.34) as a mix of actual
and virtual experience.

8. Show that (7.9) follows from (7.34) in the special case (7.5)—(7.6) of the Biihlmann-Straub
model given in (7.31).

9. In the situation of Remark 7.4.3, for sz/a = 0.823, J = 5and T = 4, use an F-table to show
that the probability of the event @ < 0 equals 0.05.

10. Estimate the credibility premiums in the Bithlmann-Straub setting when the claims experience

for three years is given for three contracts, each with weight wj; = 1. The claims on the contracts
are as follows:

Section 7.5

1. [#] Consider a sample X1,..., X from a negative binomial distribution with parameters
and 7/(7 + 1). Define the number of these random variables with value kas Nx = #{j|X; =
k},k=0,1,... If N = ng, k = 0,1,..., show that the maximum likelihood estimators of
a and 7 indeed are given by (7.53) and (7.54).
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2. [#] Suppose that A has a gamma(e, 7) prior distribution, and that given A = ), the annual
numbers of claims Xi,..., Xt are independent Poisson(A) random variables. Prove that the
posterior distribution of A, given X1 = z1,... , Xt = 7, is gammala + zx,7 + T), where
rz =1+ -+ 2T

3. By comparing Pr{Xs = 0] with Pr[X2 = 0|X1 = 0] in the previous exercise, show that the
numbers of claims X are not marginally independent. Also show that they are not uncorrelated.

4. Show that the mode of a gamma(a, 7) distribution, which represents the argument where the
density is maximal, is (e — 1)4 /7.

5. [#) Determine the estimated values for nx and the x*-test statistic if o and 7 are estimated by
the method of moments.

6. Show that in the model (7.52) of this section, A; and X ;s — A; are uncorrelated. Taking o = 1.6
and 7 = 16, determine the ratio Var[A;]/Var[Xj]. [Since no model for X;; can do more than
determine the value of A; as precisely as possible, this ratio provides an upper bound for the
attainable ‘percentage of explained variation’ on an individual level.]

7. [#] What is the Loimaranta efficiency of the system in Table 7.1? What is the steady state
distribution?



Generalized linear models

8.1 INTRODUCTION

In econometrics, the most widely used statistical technique is multiple linear
regression. Actuarial statistics models situations that do not always fit in this
framework. Regression assumes normally distributed disturbances with a constant
variance around a mean that is linear in the collateral data. In actuarial applications,
a symmetric normally distributed random variable with a fixed variance does not
adequately describe the situation. For counts, a Poisson distribution is generally
a good model, if the assumptions of the Poisson processes such as described in
Chapter 4 are valid. For these random variables, the mean and variance are the
same, but the data sets encountered in practice generally exhibit a variance greater
than the mean. A distribution to describe the claim size should have a thick right-
hand tail. Rather than a variance not depending of the mean, one would expect
the coefficient of variation to be constant. Furthermore, the phenomena to be
modelled are rarely additive in the collateral data. A multiplicative model is much
more plausible. Moving from downtown to the country, or replacing the car by
a car 200 kilograms lighter, without changing other policy characteristics, would
result in a reduction in the average total claims by some fixed percentage of it, not
by a fixed amount independent of the original risk.

169
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Both these problems can be solved by not working with ordinary linear models,
but with Generalized Linear Models (GLM). The generalization is twofold. First, it
is allowed that the random deviations from the mean obey another distribution than
the normal. In fact, one can take any distribution from the exponential dispersion
family, including apart from the normal distribution also the Poisson, the (negative)
binomial, the gamma and the inverse Gaussian distributions. Second, it is no
longer necessary that the mean of the random variable is a linear function of the
explanatory variables, but it only has to be linear on a certain scale. If this scale
for instance is logarithmic, we have in fact a multiplicative model instead of an
additive model.

Often, one does not look at the observations themselves, but at transformed
values that are better suited for the ordinary multiple regression model, with
normality, hence symmetry, with a constant variance and with additive systematic
effects. This, however, is not always possible. A transformation to make a Poisson
random variable Y symmetric (skewness = zero) is Y'?/3, while taking Y!/2
stabilizes the variance and taking log Y reduces multiplicative systematic effects
to additive ones. It should be noted that some of the optimality properties in the
transformed model, notably unbiasedness and in some cases even consistency,
may be lost when transforming back to the original scale.

In this chapter, we will not deal with Generalized Linear Models in their full
generality. For simplicity, we restrict to cross-classified observations, which can
be put into a two-dimensional table in a natural way. The relevant collateral data
with random variable X;; are the row number ¢ and the column number j. In the
next chapter, we will also include the ‘diagonal number’ i+ j — 1 as an explanatory
variable. For more general models, e.g., tables with more than two dimensions,
we refer to other texts. In general, the observations are arranged in a vector of 7
independent but not identically distributed random variables, and there is a design
matrix containing the explanatory variables in a directly usable form.

Many actuarial problems can be tackled using specific Generalized Linear Mod-
els, such as ANOVA, Poisson regression and logit and probit models, to name a
few. They can also be applied to IBNR problems, as demonstrated in the next
chapter, to survival data, and to compound Poisson distributions. Furthermore,
it proves that many venerable heuristic actuarial techniques are really instances
of GLM’s. In the investigation that led to the bonus-malus system of Chapter 6,
estimation techniques were chosen on the basis of their simple heuristic founda-
tion, but they also turn out to produce maximum likelihood estimates in specific
GLM’s. The same holds for some widely used techniques for IBNR estimation,
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as explained in the next chapter. As opposed to credibility theory, there is a lot
of commercial software that is able to handle GLM’s. Apart from the special-
ized program GLIM (Generalized Linear Interactive Modelling), developed by the
Numerical Algorithms Group (NAG), we mention the module GenMod included
in the widely used program SAS, as well as the program S-Plus. The study of
Generalized Linear Models was initiated by Nelder and Wedderburn. They gave a
unified description, in the form of a GLM, of a multitude of statistical methods,
including ANOVA, probit-analysis and many others. Also, they gave an algorithm
to estimate all these models optimally and efficiently. In later versions of GLIM,
other algorithms were implemented to improve stability in some situations.

In Section 8.2, we briefly present the ordinary and the generalized linear models.
In Section 8.3, we show how some rating techniques used in actuarial practice can
be written as instances of GLM’s. In Section 8.4, we study the deviance (and the
scaled deviance) as a measure for the goodness of fit. For normal distributions,
these quantities are sums of squared residuals, hence x? related statistics, but in
general they are related to the loglikelihood. In Section 8.5 we present an example.
In Section 8.6, we provide some additional theory about GLM’s, in line with other
texts on GLM’s. We give the general definition of a GLM, briefly describe the
all-purpose algorithm of Nelder and Wedderburn, and explain what the canonical
link is. For the application of GLM’s to IBNR problems, see the next chapter.

8.2 GENERALIZED LINEAR MODELS

Generalized Linear Models have three characteristics:

1. There is a stochastic component, which states that the observations are inde-
pendent random variables Y;, 7 = 1,... ,n with adensity in the exponential
dispersion family. The most important examples for our goal are:

e N(u;,%;) random variables;

e Poisson(y;) random variables;

e means of samples with size n; = 1/1; of Poisson(u;) distributed
random variables;

° wixbinomial(ﬁ, t;) random variables (hence, the proportion of suc-
cesses in 1/1; trials);

o gamma(%, ﬁ) random variables;
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e inverse Gaussian(m, 1—11,_115,7) random variables.

It can be seen that in all these examples, the parametrization chosen leads to
the mean being equal to z;, while %; is a parameter that does not affect the
mean, but only the variance of the random variable. See Exercise 8.2.1. We
take 1); to be equal to ¢/w;, where ¢ is the so-called dispersion parameter,
and w; the weight of observation 4. Just as for the weight in the Biihlmann-
Straub setting of the previous chapter, in principle it represents the number
of iid observations of which our observation Y; is the arithmetic average
(natural weight). Note that, e.g., doubling ; has the same effect on the
variance as doubling the weight (sample size) has.

2. The systematic component of the model attributes to every observation a
linear predictor n; = Ej x;;3;, linear in the parameters 31, ... , Bp.

3. The expected value p; of Y; is linked to the linear predictor #; by the link
Sunction: n; = g(p;)-

Remark 8.2.1 (Canonical link)

Each of the distributions has a natural link function associated with it, called the
canonical link function. Using these link functions has some technical advantages,
see Section 8.6. For the normal distribution, the canonical link is the identity,
leading to additive models, for the Poisson it is the logarithmic function, leading
to loglinear, multiplicative models. For the gamma, it is the reciprocal. \Y

Remark 8.2.2 (Variance function)

Note that the parametrizations used in the stochastic component above are not
always the usual, nor the most convenient ones. The p; parameter is the mean, and
it can be shown that in each case, the variance equals V' (u;)v; for some function
V(-) which is called the variance function. Assume for the moment that w; = 1,
hence 1; = ¢, for every observation ¢. The list of distributions above contains
distributions with a variety of variance functions, making it possible to adequately
model many actuarial statistical problems. In increasing order of the exponent of
w in the variance function, we have:

1. the normal distribution with a constant variance ¢? = u®¢ (homoscedas-
ticity).
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2. the Poisson distribution with a variance equal to the mean, hence o2 = p!,
and the class of Poisson sample means which have a variance proportional
to the mean, hence o2 = pl @.

3. the gamma(a, 3) distributions, having, in the parametrization as listed, a
fixed shape parameter, and hence a constant coefficient of variation o /g,
therefore 02 = u? ¢.

4. the inverse Gaussian(a, ) distributions, having in the 1, ¢ parametrization
as listed, a variance equal to é’g =02 = ,u3 o.

The variance of Y; describes the precision of the ith observation. Apart from
weight, this precision is constant for the normally distributed random variables.
Poisson random variables are less precise for large parameter values than for small
ones so the residuals for smaller observations should be smaller than for larger
ones. This is even more strongly the case for gamma distributions, as well as for
the inverse Gaussian distributions. \Y

Remark 8.2.3 (‘Null’ and ‘full’ models)

The least refined linear model that we study uses as a systematic component only
the constant term, hence ascribes all variation to chance and denies any influence
of the collateral data. In the GLM-literature, this model is called the null model.
Every observation is assumed to have the same distribution, and the average Y is
the best estimator for everyuAt the other extreme, one finds the so-called full
model, where every unit of observation 7 has its own parameter. Maximizing the
total likelihood then produces the observation Y; as an estimator. The model merely
repeats the data, without condensing it at all, and without imposing any structure.
In this model, all variation between the observations is due to the systematic
effects. The null model will in general be too crude, the full model has too many
parameters for practical use. Somewhere between these two extremes, one has to
find an ‘optimal’ model. This model has to fit well, in the sense that the predicted
outcomes should be close to the actually observed values. On the other hand, the
fewer parameters it has, the easier the model is to ‘sell’, notjust to potential policy
holders, but especially to the manager. The latter will insist on thin tariff books and
a workable and understandable model. There is a trade-off between the predictive
power of a model and its manageability. v

In GLM analyses, the criterion to determine the quality of a model is the loglikeli-
hood of the model. It is known that under the null-hypothesis that a certain refine-
ment of the model is not an actual improvement, the gain in loglikelihood (x2, and
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divided by the dispersion parameter ¢), approximately has a x2-distribution with
degrees of freedom the number of parameters that have to be estimated addition-
ally. Based on this, one can look at a chain of ever refined models and judge which
of the refinements lead to a significantly improved fit, expressed in the maximal
likelihood. A bound for the loglikelihood is the one of the full model, which can
serve as a yardstick. Not only should the models to be compared be nested, with
subsets of parameter sets, possibly after reparametrization by linear combinations,
but also should the link function and the error distribution be the same.

Remark 8.2.4 (Residuals)

To judge if a model is good enough and where it can be improved, we look at the
residuals, the differences between actual observations and the values predicted for
them by the model, standardized by taking into account the variance function as
well as parameter estimates. We might look at the ordinary Pearson residuals, but
in this context it is preferable to look at residuals based on the contribution of this
observation to the maximized loglikelihood. For the normal distribution with as
a link the identity function, the sum of the squares of the standardized (Pearson)
residuals has a y? distribution and is proportional to the difference in maximized
likelihoods; for other distributions, this quantity provides an alternative for the
difference in maximized likelihoods to compare the goodness of fit. \Y

8.3 SOME TRADITIONAL ESTIMATION PROCEDURES AND GLM’S

In this section, we illustrate the ideas behind GLM’s using I X J contingency
tables. We have a table of observations Y;;,i=1,... ;1,7 =1,...,J, classified
by two rating factors into I and J risk classes. Hence, we have I J independent
observations indexed by 4 and 7 instead of n observations indexed by ¢ as before.
Generalization to more than two dimensions is straightforward. The collateral data
with each observation consists of the row number 2 and the column number j in
the table. With these factors, we try to construct a model for the expected values
of the observations. There are many situations in which this example applies.
For instance, the row number may indicate a certain region/gender combination
such as in the example of Section 8.5, the column number may be a weight class
for a car or a step in the bonus-malus scale. The observations might then be the
observed total number of accidents for all drivers with the characteristics ¢ and
j. Other examples, see also the next chapter, arise if ¢ is the year that a certain
policy was written, and j the development year, and the observations denote the



SOME TRADITIONAL ESTIMATION PROCEDURES AND GLM'S 175

total amount paid in year ¢ + 7 — 1 regarding claims pertaining to policies of the
year ¢. The calendar year 2 + § — 1 is then used as a third collateral variable. We
will assume that the probability distribution of the observations Y;; obeys a GLM,
more specifically, a loglinear model with ¢ and 7 as explanatory variables. This
means that for the expected values of the Y;; we have

E[Yij]:uaiﬁj, ’L':l,...,I,j=1,‘..,J. (81)

The parameters of the model are p, o; and §;. There are at least two parameters
too many; without loss of generality we will first assume that &+ = 8; = 1 holds.
Later on, we will find it more convenient to fix &y = 1 instead of pt = 1,s0 g can
be interpreted as the expected value of the reference cell (¢, ) = (1,1). One gets
an additive model in (8.1) by adding the parameters instead of multiplying them.
As stated earlier, such models are not often relevant for actuarial practice.

Remark 8.3.1 (Connection with loglinear models)

One may wonder how our model (8.1) can be reconciled with the second and
third characteristic of a GLM as listed above. A loglinear model in ¢ and j arises,
obviously, when E[Yj;] = exp(ilog a + jlog 8 + log ) for some «, 3 and p. In
that case we call the regressors ¢ and j variates. They must be measured on an
interval scale; the contribution of ¢ to the linear predictor has the form ¢z log « and
the parameter oy has the special form o; = o (the first 7 is an index, the second
an exponent). If, as in (8.1), variable ¢ classifies the data, and the numerical values
ofi act only as labels, we call i a factor. The parameters with a factor are arbitrary
numbers ¢, i = 1,...,I. To achieve this within the GLM model as stated, i.e.,
to express E[Yj;] as a loglinear form of the collateral data, for each observation
we recode the row number by a series of I dummy variables dy, ... ,d;, of which
d; = 1 if the row number for this observation is 7, the others are zero. The
contribution to (8.1) of a cell in row ¢ can then be written in the loglinear form

exp(Z{=1 d¢log o). \Y

Remark 8.3.2 (Aliasing)

To avoid the identification problems arising from redundant parameters in the
model such as occur when a constant term is present in the model or when more
than one factor is replaced by a set of dummies, we leave out the redundant
dummies. In GLIM parlance, these parameters are aliased. This phenomenon is
also known as ‘multicollinearity’ and as the ‘dummy trap’. \Y%
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Remark 8.3.3 (Interaction between variables)

Sometimes two factors, or a factor and a variate, ‘interact’, for instance when
gender and age (class) are regressors, but the age effect for males and females is
different. Then these two variables can be combined into one that describes the
combined effect of these variables and is called their interaction. If two factors
have I and J levels, their interaction has I J levels. See further Section 8.5. V

Remark 8.3.4 (Weights of observations)
For every cell (4, j), next to an observed claim figure Y;; there is also a weight wj;.
In actuarial applications, several interpretations are possible for these quantities:

1. Y;; is the average claim frequency if S;; = Y;; w;; is the number of claims
and wj; is the exposure of cell (4, 5), which is the total number of years that
policies in it have been insured;

2. Yj; is the average claim size if S;j is the total claim amount for the cell and
wj; 1s the number of claims;

3. Y;; is the observed pure premium if S;; is the total claim amount for the cell
and w;; is the exposure.

Any of these interpretations may apply in the examples below. The weights w;;
are assumed to be constants, measured with full precision, while the S;; and hence
the Y;; are random variables with outcomes denoted as s;; and y;;. \%

In the sequel, we give some methods to produce estimates ¢&; and Bj of the
parameters o;and G in such a way that d; ﬁj ~ y;5; we fix p = 1. These methods
have been used in actuarial practice without some users being aware that they were
actually statistically quite well founded methods. For each method we give a short
description, and indicate also for which GLM this method computes the maximum
likelihood estimates, or which other estimates are computed.

Property 8.3.5 (Bailey-Simon = Minimal chi-square with Poisson)
In the Bailey-Simon method, the parameter estimates &; and 3; in the multiplicative
model are determined as the solution of

e — v 3N2
min BS with BS =S~ 2l — )" (8.2)
a;,B; 37 ;3
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Ajustification of this method is that if the S;; denote Poisson distributed numbers
of claims, BS in (8.2) is just the x2-statistic, since (8.2) can be rewritten as

_ N (55 —wigeaBs)? o (s — E[Sy))?
BS IZ " Z sy (8.3)
So minimizing BS is nothing but determining the minimal-x? estimator. The
model hypotheses can be easily tested.

Solving the normal equations arising from differentiating BS in (8.2) with
respect to each parameter, we get a system of equations that can be written as
follows:

(S

187}

w
z]yzy/z'wwﬁ] ,i=1,...,1I;
Wij Yij ‘
ﬁj:(Z% Zwijai> ,]=1,...,J.
1

i

(8.4)

One method to solve this system of equations iteratively is as follows. First we
choose initial values for g}, for instance 8; = 1 forall j = 1,... ,J. From these,
we get first estimates for ; by using the first set of equations. Substitute these
values in the second set to get updated values of 3;. Repeat this procedure until the
parameter values do not change any longer; an equilibrium has been reached. This
method is known as successive substitution. Generally, it converges rather quickly.
If it doesn’t, one should try some other initial solution, or look for another method
to determine the required minimum altogether. From the many possible equivalent
solutions, we choose the one with 3; = 1. See also the numerical Example 8.3.12
at the end of this section. Essentially, successive substitution provides us with a
fixed point of the equation a = g(a) with a the parameter vector and g(-) denoting
the right hand side of (8.4). v

Remark 8.3.6 (Compound Poisson distributions)

In the case of compound Poisson distributed total claims we can apply x>-tests
under some circumstances. Let S;; denote the total claim amount and wj; the
total exposure of cell (7,7). Assume that the number of claims caused by each
insured is Poisson(A;;) distributed. The individual claim amounts are iid random
variables, distributed as X. Hence the mean claim frequency varies, but the claim
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size distribution is the same for each cell. Then we have
E[Sij] = wij )‘ij E[X] and Var[Sij] = wi]- )\ij E[X2], (85)
hence with E[Yj;] = a;5; we get

aiﬁj E[XZ]

Var[Yij] = wi; E[X] .

(8.6)

So the random variable BS is the sum of the squares of random variables with
mean zero and a constant variance. This is also the case when only the ratio
E[X?]/E[X] is the same for all cells. If we correct BS for this factor and if
moreover our estimation procedure produces best asymptotic normal estimators
(BAN), such as maximum likelihood estimation does, asymptotically we get a
x2-distribution with (I — 1)(J — 1) degrees of freedom. This is not necessarily
true if Y;; represents the observed pure premium, even if the claim sizes are iid
and we standardize BS by dividing by E[X?]/E[X]. \Y,

Property 8.3.7 (Bailey-Simon leads to a ‘safe’ premium)

The Bailey-Simon method in the multiplicative model has a property that will
certainly appeal to actuaries. It proves that with this method, the resulting total
premium is larger than the observed loss. We can even prove that this holds when
premiums and losses are accumulated over rows or over columns. In other words,
we can prove that, assuming that é&; and Bj solve (8.4), we have

Z wij di Bj 2 Z wij yij for all ](Z) (8.7)
i) i(5)
A summation over i(j) for all j(¢) means that the sum has to be taken not only

over ¢ for all 7, but also over 7 for all 7. To prove (8.7) we rewrite the first set of
equations in (8.4) as

d?zz——%%, i=12,...,L (8.8)
7 2on Wik Pr 5

But this is just E[U?] if U is a random variable with Pr[U = d;] = p;, where
wi; B

Yij
p; = — and d; = ==, (8.9)
T S winbh )
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Since E[U?] > (E[U ])2 for any random variable U, we have immediately
j

In the same way one proves that the estimated column totals are at least the
observed totals. v

———i;, hence wa & [3] > Zwm Yij. (8.10)
h Wik ,Bh

Property 8.3.8 (Marginal Totals = ML with Poisson)
The basic idea behind the method of marginal totals is the same as the one behind
the actuarial equivalence principle: in a ‘good’ tariff system, for large groups of
insureds, the total premium equals the observed loss. We determine the values &;
and Bj in such a way that this condition is met for all groups of risks for which one
of the risk factors, either the row number 7 or the column number 3, is constant. The
equivalence does not hold for each cell, but it does on the next-higher aggregation
level of rows and columns.

In the multiplicative model, to estimate the parameters we have to solve the
following system of equations consisting of / + J equations in as many unknowns:

> wijai = wiyi; forall j(5). (8.11)
i(j i()

If all estimated and observed row totals are the same, the same holds for the sum of
all these row totals. So the total of all observations equals the sum of all estimates.
Hence, one of the equations in the system (8.11) is superfluous, since each equation
in it can be written as a linear combination of all the others. This is in line with
the fact that the o; and the f; in (8.11) are only identified up to a multiplicative
constant.

One way to solve (8.11) is by successive substitution, starting from any positive
initial value for the 3;. For this, rewrite the system in the form:

way,]/Zwijﬂj, i=1 I‘
Zwmyz]/zwz]au F5 Lysac g

A few iterations generally suffice to produce the optimal estimates. v

(8.12)
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The heuristic justification of the method of marginal totals applies for every in-
terpretation of the Y;;. But if the Y;; denote claim numbers, there is another
explanation, as follows.

Property 8.3.9 (Loglinear Poisson GLM = Marginal totals method)

Suppose the number of claims caused by each of the w;; insureds in cell (%, 7)
has a Poisson(A;) distribution with A;; = «;3;. Then estimating «; and §; by
maximum likelihood or by the marginal totals method gives the same results.
Proof. The total number of claims in cell (¢, 7) has a Poisson(w;; Ai;) distribution.

The likelihood of the parameters A;; with the observed numbers of claims s;; then
equals

—wis A (Wi Aig) B
L= e wsj_'a) _ (8.13)
o 13"
i.J
By substituting into (8.13) the relation
E[Y;] = E[Si;]/wi; = Mij = 65 (8.14)
and maximizing (8.13) for a; and 3; we get exactly the equations (8.11). v

Property 8.3.10 (Least squares = ML with normality)
In the method of least squares, estimators are determined that minimize the total of
the squared differences of observed loss and estimated premium, weighted by the
exposure in a cell. This weighting is necessary to ensure that the numbers added
have the same order of magnitude. If the variance of Y;; is proportional to 1/w;;,
which is for instance the case when S;; is the sum of w;; iid random variables with
the same variance, all terms in (8.15) below have the same mean, hence it makes
sense to add them up. The parameters o; and 3; are estimated by solving:
min S§ with SS = Zwij(yij — Oéiﬂj)2. (8.15)
;.55 7
The normal equations produce the following system, written in a form that is
suitable to be tackled by successive substitution:

WZZWW@/ZwﬁJ=LMA

J j

ﬂj:zwijyijai/zwi]’a?, j=1,...,J.
i i

(8.16)
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Because of the form of the likelihood of the normal distribution, one may show
that minimizing SS is tantamount to maximizing the normal loglikelihood. See
also Exercise 8.3.7. \Y

Property 8.3.11 (Direct method = ML with gamma distribution)
The direct method determines estimates for the parameters a; and B; by solving,
for instance by successive substitution, the following system:

o = Zwuﬁ /wa, i=1,...,1;
ﬁj:ZWij%/sz‘j, j=1,...,J.
i . i

The justification for this method is as follows. Assume that we know the correct
multiplicities G;, § = 1,...,J. Then all random variables Y;;/3; have mean a;.
Estimating «; by a weighted average, we get the equations (8.17) of the direct
method. The same reasoning applied to Y;;/a; gives estimates for 3;. See also
Exercise 8.3.4.

The direct method also amounts to determining the maximum likelihood in
a certain GLM. We will prove that it produces ML-estimators when S;; ~
gamma(ywi;, 5 5 —1-). This means that Sj; is the sum of w;; gamma(~y, a—'YE) ran-

(8.17)

dom variables, with a fixed coefficient of variation ~y -1/2 , and a mean o ﬁ]. The
likelihood of the observation in cell (7, 7) can be written as

1 ¥\ qwy-1 T
Fsi; (845504, B) = 0 o) <aiﬁj) sy e P, (8.18)

With L =T, ; fs,; (453 o, B;), we find by differentiating with respect to a:

OlogL
Oy

_ YSi
E | —_— 0
80% {'7 Wi 108 —— s ,6] i } +

i0j
“Z{ vwk3+78k3}
o B

(8.19)

The derivatives with respect to 8, produce analogous equations. Setting the normal
equations (8.19) arising from ML-estimation equal to zero produces, after a little
algebra, exactly the system (8.17) of the direct method. \Y%
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Example 8.3.12 (Numerical illustration of the above methods)
We applied the four methods given above to the data given in the following table,
which gives w;; X y;; for 1,7 = 1,2:

j=1  g=2

t=1 300x10 500 x 15
1=2 T00x20 100 x 35

The following fitted values &; ﬁj arose from the different methods:

Bailey-Simon marginal totals  least squares  direct method

940 1538 939 1537 904 1534 9.69 15.29
20.27 33.18 2026 33.17 20.18 3424 20.27 31.97

A = 28.85 A = 28.86 A = 37.06 A =36.84

Here A = 3, s wij(yi; — & B;)%/(é ) describes the goodness of the fit; it is
of course minimal for the Bailey-Simon method. The systems of equations from
which the &; and the Bj have to be determined are alike, but not identical. See also
Exercise 8.3.2. The results of the methods are very similar. The reader is invited
to either try and duplicate the optimizations needed above, or merely to verify if
the solutions obtained are correct by checking if they satisfy the equations for the
optimum given. v

In the preceding we emphasized the method of successive substitution, which has
the advantage of being simple to implement, once the system of equations has
been written in a suitable form. Of course many other algorithms may be used to
handle the likelihood maximization.

8.4 DEVIANCE AND SCALED DEVIANCE

As a measure for the difference between vectors of fitted values and of observa-
tions one generally looks at the Euclidean distance, i.e., the sum of the squared
differences. If the observations are from a normal distribution, minimizing this
distance is the same as maximizing the likelihood of the parameter values with the
given observations. In GLM-analyses, one looks at the difference of the ‘optimal’
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likelihood of a certain model, compared with the maximally attainable likelihood
if one doesn’t impose a model on the parameters, hence for the full model with a
parameter for every observation.

The scaled deviance of a model is —2 times the logarithm of the likelihood
ratio, which equals the quotient of the likelihood maximized under our particular
model, divided by the likelihood of the full model. The deviance equals the scaled
deviance multiplied by the dispersion parameter ¢. From the theory of mathemat-
ical statistics it is known that the scaled deviance is approximately x? distributed,
with as degrees of freedom the number of observations minus the number of es-
timated parameters. Also, if one model is a submodel of another, it is known that
the difference between the scaled deviances has a x2-distribution.

For three suitable choices of the distribution of the random variation around
the mean in a GLM, we will give expressions for their deviances. We will always
assume that the expected values p; of our observations Y;, ¢ = 1,... ,n follow a
certain model, for instance a multiplicative model with rows and columns such as
above. We denote by fi; the optimally estimated means under this model, and by
fi; the mean, optimally estimated under the full model, where every observation
has its own parameter and the maximization of the total likelihood can be done
term by term. We will always take the ith observation to be the mean of w; single
iid observations. All these have a common dispersion parameter ¢. We already
remarked that this dispersion parameter is proportional to the variances, which, as
a function of the mean p, are equal to ¢V (u)/w, where the function V'(-) is the
variance function.

Example 8.4.1 (Normal distribution)

LetYs,... ,Y, be independent normal random variables, where ¥; is the average
of w; random variables with an N(pu;, ¢) distribution, hence Y; ~ N(p;, ¢/w;).
Let L denote the likelihood of the parameters with the given observations. Further
let L and L denote the values of L when [ and fi; are substituted for p;. We have

H —(yi — wi)?
v/ 27rgt>/w1 2¢/w;

It is clear that in the full model, maximizing (8.20) term by term, we can simply
take p; = fi; = vy; for each 1. If D denotes the deviance, we have

D L 1
Z=2log= ==Y wilf—-uy)? 8.21
5 g7 ¢Zi: (B — vs) (8.21)

(8.20)
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This means that for the normal distribution, minimizing the deviance, or what is
the same, maximizing the likelihood, is the same as determining the parameter
estimates by least squares. \%

Example 8.4.2 (Poisson sample means)

Now let Y; = ¢M;/w; with M; ~ Poisson(w; p;/¢). When this is the case, we
write Y; ~ Poisson(u;, ¢). In the special case that w; = 1 as well as ¢ = 1, we
have ordinary Poisson random variables. If w; /¢ is an integer, Y; can be regarded
as the average of w;/¢ Poisson(y;) random variables, but without this restriction
we also have a valid model. For the likelihood we have

L(,Ml,--. y Hn; (Ib,’lUl,‘.. y Wny Y1, - - ayn)

n n e_“iwi/‘ﬁ(uiwi/(ﬁ)wiyi/(ﬁ (8.22)
— i}/f[ = wiyYq = ’
EPr[w /& = wiyi/P] g (wiyi/)!

The ith term in this expression is maximal for the value of p; that maximizes
e HipY which is for p; = y;, so we see that just as with the normal distribution,
we get fi; by simply taking the ith residual equal to zero. It turns out that this holds
for every member of the exponential dispersion family; see also Examples 8.4.1
and 8.4.3, as well as Exercise 8.6.5.

It is easy to see that the scaled deviance is equal to the following expression:

D L 2 Yi . )
— = 2log= = - W; ilO — —\Y; — Ly . (8.23)
; 87 =3 Z; (y B~ (Ui =)

Notice that E[Y;] = p; and Var[Y;] = %“i’ hence V(1) = p.

Weights w; are needed for instance to model the average claim frequency of a
driver in a cell with w; policies in it. By not taking the weights into account, one
disregards the fact that the observations in cells with many policies in them have
been measured with much more precision than the ones in practically empty cells.

By changing ¢, we get distributions of which the variance is not equal to the
mean, but remains proportional to it. One speaks of overdispersed Poisson distri-
butions in this case. The random variable Y; in this example has as a support the
integer multiples of ¢/wj;, but obviously the deviance (8.23) allows minimization
for other non-negative values of y; as well. This way, one gets pseudo-likelihood
models. \Y
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Example 8.4.3 (Gamma distributions)
Now let ¥; ~ gamma(w;/¢,w;/{¢ u;}), hence Y; has the distribution of an
average of w; gamma(1/¢,1/{® u;}) random variables, or equivalently, of w;/¢
random variables with an exponential(1/p;) distribution. We have again

_ TPy $ 2
ElY:] = pi, VarlYi]=—V(u)=—p;. (8.24)
w; Wy

1

For this case, we have fi; = y; for the full model as well, since

d W w
1 s 2
dp gy (y’aﬁ’w)

w/¢
-4 log (; [ﬂ} yW/¢—le—wy/(¢u)>
d (w w w wy
=—\{—~log—+(=-1 logy——>
i\ gt gV bu
—w  wy . .
=—+—= =0 ifandonlyif y=p.
dp  du? d
One can easily verify that the scaled deviance is equal to the following expression:
D L_2 Yi | Yi— B
—=-2log= = - w; (— log— +—— . (8.26)
¢ L ¢ Xl: ' fi fi
The y; of course must be positive here. \Y

The value of the deviance D can be computed from the data alone; it is a statistic
and does not involve unknown parameters. Notice that in each of the three classes
of distributions given above, the maximization over p; gave results that did not
depend on ¢. Only the relative values of the parameters ¢/w; with each observa-
tion are relevant. The estimation of ¢ can hence be done independently from the
determining of optimal values for the y;. To estimate the value of ¢, one often pro-
ceeds as follows. Under the null-hypothesis that Y; ~ N(u;, ¢/w;), the minimized
sum of squares (8.21) has a x2-distribution with as its parameter df the number
of observations minus the number of parameter estimates needed in evaluating fi;.
Then one can estimate ¢ by the method of moments, setting (8.21) equal to its
mean value df and solving for ¢. To ensure that the differences between Y; and
the fitted values are caused by chance and not by systematic deviations because
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one has used too crude a model, the estimation of ¢ is done in the most refined
model that still can be estimated, even though there will generally be too many
parameters in this model. Hence, for this model the scaled deviance equals the
value of df. Another possibility is to estimate ¢ by maximum likelihood.

The interpretation for the dispersion parameter ¢ is different for each class of
distributions. For the normal distributions, it is simply the variance of the errors.
For a pure Poisson distribution, we have ¢ = 1; in case of overdispersion it is the
ratio of variance and mean, as well as the factor by which all Poisson variables
have been multiplied. For the gamma distributions, /¢ denotes the coefficient of
variation o/ for individual observations.

8.5 EXAMPLE: ANALYSIS OF A CONTINGENCY TABLE

In this section, we analyze an artificial data set created by a computer. We generated
numbers that represent the number of days spent in hospital of a group of 14 742
persons for a certain disease. They spent a total of 58 607 days hospitalized because
of this disease. See Table 8.1. The group is split up according to characteristic j
which represents different region/gender combinations. Odd values of 7 denote
females, while j = 1,2 denote region I, j = 3,4 region I, and j = 5, 6 region IIL
In ¢, we have coded the age class. Group 72 = 1 has ages 15-25, group 2 has ages
25-35, and so on; the last group i = 6 represents the people of 65 and older. We try
to predict the number of days spent in hospital by a multiplicative model u o; 3,
with uthe expected value in cell (1,1), hence a; = B; = 1. We will assume that
the observations have a Poisson distribution around this mean. With GLM-fitting
programs we can try several models. We can let o; and §; be arbitrary, but also
let o; = 1 or §; = 1. We can require that the «; follow a geometric pattern with
a; = o*~! for a certain value of c. This requirement is less meaningful for the
,Bj; it only makes sense if a factor is measured on an ‘interval scale’, in the sense
that the difference between 5 = 5 and 7 = 4 is the same as that between j = 4
and 7 = 3 or between j = 2 and 7 = 1. But the classification 7 = 1,... ,6is not
even on an ordinal scale. By taking a; = 1, we investigate a model where the age
has no influence at all on the hospitalization pattern. Choosing o; = o~ we see
that with increasing age class, the mean number of days in the hospital grows, or
shrinks, by a fixed factor. For an overview of the various models to be used and
their performance, see Table 8.2.
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j=1 j=2 j=3 j=4 j=5 j=6
FI MI RO  MI EII  M]II
1 vi; 410 350 320 280 370 3.0
15-25 wy; 525. 547 508.  481. 524 5l4.
I fur 396 381 295 287 341 328
v fvz 404 388 301 293 347 335
X fus 422 357 324 28 371 313
2 y; 440 400 340 300 380 350
25-35 wi; 487.  478.  508.  490.  407. 435
I fu 432 416 322 313 371 357
v fua 430 414 321 313 370 357
X fvs 441 394 334 307 384 343
3 yi; 500 450 370 350 400 3.90
35-45 w; 411, 414, 415, 484, 469,  523.
I fui 480 462 358 348 412 397
v fva 458 441 342 333 394 3380
X fus 461 436 345 332 397 376
4 y; 470 470 310 360 420 420
45-55 w;; 395 448, 413, 416,  389. 419
I fui 479 461 357 347 411 396
v fvo 488 470 364 355 420 405
X fus 482 481 356 358 412 412
5 v 490 530 380 380 420 440
55-65 wi;; 372.  368.  355. 339, 378, 445
1 fui 516 497 385 374 443 427
v fva 521 501 388 378 448 432
X fus 504 532 367 38 426 452
6 y; 530 590 390 410 440 490
65+  w;; 265.  240. 233, 233, 210. 205
I fu 556 535 415 403 478 46l
v fva 555 534 414 403 477 460
.4 fus 527 588 378 417 441 495

187

Table 8.1 Observed average number of days in a hospital y;;, number of observations w;; and
fitted values according to models I, IV and X. Observations classified by region/gender combination

and age class.
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Model Factors ine” Degrees of  Scaled
freedom  deviance

I i B 25 52.6
II pag 31 29 233.
111 JIxe 30 321.
1A% pat~1p; 29 62.8
\Y piat~L g1 33 242.
VI pot~! 34 329.
VII @ B; 30 268.
VIII  ppi-! 34 450.
IX 1 35 536.
X M a;_l Bi 24 24.0

Table 8.2 Parameters, degrees of freedom and scaled deviance for various models applied to the
data of Table 8.1.

Comparing models I-IIl with IV-VI, one sees that in the latter, a geometric
progression with age class is assumed. Judging by the distances between fitted and
observed values, the resulting fits are quite comparable. But upon replacing (3; by
(37=1 or even by 1, the quality of the fit gets so bad that the conclusion is that this
variable definitely will have to stay in the model in its most complicated form, as
a factor. In Table 8.1, one finds the fitted values for the models I (12 c; B;) and IV
(1a'™1 B3;). The predictions for model IV have been computed in the following
way:

[ j=1: 1.000 ]
j=2: 0.962
., N oaai=1 i—1 ]23 0.746
IV. 4 =& ™ B =4.036 x 1.066°™ " x i=4: 0727 (8.27)
j=5: 0.860
| j=6: 0830

Up to now, we only looked at models where the fitted values were determined as
the product of two main effects, the row effect and the column effect. In general
it is quite conceivable that these effects do not operate independently, but that
there is interaction between the two. This means that it is possible in this case
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to have a different row effect for each column. The resulting expected values
can be written in a quite general form E[Yj;] = &;;. In our examples, where by
tabulation we combined all observations for cell (%,7) into one, this model boils
down to the full model, with a parameter for each observation unit, each with
a certain associated precision w;;. We might also look at models in which each
region/gender combination has its own geometric progression. Then we get model
X, where we have E[Yj;] = u az-“l B;. Since even though not all other models are
nested in it, this model is the most refined that we want to estimate, we determine an
estimate for the scale factor ¢ linking deviance and scaled deviance as the average
deviance per degree of freedom of model X. This gives an overdispersion equal to
qg = 3.088. So, the distances in Table 8.2 have been scaled in such a way that model
X has a distance 24 with 24 degrees of freedom. There are 36 observations, and
12 parameters have been estimated, since with every region/gender combination,
there is an initial level (for age class 15-25) as well as an increase factor. The
estimates for model X have been computed as:

[ j=1: 4.218 x 1.04611 ]
j=2: 3.567 x 1.105""*

s Aianiel | 3=3: 3.240 x 1.031°7!
Xo Gy =)&) T =\ 5 _ 4. 9848 x 10791 (8.28)
j=5: 3.706 x 1.036'~1

| j=6: 3.133 x 1.096!

In Table 8.2 one sees that model IV, having 4 parameters less than model I which is
nested in it, has a scaled deviance between data and fitted values that is 10.2 larger.
To test if this is significant, observe that, under the null-hypothesis, this number is a
drawing from a distribution which is approximately x? with 4 degrees of freedom.
The 95% critical value of a x2(4) distribution is 9.5, so it can be concluded
that model I is better than model IV. In the class of models without interaction
of rows and columns, IV is good, since all coarser models have a significantly
larger distance between observations and fitted values. The more refined model I
is significantly better, though, if only by a small margin. But the transition from
IV to X, involving dropping the condition that a; = «, does lead to a statistically
significant, as well as practically meaningful, improvement of the fit. With only 5
extra parameters, a gain in distance of 38.8 is achieved.

The observations with even values of 7 concern males. By inspecting the co-
efficients Bj in (8.27) forj = 2k — 1 as well as j = 2k, we see that men spend
about 3% less days in the hospital, after correction for age group. The effect of
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region is slightly stronger, and it would seem that region II is about 75% of region
I, regardless of gender, and region III is about 85%. It turns out that a better model
than IV arises if one allows three main effects: age class (geometrically), gender
and region, without interaction between the two last ones.

Note that the theory above was given for two exogenous variables only. Here we
have three, but instead of gender and region separately, we looked at the interaction
of these two, by constructing a classifying variable with a separate class for each
gender/region combination. But of course it is easy to extend the theory to more
than two regressors.

8.6 THE STOCHASTIC COMPONENT OF GLM’S

A possible way to introduce GLM’s, which is followed in many texts, is to start
by defining the exponential dispersion family of densities, which contains all the
examples we introduced above as special cases. Next, starting from this general
likelihood, one may derive properties of this family, including the mean and
variance. Then, the algorithm to determine ML estimates for this family is derived.
The algorithm can be applied with any link function. Since the general formula
of the density is essential only for deriving the panacea algorithm and provides
no help to the occasional user of a GLM, we postponed its introduction to this
separate section, to be skipped at first reading. In this section we also study the
so-called canonical link function, which has some very nice properties, and give a
very short description of the Nelder and Wedderburn algorithm.

The exponential dispersion family

In Section 8.2, we introduced the distributions to possibly describe the randomness
in Generalized Linear Models by listing a number of important examples. Below,
we give a more general definition of the family of possible densities to be used
for GLM’s. It can be shown that all our examples, normal, Poisson, Poisson
multiples, gamma, inverse Gaussian and binomial proportions, are special cases
of the following family.

Definition 8.6.1 (The exponential dispersion family)
The exponential dispersion family of densities consists of the densities of the
following type:

fy(y;0,¢) = exp (M

7 + c(y;w)) , Y€ Dy. (8.29)
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Here ¢ and are real parameters, b(-) andc(:;-) are real functions. The support
of the density is Dy C R. \%

The status of the parameter 8 is not the same as that of ), because % does not affect
the mean, in which we are primarily interested. The linear models we described
in the earlier sections only aimed to explain this mean. Though except in special
cases, the value of v is fixed and unknown, too, in GLM-literature the above
family is referred to as the one-parameter exponential family. The function b(-) is
called the cumulant function, see later. The support Dy, does not depend on 6. The
same goes for the function ¢(+; -) that acts as a normalizing function, ensuring that
the density sums or integrates to 1. For the continuous distributions the support
is R for the normal distribution, and {0, co) for the gamma and inverse Gaussian
distributions. It may also be a countable set, in case of a discrete density. For the
Poisson multiples for instance, Dy, is the set {0,%,24,...}. In the following,
we list some examples of members of the exponential dispersion family. For the
specific form of the function b(-) as well as the support Dy, we refer to Table E.
In the exercises, the reader is asked to verify the entries in this table.

Example 8.6.2 (Some members of the exponential dispersion family)
The following parametric families are the most important members of the expo-
nential dispersion family:

1. The N(u,o?) distributions, after reparametrizations #(p,0%) = u and
¥(u,0%) = o2, [Note that since the parameter x4 denotes the mean here, 8
may not depend on o2.]

2. The Poisson(u) distributions, with parameter 8 = log p, while ¥ = 1.

3. For all natural m, assumed fixed and known, the binomial(m,p) distribu-
tions, with # = log T?’_’—p and 9 = 1.

4. For all positive r, assumed fixed and known, the negative binomial(r, p)
distributions, for 8 = log(1l — p) and ¢ = 1.

5. The gamma(c,3) distributions, after the reparametrizations 6(a,3) =
—B/a and Y(a, B) = 1/a. Note that < 0 must hold in this case.

6. The inverse Gaussian(c, 8) distributions, with (o, 8) = —38%/a® and
¥la, B) = B/a?. Again, § < 0 must hold. \%
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Note that there are three different parametrizations involved: the ‘standard’ para-
meters used throughout this book, the parametrization by mean p and dispersion
parameter 3y which proved convenient in Section 8.2, and the parametrization with
# and ¢ as used in this section. This last parametrization is known as the natural
or canonical parametrization, since the factor in the density (8.29) involving both
the argument y and the parameter § which determines the mean has the specific
form y@ instead of yh(6) for some function A(-).

Example 8.6.3 (Gamma distribution and exponential dispersion family)

As an example, we will show how the gamma distributions fit in the exponential
dispersion family. The customary parametrization, used in the rest of this text, is
by a shape parameter v and a scale parameter 3. To determine v, as well as €, we
compare the logarithms of the gamma(a, 8) density with (8.29). This leads to

yo — b(9)
(]

The parameters must be chosen in such a way that 6, ¥ and y appear together
in the log-density only in a term of the form @y/+. This is achieved by taking
P = é and § = —g. Note that in this case, we have § < 0. To make the left
and right hand side coincide, we further take b(¢) = —log(—6), which leaves
cly;¥) = aloga + (a — 1) logy — log'(a) for the terms not involving . In
the g, parametrization, p is simply the mean, so p = % We see that in the 6, ¢
parametrization, the mean of these random variables does not depend on 1, since
it equals

—log{a) + alog B+ (e — 1) logy — By = +c(y; ). (8.30)

1
E[Y:6] =: u(0) = % =p=— 8.31)
The variance is
Var[Y'; 6, 9] = % = %) = ;/’—2. (8.32)

So the variance is V (u)v, where V (-} is the variance function V() = p2.  V

The density (8.29) in its general form permits one to derive the mgf of Y. From
this, we can derive some useful properties of the exponential dispersion family.
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Lemma 8.6.4 (Mgf of the exponential dispersion family)
For each real number ¢ such that replacing # by 8 + t1 in (8.29) also produces a
density, the moment generating function at argument ¢ of the density (8.29) equals

b(8 + t) — b(6)
7 .

Proof. We give a proof for the continuous case only; for the proof of the discrete
case, it suffices to replace the integrations over the support Dy, in this proof by
summations over y € Dy,. We can successively rewrite the mgf as follows:

my(t) = /D¢ e exp [____ye —wb(a)

my (t) = exp (8.33)

+ c(y; w)] dy =

A+ ty} — b6+ ty
=/ exp [y{ ¢}¢ : ')+C(y;1/))] dy
Dy (8.34)
b(6 + tp) — b(0
oy MO ) — B(O)
Y
b(6 + typ) — b(6)
—ex .
P v
The last equality follows since the second integrand in (8.34) was assumed to be
a density. v
Corollary 8.6.5 (Cgf, camulants, mean and variance)
If Y has density (8.29), then its cumulant generating function equals
b(6 + ty) — b(8
oy () = 20+ 1) —b(0) (8.35)
(4
As a consequence, for the cumulants ;, 7 =1,2,... we have
ki = kD (0) = b (B)y? L. (8.36)

Because of this, the function b(-) is called the cumulant function. From (8.36) with
7 = 1,2, we see that the mean and variance of Y are given by:

E[Y;0) =k, =b'(0), Var[Y;8,v] = ko = ¥b"(6). (8.37)

Note that the mean depends only on 8, while the variance equals the dispersion
parameter multiplied by b”(8). The variance function V(u) equals b”(8(n)). V
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Corollary 8.6.6 (Taking sample means)

Let Y7,...,Yy, be a sample of m independent copies of the random variable
Y, and letY = (Y; + -+ + Y;,)/m be the sample mean. If ¥ is a member of
an exponential dispersion family with fixed functions b(:) and ¢(+;-) and with
parameters # and %, then Y is in the same exponential dispersion family with
parameters 6 and ¢/m, if this pair of parameters is allowed.

Proof. By (8.33), we have

me(t) = (my ()" —exp AL a3

This is exactly the mgf of a member of the exponential dispersion family with
parameters 6 and ¥ /m. \Y

Note that for the (negative) binomial distributions, only 3V = 1 is allowed. For the
other error distributions, any positive value of ¢ is allowed.

Example 8.6.7 (Poisson multiples and sample means)

By Corollary 8.6.6, the sample means of m Poisson(x) random variables as
introduced earlier have a density in the exponential dispersion family (8.29), with
b(-), ¢(-;-) and € the same as for the Poisson density, but 1 = 1/m instead of
1 = 1, and support 0, %, % ... Such a sample mean is a Poisson(mu) random
variable, multiplied by 1/m. Extending this idea, let ¢» > 0 be arbitrary, not
specifically equal to 1/m for some integer m, and look at

Y =¢¥M, where M ~ Poisson{u/1). (8.39)

It can be shown that Y has density (8.29) with 6 = log i and b(6) = €%, just as
with ordinary Poisson distributions, but with arbitrary . In this way for each ¢, a
subclass of the exponential dispersion family is found with parameter § € R. The
possible values for Y are {0,%, 2, ... }.

As we saw, for ¢ = 1/m we get the average of m Poisson(yu) random variables.
When i = n, the resulting random variable has the property that taking the average
of a sample of size n of it, we get a Poisson(x) distribution. So it is natural to call
such random variables Poisson sample means. If 1 = n/m, (8.39) is the sample
average of m random variables of the type with 1/ = n. So for these values, too, it
is rational to call the random variable Y a Poisson average. But in view of (8.39),
we also speak of such random variables as Poisson multiples. Note that for ¢ > 1,
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we get a random variable with a variance larger than the mean. Hence we also see
the name ‘overdispersed Poisson’ for such random variables in the literature. V

Remark 8.6.8 (Binomial and negative binomial distributions)

The negative binomial(r, p) distributions can be described by (8.29) only if one
takes ¢ = 1 and r fixed. Indeed, suppose that there exists a reparametrization from
r,pinto 6, ¢ describing all the negative binomial distributions in accordance with
(8.29). Now consider two such distributions with the same @, hence the same mean,
and different variances, hence different 1. If the negative binomial parameters are
ro,po and 71, p1, then in view of (8.36), the ratio of their variances is the ratio of
their ¢/-parameters, and the ratio of their third cumulants is the square of that ratio,
so we must have:

ro(1—po) _rmi(l—p1),

’

Do P1
Yo _ ro(l —po) /Tl(l —p1) _p1.
Y1 pl p ~ po’ (840)
(@)2 _ ro(t = po)(2 = po) /Tl(l —p)2-p1) _ P2 —po
Y 2 P} P32 —p1

The last two inequalities can only hold simultaneously if pg = p; holds, and
therefore also rg = 7. By a similar reasoning, it follows that the n-parameter of
the binomial distributions must be fixed, as well. v

Another important consequence of the mgf derived in Lemma 8.6.4 is that we
can obtain other members of the exponential dispersion family with the same
but with different 6. This is done by using the Esscher transformation that we
encountered before, e.g., in Chapter 5.

Corollary 8.6.9 (Exponential dispersion family and Esscher transform)
The Esscher transform with parameter k of acontinuous density f(y) isthe density

_ i)
fh(y) - fehzf(z)dz’ (841)

provided the denominator is finite, i.e., the mgf with f(y) exists at h. A similar
transformation of the density can be performed for discrete distributions. In both

cases, the mgf with the transformed density equals mp(t) = m#t(—;;l). For a density
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f in the exponential dispersion family, the cgf of fj has the form

b(6 + (t+ h)Y) —b(8)  b(6 + hyp) — b(6)

Kp(t) =
o v ¥ (8.42)
b0+ kY 4 tep) — (0 + hyp)
,(p b
which is again a cgf of an exponential dispersion family member with parameter
0y, = 8 4+ ha and the same . v

Remark 8.6.10 (Generating the exponential dispersion family)
It can be shown that the Esscher transform with parameter h € R transforms

1. N(0, 1) into N(h, 1);
2. Poisson(1) into Poisson(e”);

3. binomial (m, ) into binomial (m, (1 + e")~1);

>

negative binomial(r, %) into negative binomial(r,1 — %eh) when —oo <
h < log?2;

5. gamma(1,1) into gamma(l,1 — h) when —oo < h < 1,
6. inverse Gaussian(1,1) into inverse Gaussian(1,1—2h) when —co < h < -%

So we see that all the examples of distributions in the exponential dispersion
family that we have given can be generated by starting with prototypical elements
of each type, and next taking Esscher transforms and multiples of type (8.39), if
allowed. \Y

The canonical link
In the definition of the exponential dispersion family we gave, the parametrization
used leads to a term of the form y# in the loglikelihood. Because of this property,
we refer to 0 as the natural or canonical parameter. There is also a natural choice
for the link function.

Definition 8.6.11 (Canonical link function)
If the link function 77 = g(u) is such that the parameter 6 and the linear predictor
7 coincide, one speaks of the standard link or canonical link. \Y%
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Note that n(8) = g((8)), so 7 = 8 holds if the link function g{u) is the inverse
of 4(8) = ¥'(6). The canonical link has several interesting properties. Recall that
n; = zg’:l 45 B; for the linear predictor.

Property 8.6.12 (Canonical link and marginal totals)

Property 8.3.9 shows that in a Poisson GLM with log-link, the marginal fitted and
observed totals coincide. This result can be extended. If ji; is the fitted value for
the observation %, ¢ = 1,... ,n, under a maximum likelihood estimation in any
GLM with canonical link, it can be proven that the following equalities hold:

Sowiyiw = wifuzi, j=1,...,p. (8.43)
i i

If the z;; are dummies characterizing membership of a certain group like a row
or a column of a table, and the y; are averages of w; iid observations, on the left
hand side we see the observed total, and on the right the fitted total.

To prove that equalities (8.43) hold, we use the fact that the Bj that maximize
the loglikelihood must satisfy the normal equations. The loglikelihood of the
parameters when y is observed equals

(Brs -, Bpiy) =log fy (y; Br, .- ., Bp)- (8.44)

An extremum of the total loglikelihood of the entire set of observations ¥; =
Yiy... , Yn = Yn satisfies the conditions:

Zaﬁjlﬂl, o 3 Bpi =0y j=15.s (b, (8.45)

For the partial derivative of [ with respect to 3; we have by the chain rule and by
the fact that 8 = 7 for the canonical link:

ol dl 89  dl oy

o5, 6o, ~deap; 1 P (8.46)

With dispersion parameter ¢ and known a priori weights w;, using (8.29) and
1(8) = b'(8), see (8.37), we get for observation i = 1,... ,n:

ol wiy; — i)z

—_— = , 1=1,...,p. 8.47
95; 3 J p (8.47)
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The loglikelihood with the whole sample y1, ... ,¥yn is obtained by summing over
all observations ¢ = 1,... ,n. Setting the normal equations equal to zero then
directly leads to maximum likelihood equations of the form (8.43). v

A related property of the standard link is the following.

Property 8.6.13 (Sufficient statistics and canonical links)

In a GLM, if the canonical link 8; = 7; = Zj xi; B; is used, the quantities

S; =, wi Yz, 5 =1,...,p, are a set of sufficient statistics.

Proof. We will prove this using the factorization criterion, hence by showing that
the joint density of Y7, ... , Y, can be factorized as

i oyt uns B, -, Bp)

8.48
=g(31>~")SP;IB1>"'1ﬁp)h(y1a"'ayn)s ! )

fors; = >, wiyi®ij, j = 1,... ,p and suitable functions g(-) and h(-). But we
have

fY1,u.,Yn(yl>' ce sy Yn; 131" .. 7:877)

i % B — b2, x5 85
=expzy g ¥ J¢/w,-( ke J)eXPZC(yi;d?/wi)

1

(8.49)
= exp% Zﬂj sz'yifij - Zwib(zmijﬂj)
j i i J
X epoC(yi;%)'

From this representation, the required functions g(-) and h(-) in (8.48) can be
derived immediately. The fact that the support of ¥ does not depend on &, nor on
the 3; parameters, is essential in this derivation. \Y

Sometimes it happens in actuarial practice that not all the separate entries in a
table are given, but only the marginal totals of rows and columns. If one uses
a standard link, these marginal totals apparently are sufficient statistics, hence
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knowing only their outcomes, the maximum likelihood parameter estimates can
still be determined. The standard link also has advantages when the optimization
algorithm of Nelder and Wedderburn is used. It leads to somewhat less iteration
steps being necessary, and also divergence is much more exceptional.

Example 8.6.14 (Canonical links for various error distributions)
As stated above, the canonical link is 6(), and 1(6) = ¥/(6), so the canonical link
is nothing but g(u) = (b')~*(1). The canonical links are listed in Table E. For the
normal distributions with b(6) = 362, the canonical link is the identity function.
For the Poisson and the Poisson multiples, we have p(f) = €’ and hence the
log-link is the standard link. For the gamma, the canonical link is the reciprocal,
for the binomial it is the logit link 8 = log Tf—p (log-odds).

If@ = n and moreoverrn = p, then apparently b’(6) = € holds, and the sequence
of cumulants (8.38) implied by this belongs to the normal distribution. \%

Example 8.6.15 (Threshold models: logit and probit analysis)

Assume that the observations Y; denote the fractions of successes in n; independent
trials, 1 = 1, ... , n, each with probability of success p;. Further assume that a trial
results in a success if the ‘dose’ administered to a person exceeds his tolerance X,
which is a random variable having an N(u;, ¢?) distribution. Here y; is a linear
form in the ancillary variables. Apparently

d. —_
pi = O(di; g, 0) = & ( — “’) . (8.50)
Therefore, we have a valid GLM with a binomial distribution for the random
component and with 7 = ®~!(p) as a link function. For the binomial distribution
we have the following canonical link function:

0:n=log1p , SO enzli—, 0<p<l (8.51)

Solving this for p leads to p = €"/(e” + 1). Now if we replace the distribution of
the tolerance X; by a logistic(u;, o) distribution with cdf Fx, (d) = " /(e?” +1)
for d* = (d — p4)/o, it can easily be seen that we get a binomial GLM with
standard link.

In case the threshold X; is assumed to be normally distributed, we speak of
probit analysis, in the other case of logit analysis. The second technique is nothing
but a GLM involving a multiplicative model not for the probability of success
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p itself, but rather for the so-called odds-ratio p/(1 — p). Probit analysis can be
applied in the same situations as logit analysis, and produces similar results.
Logit and probit models can be applied with credit insurance. Based on certain
characteristics of the insured, the probability of default is estimated. Another
application is the problem to determine probabilities of disability. In econometrics,
analyses such as these are used for instance to estimate the probability that some
household owns a car, given the number of persons in this household, their total
income, and so on. v

The algorithm by Nelder and Wedderburn

In (8.45), we gave the set of equations to be fulfilled by the maximum likelihood
parameter estimates Bj, 7=1,...,p. One way to solve these equations is to use
Newton-Raphson iteration, which, in a one-dimensional setting, transforms the
current best guess z¢ for the root of an equation f(z) = 0 into a hopefully better
one x¢y1 as follows:

T =z — (f'(20)) 7 (). (8.52)

For an n-dimensional optimization, this same formula is valid, except that the
points x are now vectors, and the reciprocal is now the inverse of a matrix of
partial derivatives. In view of (8.45), this means that we need the matrix of second
derivatives of [, i.e., the Hessian matrix. The algorithm of Nelder and Wedderburn
does not use the Hessian itself, but rather its expected value, the information
matrix. The technique that arises in this way is called Fisher’s scoring technique.
It can be shown that the iteration step in this case boils down to solving a weighted
regression problem.

8.7 EXERCISES

Section 8.2

1. Of thedistributions mentioned in the random component of a GLM, give the density (including
the range), the mean and the variance.

2. Show thatif X; ~ gamma(c, 8;) with parameters & = 1/¢p and B; = 1/(é ps), all X; have
the same coefficient of variation, ¢ = 1,... ,n. What is the skewness?

Section 8.3

. Verify (8.4), (8.16) and (8.17). Also verify if (8.11) describes the maximum of (8.13) under
assumption(8.14).
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Show that the methods of Bailey-Simon, marginal totals and least squares, as well as the direct
method, can all be written as methods of weighted marginal totals, where the following system
is to be solved:

Ewij zij(alﬂj — yij) =0 for all (i),
i)

where 2z =1+ %é—- Bailey-Simon,
iMj
=1 marginal totals,
= a; 3 least squares,
1
= direct method.
a; B

Show that the additive models of the direct method as well as the least squares method coincide
with the one of the marginal totals.

Which requirement should the means and variances of Y3; /(e 85) fulfill in order to make (8.17)
produce optimal estimates for a;? (See Exercise 7.4.1.)

Starting from &; = 1, determine &z, ,31 and ﬁz in Example 8.3.12. Verify if the solution found
for & satisfies the corresponding equation in each system of equations. Determine the results
for the different models after the firstiteration step, with initial values ﬁj = 1, and after rescaling
such that &; = 1. Explain why the results for the Bailey-Simon methods agree so closely with
the ones for the marginal totals method.

In Example 8.3.12, compare the resulting total premium according to the different models. What
happens if we divide all weights w;; by 10?

Show that the least squares method leads to maximum likelihood estimators in case the S;; have
anormal distribution with variance w;;jo?.

What can be said about the sum of the residuals 3=, . (si; — wi; & B;) if the & and the B; are
fitted by the four methods of this section?

Complete the proof of Property 8,3.9.

10. Prove that in Property 8.3.11, setting (8.19) to zero indeed leads to the system (8.17).

Section 8.4

1. Verify if (8.23) is the scaled deviance for a Poisson distribution.

2. Verify if (8.26) is the scaled deviance for a gamma distribution.

3. Show that in the model of Property 8.3.9, the second term of (8.23) is always zero.

4. Also show that the second term of deviance (8.26) is zero in a multiplicative model for the

expected values, if the parameters are estimated by the direct method.
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Section 8.5

1.

For 7 = 3 = 3, check if the models (8.27) and (8.28) lead to the fitted values for models IV and
X as given in Table 8.2.

From Table 8.2, determine which values [, &3 and ,33 were used. With these, verify the value
of §a3.

For the models I-X, write down chains, as long as possible, of nested models, i.e., with less and
less restrictions on the parameters. Sketch a graph with the models as nodes, and with edges
between nodes that follow each other directly in the longest possible chains.

Determine how many degrees of freedom the model with main effects age class, gender and
region described in the closing remarks of this section has. Where can this model be put in the
graph of the previous exercise?

Section 8.6

2
Prove therelations E [8—35}2] =0aswellas E [-8%2@] +E [(%’—0 ] = 0, where l(y) =
log fy (y; 8, @) for fy as in (8.29). With these relations, derive the mean and the variance with
l.

Check the validity of the entries in Table E for all distributions listed. Verify the reparametriza-
tions, the canonical link, the cumulant function, the mean as a function of # and the variance
function. Also determine the function c(y; ¢}.

The marginal totals equations are fulfilled, by (8.43), for the Poisson distribution in case of
a log-link. Prove that the same holds for the link functions g(p) = p%, & > 0, by adding
up the ML-equations, weighted by ;. What is the consequence for the deviance of Poisson
observations with this link function?

The same as the previous exercise, but now for gamma observations.

Prove that for all members of the exponential dispersion family, the maximum likelihood
estimator for u; is fz; = y; under the full model.

Show that in general, the scaled deviance equals
D 2 =~ 4 o A
= = 2> " wi{wi(6: - 6:) - [b(6:) - b(6:)]}
P4
From the expression in the previous exercise, derive expressions for the scaled deviances for the

normal, Poisson, binomial, gamma and inverse Gaussian distributions.

Prove the statements about Esscher transforms in Remark 8.6.10.



IBNR techniques

9.1 INTRODUCTION

Up tojust afew decades ago, non-life insurance portfolios were financed through a
pay-as-you-go system. All claims in a particular year were paid from the premium
income of that same year, irrespective of the year in which the claim originated.
The financial balance in the portfolio was realized by ensuring that there was an
equivalence between the premiums collected and the claims paid in a particular
financial year. Technical gains and losses arose because of the difference between
the premium income in a year and the claims paid during the year.

The claims originating in a particular year often cannot be finalized in that year.
For instance, long legal procedures are the rule with liability insurance claims, but
there may also be other causes for delay, such as the fact that the exact size of the
claim is hard to assess. Also, the claim may be filed only later, or more payments
than one have to be made, as in disability insurance. All these factors will lead to
delay of the actual payment of the claims. The claims that have already occurred,
but are not sufficiently known, are foreseeable in the sense that one knows that
payments will have to be made, but not how much the total payment is going to be.
Consider also the case that a premium is paid for the claims in a particular year,

203
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and a claim arises of which the insurer is not notified as yet. Here also, we have
losses that have to be reimbursed in future years.

As seems proper and logical, such claims are now connected to the years for
which the premiums were actually paid. This means that reserves have to be kept
regarding claims which are known to exist, but for which the eventual size is
unknown at the time the reserves have to be set. For claims like these, several
acronyms are in use. One has IBNR claims (Incurred But Not Reported) for
claims that have occurred but have not been filed. Hence the name IBNR methods,
IBNR claims and IBNR reserves for all quantities of this type. There are also
RBNS claims (Reported But Not Settled), for claims which are known but not
(completely) paid. Other acronyms are IBNFR, IBNER and RBNFS, where the F
is for Fully, the E for Enough. Large claims which are known to the insurer are
often handled on a case-by-case basis.

When modelling these situations, one generally starts from a so-called run-off
triangle, which is for instance compiled in the following way:

1. We start in 2000 with a portfolio consisting of a number of contracts. Let us
assume that the total claims to be paid are fully known on January 1, 2008,
seven years after the end of this year of origin;

2. The claims occurring in the year 2000 have to be paid from the premiums
collected in 2000;

3. These payments have been made in the year 2000 itself, but also in the years
2001-2007;

4. In the same way, for the claims pertaining to the year of origin 2001, one
has the claims which are known in the years 2001-2007, and it is unknown
what has to be paid in 2008;

5. For the year 2005, the known claims are the ones paid in the period 2005
2007, but there are also unknown ones that will come up in the years 2008
and after;

6. For the claims concerning the premiums paid in 2007, on December 31,
2007 only the payments made in 2007 are known, but we can expect that
more payments will have to be made in and after 2008. We may expect that
the claims develop in a pattern similar to the one of the claims in 2000-2007.
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Year of Development year

origin 1 2 3 4 5 6 7 8
2000 101 153 52 17 14 3 4 1
2000 99 121 76 32 10 3 1
2002 110 182 80 20 21 2

2003 160 197 82 38 19
2004 161 254 85 46
2005 185 201 86

2006 178 261

2007 168

Table 9.1 A run-off triangle with payments by development year (horizontally) and year of origin
(vertically)

The development pattern can schematically be depicted as in the triangle of Table
9.1. The numbers in the triangle are the known total payments, grouped by year of
origin ¢ (row-wise) and development year j (column-wise). The row corresponding
to year 2002 contains the six numbers which are known on December 31, 2007.
The third element in this row, for instance, denotes the claims incurred in 2002,
but paid for in the third year of development, hence 2004. In the triangle of Table
9.1, we look at new contracts only, which may occur for instance when a new type
of policy was issued for the first time in 2000. The business written in this year
on average has had only half a year to produce claims in 2000, which is why the
numbers in the first column are somewhat lower than those in the second. The
numbers on the diagonal with i+ j —1 = c denote the payments that were made in
calendar year c. There are many ways to group these same data into a triangle, but
the one given in Table 9.1 is the customary one. On the basis of the claim figures
in Table 9.1, we want to make predictions about claims that will be paid, or filed,
in future calendar years. These future years are to be found in the bottom-right
part of Table 9.1. The goal of the actuarial IBNR techniques is to predict these
figures, so as to complete the triangle into a square. The total of the figures found
in the lower right triangle is the total of the claims that will have to be paid in
the future from the premiums that were collected in the period 2000-2007. This
total is precisely the reserve to be kept. We assume that the development pattern
lasts eight years. It is obvious that there are many branches, notably in liability,
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where claims may still be filed after a time longer than eight years. In that case, we
have to make predictions about development years after the seventh, of which our
run-off triangle provides no data. We not only have to complete a square, but we
have to extend the triangle into a rectangle containing more development years.
The usual practice is to assume that the development procedure is stopped after a
number of years, and to apply a correction factor for the payments made after the
development period considered.

The future payments are estimated following well-established actuarial practice.
Sometimes one central estimator is given, but also sometimes a whole range of
possibilities is considered, containing both the estimated values and, conceivably,
the actual results. Estimates of the mean as well as of the variance of the results
are very important. Methods to determine the reserves have been developed that
each meet specific requirements, have different model assumptions, and produce
different estimates. In practice, the method which is the most likely to produce the
‘best’ estimator is used to determine the estimate of the expected claims, while the
results of other methods are used as a means to judge the variation of the stochastic
result, which is of course a rather unscientific approach.

Using the triangle in Table 9.1, we can give various methods that each reflect
the influence of a number of exogenous factors. In the direction of the year of
origin, variation in the size of the portfolio will have an influence on the claim
figures. On the other hand, for the factor development year (horizontally), changes
in the claim handling procedure as well as in the speed of finalization of the claims
will produce a change. The figures on the diagonals correspond to payments in a
particular calendar year. Such figures will change due to monetary inflation, but
also by changing jurisprudence or increasing claim proneness. As an example,
in liability insurance for the medical profession the risk increases each year, and
if the amounts awarded by judges get larger and larger, this is visible along the
diagonals. In other words, the separation models which have as factors the year
of development and the calendar year would be the best choice to describe the
evolution of portfolios like these.

Obviously, one should try to get as accurate a picture as possible about the
stochastic mechanism that produced the claims, test this model if possible, and
estimate the parameters of this model optimally to construct good predictors for
the unknown observations. Very important is how the variance of claim figures
is related to the mean value. This variance can be more or less constant, it can
be proportional to the mean, proportional to the square of the mean, or have
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some other relation with it. See the following section, as well as the chapter on
Generalized Linear Models.

Just as with many rating techniques, see the previous chapter, in the actuarial
literature quite often a heuristic method to complete an IBNR triangle was de-
scribed first, and a sound statistical fundament was provided only later. There is a
very basic GLM for which the ML-estimators can be computed by the well-known
chain ladder method. On the other hand it is possible to give a model which in-
volves a less rigid statistical structure and in which the calculations of the chain
ladder method produce an optimal estimate in the sense of mean squared error.
We give a general GLM-model, special cases of which can be shown to boil down
to familiar methods of IBNR estimation such as the arithmetic and the geometric
separation methods, as well as the chain ladder method. A numerical illustration
is provided in Section 9.3.

9.2 A GLM THAT ENCOMPASSES VARIOUS IBNR METHODS

In this section we present a Generalized Linear Model that contains as special cases
some often used and traditional actuarial methods to complete an IBNR triangle.
For variants of these methods, and for other possible methods, we refer to the
literature. In Table 9.2, the random variables X;; fori,j = 1,2,... ,t denote the
claim figure for year of origin 7 and year of development j, meaning that the claims
were paid in calendar year ¢ + j — 1. For (%, ) combinations with ¢ + j < ¢t + 1,
Xi; has already been observed, otherwise it is a future observation. As well as
claims actually paid, these figures may also be used to denote quantities such as
loss ratios. As a model we take a multiplicative model, with a parameter for each
row i, each column j and each diagonal k =1+ j — 1, as follows:

Xij = o B ke .1

The deviation of the observation on the left hand side from its model value on the
right hand side is attributed to chance. As one sees, if we assume further that the
random variables X;; are independent and restrict their distribution to be in the
exponential dispersion family, (9.1) is a Generalized Linear Model in the sense
of the previous chapter, where the expected value of X;; is the exponent of the
linear form log o + log B; + log+;4;j—1, such that there is a logarithmic link.
Year of origin, year of development and calendar year act as explanatory variables
for the observation X;;. We will determine maximum likelihood estimates of the
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Year of Development year
origin 1 e n t
1 X1 Xin e Xt
t—n+1 Xint11 0 Xicntin 0 Xicatig
t Xii X, Xy

Table 9.2 Random variables in a run-off triangle

parameters o, 3; and 7y, under various assumptions for the probability distribution
of the X;;. It will turn out that in this simple way, we can generate many widely
used IBNR techniques.

Having found estimates of the parameters, it is easy to extend the triangle to a
square, simply by taking

Xij ~ & - B A 9.2)

A problem is that we have no data on the values of the -y, for calendar years £ with
k > t. The problem can be solved, for instance, by assuming that the 7, have a
geometric relation, with -y o 4* for some real number 7.

Chain ladder method
The first method that can be derived from model (9.1) is the chain ladder method.
We assume the following about the distributions:

X;j ~ Poisson(c;/3;) independent; -y, = 1; 9.3)

the parameters «; and 3; are estimated by maximum likelihood.

The idea behind the chain ladder method is that in any development year, about
the same total percentage of the claims from each year of origin will have been
settled. In other words, in the run-off triangle, the columns are proportional. But
the same holds for the rows, since all the figures in a row are the same multiple of
the payment in year of development 1. One may determine the parameters by least
squares or by a heuristic method (‘mechanical smoothing’). This last method boils
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Year of Development year
origin 1 e n e t Total
1 a5 15 15 Ry
t—n+1 oai_n415 Qt—n+10n Ri_n41
t at.ﬁl Rt
Total K Ky e Ky

Table 9.3 The marginal totals equations in a run-off triangle

down to maximizing the likelihood, but proves to be less reliable if the assumption
about the proportions settled each year is violated. Since for instance in medical
liability, many more lawsuits are started than there used to be, it is clear that the
premise of the ratios of the columns remaining constant cannot be upheld. This
can be redressed by introducing other assumptions like a linear development of
the ratio between successive columns as a function of the year of origin. Such
methods are then variants of the chain ladder method.

To show how the likelihood maximization problem (9.3) can be solved, we
first remark that one of the parameters is superfluous, since if we replace all
a; and B by da; and §;/5 we get the same expected values. To resolve this
ambiguity, we impose an additional restriction on the parameters. A natural one
is to impose (31 + - -+ + B; = 1, since this allows the 3; to be interpreted as the
fraction of claims settled in development year j, and «; as the ‘volume’ of year
of origin 1: it is the total of the payments made. We know that the observations
Xij» 1,7 = 1,...,t i+ j < t follow a Poisson distribution with a logarithmic
model for the means. By Property 8.3.9 it follows that the marginal totals of the
triangle, hence the row sums R; and the column sums K of the observed figures
Xij, must be equal to the predictions Ej o”zi[:?j and ), diﬁj for these quantities.
By the special triangular shape of the data, the resulting system of marginal totals
equations admits a simple solution method, see also Table 9.3.

1. From the first row sum equality 1B+ -+ B) = Ry it follows that
&1 = Ry. Then from &;6; = K we find the value of (;.
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h B b —

e T Qx>
B i e N [ S
Q| w
I + aw| &

Table 9.4 Illustrating the completion of a run-off rectangle with chain ladder predictions

2. Assume that, for a certain n < ¢, we have found estimates Bn+1, RN At and
&1, ... ,0—pn. Then we look at the following two marginal totals equations:

Gt ni1(BL+ -+ Bn) = Reny1;

A . R 9.4

(051 + -+ at—n+1)ﬂn = Kn-
By the fact that we take Bl + -4 B = 1, the first of these equations
directly produces a value for &;—n+1, and then we can compute 3, from the
second one.

3. Repeatstep 2forn=t¢t—-1,t—2,...,1.

We will illustrate by an example how we can express the predictions for the
unobserved part of the rectangle resulting from these parameter estimates in the
observations, see Table 9.4. Consider the (3,4) element in this table, which is
denoted by . This is a claim figure for the next calendar year 6, which is just
beyond the edge of the observed figures. The prediction of this element is

&3(Br + Bo + B3)Ba(61 + &) _ Cz x Bs
(&1 + &2)(B1 + B2 + B3) Ay

Here By, for instance, denotes the total of the B-elements in Table 9.4, which are
the observed values. The last equality in (9.5) is valid because the estimates & and
8 satisfy the marginal totals property, and By, and Cy; are directly row and column
sums of the observations, while Ay = R; + Ry — (K5 + K4) is expressible in
these quantities as well.

X34 = G304 =

9.5)
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The prediction %« for X44 can be computed from the marginal totals in exactly
the same way, by

Xy = ————, (9.6)

where the sum Dy includes D. Note that this is not an actual observation but a
prediction for it, constructed as above. Exactly the same prediction is obtained by
taking

.7

hence by following the same procedure as for an observation in the next calendar
year. This procedure is exactly how the rectangle is completed from the run-off
triangle in the basic chain ladder method. Note that this procedure produces the
same estimates to complete the square if we exchange the roles of development
year and year of origin, hence take the mirror image of the triangle around the
diagonal.

The basic principle of the chain ladder method admits many variants. One may
wonder if there is indeed proportionality between the columns. Undoubtedly, this
is determined by effects that operate along the axis describing the year of origin of
the claims. By the chain ladder method, only the run-off pattern can be captured,
given that all other factors, at least the ones having an influence on the proportion
of claims settled, remain unchanged over time.

Arithmetic separation method

In both the arithmetic and the geometric separation method the claim figures X;;
are also explained by two aspects of time, namely a calendar year effect v, where
k =1+7—1, and a development year effect ;. So inflation and run-off pattern are
the determinants for the claim figures in this case. For the arithmetic separation
method we assume

Xi; ~ Poisson(3;~;) independent; o; = 1. (9.8)

Again, ; and v are estimated by maximum likelihood. Since this is again a
Poisson model with log-link, because of Property 8.3.9 the marginal totals property
must hold here as well. In model (8.8) these marginal totals are the column sums
and the sums over the diagonals, with i + 7 — 1 = k.
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In the separation models, one assumes that in each year of development a
fixed percentage is settled, and that there are additional effects that operate in the
diagonal direction (from top-left to bottom-right) in the run-off triangle. So this
model describes best the situation that there is inflation in the claim figures, or
when the risk increases by other causes. The medical liability risk, for instance,
increases every year. This increase is characterized by an index factor for each
calendar year, which is a constant for the observations parallel to the diagonal.
One supposes that in Table 9.3, the random variables X;; are average loss figures,
where the total loss is divided by the number of claims, for year of origin ¢ and
development year 3.

By a method very similar to the chain ladder computations, we can also ob-
tain parameter estimates in the arithmetic separation method. This method was
originally described in Verbeek (1972), and goes as follows. We have E[X;;] =
Bj7i+j—1- Again, the parameters §3;, j = 1,... ,t describe the proportions settled
in development year 3. Assuming that the claims are all settled after ¢ develop-
ment years, we have 3; + --- 4+ 3; = 1. Using the marginal totals equations, cf.
Table 9.3, we can determine directly the optimal factor 4¢, reflecting base level
times inflation, as the sum of the observations on the long diagonal Zi Xit+1~i-
Since B¢ occurs in the final column only, we have ﬁt =X 1¢/%¢. With this, we can
compute 4¢—1, and then ﬁt_l, and so on. Just as with the chain ladder method,
the estimates thus constructed satisfy the marginal totals equations, and hence are
maximum likelihood estimates because of Property 8.3.9.

To fill out the remaining part of the square, we also need values for the para-
meters Ye+1,--. ,Y2t, to be multiplied by the corresponding Bj estimate. We find
values for these parameters by extrapolating the sequence 41, ... , ¥ in some way.
This can be done with many techniques, for instance loglinear extrapolation.

Geometric separation method
The geometric separation method involves maximum likelihood estimation of the
parameters in the following statistical model:

log(Xi;) ~ N (log(B;vk),0?) independent; o; = 1. (9.9)

Here o2

is an unknown variance. We get an ordinary regression model with
Eflog X;;] = log B; + log ¥i+;—1. Its parameters can be estimated in the usual

way, but they can also be estimated recursively in the way described above, starting
from [ ;B =1
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Note that the values (3;7;+j—1 in this model are not the expected values of X;.
In fact, they are only the medians; we have

1
E[X;;] = e”2/2ﬂj7i+j_1 and  Pr[Xi; < Bjvigj-1] = 3 (9.10)

De Vijlder’s least squares method

In De Vijlder’s least squares method, we assume that v = 1 holds, while a; and
B; are determined by minimizing the sum of squares Zi’j (X — a,ﬂj)z. But this
is tantamount to determining ¢; and 8; by maximum likelihood in the following
model:

Xij ~ N(oy B4, o?) independent; v = 1. 9.11)

Just as with the chain ladder method, in this method we assume that the payments
for a particular year of origin/year of development combination result from two
elements. First, a parameter characterizing the year of origin, proportional to the
size of the portfolio in that year. Second, a parameter determining which proportion
of the claims is settled through the period that claims develop. The parameters are
estimated by least squares.

9.3 ILLUSTRATION OF SOME IBNR METHODS

Obviously, introducing parameters for the three time aspects year of origin, year
of development and calendar year sometimes leads to overparametrization. From
all these parameters, many should be dropped, i.e., taken equal to 1. Others might
be required to be equal, for instance by grouping classes having different values
for some factor together. Admitting classes to be grouped leads to many models
being considered simultaneously, and it is sometimes hard to construct proper
significance tests in these situations. Also, a classification of which the classes are
ordered, such as age class or bonus-malus step, might lead to parameters giving a
fixed increase per class, except perhaps at the boundaries or for some other special
class. In a loglinear model, replacing arbitrary parameter values, associated with
factor levels (classes), by a geometric progression in these parameters is easily
achieved by replacing the dummified factor by the actual levels again, or in GLIM
parlance, treating this variable as a variate instead of as a factor. Replacing arbitrary
values oy, with a; = 1, by a geometric progression o' for some real o means
that we assume the portfolio to grow, or shrink, by a fixed percentage each year.
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Doing the same to the parameters 3; means that the proportion settled decreases
by a fixed fraction with each development year. Quite often, the first development
year will be different from the others, for instance because only three quarters are
counted as the first year. In that case, one does best to allow a separate parameter
for the first year, taking parameters By, 6%, 42,... for some real numbers 3; and
3. Instead of with the original ¢ parameters f3,... , 8, one works with only two
parameters. By introducing a new dummy explanatory variable to indicate whether
the calendar year k = ¢+ j—1 with observation X;; is before or after kg, and letting
it contribute a factor 1 or 4 to the mean, respectively, one gets a model involving
a year in which the inflation was different from the standard fixed inflation of the
other years.

From the differenceoof the maximally attainable likelihood and the one of a
particular model, one may determine a certain ‘distance’ between the data and
the predictions. For this distance, we take the (scaled) deviance introduced in the
previous chapter. Using this, one may test if it is worthwhile to complicate a model
by introducing more parameters. For a nested model, of which the parameter
set can be constructed by imposing linear restrictions on the parameters of the
original model, it is possible to judge if the distance between data and predictions
is ‘significantly’ larger. It proves that this difference in distance, under the null-
hypothesis that the eliminated parameters are superfluous, is approximately 2
distributed. In similar fashion, the ‘goodness of fit’ of non-nested models can be
compared.

Some software to solve regression problems leaves it to the user to resolve the
problems arising from introducing parameters with variables which are dependent
of the others, the so-called ‘dummy trap’ (multicollinearity). Other programs are
more convenient in this respect. For instance if one takes all three effects in (9.1)
geometric, with as predictors

Xij = pa 1 Fm 2, (9.12)

GLIM simply proceeds as if the last of these three parameters is equal to 1. Notice
that by introducing £ in (9.12), all three parameter estimates can have the form
a1, Bj"l and 4172, In the same way, we can take a1 = f; =1 = 1 in (9.1).
The parameter o = E[X;] is the level in the first year of origin and development
year 1. It can be shown that we get the same predictions using either of the
models E[X;;] = pa;#~! and E[X;;] = payy*™7~2. Completing the triangle of
Table 9.1 into a square by using chain ladder estimates produces Table 9.5. The
column ‘Total’ contains the row sums of the estimated future payments, hence
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Year of Development year
origin 1 2 3 4 5 6 7 8 Total

2000 1023 1401 594 252 107 45 19 08| 0.0
2001 1016 1392 591 250 106 45 19/ 08 0.8
2002 1240 1699 721 306 130 55 23 1.0 3.3
2003 1502 2058 873 370 157 67 28 1.2 10.7
2004 1707 2339 992 421 178 76 32 14 300
2005 1599 219.1 929/ 394 167 7.1 30 13 675
2006 185.2 253.8| 107.6 457 194 82 35 15 1858
2007 168.0) 2302 976 414 176 74 32 13 3987

Table 9.5 The claim figures of Table 9.1 estimated by the chain ladder method. The last column
gives the totals for all the future predicted payments.

exactly the amount to be reserved regarding each year of origin. The figures in the
top-left part are estimates of the already observed values, the ones in the bottom-
right part are predictions for future payments. To judge which model best fits the
data, we estimated a few models for (9.1), all assuming the observations to be
Poisson(c;Bjvi+j—1). See Table 9.6. Restrictions like 8; = 3771 ory = 1 were
imposed to reproduce the various models from the previous section. The reader
may verify why in model I, one may choose vg = 1 without loss of generality.
This means that model I has only 6 more parameters to be estimated than model I1.
Notice that for model I with E[X};] = pa;8;7i4j—1, there are 3(¢ — 1) parameters
to be estimated from £(¢ + 1)/2 observations, hence model I only makes sense if
t>4.

All other models are nested in Model I, since its set of parameters contains all
other ones as a subset. The predictions for model I best fit the data. About the
deviances and the corresponding numbers of degrees of freedom, the following
can be said. The chain ladder model II is not rejected statistically against the fullest
model I on a 95% level, since it contains six parameters less, and the 2 critical
value is 12.6 while the difference in scaled deviance is only 12.3. The arithmetic
separation model III fits the data approximately as well as model II. Model IV with
an arbitrary run-off pattern 3; and a constant inflation -y is equivalent to model V,
which has a constant rate of growth for the portfolio. In Exercise 9.3.3, the reader
is asked to explain why these two models are identical. Model IV, which is nested
in III and has six parameters less, predicts significantly worse. In the same way,
V is worse than II. Models VI and VII again are identical. Their fit is bad. Model
VIII, with a geometric development pattern except for the first year, seems to be
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Model Parametersused Df Deviance

I By iy B, Y 15 25.7
II 1y g, B 21 38.0
I B, % 21 36.8
IV u,B,7! 27 59.9
VoL 27 59.9
VI 1, Ak=1 27 504.

VI p,04,371 27 504.

VIIL  p,04,0,0 7! 26 46.0
X o L0 0" 32 67.9
X w0t g1 33 582.
XTI 35 2656

Table 9.6 Parameter set, degrees of freedom (= number of observations minus number of estimated
parameters), and deviance for several models applied to the data of Table 9.1.

the winner: with five parameters less, its fit is not significantly worse than model
II in which it is nested. It does fit better than model VII in which the first column
is not treated separately. Comparing VIII with IX, we see that a constant rate of
growth in the portfolio must be rejected in favor of an arbitrary growth pattern. In
model X, there is a constant rate of growth as well as a geometric development
pattern. The fit is bad, mainly because the first column is so different.

From model XI, having only a constant term, we see that the ‘percentage of
explained deviance’ of model VIII is more than 98%. But even model IX, which
contains only a constant term and three other parameters, already explains 97.4%
of the deviation.

The estimated model VIII gives the following predictions:

Fi=1: 1.00 7
1=2: 0.99
1=3: 1.21
VIL Xj;=1023x | 240 171 x 3207 x 042771, (9.13)
2=6: 1.56
1=7: 181
1=8: 164

where 7 # 1should be read as a Boolean expression, with value 1 if true, 0 if false
(in this case, for the special column with § = 1). Model IX leads to the following
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Year of Development year
origin 1 2 3 4 5 6 7 8

2000 62 146 117 175 203 212 406 318
2001 133 122 96 379 455 441 429
2002 148 232 120 481 312 390

2003 119 185 223 171 162

2004 93 109 87 190

2005 33 129 176

2006 237 179

2007 191

Table 9.7 Average payments corresponding to the numbers of payments in Table 9.1.

estimates:
IX: X;;j =101.1 x 1.10°"! x 3.30°7! x 0.429~L. (9.14)

The Poisson distribution with year of origin as well as year of development as
explanatory variables, thus the chain ladder method, is appropriate to model the
number of claims. Apart from the numbers of claims given in Table 9.1, we also
know the average claim size; it can be found in Table 9.7. For these claim sizes, the
portfolio size, characterized by the factors ¢, is irrelevant. The inflation, hence
the calendar year, is an important factor, and so is the development year, since only
large claims lead to delay in settlement. So for this situation, the separation models
are more suited. We have estimated the average claim sizes under the assumption
that they arose from a gamma distribution with a constant coefficient of variation,
with a multiplicative model.

The various models resulted in Table 9.8. As one sees, the nesting structure in
the models is 7 C 6 C 4/5 C 3 C 2 C 1; models 4 and 5 are both between 6
and 3, but they are not nested in one another. We have scaled the deviances in
such a way that the fullest model 1 has a scaled deviance equal to the number of
degrees of freedom, hence 15. This way, we can test the significance of the model
refinements by comparing the gain in scaled deviance to the critical value of the
x? distribution with as a parameter the number of extra parameters estimated. A
statistically significant step in both chains is the step from model 7 to 6. Taking
the development parameters 3; arbitrary as in model 5, instead of geometric BI—1
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Model Parametersused Df Deviance

1 ;L,Q{,ﬁj,'yk 15 15.0
2 By By Vi 21 30.2
3 1, B, vE 1 27 36.8
4 e 33 39.5
5 1, Bj 28 38.7
6 w, 31 34 41.2
7 1 35 472

Table 9.8 Parameters, degrees of freedom and deviance for various models applied to the average
claim sizes of Table 9.7.

as in model 6, does not significantly improve the fit. Refining model 6 to model
4 by introducing a parameter for inflation ¥*~! also does not lead to a significant
improvement. Refining model 4 to model 3, nor model 3 to model 2, improves the
fit significantly, but model 1 is significantly better than model 2. Still, we prefer
the simple model 6, if only because model 6 is not dominated by model 1, because
at the cost of 19 extra parameters, the gain in scaled deviance is only 26.2. So the
best estimates are obtained from model 6. It gives an initial level of 129 in the first
year of development, increasing to 129 x 1.177 = 397 in the eighth year. Notice
that if the fit is not greatly improved by taking the coefficients ;4 ;_1 arbitrary
instead of geometric or constant, it is better either to ignore inflation or to use a
fixed level, possibly with a break in the trend somewhere, otherwise one still has
the problem of finding extrapolated values of y¢1, ... , Y2t

By combining estimated average claim sizes by year of origin and year of
development with the estimated claim numbers, see Table 9.5, we get the total
amounts to be reserved. These are given in Table 9.9, under the heading Total
est.’. The corresponding model is found by combining both multiplicative models
6 and IX, see (9.14); it leads to the following estimated total payments:

6 x IX: X;; = 13041 x 1.10°"! x 3.47%! x 0.467 71, (9.15)

This model can also be used if, as is usual in practice, one is not content with a
square of observed and predicted values, but also wants estimates concerning these
years of origin for development years after the one that has last been observed,
hence a rectangle of predicted values. The total estimated payments for year of
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Year of Development year Tatal Total
origin 1 2 3 4 5 6 7 8 paid est
‘00 6262 22338 6084 2975 2842 636 1624 318 43079 0
‘01 13167 14762 7296 12128 4550 1323 429| 36l 53655 inl
02 16280 42224 9600 9620 6552 780| 800 198 85056 1198

03 19040 36445 18286 6498 3078| 1772 881 438 83347 3092
04 14973 27686 7395 8740| 3926 1952 971 483 58794 7331
05 6105 25929 151386| 8696 4324 2150 1069 532 47170 16771
06 42186 46719| 19262 9578 4762 2368 1178 586 88905 37733
‘07 32088| 42665 21215 10549 5245 2608 1297 645 32088  B4224

Table 9.9 Observed and predicted total claims corresponding to the Tables 9.1 and 9.5. Under
Total paid, one finds the total of the payments made so far, under Total est., the estimated remaining
payments that have to be made.

origin i are equal to E;’;l Xij. Obviously, these are finite only if the coefficient
for each development year in models 6 and IX combined is less than 1 in (9.15).

Remark 9.3.1 (Variance of the estimated IBNR totals)

To estimate the variance of the IBNR totals is vital in practice because it enables
one to give a prediction interval for these estimates. If the model chosen is the
correct one and the parameter estimates are unbiased, this variance is built up from
one part describing parameter uncertainty and another part describing the volatility
of the process. If we assume that in Table 9.5 the model is correct and the parameter
estimates coincide with the actual values, the estimated row totals are predictions of
Poisson random variables. As these random variables have a variance equal to this
mean, and the yearly totals are independent, the total estimated process variance
is equal to the total estimated mean, hence 0.8 + - - - + 398.7 = 696.8 = 26.42,
If there is overdispersion present in the model, the variance must be multiplied by
the estimated overdispersion factor. The actual variance of course also includes
the variation of the estimated mean, but this is harder to come by. Again assuming
that all parameters have been correctly estimated and that the model is also correct,
including the independence of claim sizes and claim numbers, the figures in Table
9.9 are predictions for compound Poisson random variables with mean Apa. The
parameters A of the numbers of claims can be obtained from Table 9.5, the second
moments po of the gamma distributed payments can be derived from the estimated
means in (9.13) together with the estimated dispersion parameter. Doray (1996)
gives UMVUEs of the mean and variance of IBNR claims for a model with
lognormal claim figures, explained by row and column factors. \Y
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Remark 9.3.2 (‘The’ stochastic model behind chain ladder)

As we have shown, ML-estimation in a model with independent Poisson(c;3;)
variables X;; can be performed using the algorithm known as the chain ladder
method. Mack (1993) has described a less restrictive set of distributional assump-
tions under which doing these calculations makes sense. Aiming for a distribution-
free model, he cannot specify a likelihood to be maximized, so he endeavors to
find minimum variance unbiased estimators instead. v

9.4 EXERCISES

Section 9.1

1. In how many ways can the data in Table 9.1 be organized in a table, by year of origin, year of
development and calendar year, vertically or horizontally, in increasing or decreasing order?

Section 9.2

1. Show that (9.6) and (9.7) indeed produce the same estimate.
2. Prove (9.10). What is the mode of the random variables X;; in model (9.9)?

3. Apply the chain ladder method to the given IBNR triangle with cumulated figures. What could
be the reason why run-off triangles to be processed through the chain ladder method are usually
given in a cumulated form?

Year of Development year
origin 1 2 3 4 5

232 338 373 389 391

1

2 258 373 429 456
3 221 303 307

4 359 430

5 349

4. Apply the arithmetic separation method to the same data of the previous exercise. Determine
the missing -y values by linear or by loglinear interpolation, whichever seems more appropriate.

5. Which distance between data and predicted values is minimized by the chain ladder method?
Which by the separation methods?

Section 9.3

I. Verify that the same predictions (9.12) are obtained from the models E[X;;] = pai3? " and
E[Xij] = [.Lai’)/i+j_2.
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Argue why in model I, where for ¢, = 1,...,¢, we have E[Xy;] = paiBjvigj-1, the
parameter y: can be taken equal to 1 without loss of generality, meaning that for £ = 8, model I
has only six more parameters to be estimated than model II. Verify that with model I there are
3(t — 1) parameters to be estimated from ¢(¢ + 1) /2 observations, so model I makes sense only
if t >3.

. Explain why models IV and V are equivalent.

For ¢ = j = 1,3,5,7, compute the values predicted by models (9.13) and (9.14), and compare
these to the actual observations.

. Verify (9.15). Use it to determine 3777, Xij.
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Ordering of risks

10.1  INTRODUCTION

Comparing risks is the very essence of the actuarial profession. This chapter offers
some mathematical concepts and tools to do this, and gives some important results
of non-life actuarial science that can be derived. A risk, by which we mean a
non-negative random variable, can be preferable to another for two reasons. One is
that the other risk is larger, see Section 10.2, the second is that it is thicker-tailed
(riskier), see Section 10.3. Thicker-tailed means that the probability of large values
is larger, making a risk with equal mean less attractive because it is more spread
and therefore less predictable. We show that having thicker tails means having
larger stop-loss premiums.

We also show that the latter is equivalent to the common preferences between
risks of all risk averse decision makers. From the fact that a risk is smaller or less
risky than another, one may deduce that it is also preferable in the mean-variance
ordering that is used quite generally. In this ordering, one prefers the risk with
the smaller mean, and the variance serves as a tie-breaker. This ordering concept,
however, is inadequate for actuarial purposes, since it leads to decisions that many
sensible decision makers would dispute. We give several invariance properties of
the stop-loss order. The most important one for actuarial applications is that it is

223
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preserved under compounding, when either the number of claims or the claim size
distribution is replaced by a riskier one.

In Section 10.4 we give a number of applications of the theory of ordering risks.
One is that the individual model is less risky than the collective model. In Chapter
3, we saw that the canonical collective model has the same mean but a larger
variance than the individual model, while the open collective model has a larger
mean (and variance). We will prove here some stronger assertions, for instance
that any risk averse decision maker would prefer a loss with the distributional
properties of the individual model to a loss distributed according to the usual
collective model, and also that all stop-loss premiums for it are smaller.

From Chapter 4 we know that the non-ruin probability can be written as the
cdf of a compound geometric random variable L, which represents the maximal
aggregate loss. We will show that if we replace the individual claims distribution
in a ruin model by a distribution which is preferred by all risk averse decision
makers, this is reflected in the ruin probability getting lower. Under somewhat
more general conditions, the same holds for Lundberg’s exponential upper bound
for the ruin probability.

Many parametric families are monotonic in their parameters, in the sense that the
risk increases (or decreases) with the parameters. We will show that if we look at
the subfamily of the gamma(c, 3) distributions with afixed mean % = L, the stop-
loss premiums at each d grow with the variance —69‘7, hence with decreasing «. In
this way, it is possible to compare all gamma distributions with the gamma(e, Bo)
distribution. Some will be preferred by all decision makers with increasing utility,
some only by those who are also risk averse, while for others, the opinions will
differ.

In Chapter 1, we showed that stop-loss reinsurance is optimal in the sense that
it gives the lowest variance for the retained risk when the mean is fixed. In this
chapter we are able to prove the stronger assertion that stop-loss reinsurance leads
to a retained loss which is preferable for any risk averse decision maker.

We also will show that quite often, but not always, the common good opinion
of all risk averse decision makers about some risk is reflected in a premium to be
asked for it. If every risk averse decision maker prefers X to Y as a loss, X has
lower zero utility premiums, including for instance exponential premiums.

Another field of application is given in Section 10.5. Sometimes one has to
compute a stop-loss premium for a single risk of which only certain global char-
acteristics are known, such as the mean value z, an upper bound & and possibly
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the variance o2. We will determine risks with these characteristics that produce
upper and lower bounds for such premiums.

It is quite conceivable that the constraints of non-negativity and independence
of the terms of a sum imposed above are too restrictive. Many invariance prop-
erties depend crucially on non-negativity, but in financial actuarial applications,
we must be able to incorporate both gains and losses in our models. The inde-
pendence assumption is often not nearly fulfilled, for instance if the terms of a
sum are consecutive payments under a random interest force, or in case of earth-
quake and flooding risks. Also, the mortality patterns of husband and wife are
obviously related, both because of the ‘broken heart syndrome’ and the fact that
their environments and personalities will be alike (‘birds of a feather flock to-
gether’). Nevertheless, most traditional insurance models assume independence.
One can force a portfolio of risks to satisfy this requirement as much as possible
by diversifying, therefore not including too many related risks like the fire risks
of different floors of a building or the risks concerning several layers of the same
large reinsured risk.

The assumption of independence plays a very crucial role in insurance. In fact,
the basis of insurance is that by undertaking many small independent risks, an
insurer’s random position gets more and more predictable because of the two
fundamental laws of statistics, the Law of Large Numbers and the Central Limit
Theorem. One risk is hedged by other risks, since a loss on one policy might
be compensated by more favorable results on others. Moreover, assuming inde-
pendence is very convenient, because mostly, the statistics gathered only give
information about the marginal distributions of the risks, not about their joint
distribution, i.e., the way these risks are interrelated. Also, independence is math-
ematically much easier to handle than most other structures for the joint cdf. Note
by the way that the Law of Large Numbers does not entail that the variance of an
insurer’s random capital goes to zero when his business expands, but only that the
coefficient of variation, i.e., the standard deviation expressed as a multiple of the
mean, does so.

In Section 10.6 we will try to determine how to make safe decisions in case
we have a portfolio of insurance policies that produce gains and losses of which
the stochastic dependency structure is unknown. It is obvious that the sum of
random variables is risky if these random variables exhibit a positive dependence,
which means that large values of one term tend to go hand in hand with large
values of the other terms. If the dependence is absent such as is the case for
stochastic independence, or if it is negative, the losses will be hedged. Their total
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becomes more predictable and hence more attractive in the eyes of risk averse
decision makers. In case of positive dependence, the independence assumption
would probably underestimate the risk associated with the portfolio. A negative
dependence means that the larger the claim for one risk, the smaller the other ones.
The central result here is that sums of random variables are the riskiest if these
random variables are maximally dependent (comonotonic).

102 LARGER RISKS

In this section and the three that follow, we compare risks, i.e., non-negative
random variables. It is easy to establish a condition under which we might call
one risk Y larger than (more correctly, larger than or equal to) another risk X:
without any doubt a decision maker with increasing utility will consider loss X to
be preferable to Y if it is smaller with certainty, hence if Pr[X < Y] = 1. This
leads to the following definition:

Definition 10.2.1 (‘Larger’ risk)
For two risks, Y is ‘larger’ than X if a pair (X', Y) exists with X’ ~ X and
Pr[ X' <Y]|=1. A\

Note that in this definition, we do not just look at the marginal cdf’s F'x and Fy,
but at the joint distribution of X’ and Y. See the following example.

Example 10.2.2 (Binomial random variables)

Let X denote the number of times heads occur in 7 tosses with a fair coin, and Y
the same in 10 tosses with a biased coin having probability p > % of heads. If X
and Y are independent, event X > Y has a positive probability. Can we set up
the experiment in such a way that we can define random variables ¥ and X' on
it, such that X’ has the same cdf as X, and such that Y is always at least equal to
X'?

To construct an X’ ~ X such that Pr[X’ < Y] = 1, we proceed as follows.
Toss a biased coin with probability p of falling heads ten times, and denote the
number of heads by Y. Every time heads occurs in the first seven tosses, we toss
another coin that falls heads with probability %p. Let X’ be the number of heads

shown by the second coin. Then X’ ~ binomial(7, %), just as X, because the
probability of a success with each potential toss of the second coin is p X %p.
Obviously, X" and Y are not independent, and as required, Pr[X’ <Y]=1. V
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The condition for Y to be ‘larger’ than X proves to be equivalent to a simple
requirement on the marginal cdf’s:

Theorem 10.2.3 (A larger random variable has a smaller cdf)
A pair (X’,Y) with X’ ~ X and Pr[X’ < Y] = 1 exists if, and only if,
Fx(x) > Fy(z) for all z > 0.

Proof. The ‘only if’-part of the theorem is evident. For the ‘if’-part, we only give a
proof for two important special cases. If both F'x(-) and Fy (-) are continuous and
monotone increasing, we can simply take X’ = F3'(Fy(Y)). Then Fy (Y can
be shown to be uniform(0,1), and therefore F)—(I(Fy(Y)) ~ X Also, X' <Y
holds.

For X and Y discrete, look at the following functions, which are actually the
inverse cdf’s with Fx(-) and Fy (-), and are defined for all u with 0 < u < 1:

f(u) =z if Fx(z —0) <u < Fx(z);

10.1
gw) =y if Fr(y—0) <u< Fyly). .

Next, take U ~ uniform(0,1). Then g(U) ~ Y and f(U) ~ X, while Fx(z) >
Fy (z) for all z implies that f(u) < g(u) forall u, so Pr[f(U) < g(U)]=1. V

Remark 10.2.4 (‘Larger’ vs. larger risks)

To compare risks X and ¥, we look only at their marginal cdf’s Fx and Fy. Since
the joint distribution doesn’t matter, we can, without loss of generality, look at
any copy of X. But this means we can assume that if Y is ‘larger’ than X in the
sense of Definition 10.2.1, actually the stronger assertion Pr[X < Y] = 1 holds.
So instead of just stochastically larger, we may assume the risk to be larger with
probability one. All we do then is replace X by an equivalent risk. v

In many situations, we consider a model involving several random variables as
input. Quite often, the output of the model increases if we replace any of the input
random variables by a larger one. This is for instance the case when comparing
X + Z with Y + Z, for arisk Z which is independent of X and Y (convolution).
A less trivial example is compounding, where both the number of claims and the
claim size distributions may be replaced. We have:

Theorem 10.2.5 (Compounding)

If the individual claims X; are ‘smaller’ than Y; for all 4, the counting variable
M is ‘smaller’ than N, and all these random variables are independent, then
X1+ Xo+ -+ Xy is ‘smaller’ than Y7 + Yo + -+« + Y.
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Proof. In view of Remark 10.2.4 we can assume without loss of generality that
X; <Y;aswellas M < N hold with probability one. Then the second expression
has at least as many terms which are all at least as large. \Y

The order concept ‘larger than’ used above is called sfochastic order, and the
notation is as follows:

Definition 10.2.6 (Stochastic order)
Risk X precedes risk Y in stochastic order, written X <, Y, if Y is ‘larger’ than
X. Vv

In the literature, often the term ‘stochastic order’ is used for any ordering concept
between random variables or their distributions. In this book, it is reserved for the
specific order of Definition 10.2.6.

Remark 10.2.7 (Stochastically larger risks have a larger mean)

A consequence of stochastic order X <g Y, i.e., a necessary condition for it,
is obviously that E[X] < E[Y], and even E[X] < E[Y] unless X ~ Y. See
for instance formula (1.34) at d = 0. The opposite doesn’t hold: E[X] < E[Y]
doesn’timply X <y Y. A counterexample is X ~ Bernoulli(p) with p = % and
PrlY =c¢ =1foracwith 3 <c<1. \%

Remark 10.2.8 (Once-crossing densities are stochastically ordered)

An important sufficient condition for stochastic order is that the densities exhibit
the pattern fx(z) > fy(z) for small = and the opposite for large x. A proof of
this statement is asked in Exercise 10.2.1. \Y

It can be shown that the order <y has a natural interpretation in terms of utility
theory. We have

Theorem 10.2.9 (Stochastic order and increasing utility functions)
X <4 Y holds if and only if E[u(—X)] > E[u(=Y")] for every non-decreasing
utility function wu(-).

Proof. 1f E[u(—~X)] > E[u(-Y)] holds for every non-decreasing u(-), then it
holds especially for thefunctions hgq(y) = 1 — I(_oo —q)(y). But E[hg(—X)] is
just Pr[X < d]. For the ‘only if” part, if X <4 Y, then Pr[X’ < Y] = 1 for some
X' ~ X, and therefore Efu(—~X)] > E[u(-Y)]. \Y%

So the pairs of risks X and Ywith X < Y are exactly those pairs of losses about
which all decision makers with an increasing utility function agree.
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10.3 MORE DANGEROUS RISKS

In economics, when choosing between two potential losses, the usual practice is
to prefer the loss with the smaller mean. If two risks have the same mean, some
decision makers will simply choose the one with the smaller variance. This mean-
variance ordering concept forms the basis for the CAPM-models in economic
theory. It is inadequate for the actuary, who also has to keep events in mind with
such small probability that they remain invisible in the variance, but have such
impact that they might lead to ruin. All risk averse actuaries would, however, agree
that one risk is riskier than another if its extreme values have larger probability.

Definition 10.3.1 (Thicker-tailed)

Risk Y is said to have thicker tails than risk X if E[X] = E[Y], and moreover
some real number z exists such that Pr[X < z] < Pr[Y < z] forall z < o, but
Pr[X < z] > Pr[Y < z] for all z > zq. v

In this definition, the property ‘thicker-tailed’ is expressed directly in the cdf’s of
X and Y: there is a number xzg such that to the left of x¢ the cdf of X is smaller,
to the right of zg, the cdf of Y. The cdf’s cross exactly once, in zq. A sufficient
condition for two crossing cdf’s to cross exactly once is that the difference of these
cdf’s increases first, then decreases, and increases again after that. Hence we have:

Theorem 10.3.2 (Densities crossing twice means cdf’s crossing once)

Let X and Y be two risks with equal mean but different densities. If intervals
I, I and I3 exist with I; U Iy U I3 = [0,00) and I3 between I; and I3, such
that the densities of X and Y satisfy fx(z) < fy(z) both on I and I3, while
fx{(x) > fy(z) on I, then the cdf’s of X and Y cross only once.

Proof. Note first that because of E[X] = E[Y], the cdf’s Fx and Fy must cross
at least once, since we assumed that not fy = fy. This is because if they would
not, one of the two would be larger in stochastic order by Theorem 10.2.3, and the
means would then be different by Remark 10.2.7. Both to the left of 0 and at oo, the
difference of the cdf’s equals zero. The densities represent either the derivatives
of the cdf’s, or the jumps therein, and in both cases it is seen that the difference
of the cdf’s increases first to a maximum, then decreases to a minimum, and next
increases to zero again. So there is just one point, somewhere in I, where the
difference in the cdf’s crosses the x-axis, hence the cdf’s cross exactly once. V

Note that I1 = [0,0] or I; = [b, b] may occur if the densities are discrete.
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Fig. 10.1 Counterexample of the transitivity of being thicker-tailed: H is thicker-tailed than G,
G is thicker-tailed than F, but H is not thicker-tailed than F.

Example 10.3.3 (Binomial has thinner tails than Poisson)

If we compare abinomial(n,p) distribution with a Poisson(np) distribution, we
know that they have the same mean, while the latter has a greater variance. Is it
also thicker-tailed than the binomial distribution?

We will show that the discrete densities, say f(z) and g(z) respectively, have
the crossing properties of the previous theorem. We do this by showing that the
ratio of these densities r(z) increases up to a certain value of z, and decreases
thereafter. Writing ¢ = 1 — p as usual, we get for this ratio

f@)_ @pre™ _nn-1)(n-ztl) oo

= = = 10.2

"= 5@ T e g (102
Now consider the ratio of successive values of r(z), z = 1,2,...:

r(z) =2 " s <1 ifandonlyif z>np+1. (10.3)

r(x—1) ng

Because f(-) and g{-) have the same mean, they must cross at least twice. But this
means that 7(z) must cross the horizontal level 1 twice, so r(z) < 1 must hold for
small as well as for large values of z, while r(z) > 1 must hold for intermediate
values z,near np + 1.Now apply the previous theorem to see that the Poisson
distribution indeed has thicker tails than the binomial distribution. \Y

Remark 10.3.4 (Thicker-tailed is not a transitive ordering)
It is easy to construct examples of random variables X, Y and Z where Y is
thicker-tailed than X, Z is thicker-tailed than Y, but Z is not thicker-tailed than



MORE DANGEROUS RISKS 231

X. In Figure 10.1, the cdf’'s of X and Y cross once, as do the ones of ¥ and Z, but
those of X and Z cross three times. So being thicker-tailed is not a well-behaved
ordering concept: order relations should be transitive. Transitivity can be enforced
by extending the relation, let’s temporarily write < for it, to pairs X and Z
such that a sequence of random variables Y7,Y5,... , Y, exists with X <y Y7,
Y; <4 Yie1,0 = 1,2,... ,n—1,as wellas Y;, <4 Z. Extending the relation in
this way, we get the finite transitive closure of the relation <, which we will call
indirectly thicker-tailed from now on. \Y%

If X precedes Y in stochastic order, their cdf’s do not cross. If Y is (indirectly)
thicker-tailed than X, it can be shown that their stop-loss transforms 7x(d) =
E[(X — d)4] and 7y (d) do not cross. By proceeding inductively, it suffices to
prove this for the case where Y is directly thicker-tailed than X. But in that case,
the difference 7y (d) — mx (d) can be seen to be zero at d = 0 because the means
of X and Y are equal, zero at d — oo, increasing as long as the derivative of the
difference 7y, (d) — 7'y (d) = Fy (d)— Fx(d) is positive, and decreasing thereafter.
Hence, Y thicker-tailed than X means that Y has higher stop-loss premiums.

We can prove the reverse of this last statement, too. If Y has larger stop-
loss premiums than X and E/X] = EIY], then a possibly infinite sequence of
increasingly thicker-tailed cdf’s must exist connecting X and Z.

Theorem 10.3.5 (Thicker-tailed vs. higher stop-loss premiums)
IfE[X] = E[Z] and 7x(d) < 7y(d) for all d > 0, then there exists a sequence
Fy, Fy, ... ofincreasingly thicker-tailed cdf’s with X ~ Fj and Z ~ lim, o0 Fpp-

Proof. We sketch the proof for when Z is a random variable with finitely many
possible values. Then the cdf of Z is a step-function, so the stop-loss transform is
a piecewise linear continuous convex function. Hence, for certain linear functions
Aq,..., A, itcan be written in the form

nz(d) = max {nx(d), A1(d), A2(d),... , An(d)}, —oco<d<oo. (10.4)
Now define the following functions m;(-),7 =1,2,... ,n:
mi(d) = max {rx(d), A1(d), A2(d),... ,Ai-1(d)}, —o0o<d < o0. (10.5)

These function are stop-loss transforms, say with the cdf’s Fj,i = 1,2,... ,n.
As the reader may check, X ~ Fi, Z ~ Fj, and F; has thicker tails than Fj_1,
1=2,3,...,n. See also Exercise 10.3.25. If the support of Z is infinite, we must
take the limit of the cdf’s F}, in the sense of convergence in distribution. v
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For pairs of random variables with ordered stop-loss premiums we have the fol-
lowing definition.

Definition 10.3.6 (Stop-loss order)
If X has smaller stop-loss premiums than Z, we say that X is smaller than Z in
stop-loss order, and write X <gy Z. v

A random variable that is stop-loss larger than another risk with the same mean
will be referred to as ‘more dangerous’ in the sequel. Note that for stop-loss order,
equality of the means E[X] = E[Z] is not required. In case E[X] < E[Z], we may
show:

Theorem 10.3.7 (Separation theorem for stop-loss order)
If X <gr Z and E[X] < E[Z], then there exists a random variable Y for which

. X<aY;
2. Y <gr, Z and E[Y] = E[Z].

Proof. The random variable ¥ = max{X,b}, with b > 0 chosen such that
E[Y] = E[Z], satisfies both these requirements, as the reader is asked to verify in
Exercise 10.3.12. v

The random variable Y separates X and Y in a sense stronger than merely <gy,. For
another separator in a similar sense, with the stochastic inequalities interchanged,
see Exercise 10.3.13. A risk Z that is stop-loss larger than X is unattractive for
two reasons: it is ‘more dangerous’ than a risk ¥ which in turn is ‘larger’ than X.

Just like stochastic order, stop-loss order can be expressed in a utility context
as the common preferences between risks of a group of sensible decision makers:

Theorem 10.3.8 (Stop-loss order, concave increasing utility functions)
X <sr Y holds if and only if E[u(—X)] > E[u(—Y)] for every concave increas-
ing utility function wu(-).

Proof. In view of Theorem 10.3.7, it suffices to give the proof for the case that
E[X] = E[Y]. Then, it follows as a special case of Theorem 10.6.2 later on. See
also Exercise 10.3.17. v

So stop-loss order represents the common preferences of all risk averse decision
makers. Stop-loss order applies to losses, i.e., non-negative risks. Two general
random variables with the same mean and ordered stop-loss premiums for all d
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are called convex ordered, see Section 10.6. As a consequence of Theorem 10.3.8,
expected values of convex functions are ordered. Since allfunctions ® with o > 1
are convex, for the moments of X and ¥ we have E[X¥] < E[Y*], k = 1,2,...
In particular, a more dangerous risk (with the same mean) has a higher variance.
But if the means of X and Y are not equal, this is not always the case. A trivial
counterexample is X ~ Bernoulli(3) and Y = 1.

Next to stochastic order and stop-loss order, there is another useful ordering
concept to be derived from the expected utility model.

Definition 10.3.9 (Exponential order)
If for all a > 0, decision makers with an exponential utility function with risk

aversion « prefer loss X to Y, we say that X precedes Y in exponential order,
written X <. Y. \Y

Remark 10.3.10 (Exponential order and stop-loss order)
X <. Y is clearly is equivalent to X having a smaller mgf than Y on the
interval (0, 00). A sufficient condition for exponential order between risks is stop-
loss order, since the function e* is a convex function on [0, 00) for ¢t > 0, hence
Ele!X] < E[e'Y] holds forall ¢ > 0. But this can be seen from utility considerations
as well, because the exponential order represents the preferences common to the
subset of decision makers for which the risk attitude is independent of their current
wealth.

Exponential order represents the common preferences of a smaller group of
decision makers than stop-loss order. Indeed there exist pairs of random variables
that are exponentially ordered, but not stop-loss ordered. See Exercise 10.4.10. V

For stop-loss order, by and large the same invariance properties hold as we derived
for stochastic order. So if we replace a particular component of a model by a more
dangerous input, we often obtain a stop-loss larger result. For actuarial purposes, it
is important whether the order is retained in case of compounding. First we prove
that adding independent random variables, as well as taking mixtures, does not
disturb the stop-loss order.

Theorem 10.3.11 (Convolution preserves stop-loss order)

If for risks X and Y we have X <gr, Y, and risk Z is independent of X and Y,
then X + Z <gr Y + Z. Iffurther S, is the sum of n independent copies of X
and T, is the same for Y, then S,, <gr, T}.
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Proof. The first stochastic inequality can be proven by using the relation:
o0
E[(X + Z — d)y] = / BJ(X + 2 — d),]dFy(2). (10.6)
0

The second follows by iterating the first inequality. v

Theorem 10.3.12 (Mixing preserves stop-loss order)
Let cdf’s Fy and Gy satisfy F <sr1, Gy for all real y, let U(y) be any cdf, and let
z) = [p Fy(z)dU(y), G(z) = Jg Gy z)dU(y). Then F <g;, G.

Proof. The stop-loss premiums with F are equal to

/ [ - F(z)jdz = /d ~ {1— /R Fy(x)dU(y)]dx
=/d /Ru- 2)]dU(y da:—// L — F,(a))dzdU (y).

Hence, F' <g1, G followsimmediately. Vv

(10.7)

Corollary 10.3.13 (Mixing ordered random variables)
The following conclusions are immediate from Theorem 10.3.12:

L If F(z) = Pr[X < z|N = n], Gu(z) = Pr[Y < z|N = n], and
F, <s1 G, forall n, then we obtain X <gy, Y by taking the cdf of N to be
U(-). The event N = n might for instance indicate the nature of a particular
claim (small or large, liability or comprehensive, bonus-malus class, and so
on).

2. Taking especially F,(z) = F** and G,(z) = G*", where F and G are
the cdf’s of individual claims X; and Y, respectively, produces X7 + .-« +
Xy <sp Y1+ -+ YN if FF <g;, G. Hence stop-loss order is preserved
under compounding, if the individual claim size distribution is replaced by
a stop-loss larger one.

3. IfA is astructure variable with cdf U, and conditionally on the eventA = A,
X ~ Fyand Y ~ Gjy,then F) <gr G) forall Aimplies X <g; Y.

4. Let Fy denote the cdf of the degenerate random variable on E[X|A = ]
and G the conditional cdf of X, given the event A = X. Then it is easy to
see that F\ <gr G holds. The function fJR Fy\(z)dU()) is the cdf of the
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random variable E[X|A], while [p Gx(x)dU(X) is the cdf of X. Hence we
have E[X|A] <gr, X for all X and A; always, conditional means are less
dangerous than the original random variable. \Y

We saw that if the terms of a compound sum are replaced by stop-loss larger
ones, the result is also stop-loss larger. To prove that the same happens when we
replace the claim number M by the stop-loss larger random variable N is tougher.
The general proof, though short, is not easy, hence we will start by giving an
important special case. We take M ~ Bernoulli(g) and E[N] > q. As usual, define
Shizi=0ifn=0.

Theorem 10.3.14 (Compounding with a riskier claim number, 1)
If M ~ Bernoulli(q), N is a counting random variable with E[N] > ¢ and
X1, Xo,... are independent copies of a risk X, then we have

MX <sgr X1 +Xo+ -+ Xn. (10.8)
Proof. First we prove that for each d > 0, the following event has probability one:

There only is something to prove if the right hand side is non-zero. If, say, the first
term is positive, then because of X; > 0,7 = 1,2, ..., the first two (-) -operators
in (10.9) can be dropped, leaving

which is always fulfilled if X; > 0,4 = 2,3,..., and d > 0. Writing ¢q, =
Pr[N = n], for d > 0 we have, using (10.9):

E[(X1+Xo+ -+ Xy —d)4]

oo
=3 GuE[(X1 + Xa+ -+ X — d)4]

3
—

RE[(X1 —d)y + (Xo—d)y + -+ (X — d)4] (10.11)

|V
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D

3
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-

e

ngnE[(X — d)+] 2 ¢E[(X —d)4+] = E[(MX — d)4].

3
il
—
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The last inequality is valid since ), ngn, > g by assumption. \Y

Theorem 10.3.15 (Compounding with a riskier claim number, 2)

If for two counting random variables M and N we have M <g; N, and
X1, Xa,... are independent copies of a risk X, then X; + Xo 4+ +-- + Xpr <gr.
X1+ Xo+-- 4+ Xn.

Proof. Ttis sufficient to prove that fg(n) = E[(X1 + - -+ + X, — d)4] is a convex
and increasing function of n, since by Theorem 10.3.8 this implies E[fs(M)] <gr,
E[f4(V)] for all d, which is the same as X; + -+ Xp <gr X1+ -+ + Xn.
Because X1 > 0, it is obvious that fg(n + 1) > fg(n). To prove convexity,
we need to prove that fg(n + 2) — fa(n + 1) > fa4(n + 1) — f4(n) holds for
each n. By taking the expectation over the random variables X, 41, Xn42 and
S = X1+ Xo+ -+ X, one sees that for this it is sufficient to prove that for all
d>0andall z; > 0,i1=1,2,... ,n+ 2, we have

(s + Tn41 + Tnyz — )y — (5 + Tpp1 —d)4
> (s+apt2 —d)y — (s —d)4,
where s = z1 + z2 + - - - + z,. [f both middle terms of this inequality are zero, so
is the last one and the inequality is valid. If at least one of them is positive, say the

one with z,41, on the left hand side of (10.12), 42 remains, and the right hand
side is equal to this if s > d, and smaller otherwise, as can be verified easily. V

(10.12)

Combining Theorems 10.3.12 and 10.3.15, we see that a compound sum is riskier if
the number of claims, the claim size distribution, or both are replaced by stop-loss
larger ones.

Remark 10.3.16 (Functional invariance)

Just like stochastic order (see Exercise 10.2.8), stop-loss order has the property of
functional invariance. Indeed, if f(-) and v(-) are non-decreasing convex functions,
the composition v o f is convex and non-decreasing as well, and hence we see
immediately that f(X) <gsr f(Y) holds if X <gr Y. This holds in particular
for the two most important types of reinsurance: excess of loss reinsurance, where
f(z) = (x —d)4+, and proportional reinsurance, where f(z) = az fora > 0. V

10.4 APPLICATIONS

In this section, we give some important actuarial applications of the theory of
ordering of risks.
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Example 10.4.1 (Individual versus collective model)

In Section 3.7 we described how the collective model resulted from replacing every
policy by a Poisson(1) distributed number of independent copies of it. But from
Theorem 10.3.14 with ¢ = 1 we see directly that doing this, we in fact replace the
claims of every policy by a more dangerous random variable. If subsequently we
add up all these policies, which we have assumed to be stochastically independent,
then for the portfolio as a whole, a more dangerous total claims distribution en-
sues. This is because stop-loss order is preserved under convolution, see Theorem
10.3.11.

As an alternative for the canonical collective model, in Remark 3.7.2 we intro-
duced an open collective model. If the claims of policy ¢ are I;b; for some fixed
amount at risk b; and a Bernoulli(g;) distributed random variable I;, the term in the
collective model corresponding to this policy is M;b;, with M; ~ Poisson(g;). In
the open collective model, itis N;b;, with N; ~ Poisson(t;) fort; = — log(1—g¢;),
and hence I; <4 N;. So in the open model each policy is replaced by a compound
Poisson distribution with a stochastically larger claim number distribution than
with the individual model. Hence the open model will not only be less attractive
than the individual model for all risk averse decision makers, but even for the larger
group of all decision makers with increasing utility functions. Also, the canonical
collective model is preferable to the open model for this same large group of de-
cision makers. Having a choice between the individual and the collective model,
some decision makers might prefer the latter. Apparently, these decision makers
are not consistently risk averse. \Y%

Example 10.4.2 (Ruin probabilities and adjustment coefficients)

In Section 4.7, we derived the result that the non-ruin probability 1 — ¢ (u) can
be written as the cdf of a compound geometric random variable L = Ly + Lo +
-+ + Lpr, where M ~ geometric(p) is the number of record lows in the surplus,
L; is the amount by which a previous record low in the surplus was broken, and L
represents the maximal aggregate loss. We have from (4.50) and (4.51):

6 1- P(y)
p=1-v0)=115 md fu)=—2 y>0 (013
Here 6 is the safety loading, and P(y) is the cdf of the claim sizes in the ruin
process. Now suppose that we replace cdf P by Q, where P <gy, @ and Q has the
same mean as P. From (10.13) it is obvious that since the stop-loss premiums with
Q are larger than those with P, the probability Pr[L; > y] is increased when P
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is replaced by Q. This means that we get a new compound geometric distribution
with the same geometric parameter p because 1 and hence 8 are unchanged, but a
stochastically larger distribution of the individual terms L;. This leads to a smaller
cdf for L, and hence a larger ruin probability. Note that the equality of the means
w1 of P and Q is essential here, to ensure that p remains the same and that the L
random variables increase stochastically.

Now suppose further that we replace the claim size cdf Q by R, with Q < R,
while leaving the premium level ¢ unchanged. This means that we replace the
ruin process by a process with the same premium per unit time and the same
claim number process, but ‘larger’ claims. By Remark 10.2.4, without loss of
generality we can take each claim to be larger with probability one, instead ofjust
stochastically larger. This means that also with probability one, the new surplus
Ur(t) will be lower than or equal to Ug(t), at each instant ¢ > 0. This in turn
implies that for the ruin probabilities, we have ¥ g(u) > ¥g(u). It may happen
that one gets ruined in the R-process, but not in the Q-process; the other way
around is impossible. Because in view of the Separation Theorem 10.3.7, when P
is replaced by R we can always find a separating Q with the same expectation as P
andwith P <gj, @ <4 R, we see that whenever we replace the claims distribution
by any stop-loss larger distribution, the ruin probabilities are increased for every
value of the initial capital .

From Figure 4.2 we see directly that when the mgf with the claims is replaced by
one that is larger on (0, c0), the resulting adjustment coefficient R is smaller. This
is already the case when we replace the claims distribution by an exponentially
larger one, see Remark 10.3.10. So we get larger ruin probabilities by replacing
the claims by stop-loss larger ones, but for the Lundberg exponential upper bound
to increase, exponential order suffices.

We saw that stop-loss larger claims lead to uniformly larger ruin probabilities.
The weaker exponential order is not powerful enough to enforce this. To give a
counterexample, first observe that pairs of exponentially ordered random variables
exist that have the same mean and variance. Take forinstance Pr[X =0,1,2,3] =
30,3, 2and Y ~ 3 — X. See also Exercise 10.4.10. Now if 1 x (u) < by (u) for
all « would hold, with inequality for some wu, the cdf’s of the maximal aggregate
losses Lx and Ly would not cross, hence Lx <,; Ly would hold, which would



APPLICATIONS 239
imply E[Lx] < E[Ly].But this is not possible since

ElLx] = EIMIEIL M) [ E((X - 0)41ds/ELX)
. 1 (10.14)
= E[M]EE[X2]E[X] = E[M]iE[Yz]E[Y] =---=E[Ly].

Note that if the two ruin probability functions are equal, the mgf’s of Lx and Ly
are equal, and therefore also the mgf’s of LEX) and Ll(.y), see (4.55), hence in view

of (4.51), the claim size distribution must be the same. v

Example 10.4.3 (Order in the family of gamma distributions)

The gamma distribution is important as a model for the individual claim size, for
instance for damage to the own vehicle, see also Chapter 8. For two gamma dis-
tributions, say with parameters ag, o and a1, 31, it is easy to compare means and
variances. Is there perhaps more to be said about order between such distributions,
for instance about certain tail probabilities or stop-loss premiums?

In general when one thinks of a gammadistribution, one pictures adensity which
is unimodal with a positive mode, looking a little like a tilted normal density. But if
the shape parameter c = 1, we get the exponential distribution, which is unimodal
with mode 0. In general, the gamma(c, 8) has mode (o — 1) ;. The skewness of a
gamma distribution is 2/4/c. Thus, the distributions with & < 1 are more skewed
than the exponential, and have larger tail probabilities.

From the form of the mgf m(t;a,3) = (1 — t/8)”%, one may show that
gamma random variables are additive in . We have m(t; oy, 8)m(t; o, 8) =
m(t; a1 +ag, 3), so if X and Y are independent gamma random variables with the
same f3, their sum is a gammarandom variable as well. From E[et(ﬁx N=(1-t)®
one sees that 3X ~ gamma(e,1) if X ~ gamma(a, ), and in this sense, the
gamma distributions are multiplicative in the scale parameter 3. But from these
two properties we have immediately that a gamma(c, ) random variable gets
‘larger’ if « is replaced by a + €, and ‘smaller’ if 3 is replaced by B(1 + ¢) for
€ > 0. Hence there is monotonicity in stochastic order in both parameters, see also
Exercise 10.2.2.

Now let us compare the gamma(a, §;) with the gamma(cyg, G ) distribution
when it is known that they have the same mean, so «; /81 = ag/Bp. Suppose that
a1 < ag, therefore also 31 < fg. We will show by investigating the densities
that the gamma(a, 1) distribution, having the larger variance, is also the more
dangerous one. A sufficient condition for this is that the densities cross exactly
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twice. Consider the ratio of these two densities (where the symbol o denotes
equality apart from a constant, not depending on z):

al—le—ﬁlx

1 o3}
F(aﬂ’gl z
1 a0 .axg—1 s—Fox
Moy oz le™e

o Ial—aoe_(ﬁl_ﬁo)w = (m“e—x)ﬁl_ﬁo_ (1015)

The derivative of z#e™% is positive if 0 < = < p, negative if x > p, so the ratio
(10.15) crosses each horizontal level at most twice. But because both densities
have the same mean, there is no stochastic order, which means that they must
intersect more than once. So apparently, they cross exactly twice, which means
that one of the two random variables is more dangerous than the other. One can find
out which by looking more closely at where each density is larger than the other.
But we already know which one is the more dangerous, since it must necessarily
be the one having the larger variance, which is the one with parameters a1, 31.
We may conclude that going along the diagonal in the (¢, 3) plane from («q, Go)
towards the origin, one finds increasingly more dangerous parameter combinations.
Also we see in Figure 10.2 that if a point (a, 3) can be reached from (ay, o)
by first going along the diagonal in the direction of the origin, and next either to
the right or straight down, this points corresponds to a stop-loss larger gamma
distribution, because it is stochastically larger than a separating more dangerous
distribution. In Figure 10.2, one sees the distributions stochastically larger than
(a0, Bo) in the quarter-plane to the right and below this point. In the opposite
quarter-plane are the stochastically smaller ones. The quarter-plane to the left and
below (g, 3p) has stop-loss larger distributions below the diagonal, while for
the distributions above the diagonal one may show that the means are lower, but
the stop-loss premiums for d — oo are higher than for (ag, Bg). The latter can
be proven by applying the rule of 1’'Hopital twice. Hence, there is a difference
of opinion about such risks between the risk averse decision makers. See also
Exercise 10.4.8. \Y%

Example 10.4.4 (Optimal reinsurance)

In Theorem 1.4.1, we have proven that among the reinsurance contracts with
the same expected value of the reimbursement, stop-loss reinsurance leads to a
retained loss that has the lowest possible variance. Suppose the loss equals the
random variable X, and compare the cdf of the retained loss Z = X — (X — d)+
under stop-loss reinsurance with another retained loss ¥ = X — I(X), where
E[Y] = E[Z]. Assume that the function I(-) is non-negative, then it follows that



APPLICATIONS 241
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Fig. 10.2 Ordering of gamma(c, 3) distributions. The arrows indicate an increase in <gr.

Y < X holds, and hence Fy (z) > Fx(z) for all z > 0. Further, Z = min{ X, d},
so Fz(x) = Fx(z)forall z < d,and Fz(z) = 1for > d. Clearly, the cdf’s of
Z and Y cross exactly once, at d, and Y is the more dangerous risk. So Z <g1 Y.

Many conclusions can be drawn from this. First, we have E[u(—Z)] > E[u(-Y)]
for every concave increasing utility function u(-). Also, we see confirmed that The-
orem 1.4.1 holds, because obviously Var[Y] > Var[Z]. We can also conclude that
excess of loss coverage is more effective than any other reinsurance with the same
mean that operates on separate claims. Note that these conclusions depend cru-
cially on the fact that the premiums asked for different form of reinsurance depend
only on the expected values of the reimbursements. \Y

Example 10.4.5 (Do stop-loss larger claims require larger premiums?)
If a loss X is stop-loss smaller than Y, all risk averse decision makers prefer losing
X. Does this show in the premiums that are needed to compensate for this loss?
Surprisingly, the answer to this question is not always affirmative. Consider
for instance the standard deviation premium principle, see Chapter 5, leading to
a premium 7[X] = E[X] + ay/Var[X]. If X ~ Bernoulli(}) and Y = 1, while
a > 1, the premium for X is larger than the one for ¥ eventhough Pr[X < Y] = 1.
The zero utility premiums, including the exponential premiums, do respect
stop-loss order. For these, the premium 7[X] for a risk X is calculated by solving
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the utility equilibrium equation (1.11), in this case leading to:
Elu(w + n[X] — X)] = u(w). (10.16)

The utility function u(-) is assumed to be risk averse, and w is the current wealth.
If X <gr Y holds, we also have E[u(w+ 7 [Y] - X)] > Elu(w+7[Y]—-Y)]. The
right hand side equals u(w). Since E[u(w + P — X)] increases in P and because
E[u(w + 7[X] — X)] = u(w) must hold, it follows that 7[X] < #[Y]. \Y%

Example 10.4.6 (Mixtures of Poisson distributions)

In Chapter 7, we have studied, among other things, mixtures of Poisson distrib-
utions as a model for the number of claims on an automobile policy, assuming
heterogeneity of the risk parameters. In (7.53) for instance we have seen that the
estimated structure distribution has the realization T as its mean, but we might
estimate the parameter & in a different way than (7.54). If we replace the struc-
ture distribution by a more dangerous one, we increase the uncertainty present
in the model. Does it follow from this that the resulting marginal claim number
distribution is also stop-loss larger?

A partial answer to this question can be given by combining a few facts that we
have seen before. First, by Example 3.3.1, a gamma mixture of Poisson variables
has a negative binomial distribution. In Exercise 10.3.9, we saw that a negative
binomial distribution is stop-loss larger than a Poisson distribution with the same
mean. Hence, a gamma(a, 8) mixture of Poisson distributions is stop-loss larger
than a pure Poisson distribution with the same mean ¢ = «/8. To give a more
general answer, we first introduce some more notation. Suppose that the structure
variables are A;,j = 1,2, and assume that given A; = A, the random variables
Nj have a Poisson(A) distribution. Let W be the cdf of A; We want to prove
that W1 <gr W implies N1 <gr No. To this end, we introduce the function
fa(A) = E[(M)y — d)4], with My ~ Poisson(X). Then N3 <gr N, holds if and
only if E[f4(A1)] < E[f4(A2)] for all d. So all we have to do is to prove that
the function f4(A) is convex increasing, hence to prove that f3(\) is positive and
increasing in A. This proof is rather straightforward:

, d Ame=H A1-lg=A  \ng=A
faA) = Z(n - d)ﬁ—n! = Z(n —d) ( . —61)! 3 :! )
n>d L (10.17)
= far(N) = fa(N) = / [1— F, (8)]dt.

d—1
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The last expression is positive, and increasing in A because My <g M), for all
A< . \Y

Example 10.4.7 (Spreading of risks)
Suppose one can invest a total amount 1 in n possible funds. These funds produce
iid yields G; per share. How should one choose the fraction p; of a share to buy
from fund s if the objective is to maximize the expected utility?

Assume that the utility of wealth is measured by the risk averse function ().
We must solve the following constrained optimization problem:

max E{ (Zp, )} subject to Zpi =1. (10.18)

Lo

We will prove that taking p; = =,4 = 1,2,... ,n is optimal. Write A = % > Gi
for the average yield. Observe that E[G; |A] A, because we have >, E[G;|4] =
E[}_, Gi|A] = nA, and for symmetry reasons the outcome should be the same for
every <. This implies

E ZPiGi‘A
i

By part 4 of Corollary 10.3.13, we have E[}_, piGi|A] <sr E[Y_; p:Gi], hence
because u(-) is concave, the maximum in (10.18) is found when p; = %,i =
1.2,0.. y1 v

Remark 10.4.8 (Rao-Blackwell theorem)

The fact that the conditional mean E[Y1X] is less dangerous than Y itself is also
the basis of the Rao-Blackwell theorem, to be found in any text on mathematical
statistics, which states that if Y is an unbiased estimator for a certain parameter,
then E[YX] is a better unbiased estimator, provided it is a statistic, i.e., it contains
no unknown parameters. On every event X = z, the conditional distribution of
Y is concentrated on its mean E[Y|X = z], leading to a less dispersed and hence
better estimator. v

= zpiE[GﬂA] = ZpiA = A (10.19)

Remark 10.4.9 (Transforming several identical risks)
Consider a sequence of iid risks Xi,... , X, and non-negative functions p;, ¢ =
1,...,n. Then we can prove that

Zp <SLsz ), where ﬁ(m)=%2m(m)- (10.20)
=1
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This inequality expresses the fact that given identical risks, to get the least variable
result the same treatment should be applied to all of them. To prove this, we prove
that if V is the random variable on the right and W the one on the left in (10.20),
we have W = E[V|W]. Next, we use that E[V|W] <g, V, see part 4 of Corollary
10.3.13. We have

E [Z pi(Xi) Zﬁ(Xi)} = ZE [Pi(xi)
o =1 =1

For symmetry reasons, the result is the same if we replace the X; by X}, for each
j=1,...,n.But this means that we also have

n

> Zpk(xl):l . (021

k=1 =1

(10.22)

(10.23)

So we have proven that indeed W = E[V|W], and the required stop-loss inequality
in (10.20) follows immediately from Corollary 10.3.13. v

Remark 10.4.10 (Law of large numbers and stop-loss order)

The weak law of large numbers expresses that for sequences of iid observa-
tions Xy, Xs,... ~ X with finite mean g and variance o2, the average X, =
% S, X converges to p, in the sense that when € > 0 and § > 0, we have

Pr[|X, —pu| <e]l>1-6 foralln>o?/e?s (10.24)
In terms of stop-loss order, we may prove the following assertion:

X125 X225+ 2L (10.25)
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Hence the sample averages X, all having the same mean g, decrease in danger-

ousness. As n — oo, the stop-loss premiums E[(X, — d)] at each d converge

to (¢ — d)4, which is the stop-loss premium of the degenerate random vari-

able on pu. The proof of (10.25) can be given by taking in the previous remark
T

pi(z) = 72,i=1,... ,n—land py(z) = 0, resulting in p(z) = £. \%

n

10.5 INCOMPLETE INFORMATION

In this section we study the situation that we only have limited information about
the distribution Fy(-) of a certain risk Y, and try to determine a safe stop-loss
premium at retention d for it. From past experience, from the policy conditions,
or from the particular reinsurance that is operative, it is often possible to fix a
practical upper bound for the risk. Hence in this section we will assume that we
know an upper bound b for the payment Y. We will also assume that we have a good
estimate for the mean risk y as well as sometimes for its variance o%. In reinsurance
proposals, sometimes these values are prescribed. Also it is conceivable that we
have deduced mean and variance from scenario analyses, where for instance the
mean payments and the variance about this mean are calculated from models
involving return times of catastrophic spring tides or hurricanes. With this data the
actuary, much more than the statistician, will tend to base himself on the worst
case situation where under the given conditions on y, o2 and the upper bound b,
the distribution is chosen that leads to the maximal possible stop-loss premium.

Example 10.5.1 (Dispersion and concentration)
The class of risks ¥ with a known upper bound b and mean g contains a most
dangerous element Z. It is the random variable with

PriZ=0b=1-Pr[Z =0] = % (10.26)
This random variable Z has mean g and upper bound b, so it belongs to the class
of feasible risks Y. It is clear that if ¥ also belongs to this class, their cdf’s cross
exactly once, hence Y <gy, Z. See Figure 10.3. The distribution of Z arises from
the one of Y by dispersion of the probability mass to the boundaries 0 and b.
The random variable Z is the most dispersed one with this given mean and upper
bound. For every retention d, the random variable Z has the maximal possible
stop-loss premium E[(Z — d)]. The variance Var[Z] is maximal as well. This is
obvious because Z is more dangerous than any feasible risk, but it can also be
shown directly, since E[Y?] < E[bY] = bu = E[Z?].
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Fig. 10.3 Most and least dangerous cdf’s with random variables with mean g and range [0, b],
generated by dispersion and concentration

This same class of risks on the other hand also contains a least dispersed element.
It arises by concentration of the probability mass on p. If X = p, then X <g; Y,
see again Figure 10.3, and the stop-loss premium of X at each d is minimal, as
is its variance. The problem of determining a minimal stop-loss premium is less
interesting for practical purposes. Hence in the sequel, we will concentrate on
maximal stop-loss premiums.

Note that if the risks X and Y have the same mean and variance, stop-loss order
is impossible, because their stop-loss transforms must cross at least once. This is
because in view of (3.83), if my (d) > mx(d) for all d, either Var[X] < Var[Y] or
X ~ Y must hold.

Dispersal and concentration can also be restricted to only the probability mass in
some interval, still resulting in stop-loss larger and stop-loss smaller distributions
respectively. See the Exercises 10.5.5 and 10.5.6. v

Remark 10.5.2 (Compound distributions and ruin processes)

For each d, we found the same minimal X and maximal Z in Example 10.5.1.
Hence X <51 Y <51 Z holds, implying that we also have results for compound
distributions. For instance if X; = p,then X1 +---+ Xy <gr Y1+ -+ Y. For
ruin processes, if Z as in (10.26) is the claim size distribution in a ruin process,
then the ruin probability is maximal for every initial capital u. Notice that this
leads to a ruin process with claims zero or b, hence in fact to a process with only
one possible claim size. \%
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Now let’s further assume that also the variance o2 is known. First notice that the
following conditions are necessary for feasible distributions to exist at all:

0<u<h, 0<0%<ub—p). (10.27)

The need for the first three inequalities is obvious. The last one says that o2 is at
most the variance of Z in Example 10.5.1, which we proved to be maximal for
risks with this range and mean. We will assume the inequalities in (10.27) to be
strict, so as to have more than one feasible distribution.

Later on we will prove that the random variable Y with the largest stop-loss
premium at d necessarily has a support consisting of two points only. Which
support this is depends on the actual value of d. Hence it will not be possible
to derive attainable upper bounds for compound stop-loss premiums and ruin
probabilities as we did for the case that the variance was unspecified. First we

study two-point distributions with mean u and variance 2.

Lemma 10.5.3 (Two-point distributions with given mean and variance)
Suppose a random variable T with E[T] = u, Var[T] = &2, but not necessarily
Pr{0 < T < b] = 1, has a two-point support {r, 7}. Then r and 7 are related by

o2
T=u+ : (10.28)
b—r
Proof. We know that E[(T" — 7)(T — r)] = 0 must hold. This implies
0=E[T?— (r+ AT +r7) = > + 0% = (r + F)p + rf. (10.29)
For a given r, we can solve for 7, leading to (10.28). \%

So for any given 7, the number 7 denotes the unique point that can form, together
with 7, a two-point support with known z and o2. Note the special points 0 and b.
The probability p, = Pr[T" = r] is uniquely determined by

p=r o?
r—7 o024 (u—r1)?

pr = (10.30)

This means that there is exactly one two-point distribution containing r # . The
bar-function assigning  to r has the following properties:

@ =r
for r % p, 7 is increasing in r; (10.31)
ifr < p, then? > p.
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Fig. 10.4 Proof that the stop-loss premium of a 3-point distribution cannot be maximal. For each
retention, one of the two-point distributions {a, @} or {&, e} has a larger stop-loss premium than the
three-point distribution.

So if {r, s} and {u, v} are two possible two-point supports with r < s, u < v and
r < u,then r < 4 < p < s < v must hold, in line with the fact that because the
distributions have equal mean and variance, their stop-loss transforms must cross
at least once, their cdf’s at least twice, and their densities three or more times.

In our search for the maximal stop-loss premiums, we prove next that the
maximal stop-loss premium in any retention d cannot be attained by a distribution
with a support contained in [0,b] that consists of more than two points. For this
purpose, assume that we have a support {a,c,e} of a feasible distribution with
0<a<c<e<b Itcan be verifiedthatc < a < e,aswellasa < e < ¢.
From a sketch of the stop-loss transforms, see Figure 104, it is easy to see that
on {—00, ¢], the two-point distribution on {a, @} has a stop-loss premium at least
equal to the one corresponding to {a,c,e}, while on [¢,00), the same holds for
{e, €}. In the same fashion, a distribution with n mass points is dominated by one
with n — 1 mass points. To see why, justlet a, ¢ and e be the last three points in the
n-point support. The conclusion is that the distribution with a maximal stop-loss
premium at retention d is to be found among the distributions with a two-point
support.

So to find the random variable X that maximizes E[(X — d)] for a particular
value of d and for risks with the properties Pr[0 < X < b = 1, E[X] = u
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and Var[X] = o2, we only have to look at random variables X with two-point
support {c,c}. Note that in case either d < € < ¢ or ¢ < ¢ < d, we have
E[(X —d)+] = (#—d)+, which is in fact the minimal possible stop-loss premium,
so we look only at the case ¢ > d > ¢. First we ignore the range constraint
0 < ¢ < ¢ £ b, and solve the following maximization problem:

y o?

This is equivalent to

2
max %. (10.33)
Dividing by o2 and taking the derivative with respect to c leads to
2 2
3%02 +c(c i PR — [:2(:- (c 2—(2)2]?(6 = (03}
Setting the numerator equal to zero gives a quadratic equation in ¢:
—c? 4+ 2dc+ p? + 0% — 2dp = 0. (10.35)

The solution with ¢ > p > ¢ is given by

c=d+{d—p)2+o? &=d—+/(d—pn)?+o (10.36)

Notice that we have d = %(c*+(':*). The numbers ¢* and ¢* of (10.36) constitute the
optimal two-point support if one ignores the requirement that Pr[0 < X < b] = 1.
Imposing this restriction additionally, we get boundary extrema. Since 0 < ¢
implies 0 < ¢, we no longer maximize over ¢ > u, but only over the values
0 < c < b Ifc > b, which is equivalent to d > %(b + b), the optimum is
{b,b}. If ¢ < 0, hence d < 30, the optimum is {0,0}. From this discussion
we can establish the following theorem about the supports leading to the maximal
stop-loss premiums, leaving it to the reader to actually compute the optimal values:

Theorem 10.5.4 (Maximal stop-loss premiums)

For values %(_) <d< %(b + b), the maximal stop-loss premium for a risk with
given mean p, variance o2 and upper bound b is the one with the two-point support
{c,c} with ¢ and & as in (10.36). Ford > (b + b), the distribution with support
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0* = (0+0)2
b* = (b+h)/2

Fig. 10.5 Extremal stop-loss premiums at retention d for p = 1, 0% = 2 and b = 5.

{b, b} has the maximal stop-loss premium, and for d < %(—), the optimal support is
{0,0}. v

Example 10.5.5 (Minimal and maximal stop-loss premiums)

In Figure 10.5, the minimal and maximal stop-loss premiums are plotted for all
d € [0,b] for the case 4 = 1, 02 = 2, and b = 5. It can be seen that both
the minimal possible stop-loss premiums and the maximal stop-loss premiums
constitute a convex decreasing function, hence both are the stop-loss transform
with a certain risk. It is evident from the diagram that these have the correct mean gt
and upper bound b, but not the right variance o2, Further it can be noticed that there
are no cdf’sthat lead to large stop-loss premiums uniformly, since for instance the
risk with support {0,0} has maximal stop-loss premiums for low retentions d, but
minimal ones when d > 0.

For reinsurance as occurring in practice, it is the large retentions withd > u+o,
say, that are of interest. One may show that if b is small, for all these d-values the
stop-loss premium is maximal for the support {b, 5}. This support is optimal as
long as d > L(b+Db), and u+ o > (b +b) holds if 0 < £ < 14 /2, as the
reader may check. See Exercise 10.5.8.

The distributions that produce the maximum stop-loss premium have a two-
point support, and their stop-loss transforms are tangent lines at d to the graph
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with the upper bounds. Minima are attained at (1 — d)4 when d < bord > 0. In
those cases, the support is {d, d }. For intermediate values of d we will argue that the
minimal stop-loss premium {(d) is attained by a distribution with support {0, d, b}.
In a sense, these distributions have a two-point support as well, if one counts the
boundary points 0 and b, of which the location is fixed but the associated probability
can be chosen freely, for one half. In Figure 10.5 one sees that connecting the points
(0, 1), (d,1(d)) and (b,0) gives a stop-loss transformation (-) with not only the
right mean 7(0) = p, but also with an upper bound b since m(b) = 0. Moreover,
the variance is equal to 2. This is because the area below the stop-loss transform,
which equals the second moment of the risk, is equal to the corresponding area
for the risks with support {0,0} as well as with {b,b}. To see this, use the areas
of triangles with base line (b,0) to (0, 1). Note that {(d) is the minimal value of
a stop-loss premium at d, because any stop-loss transform through a point (d, h)
with h < 7(d)leads to a second moment strictly less than u?+ o2 On the interval
b < d < 0, one may show that the function I(d) runs parallel to the line connecting
(b,0) to (0, u). \Y

Remark 10.5.6 (Related problems)

Other problems of this type have been solved as well. There are analytical results
available for the extremal stop-loss premiums given up to four moments, and
algorithms for when the number of known moments is larger than four. The
practical relevance of these methods is somewhat questionable, since the only
way to have reliable estimates of the moments of a distribution is to have many
observations, and from these one may estimate a stop-loss premium directly. There
are also results for the case that Y is unimodal with a known mode M. As well
as the extremal stop-loss premiums, also the extremal tail probabilities can be
computed. v

Example 10.5.7 (Verbeek’s inequality; mode zero)
Let Y be a unimodal risk with mean g, upper bound b and mode 0. As Fy is concave
on [0,b], 2p < bmust hold. Further, let X and Z be risks with Pr[Z = 0] = 1-2¥,
and
/ 24
Fz(y) =35, 0<y<y;
(10.37)

1
F =—, 0 2

X(y) 2,U4 <y <ip,
and zero otherwise. Then X and Z are also unimodal with mode zero, and E[X] =
E[Y] =E[Z], as well as X <g1 Y <g; Z. See Exercise 10.5.2. So this class
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of risks also has elements that have uniformly minimal and maximal stop-loss
premiums, respectively, allowing results extending to compound distributions and
ruin probabilities. v

10.6 SUMS OF DEPENDENT RANDOM VARIABLES

In order to be able to handle both gains and losses, we start by extending the concept
of stop-loss order somewhat to account for more general random variables with
possibly negative values as well as positive ones, instead of the non-negative risks
that we studied up to now. Then we state and prove the central result in this theory,
which is that the least attractive portfolios are those for which the policies are
maximally dependent. Next, we give some examples of how to apply the theory.
A lot of research is being done in this field, enough to fill a monograph of its own.

With stop-loss order, we are concerned with large values of a random loss,
and call random variable Y less attractive than X if the expected values of all
top parts (Y — d)+ are larger than those of X. Negative values for these random
variables are actually gains. But with stability in mind, excessive gains are just
as unattractive for the decision maker, for instance for tax reasons. Hence X will
be more attractive than Y only if both the top parts (X — d)4 and the bottom
parts {(d — X)) have a lower mean value than for Y. This leads to the following
definition:

Definition 10.6.1 (Convex order)
If both the following conditions hold for every d € (—o0, 00):

E[(X —d)+] <E[(Y —d)+] and

E(d - X)+] < E[d—Y)4), (1039

then the random variable X is less than Y in convex order, written X <., Y. V

Note that adding d to the first set of inequalities and letting d — —oo leads to
E[X] < E[Y]. Subtracting d in the second set of inequalities and letting d — o0,
on the other hand, produces E[X] > E[Y]. Hence E[X] = E[Y] must hold
for two random variables to be convex ordered. Also note that the first set of
inequalities combined with equal means implies the second set of (10.38), since
E[(X—d)+]-E[(d-X)4+] = E[X]—d. So two random variables with equal means
and ordered stop-loss premiums are convex ordered, while random variables with
unequal means are never convex ordered.
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Stop-loss order is the same as having ordered expected values E[f(X)] for all
non-decreasing convex functions f(-), see Theorem 10.3.8. Hence it represents
the common preferences of all risk averse decision makers. On the other hand,
convex order is the same as ordered expectations for all convex functions. This is
of course where the name convex order derives from. In a utility theory context,
it represents the common preferences of all risk averse decision makers between
random variables with equal mean. One way to prove that convex order implies
ordered expectations of convex functions is to use the fact that any convex function
can be obtained as the uniform limit of a sequence of piecewise linear functions,
each of them expressible as a linear combination of functions (z—t)4 and (t—x) 4.
This is the proof that one usually finds in the literature. A simpler proof, involving
partial integrations, is given below.

Theorem 10.6.2 (Convex order means ordered convex expectations)
If X <. Y and f(-) is convex, then E[f(X)] < E[f(Y)].
If E[f(X)] < E[f(Y)] for every convex function f(-), then X <. Y.

Proof. To prove the second assertion, consider the convex functions f(z) = z,
f(z) = —z and f(z) = (= — d)4 for arbitrary d. The first two functions lead to
E[X] = E[Y], the last one gives E[(X — d)+] < E[(Y — d)4].

To prove the first assertion, consider g(z) = f(z)— f(a) — (x —a)f'(a), where
a is some point where the function f is differentiable. Since E[X] = E[Y], the
inequality E[f(X)] < E[f(Y)], assuming these expectations exist, is equivalent
to E[g(X)] < E[g(Y)]. Write F(z) = Pr[X < z]and F(x) = 1 — F(z). Since
g{a) = ¢'(a) = 0, the integrated terms below vanish, so by four partial integrations
we get

Elo(x)] = [

—00

a

g(a)dP(s) - | " g(z) dF ()

= /a g (z)F(z)dz + /00 ¢ (z) F(z)dz (10.39)

—00 a
a [0}
= [ Ble-24dd@)+ [ EX - 0)4ldd (@),
—00 a
from which the result immediately follows because since f(-) is convex, sois g(-),
and therefore dg’(z) > 0 for all z. \Y%

The stop-loss transforms E[(X — d)] of two random variables with equal mean
1 have common asymptotes. One is the z-axis, the other the line y = p — x.
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d—

Fig. 10.6 Two stop-loss transforms wx (d) = E[(X — d)+] and my (d) when X <. Y. Note
that the asymptotes are equal.

Generalizing (3.82), it can be shown that % {E[(X — t)4] — (u — t)+}dt =
%Var[X ]. Hence, just as for risks, the integrated difference between the stop-loss
transforms of two arbitrary random variables with the same mean is half the
difference in their variances. See Figure 10.6.

Consider some univariate cumulative distribution function F. It is well-known
that if U ~ uniform(0,1), the random variable F~1(U) is distributed according
to F (probability integral transform). Note that it is irrelevant how we define
y = F~!(u) for arguments u where there is an ambiguity, i.e., where F(y) = u
holds for an interval of y-values. Just as the cdf of a random variable can have only
countably many jumps, it can be shown that there can only be countably many
such horizontal segments. To see this, observe that in the interval [—2",2"] there
are only finitely many intervals with a length over 27" where F(y) is constant,
and let n — oo. Hence, if g(-) and h(-) are two different choices for the inverse
cdf, g(U) and A(U) will be equal with probability one. The customary choice is
to take F~1(u) to be the left-hand endpoint of the interval of y-values (generally
containing one point only) with F(y) = u. Then, F~1(-) is non-decreasing and
continuous from the left.

Now consider any random n-vector (X1, Xs,... ,X,). Define a set in R to
be comonotonic if each two vectors in it are ordered componentwise, i.e., all
components of the larger one are at least the corresponding components of the
other. We will also call a distribution comonotonic if its support is comonotonic.
Also, any random vector having such a distribution is comonotonic. We have:
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Theorem 10.6.3 (Comonotonic joint distribution)
For some U ~ uniform(0,1), define the following random vector:

(Y1,Ya,...,Ya) = (Fx[(U), Fx} (U),... ,Fx}(U)). (10.40)

This vector has the same marginals as (X1, X3, ... ,Xy).
Its support is comonotonic.
Its joint cdf equals the so-called Fréchet/Hoffding upper bound:

PriY1 <y1,...,. Yo <yl = rrllin PriX; <yl (10.41)
=1
Proof. First, we have forall j = 1,2,... ,n:
Pr[Y; < y;] = Pr[F (U) < yj) = Pr[U < Fx,(y))] = Fx,(y;).  (10.42)

Next, the support of (Y3,... ,Yy) isacurve {(y1(u),... ,yn(u))|0 < u < 1} that

increases in all its components. If (y1,... ,yn) and (z1,... ,2,) are two elements
of it with F)}il(u) =1 < & = F)}il(v) for some i, then © < v must hold, and
hence y; < z; forall j = 1,2,... ,n.

Further, we have
PI'[Y1 S Y1y ..o ,Yn S yn] = PY[F)EII(U) S Y1y ’Fii(U) S yn]

=PrlU < Fx,(y1),.-.,U < Fx,(ya)]  (10.43)
I Pr[X;y < mil;

o

which proves the final assertion of the theorem. A%

The set S that is the support of (Y7, ... ,Y;) consists of a series of connected closed
curves, see Figures 10.7 and 10.8, possibly containing just one point. Together they
form a comonotonic set. The connected closure S of S is a continuous curve which
is also comonotonic. It arises by connecting the endpoints of consecutive curves
by straight lines. Note that this has to be done only countably many times, at
discontinuities of one of the inverse cdf’s in the components. The set S thus
produced is a continuously increasing curve in R™.

Note that by (10.41), the joint cdf of Yi,...,Y,, i.e., the probability that all
components have small values simultaneously, is as large as it can be without
violating the marginal distributions; trivially, the right hand side of this equality
is an upper bound for any joint cdf with the prescribed marginals. Also note that
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comonotonicity entails that no Y is in any way a hedge for another component Y.
In view of the remarks made in the introduction of this chapter, it is not surprising
that the following theorem holds.

Theorem 10.6.4 (Comonotonic random vector has convex largest sum)
The random vector (Y1, Y5, ... ,Y,) in Theorem 10.6.3 has the following property:

i+Yo+- 4V, 2 X1+ X0+ + X, (10.44)

Proof. 1t suffices to prove that the stop-loss premiums are ordered, since it is
obvious that the means of these two random variables are equal. The following
holds forall zy,... ,z, whendy +---+d, = d:

(x1+z24+- +2,—d)+
={(z1—d1)+(z2—d2) +- + (zn —dn)}+
<{mr—di)s +(m2—do)+ + -+ (2o —dn)4 }+
= (21— di)+ + (22 —d2)+ + - + (Tn — dn)+.

(10.45)

Assume that d is such that 0 < Pr[Y1+---+Y, < d] < 1holds; if not, the stop-loss
premiums of Y;+-:-+Y, and X;+-- -+ X, can be seen to be equal. The connected
curve S containing the support S of the comonotonic random vector (Y1,... ,Yy)
points upwards in all coordinates, so it is obvious that S has exactly one point of
intersection with the hyperplane {(zj,... ,zn)|z1 + --- + 2, = d}. From now
on, let (dy,...,d,) denote this point of intersection. In specific examples, it is
easy to determine this point, but for now, we only need the fact that such a point
exists. For all points (y1,... ,¥s) in the support S of (Y7,...,Y,), we have the
following equality:

Wi+y2+ 4 yn—d)s

(10.46)

=(y1 —di)s +(y2 —do)+ + -+ (Yn — dn)+
This is because for this particular choice of (dy,... ,dy), by the comonotonicity,
whenever y; > dj for any j, we also have yx > di for all k; when all y; <
d;, obviously the left hand side is 0 as well. Now replacing constants by the
corresponding random variables in the two relations above and taking expectations,
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Fig. 10.7 Comonotonic cdf with (X, Y, Z) as in Example 10.6.5, and the marginal comonotonic
cdf of (X, Y'). The dotted lines serve to make the comonotonic support connected.

we get

E(Y1+ Yo+ + Yy —d)4]
=E[(Y1 — di)+] +E[(Y2 — d2)+] + - - - + E[(Yn — dn)+]

(10.47)
= E[(X1 —d1)4] + E[(X2 —d2)4] + - + E[(Xn — dn)+]
2E[(X1+Xo+ -+ Xn—d)4],

since X and Yj have the same marginal distribution for all j. \Y%

Example 10.6.5 (A three-dimensional continuous random vector)
Let X ~ uniform on the set (0, %) U (1,%), Y ~ Beta(2,2), Z ~ N(0,1). The
support of the comonotonic distribution is the set

{(Fx*(w), Fy Y (w), F7 1 ()]0 < w < 1}. (10.48)

See Figure 10.7. Actually, not all of the support is depicted. The part left out
corresponds to u ¢ ($(—2), P(2)) and extends along the asymptotes, the vertical
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lines (0,0, 2) and (%, 1, 2). The thick continuous line is the support S, while the
dotted line is the straight line needed to make S into the connected curve S. Note
that Fx(z) has a horizontal segment between x = % and z = 1. The projection
of S along the z-axis can also be seen to constitute an increasing curve, as do
projections along the other axes. \Y

Example 10.6.6 (A two-dimensional discrete example)
For a discrete example, take X ~ uniform{0, 1, 2, 3} and Y ~ binomial(3, %) It
is easy to verify that

(0,0) for0 < u < =,

O | -

(Fx'(w), Fy ' ()

-

1
= (0,1)for§<u<

2
= (1,1)for§<u<

= (2,2 for§<u<

0| 00| SO0 = 00| O

= (3,2) for—g—<u<

—

= (3,3)f0rg <u<l
At the boundaries of the intervals for u, one may take the limit from either the left
or the right. The points (1,1) and (2,2) have probability ;11-, the other points of the
support S of the comonotonic distribution have probability é—. The curve S arises
by simply connecting these points consecutively with straight lines, the dotted
lines in Figure 10.8. The straight line connecting (1, 1) and (2, 2) is not along one
of the axes. This happens because at level w = %, both Fx(y) and Fy(y) have
horizontal segments. Note that any non-decreasing curve connecting (1, 1) and
(2,2) would have led to a feasible S. v

Example 10.6.7 (Mortality risks of husband and wife)
Letn = 2,X ~ Bernoulli{(g,),and Y such that %Y ~ Bernoulli(qy). This describes
the situation of life insurances on two lives, one male of age x and with amount at
risk 1, and one female of age y with amount at risk 2. Assume the mortality risks
to be dependent random variables, and write z = Pr[X = 1,Y = 2]. Then we
can represent the joint distribution of (X, Y) as follows:
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X

Fig. 10.8 Comonotonic support of (X,Y) as in Example 10.6.6; the dots represent the points
with positive probability, the dotted lines connect the support.

X =0 X =1 Total
Y=0 1-g-q+2 gz—2z 1-—g
Y =2 Qy — 2 z Qy
Total 1— gy Gz 1

For each convex function f(-), the following is increasing in z:
E[f(X +Y)] = f0)(1 = gz — qy) + f(1)g= + f(2)gy
+[f(0) = f(1) = f(2) + F(3)]=.

Hence, one gets the maximal X + Y in convex order by taking the z as large as
possible, so z = min{gz, gy}. Assume that g; < gy holds, then we get:

(10.49)

X=0 X=1 Total

Y=0 1-gq, 0 1—gqy
Y=2 q-q Gz qy

Total 1—gq. G 1
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The joint distribution can only be comonotonic if one or both of the events X =
I,Y=0and X = 0, Y = 2 have probability zero. In the comonotonic distribution
for g < gy, if X = 1 occurs, necessarily event ¥ = 2 occurs as well. If g; > gy,
the situation is reversed. So the comonotonic joint mortality pattern is such that
if the person with the smaller mortality probability dies, so does the other. For
gz = gy, We have ¥ = 2X with probability one. \Y%

Example 10.6.8 (Cash-flow in a random interest term structure)

Assume that we have to make payments 1 at the end of each year for the coming n
years. The interest is not fixed, but it varies randomly. We assume that the discount
factor for a payment to be made at time k is equal to

X = em M+ 4Ye) (10.50)

where the yearly interests Y; are assumed to obey some multinormal distribution,
for instance a geometric Brownian motion. Hence Xj ~ lognormal, and the
total present value of all payments is the sum of dependent lognormal random
variables. It is not easy to handle such random variables analytically. Since e™ is
a convex function, each E[X}] is maximized by taking Y7,... , Y comonotonic.
As a consequence, the total expected payment Y , E[X;] is also maximized if
the random variables Y7,...,Y, are taken comonotonic, ie., Y; = F;i 1(U )
t=1,2,... ,nfor some U ~ uniform(0,1). If the random variables Y; all happen
to have the same distribution, it is equivalent to simply let Y7 + --- + Yy = k ¥7.
The random variable } ; Xj; is in this case the sum of a finite geometric series. V

Sometimes the dependency structure is known, but it is so cumbersome that we
cannot fruitfully use it. In the example below we give stochastic bounds for
X1+ -+ 4+ X, for the special case that a random variable Z exists such that
the cdf of Z is known and the same holds for all the conditional distributions
of X, given Z = z. A structure variable such as one encounters in credibility
contexts is a good example. In view of Corollary 10.3.13, a convex lower bound
for X1+ -+ X, isthen E[X] + - - - + X,,| Z]. A better convex upper bound than
the comonotonic one arises by replacing, for each z, the conditional distribution
of Xi,...,Xy, given Z = 2z, by the comonotonic joint distribution, and again
taking the weighted average of the resulting distributions. As opposed to the lower
bound, the improved upper bound can be shown to have the prescribed marginals,
hence it is lower than the comonotonic upper bound which uses only the marginal
distributions. See Exercise 10.6.12.
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Example 10.6.9 (Stochastic bounds when a structure variable exists)

We illustrate this technique of conditioning on the value of a structure random
variable by an example. The multinormal distribution is very useful in this context,
because the conditional and marginal distributions are known. Let n = 2, and take
Y1, Y3 to be independent N(0,1) random variables. Look at the sum S = X3 + X5
where X; = e ~ lognormal(0,1), and X, = eNnt¥z lognormal(0,2). For
Z, we take a linear combination of Y7,Y5, in this case Z = Y) + Y5. For the
lower bound as described above, denoted by Sj, note that E[X3|Z] = €, while
iii+Yo=2~ N(%z, %), and hence

E[eY) + Vs = 2] = m(1; %z, %), (10.51)

1 2,42 . . .
where m(t; i, 0%) = #1277 isthe N (i, 0%) moment generating function. This
leads to

E[e"|Z] = e2%*1. (10.52)
So the lower bound is
Sy = E[X1 + X»|Z] = 2%+ + 2. (10.53)

The comonotonic upper bound, Sy, say, has (X1, X3) ~ (e%, e‘/iw) for some
W ~ N(0,1). The improved upper bound, denoted by S.,, has as its second term
again eZ. The first term equals 32 +%\/§W, with Z and W mutually independent,
Z ~ N(0,2) and W ~ N(0,I). All terms occurring in these bounds are lognormal
random variables, so the variances of the bounds are easy to compute. Note that to
compare variances is meaningful when comparing stop-loss premiums of convex
ordered random variables. This is because half the variance difference between
two convex ordered random variables equals the integrated difference of their
stop-loss premiums, see, e.g., Figure 10.6. This implies that if X <. Y and in
addition Var[X] = Var[Y], then X and Y must necessary be equal in distribution.
Moreover, the ratio of the variances for random variables with the same mean is
roughly equal to the ratio of the stop-loss premiums, minus their minimal possible
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value. We have, as the reader may verify,

(E[S])? =e! + 23 + e?,
E[S?] = e? +2e% + et

, . (10.54)
E[S?] = E[S2] = € + 2¢2 + €,
E[S%] =e? + 2e3TVZ 4 ¢t
Hence,
Var[E[S]] = 0,
Var[S)] = 64.374,
(10.55)

Var[S] = Var[S,] = 67.281,
Var[S,] = 79.785.

So a stochastic lower bound S; for S, much better than just E[S], is obtained by
conditioning on Y7 4 Y3, and the improved upper bound S; has in fact the same
distribution as S. In general, for pairs of random variables, the distributions of S;
and S coincide when one conditions on one of the variables. See Exercise 10.6.22.

For the lower bound, recall that Var[S] = E[Var[SIZ]] + Var[E[SIZ]]. The vari-
ance of Sy is just the second term. To maximize the second term is to minimize the
first, so we look for a Z which resembles S as closely as possible. Approximating
e¥ and V112 by 1+Y7 and 14 Y7 4+ Y5 respectively, we see that § = 24+2Y7 + Y5,
hence taking 2Y; + Y5 instead of ¥; + Y5 as our conditioning random variable
might lead to a better lower bound. It is left as Exercise 10.6.11 to check whether
this is indeed the case. v

Example 10.6.10 (More related joint db’s; PQD)

We have seen that two random variables are maximally related if their joint distri-
bution is comonotonic, hence if their joint cdf is as large as possible. This inspires
us to advance a partial order between pairs of random variables having the same
marginals. Assume that all random variables X, X’, X+ and XY below have the
same marginal cdf F, and all corresponding random variables Y have marginal
cdf G. We call (X, Y) more related than (X',Y") if the probability Fx y(z,y)
that X and Y are both small is larger than this probability for X’ and Y, for all
rand y. If X+ and Y'* are independent, and (XY, YY) has a comonotonic joint
distribution, then obviously the pair (XY, YY) is more related than (XL, Y4
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In fact it is more related than any other pair, hence, ‘most related’, or maximally
dependent. Any pair which is more related than (X<, Y1) will be called PQD,
for positive quadrant dependent. Hence X and Y are PQD if

Pr[X <z,Y <y] > Pr[X < z|Pr[Y < y] for all z and y. (10.56)

There is also ajoint distribution with the right marginals that is ‘least related’, or
‘most antithetic’. It follows from the following lower bound for the joint cdf, also
studied by Fréchet/Hoffding:

Pr[X <z,Y <y] > max{0, F(z) + G(y) — 1}. (10.57)

This inequality follows directly from Bonferroni’s inequality, see Exercise 10.6.8.
A pair with this cdfis (X,Y) = (F~Y(U),G~(1 — U)); here Y is small when
X is large and vice versa. In fact, in this case X and — Y are most related; X and
Y are not comonotonic, but countermonotonic.

To compare pairs of random variables as regards degree of relatedness, one
might of course simply compare their values of association measures such as the
customary correlation coefficient 7(X,Y) = (E[XY] — E[X]E[Y])/ox0oy, also
known as the Pearson product-moment correlation, or the Spearman rank corre-
lation defined as p(X,Y) = r(F(X),G(Y)). This procedure has the advantage
of leading to a total order, but it has some drawbacks as well, see e.g. Exercise
10.6.19. An important property of the concept of being ‘more related’ is that the
sum of the more related pair is larger in convex order. This can be inferred from
combining the equality E[(X +Y —d)4+] = E[(d— X - Y)4]+ E[X]+E[Y] -
with the following one, derived by reversing the order of integration (Fubini):

El(d—X —Y), // /dtdey / // dF s, )

z+y<d t=y t=—o0 y<t, z<d-t

= /t=_oo F(t,d - t)dt.

See the exercises for some more characteristics of the PQD property. In particular,
as one would expect, the pair (X, X) is PQD, as well as (X, X + Z) and (X +
Y, X + Z) when X, Y and Z are independent. The concept can also be generalized
to dimension 7 > 2. \Y

(10.58)
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Example 10.6.11 (Copulas)

Consider continuous two-dimensional random vectors (X, Y) with joint distribu-
tion F(z,y). The marginals are assumed given, and again written as F(z,00) =
F(z)and F(oo,y) = G(y). Copulas provide a means to construct random vectors
with a wide range of possible joint distributions. A copula is a function C(u, v)
that maps the marginals to the joint distribution, hence F(z,y) = C(F(z), G(y)).
We will illustrate the concept by three special cases, see also the previous example:

C1(u,v) = min{u, v};
Ca(u,v) = uv, O<u<l, O0<v<l (10.59)
Cs3(u,v) = max{0,u + v — 1}.

As one sees, C(u,v) is the Fréchet/Hoffding upper bound for any copula function,
and it produces the most related (comonotonic) pair in the sense of the previous
example. On the other hand, C3(u,v) is a lower bound; it produces the most
antithetic pair. The other copula function Cy(u,v) simply represents the case that
X and Y are independent. By considering the special case that F'(x) = x and
G(y) =y on (0,1), one sees that C(u,v) must itself be a two-dimensional cdf. It
has uniform(0,1) marginals, and hence C(u,1) = w and C(1,v) = v.

Assume for the moment that (U, V) is a random vector with joint cdf generated
by some copula function C(u,v), and that the marginals are both uniform(0,1).
Then if C = Cy,wehave U = V,if C =C3,wehave U =1—-V,and if C = Cs,
U and V are independent. Mixtures of copulas are again a copula. We will show
how by taking a convex combination of the three copulas used above, we can get
a random vector with uniform marginals that has any correlation between —1 and
+ 1. Indeed if for py, p2,p3 = 0 with p; + p2 + p3 = 1, we have

C(u,v) = p1Ci(u,v) + p2Ca(u,v) + p3Cs(u, v), (10.60)

then the random vector (U, V) has the distribution of
(U, LU+ LUY + I;(1 - U)) , (10.61)

where I;, i = 1,2, 3 are dependent Bernoulli(p;) random variables with I3 + I3 +
I3 =1,and U L. uniform(0,l), independent of U. To determine the correlation
r(U, V), note that
1 1 1
E[UV] = mEU?] + paB[U U*) + pBIU (L = V)] = zpr + gp2 + 5o,
(10.62)
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leading to
_ E[UV] - E[UJE[V] _

y/ Var[U]y/Var[V]

Hence r(U,V) = 1if p; = 1 (the comonotonic upper bound), (U, V) = -1 if
p3 = 1 (the countermonotonic lower bound), and r(U, V) = 0 holds if p; = p;.
Independence holds only if p; = p3 = 0.

It is easy to simulate arandom drawing from ajoint cdf if this cdf is generated by
a copula. First generate outcome u of U ~ uniform(0,1), simply taking a computer
generated random number. Then, draw an outcome v for V from the conditional
cdf of V, given U = w. This is a trivial matter in the three cases considered above;
in general, this cdf equals 3—0(%’—”). Next, to produce an outcome of (X, Y), one
simply takes z = F'~!(u) andy = G~1(v). Note that the above calculation (10.63)
does not produce the ordinary Pearson product-moment correlation r(X,Y), but
rather the Spearman rank correlation p(X,Y) = r(F(X), G(Y)).

Copulas exist that are flexible enough to produce many realistic joint distrib-
utions, allowing us to simulate drawings from more and less dangerous sums of
random variables. v

r(U,V)

P1L — P3- (10.63)

10.7 EXERCISES

Section10.2

1. Let fx(-) and fy(-) be two continuous densities (or two discrete densities) that cross exactly
once, in the sense that for a certain ¢, we have fx (z) > fyr(z) ifz < ¢, and fx(z) < fy(z)
ifz > c¢. Show that X < Y. Why do the densities fx (-) and fy () cross at least once?

2. Show that if X ~ gamma(e,3) and ¥ ~ gamma(e, #') with 8 > G’, then X <, Y. The
same if Y ~ gamma (o’, 8) witha < o,

3. Prove that the binomial(n, p} distributions increase in p with respect to stochastic order, by
constructing a pair (X, Y) just as in Example 10.2.2 with X ~ binomial(n,p1) and ¥ ~
binomial {(n, p2) for p1 < p2, with additionally Pr[X <Y} =1.

4. Prove the assertion in the previous exercise with the help of Exercise 10.2.1.

5. As Exercise 10.2.3, but now for the case that X ~ binomial(ni,p) and Y ~ binomial(nz, p)
for n1 < n2. Then, give the proof with the help of Exercise 10.2.1.

6. If N ~ binomial(2, 0.5) and M ~binomial (3, p), show that (1 — p)*> < 1 is necessary and
sufficient for N <5y M.

7. For two risks X and Y having marginal distributions Pr[X = j] = ;i—,j = 0,1,2,3 and
PrlY = j] = 1,5 = 0,4, Pr[Y = 2] = 1, construct a simultaneous distribution with the
property that Pr[X < Y] = 1.
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Prove that <, is functionally invariant, in the sense that for every non-decreasing function f,
we have X <, Y implies f(X) <st f(Y). Apply this property especially to the excess of loss
part f(z) = (z — d)+ of a claim z, and to proportional (re-)insurance f(x) = az for some
a >0

Section 10.3

L.

10.

11.

12.

Prove that M <sp N if M ~ binomial(n,p) and N ~ binomial(n + 1, ;2% ). Show that in

the limit for n — oo, the Poisson stop-loss premium is found for any retention d.
If N ~ binomial(2, 0.5) and M ~ binomial(3, p), show that p > % is necessary and sufficient
for N <g1 M.

Show that if X ~ Y, then %(X +Y) <sr X.Is it necessary that X and Y are independent?

Let X and Y be two risks with the same mean and with the same support {a,b,c} with
0 < a < b < c. Show that either X <sr Y, or Y <gr X must hold. Also give an example
of two random variables, with the same mean and both with support {0,1, 2, 3}, that are not
stop-loss ordered.

Compare the cdf F of a risk with another cdf G with the same mean and with F'(z) = G(z) on
{—o0,a) and [b, 00), but G(x) is constant on [a, b). Note that G results from F by dispersion
of the probability mass on {a, b) to the endpoints of this interval. Show that F' <gy, G holds.
Sketch the stop-loss transforms with F and G.

As the previous exercise, but now for the case that the probability mass of F on (a, b) has been
concentrated on an appropriate d, i.e., such that G(z) is constant both on [a, d) and [d, b). Also
consider that case that all mass on the closed interval [a, ] is concentrated.

Consider the following differential of cdf F:

%dw for0<z<land2<2<3
dF(z) =14 & forz € {1, 2}
0 otherwise

Show that this cdf is indirectly more dangerous than the uniform(0, 3) cdf.

Let Ay, A2, By and Bz be independent Bernoulli random variables with parameters py, pz, q1
and g2.If p1 +p2 = q1 + g2, whenis Ay + Az <gz By + By,whenis A1 + Ay >sr B1+ Ba,
and when does neither of these stochastic inequalities hold?

Show that a negative binomial random variable N is stop-loss larger than any Poisson random
variable M having E[{M] < E[N]. The same for M ~ binomial.

Suppose it is known that for every value of the risk aversion ¢, the exponential premium for the
risk X is less than for Y. Which order relation holds between X and Y?

Show that the stop-loss transforms m:{d) in (10.5) correspond to cdf’s F; that increase in
dangerousness.

Complete the proof of Theorem 10.3.7 by proving that the random variable Y satisfies the
requirements, using sketches of the stop-loss transform and the cdf.
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Let X <sr Z and E[X] < E[Z]. Consider the function 7(-) thathas w(t) = E{(X — t)4] for
t <0,7(t) = E[(Z ~t)4] fort > ¢, and m(t) = A(t) for 0 £ ¢ < c. Here ¢ and A(-) are
chosen in such a way that A(0) = p and A(t) is the tangent line to E[(Z — t)+] at t = ¢. Show
that ﬂ'() is convex, and hence the stop-loss transform of a certain risk Y. Sketch the cdf’s of X,
Y and Z. Show that X <sr Y <sr Z, as well as E[X] = E[Y] andY <4 Z. [In this way,
Y is another separator between X and Z in a sense analogous to Theorem 10.3.7.]

Show that if X <. Y and E[X*] = E[Y*] for k = 1,2,... ,n — 1, then E[X"] < E[Y™].
[This means especially that if X <. Y and E[X] = E[Y], then Var[X] < Var[Y]. The moments
of X and Y are called lexicographically ordered.]

For risks X and Y and for a certain d > 0 we have Pr{Y > d] > 0 while Pr[X > d] = 0. Can
X <stY,X <t Yor X <Y hold?

. Let X ~ uniform(0,1), V = %X, and W = min{X, d} for a certain d > 0. Sketch the cdf’s

of V, W and X. Investigate for which d we have V' <gr W and for which we have W <gp V.

Prove Theorem 10.3.8 for the case E[X] = E[Y] by using partial integrations. Use the fact that
the stop-loss transform is an antiderivative of Fx (z) — 1, and consider again v(z) = —u{-z).
To make things easier, look at E[v(X) — v(0) — Xv'(0)] and assume that v(-) is differentiable
at 0.

The following risks X1, ..., X5 are given.
I. X1 ~ binomial(10, 3);
2. X ~ binomial(15, %);
3. X3 ~ Poisson(5);
4. X4 ~ negative binomial(2, 2);
5. Xs ~ 151, where I ~ Bernoulli(3).

Do any two decision makers with increasing utility function agree about preferring X; to
X2? For each pair (2,7) with ¢,5 = 1,2, 3,4, determine if X; <sz X; holds. Determine if
X; <s1 X5 orits reverse holds, j = 2,3. Does X3 <¢ X5?

. Consider the following class of risks Xp = pY + (1 — p)Z, with Y and Z independent

exponential(1) random variables, and p a number in (0, %) Note that Xo ~ exponential (1),
while Xo.5 ~ gamma(2,2). Are the risks in this class stochastically ordered? Show that decision
makers with an exponential utility function prefer losing X, to X if and only if p > ¢. Prove
that X172 <sr Xp <si Xo.

The cdf’s G(-) and V'(-) are given by

G(z) = i {F*%z) + F'(z) + F*(z) + F*(z)}
V(z) = goF"°(@) + 1 F*' () + 2F"* ()

Here F is the cdf of an arbitrary risk, and F*™ denotes the nth convolution power of cdf F. For
n = 0, F*® is the cdf of the constant 0. Determine Qo0,q1,92 2 0 with go + g1 + g2 = 1 such
that V' <sr G and moreover V and G have equal mean.

Compare two compound Poisson random variables Sy and Sz in the three stochastic orders <.,
<st, and <sr, if the parameters of S1 and S; are given by
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. Ay =5m(x)=z forx =1,2,3,4,5;
2. X2 =4,p1(z) = 7 forx =2,3,4,5.
22. Investigate the order relations <e, <y, and <sp, for risks X and Y with Y = CX, where C
and X are independent and Pr[C = 0.5] = Pr[C = 15] = 05.

23. Let N ~ binomial(2, ) and M ~ Poisson ()). For which Ado N >s M, N < M and
N <gr M hold?

24. In the proof of Theorem 10.3.5, sketch the functions 7:(d) for the case that ¥ ~ uniform(0, 3)
and Z integer-valued with 7z(0) = 2 and mz(k) = my(k) for k = 1,2,3. Describe the
transitions 7y (d) — ma(d) — - -+ — 7z(d) in terms of dispersion.

PN T

25. Let A; ~ Bernoulli(p;), 5 = 1,2,...,n be independent random variables, and let p =
& 22; pj. Show that 35, A; <sr binomial(n, p).
[This exercise proves the following statement: Among all sums of n independent Bernoulli
random variables with equal mean total g, the binomial(n, £) is the stop-loss largest. Note that
in this case by replacing all probabilities of success by their average, thus eliminating variation
from the underlying model, we get a more spread result.]

26. Let Pr(X = i) = %, i = 0,1,...,5, and Y ~ binomial(5,p). For whichp do X <. Y,
Y <ot X, X <st Yand Y <51 X hold?

Section 10.4

1. Consider the family of distributions F'(-;p, i), defined as F'(z;p, ) = 1 — pe~*/* for some
p € (0,1) and p > 0. Investigate for which parameter values p and p the cdf F(-;p, p) is
stochastically or stop-loss larger or smaller than F'(-; po, it0), and when it is neither stop-loss
larger, nor stop-loss smaller.

2. Investigate the order relations <sr and <s; in the class of binomial(n, p) distributions, n =
0,1,...,0<p< 1.

3. Show that exponential order is preserved under compounding: if X <. Y and M <. N, then
Xi+Xe+- -+ X<+ Yo+ -+ YN

4. What can be said about two individual claim amount random variables X and Y if for two
risk processes with the same claim number process and the same premium c¢ per unit of time,
and individual claims such as X and Y respectively, it proves that for each ¢, the adjustment
coefficient with the second ruin process is at most the one with the first?

5. Let S have a compound Poisson distribution with individual claim sizes ~ X, and let ¢1, {2 and
« be such that E[(S — ¢1)4+] = AE[(X - t2)+] = aEl[S]. For an arbitrary d > 0, compare
E[(min{S, t:} - d)+], E[(S = SN (Xs — t2)4 — )] and B[((1 - @) — d)].

6. If two risks have the same mean y and variance o?, but the skewness of the first risk is larger,
what can be said about the stop-loss premiums?

7. Compare the risks S and T in Exercise 3.7.6 as regards exponential, stochastic and stop-loss
order.

8. In Example 10.4.3, show that, in areas where the separation argument does not lead to the
conclusion that one is stop-loss larger than the other, the stop-loss premiums are sometimes
larger, sometimes smaller.
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Prove that indeed Yn+1 <sL X, in Remark 10.4.10.

10. Show that the random variables X and Y at the end of Example 10.4.2 are exponentially ordered,

but not stop-loss ordered.

Section 10.5

1.

Let 0 < d < b hold. Risk X hasPr[X € {0,d,b}] =1, risk ¥ hasPrf0 <Y < b] = 1. If the
means and variances of X and Y are equal, show that E[(X — d)4+] < E[(Y — d)+].

Show that X <s1 Y <sr, Z holds in Example 10.5.7. Use the fact that a unimodal continuous
density with mode 0 is the same as a concave cdf on [0, 0o). Consider the case that ¥ is not
continuous separately.

Compute the minimal and the maximal stop-loss premium at retention d = 0.5 and d = 3 for
risks with u = 02 = 1 and a support contained in [0, 4].

Give expressions for the minimal and the maximal possible values of the stop-loss premium in
case of mean j, variance o2 and a support contained in [0, 8], cf. Figure 10.5. In this figure,
sketch the stop-loss transform of the feasible risk which has the minimal stop-loss premium at
retention d = 2.

Which two-point risk with mean g, variance 2 and support contained in [0, b] has the largest
skewness? Which one has the smallest?

Show that the solutions of the previous exercise also have the extremal skewnesses in the class
of arbitrary risks with mean w, variance o and support contained in [0, 8].

Let T = Y1+ -+ Yy with N ~ Poisson(A), Pr[0 < Y < b] =1 and E[Y] = p. Show
that uN <51 T <sr bM,if M ~ Poisson (/\,u/b). What are the means and variances of these
three random variables?

Verify the assertions in the middle paragraph of Example 10.5.5.

Section 10.6

1.

Prove that the first set of inequalities of (10.38) together with equal means implies the second
set, by using E[(X — d)+] — E[(d — X)4+] = E[X] — d.

Show that equality (3.82) can be generalized from risks to arbitrary random variables X with
mean g, leading to [ {B{(X — t)+] — (1 — t)+ }dt = §Var[X].

The function f(z) = (d — )4 is convex decreasing. Give an example with X <gr Y but not
E[(d - X)+] <E[(d-Y)4].

Consider n married couples with one-year life insurances, all having probability of death 1%
for her and 2% for him. The amounts insured are unity for both sexes. Assume that the mortality
between different couples is independent. Determine the distribution of the individual model
for the total claims, as well as for the collective model approximating this, a) assuming that the
mortality risks are also independent within each couple, and b) that they follow a comonotonic
distribution. Compare the stop-loss premiums for the collective model in case of a retention of
at least 0.03n.
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10.

11.

12.

17.

In Example 10.6.7, sketch the stop-loss transform of X1 + X3 for various values of z. In this
way, show that X3 + X3 increases with x in stop-loss order.

Show that X <,; Y holds if and only if their comonotonic joint density has the property
h(z,y) =0 forx > y.

Describe a comonotonic joint density for the case of a 2-dimensional random vector (X, Y)
withvalues z; < 2 < -+ < zn and y1 < y2 < -- - < ym for the components.

Prove Bonferroni’s inequality: Pr[A N B] > Pr[A] + Pr[B] — 1. Use it to derive the lower
bound (10.57). Check that the right hand side of (10.57) has the right marginal distributions.
Prove that (F~(U), G~ (1 — U)) has this lower bound as its cdf.

Let X and X be the length of two random persons. Suppose that these lengths are iid random
variables with Pr{X; = 160, 170, 180] = 41, %, i. What is the distribution of the comonotonic
upper bound S,,? Determine the distribution of the lower bound if we take as a conditioning
variable Z = the gender of person 1, of which we know it is independent of the length of person
2, while Pr[Z = 0] = Pr(Z = 1] = 1 as well as Pr[X; = 160,170|Z = 0] = Pr[X, =
170,180|1Z = 1] = % What is the distribution of the improved upper bond S;,? Compare the
variances of the various convex upper and lower bounds derived.

Let X and Y be independent N(0,I) random variables, and let S = X + Y. Assume Z =
X + aY for some real a. What is the conditional distribution of X, given Z = z? Determine
the distribution of the convex lower bound E[S|Z]. Also determine the distribution of the
comonotonic upper bound and the improved convex upper bound. Compare the variances of
these bounds for various values of a. Consider especially the cases S=Z,S 1 Z,S = X and
SxVY,ie,la] — co.

In Example 10.6.9, compute the variance of the lower bound in case we take aY; + Y2 instead
of Y1 + Y2 as the conditioning random variable. [#] For which g is this variance maximal?

In case the event Z = z occurs, the improved upper bound of Example 10.6.9 can be written as
F;:]Z:z(U) +- -4 F;:'ZZZ(U). Write the terms of this sum as g: (U, z), then g; (U, Z) is the
unconditional contribution of component  to the improved upper bound S,, = ¥, g:(U, Z).
In general, these random variables will not be comonotonic. Show that ¢;(U, Z) has the same

marginal distribution as X;. Conclude that the improved upper bound is indeed an improvement
over the comonotonic upper bound.

. If (X, Y) are PQD, what can be said of Pr[X < z|Y < y]?
. Show that the random pairs (X, X), (X, X + Z) and (X + ¥, X + Z) are all PQD if X, ¥

and Z are independent random variables.

. Let the joint cdf of X and Y be F(z,y) = C(F(z),G(y)), where F(z) = F(z,00) and

G(y) = F(o0,y) are the marginal cdf’s, and where C(-,-) is defined by C'(u,v) = uv[l +
a1l — u)(1 — v)]. Which values of & are permitted? What is the Spearman rank correlation of
X and Y?

. For (X, Y) continuous with cdf F(z,y), prove that there exists a two-dimensional cdf C(-,-)

with uniform(0,1) marginals (copula function) such that F(z,y) = C(F(z),G(y)), where
again F(z) and G(y) denote the marginal cdf’s. [This result is known as Sklar’s theorem.]

Next to the customary correlation and Spearman’s p, there is another association measure which
is useful in mathematical statistics. It is called Kendall’s . For (X, Y) continuous, it is defined
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as the following quantity: 7(X,Y) = 2 x Pr[(X — X")}(Y = Y’} > 0] — 1, where (X', Y”) is
independent of (X, Y) and has the same joint cdf. Prove that both Spearman’s p and Kendall’s
T can be computed from the copula function, see the previous exercise.

For continuous random variables, compute p and = for the comonotonic random variables. Prove
that p = 1or 7 = 1 imply comonotonicity.

. Determine the correlation 7(X,Y), as a function of o, if X ~ lognormal(0,1) and Y ~

lognormal(0, ¢?), and r(log X,log Y') = 1. Verify that it equals 1 for & = 1, and tends to zero
for ¢ — o0. Also compute p and 7.

Prove that if random variables X and Y are comonotonic, then Cov[.X,Y] > 0. Can X and Y
be at the same time comonotonic and independent?

Let (X, Y) ~ bivariate normal, and let (X, Y ) be comonotonic with the same marginals.
Show that the cdf’s of X + Y and X© 4 Y° cross only once, and determine where.

Prove that for a pair of random variables (X, ¥), the distributions of S, = F " fZ(U )+ F;llz(U )
and § = X + Y coincide when one conditions on Z = X.



Hints for the exercises

CHAPTER 1

Section 1.2

1. Take zo = E[X]. If v(z) = z?, we get Var[X] > 0.

2. Consider especially the rv’s X with Pr[X = a £ ¢] = 0.5.

3. Use the previous exercise.

4. Examine the inequalities E[u(X)] > E[u(Y)] and E[u(X)] > u(w). X is preferred over w for
w < 625.

5. Apply Jensen’s inequality to (1.11).

6. P* =20, P* ~ 19.98.

7. W = 1615.

8. Taking w = 0, u(0) = 0 and u(1) = 1 gives u(2) > 2, u(4) = 2u(2) and u(8) < 2u(4).
There are & with »”(z) > 0 and with " (x) < 0.

Section 1.3

4. Use limqajo l°g(mx(°’));]°g(mx o dl°g(g;"(°‘)) o Or use a Taylor series argument.

5. See Table A at the end for the mgf of X.

273
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— ©° » N

Px =412.5 < Py; o > 0.008.
Logarithmic.
o > 0.5. Dimension of « is (unit of money)'l.

Normal

. Logarithmic utility. Use I’Hopital.

Section 1.4

L.

Linear on (—oo,2] with 7(0) = 2.5, 7(2) = 0.5; m(z) = 1 — (4 — 2)?/8 on [2,4], and
m(z) = 0 on [4, 00). In your sketch it should be visible that #’(2 + 0) # #'(2 — 0).

2. (1.37) gives fs(d) = 2(1 —d) on (0, 1), 0 elsewhere.

3. Use partial integration.

4. Use that when the variance is fixed, stop-loss is optimal; next apply the previous exercise.
5. Use (1.38).

6. E[XI(X)]=E[(X - d)4+] + dE[I(X)].

CHAPTER 2

Section 2.2

1
2
3
4.
5.
6
7
8
9

a) E[X] = 1/2; Var[X] = 9/4; b) E[X] = 1/2; Var[X] = 37/12.

E[Y] = 7/4, Var[Y] = 77/48.

Pt = 5.996. Not quite perfectly.

E[X] = 60; mx (t) = 0.9¢° + 0.02¢*°%% 4 [1°°° 0.00008¢**dz = - -

Condition on / = 1 and I = 0.

IX + (I - DY for I ~ Bernoulli(0.5), X =2 and Y ~ uniform(2, 4), independent.
¢=1/3,dG(1) = dG(2) = 1/2,dH(z) = dz/20n (0,1) U (2,3).

E[T] = E[Z], E[T?] # E[Z?).

N(0,¢® + (1 ~ ¢)?) and N(0, 1).

Section 2.3

1
2.
3.
4

Cf. Table 2.1.

Total number of multiplications is quadratic: 6n% — 15n + 12, n > 3.

Write (2.29) as ¢(s; 1 + 2,05 + 03) x [ ¢(x; p3, 03 )dz.

For the second part, use induction, the convolution formula, and the relation (}) + (,”,) =
(*F1) for all n and k.
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Section 2.4

—_—

R N A ol

13.
14.
15.

16.
. Show that g()?)(l) =E[X(X —1)---(X — n+1)], and argue that the raw moments can be

fs(s) = 2(e™* — e %), ms(t) = 1L-t — -ZZTt

ka = E[(X — m)*] - 30*.

See Tables A and B at the end of the book for the mgf’s.

K3 =0, kg = —0.1.

Use (2.48) and Tables A and B.

X is symmetrical around g if X — p ~ g — X. Computer: p = 0.4264056.

(1-249)/+/q(1 — q) (see Table B at the end). If X is symmetrical, then the third central moment
equals 0, therefore ¢ € {0,0.5, 1} must hold. Symmetry holds for all three of these g-values.

. Use (2.49) and the tables at the end of the book.
. The cumulants are the coefficients of ¢/ /5!in the cgf.

. Their pgf’s are polynomials of degree n, that are identical only if all their coefficients are the

same.
Show that X /4 and Y/é have the same pgf.

Where is the mgf defined, where the characteristic function? Sometimes this function can be
extended to all complex numbers, like (1 ~ t)~! for the exponential distribution. E[e®**] =
E[e'”x] implies that the imaginary part of the functions must be equal to zero.

Use Exercise 11. For symmetry, Pr[Z = 0] = Pr[Z = 10] is necessary. Prove that Z is
symmetric whenever this is the case.

5= V2

computed from these so-called factorial moments. See (2.49).

Section 2.5

1.

2.
4.

You should get the following results:

Argument: 3-0 340 35 4-0 4+0

Exact: .080 019 004
NP: 045 023 011
Gamma: 042 021 010
CLS: 023 006 .001

Solve x = s + v(s® — 1)/6 fors. Verify if this inversion is allowed!

Use the rule of I'Hopital to prove that limyjo [/9/42 + 6x/7 + 1 — 3/7] = @. Take X* =
(X — p)/o, then approximate Pr[X* < z] by Pr[Z* < 2], where Z* = (Z — o/8)B/\/a,
and Z ~ gamma(c, 3) with skewness v, therefore o = 1/4%. Then for & — oo, we have
Pr[Z* < 2] — ®(z) because of the CLT.

Using (2.62), we see that the critical value at 1 — € is18 + 6(y + (y* — 1)/9)if ®(y) = 1 —¢.
See further a x2-table.
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6. G(4.5;4,2) ~ 0.983. Using 26-gamma(c, B) ~ x*(2a) and interpolation in a x>-table one
finds 0.978. Exact value: 0.9788.

7. If « is integer, Poisson-probabilities can be used to find gamma-cdf’s.

8. For instance for ¢ = 0.95: table gives 28.9, (2.25) gives 28.59. The NP approximation from
Exercise 5 gives 28.63.

9. Loading = 21.14%.

10. Loading = 21.60%.

11. Forz = —1 we find (3/v — 1)? > 0 under the square-root sign.

12. Using Table A one finds v = 4, 6, 14, co.

13. Let X be a claim of type 1, then Pr[X; = 0] = 1 — q1, Pr[X: = 7] = qup1(4), 7 = 1,3.
E[S1] = 200, Var[S1] = 460, capital is E[S] + 1.645+/ Var[S].

14. E[VU] = T'(a + 0.5)/T{(a)V/B. (a = 0.5)T(a — 0.5) = I'(a + 0.5), al'(a) = T'(a + 1),
therefore T'(a + 0.5) ~ T'(a)v/a — 0.25. E[T?] ~ E[Y?] = (4a + 2)y4a — 1; E[T?] =
16(a® + a) = E[Y*] + 2.

Section 2.6

I 1—®(g(d)) with g(d) = LE=B0100)" ¢ [3 3],

2. Maximize g*(d).

3. 1—$(1.984) = .0235.

CHAPTER 3

Section 3.2

1. For Poisson(A): E[S] = Au1, Var[S] = Az, ms(t) = e*(mx®=1),

2. Use (2.49).

3. Let N’ denote the number of females, then we have N’ = By + - - - + By, if N is the number
of eggs and B; = 1 if from the ith egg, a female hatches. Now use (3.5) to prove that N* ~
Poisson (Ap).

4. Pr[S$=0,1,2,3,4] = e72,0.2¢72,0.42¢72,0.681333e 2, 1.0080667¢ 2.

5. f(4,5,6) = 0.2232,0.1728,0.0864; E[S] = 3.2, Var[S] = 3.04.

6. E[S] = 3.2 (cf. Exercise 5), Var[S] = 5.6.

7. Use mathematical induction. Or: prove that lhs=rhs by inspecting the derivatives as well as one

value, e.g. at x = 0.
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Section 3.3

L.

Examine the mgf’s; fill in p = 1 — A/r in the negative binomial mgf and let r — oo. Use that
limyoo{l = A/r)" =72,

2. In3.3.1 if A is degenerate; in 3.3.2if ¢ | 0.

3. Compare the claim numbers and the claim sizes.

Section 3.4

1. See Example 3.4.3.

2. Ifx1 = w2, the frequency of this claim amount is N1 + N».

3. p(0) = p(1) = p(2)/2 = p(3) = p(4).

4. Show that Pr[N' = n, N — N’ = m] = Pr[N’ = n|Pr[N — N’ = m)| forall n and m. Or:
apply Theorem 3.4.2 with x; = 0 and 2 = 1.

5. Show that Pr[N1 = 1] Pr[N2 = 1] = 0.3968 x 0.3792 # Pr[N; = 1, N, = 1] = 0.144.
(Note that Theorem 3.4.2 was proven for the Poisson-case only.)

6. S=z N1 +x2No+ -+ and So = ONg + 21 N7 + 22Ny + -+« with Nj, Nj ~ -+

Section 3.5

1 f(s) = 1[0.2f(s = 1) + 0.8f(s — 2) + 1.8f(s — 3) + 3.2f(s — 4)]; f(0) =€~

2. Verify s = 0 separately; for s > 0, use (3.15) and induction.

3. Check if every point in the (a,b) plane has been dealt with. Make a sketch.

4. There are 2t multiplications Ahp(h) for h = 1,...,t. Form > t: t(t + 1)/2, for m < ¢:
m(m + 1)/2 + m(t — m). Asymptotically the number of operations increases linearly with ¢
if the maximal claim size is finite, and quadratically otherwise.

5. B[Nl =22,ngn = X5 e+ b/n)gn-1=0a3, 5 (n— 1)gn-1 +a+b, and so on.

6. Interpolate between w(2) and 7(3). d = 2.548. [The stop-loss premiums are linear because the
cdf is constant.]

Use Panjer and interpolation.
Sz ~ Ni 4+ 3N3 with N; ~ Poisson(2) and N3 ~ Poisson(l). Should you interpolate to
determine the cdf?

9. Ap(1) = o, 2Ap(2) = 2¢ and p(1) + p(2) = 1 — p(0).

10. w(2.5) = 1.4014.

11. Subtract (3.34) from E[(S — 0)4].

12. Start with E[(S — (d — 1))3] = E[(S — d)}] = - --. If p(d) is the expression to be computed,

thenp(d — 1) — p(d) = 27(d - 1) - 1 + F(d - 1).
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Section 3.6

1.
2.

CLT: 0.977, gamma: 0.968, NP: 0.968.

a =158 = 0.25, o = —20.NP: F5(67.76) ~ 0.95, and Fs(E[S] + 3,/Var|S]) ~ 0.994
(Note: ®(3) = 0.999).

Section 3.7

L.

If $* is the collective model approximation with A; = — log(1 — g;), prove that A; > g;, hence
E[S"] = 3=, A;b; > E[S]; analogously for the variance.

S: E =2.25V = 3.6875, v = 6.416550% = 0.906. S ~ compound Poisson with A = 1.5,
p(1) = p(2) = 0.5, therefore E = 225, V = 375, v = 6.75¢73 = 0.930. S: o = 4.871,
8 =1.149, 20 = —1.988. S: a = 4.630, § = 1.111 and o = —1.917.

The second. The ratio of the resulting variances is approximately 80%.

Use the fact that the first factor of the terms in the sum decreases with x.

Max[S] = 3000, Max[T] = 4000; E[S] = E[T] = 30; Var[S] = 49.5, Var[T] = 49.55; the
claim number distribution is binomial(2000, 0.01) for both; S ~ weighted sum of binomial

random variables, T ~ compound binomial. If B; ~ Poisson, then § = 7' ~ compound
Poisson.

Compound Poisson(10 Pr[.X > f]), with claims ~ uniform(0, 2000 — 3). Or: compound
Poisson(10) with claims ~ (X — 3)+.

Pl: zin1gi(1 — q1) + - -+, P2: larger. ‘The’ collective model: equal. The ‘open’ collective
model: different.

Replacing the claims on a contract of type 1 by a compound Poisson(1) number of such
claims leads to a random variable ~ Ny + 3N3 with Ny ~ Poisson(g1p1(k)), & = 1,3. So
T ~ M + 2M, + 3M3 with M; ~ Poisson(25), M2 ~ Poisson(20), M3 ~ Poisson(5).
Panjer: f(s) = 23, hAp(h) f(s — h) = [25f(s — 1) + 40f(s — 2) + 15f(s — 3)]. Apply
NP or gamma.

10. Binomial {n, ¢), Poisson (ng), Poisson (~n log(1 — g)), no.

Section 3.8

1.
2.

Additionally usethat E[Y?] = miog v (j), where the mgf’s can be found in Table A.

BX ~ gamma(a,1) if X ~ gamma(w, 5); X/xo ~ Pareto(e,1) if X ~ Pareto(e, zo);
e "X ~ Lognormal (0, 0?) if X ~ Lognormal(g, o%); BX ~ IG(a, 1) if X ~ IG(a, 3).

A vital step is that p{z) > p(0)e ™% forall x > 0.

Pr[Z —z>y|Z >z] = 1—-q(2)e™¥ — (1 — q(2))e PV if g(z) = F‘fﬁm.

q(+) is monotonous with g(0) = ¢, g(oc) = 1.

The median of the lognormal distribution is . Mode: f'(z) = 0 holds for z = eht.
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Section 3.9

1. 1000 x 0.004; 1000 x .0070 (NP) or 1000 x .0068 (Translated gamma).

2. Subtract from E[(S — 0)+] = E[S].

3. Work with (X — p)/o rather than with X. E[(X — p)4] = 0¢(0) = - -

4. To compute E[(S — (S — d)+)?], approximate E[(S — d)?]just as in (3.29).

5. Xxgd'™*/(a - 1).

6. Write X = e¥,s0Y ~ N(u,0?), and determine E[(e¥ — d)+].

7. w(d) is convex.

8. Determine the left and right hand derivatives of E[(N — d)4] at d = 1 from difference ratios.

9.

Pr[N = 1] = 0.2408.

Use the fact that U is symmetric.

10. Use Exercises 3.2.1 and 3.9.9.

Section 3.10

1.

Use partial integration and fow(u ~ t)4dt = 0.54%. The function (1 — t)+ consists of two
tangent lines to the stop-loss transform.

4. Use and prove that (z — t)+ + (y — d)+ > (x + y — (t + d))+, and apply induction. Further,
use the given rule of thumb to show that the premiums are about equal.

5. Var[T)/Var[S] = 1.081; E[(T — d)+]/E[(S — d)+] = 1.022,1.176,1.221 ford = 0.5, 1, 1.5.
Notethatd =05~ u+o/6,d=1=pu+o,d= 15~ u+ 20.

6. Take f(z) = E[(U — z)4+] — E[(W — 2)4] and § = 1; we have f(z) = 0,z < 0.

CHAPTER 4

Section 4.2

1.

f(t—s)dt
1-F(t—s)"

2. pa(t +dt) = pa(t) + pr(®)dt = (1 — Adt)pn(t) + Adt pn-1(t). Both sides denote the

probability of n + 1 claims in (0,¢ + dt).

Section 4.3

1. See further the remarks after (4.11).

2. Use (4.10).

3. mx(t) <oofort<3,andR = 1.

4. 6 =203

5. ¢=logms(R)/R with R = |loge]|/u.
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9.

Using e.g. ‘goal seek’ in Excel, one finds R = 0.316.
R =1;0=152>0.4 (oruse dR/df > 0).

Solve 6 and R from 1 + (14 ) R = mx(R) = (1 — R)"2for 0 < R < 1; this produces
R=[3+40 - v9+80)/[4(1 + 6)]. No: R < 1 must hold.

my (r) is finite for » < 0 and r < /2, respectively, and infinite otherwise.

: dR d
10. Consider . Then use 35 > 0.

Section 4.4

L.

Compare the surpluses for 8 < 0 and @ = 0, using the same sizes and times of occurrence of
claims.

2. See (4.23): (1+6)~! = 0.5, therefore § = 1,60/{(1+ 0)p1} = 1 gives p1 = 0.5, hence X ~
exponential(3) with 8 = 2; X is arbitrary. Or: claims ~ IX with I ~ Bernoulli(g).

3. Because of Corollary 4.4.2 we have R = 1; no; (a + fe™*) "%,

4. 1—1(0) > Pr [no claim before ¢/c & no ruin starting from €] > 0. Or: ¥(e) < 1, therefore
R > 0, therefore ¥(0) < 1by (4.17).

5. R = 6 is ruled out since mx (6) = oo; R = 0 is also not feasible. Then, look at 1/(0) and the
previous exercise, and at 1 (u) for large u.

6. R=05c=2.

Section 4.5

L U(T) = —1; g(u) = e~ B+D ywith R = log(p/q).

2. Processes with adjustment coefficient R apparently are only profitable (as regards expected
utility) for decision makers that are not too risk averse.

3. It is conceivable that ruin occurs in the continuous model, but not in the discrete model; the
reverse isimpossible; Pr(T < T = 1 implies that ¥(u) < (u) for all w.

4. Use (4.23). P(u) < e B¥ = e=R¥ with R = 1. But a better bound is 9 (w) < ¥(w).

Section 4.6

L. Rp = {0 —at}/{(1 — a)(1+ 60— a(l +&))}; relative safety loading after reinsurance:
{6 — a}/{1 - o} amustsatisfy 0 < a@ < 1 and & < 9/£.

2. Safety loading after reinsurance: {# — ée™?}/{1 ~ e™#}.

3. R={5-8a}/{2(1 — a)?} is maximal for & = 0.25.

4. R=(1-2a)/{{1 -a)(3-4a)},500 < a < 0.5.

Section 4.7

I L; ~ uniform(0, b); L1 ~ exponential with the same parameter as the claims.
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2. L = 0 means that one never gets below the initial level.

3. (0) =--- aswell as- -, and hence - - -

Section 4.8

. y=1+4+86.

3. R=2,6=-1+1/(05+a).0>0=---.Usethat ¥(u) decreases if 1'(0) < 0.

4. Ylu) = %e—zu + e

5. e~?*; 1~ Bernoulli (3).

6. w(u) = %e—O.Su _ ’11—56_0"81‘.

7. p(u) = Ze ™ — e

8. One gets a non-increasing step function, see (4.28). A density like this is the one of a mixture

of uniform(0, ) distributions; it is unimodal with mode 0.
10. p(x) = 2(e™® — e %*); take care when R = 2.5.
1L e=ci+ca, A=A+ A =9,p(z) = §p1(z) + Ep2(x) = -, and so on.

Section 4.9

1. 8 =E[LI/{E[L?] - (1 + 6)E[L])}; o = (1 + 8)BE[L]

CHAPTER 5

Section 5.2

1. Take the derivative of (5.6) and set zero.

2. Portfolio premium = 49.17; optimal u = 104.21; optimal R = 0.0287; premiums for A and B
are 5.72 and 1.0287 (variance premium) and 5.90 and 1.0299 (exponential premium).

Section 5.3

1. (a1 (b)(c),(d) 1+ e (e) —log(1l — a)/a (h) —loge (i) o0 (j) (1 — h) L.
Show that(a®7'[X;o])’ = aVar[X,], with X, the Esscher transform of X with parameter
a>0.

If N ~ Poisson(A) and X ~ gamma(c, 3), then the premium is 1.1 a /8.
2mx(v) - 1].

21+ 23(1+)

kx (h) = log E[e"X], and so on.

Members of the same family with different parameters result.

© NN kW

Show: derivative of the Esscher premium = variance of the Esscher transform.
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9. AE[Xe"X].
10. Use Exercise 5.3.6 and a Taylor expansion.
11. Use E[e*X] > e*®~9) Pr[X > b —¢].

Section 5.4

3. Such a mixture is additive.
4. X and Y not positively correlated; use |r(X,Y)| < 1.

Section 5.5

2. Cauchy-Schwarz; check this in any text on mathematical statistics.

CHAPTER 6

Section 6.2

1. 45%;760% vs.900%

Section 6.3

1. See the text before (6.8).

2. All rows of P? are (p, pq,¢*).

3. I(co) = (p,q), e(A) = de™*c—a)/[c(1 — e~ ) + ae™?].

4. Use b(A) > (c=b)(1 — e ?*),and ue /(1 — e™¥) = u/(e* — 1) < 1 for u > 0.
e(A) &~ 1 for b < cand A small.

a=03.

€(0.050) = 0.50

s/(1 =t) = p/(1~-p).

o =

CHAPTER 7

Section 7.2

I. The basis for all these covariance relations is that Cov[Z; + Z,Z; + Eju] = 0ifi # j; = a
ifi=jtAu=a+sifi=jt=u

4. a)Minimize Var[{Xj,r4+1 — m — E;} + {m + Z; — 2X; — (1 — 2)X}]. b) 2(X; — X).

5. az+a(l—2%/(Jz); s +a(l - 2){1 + (1 — 2)/(J2) }s a(1 = 2){1 + (1 - 2)/(J=2)}.
X5+ (1 - 2)X/[1 4+ a/(Jzm?)] < (7.9), hence biased downwards.



7.
8.
9.
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Sum of premiums paid is JX.
Use E[(X; — X)?] = (a+ s*/T)(1 - 1/J) and E[(X;; — X;)?] = s*(1 = 1/T).
Set %E[(Y - p)?] =0, or start from E[{(Y — ) + (u—p)}*] = ---

10. Block-diagonal with blocks aJ + s2I, with I the identity matrix and J a matrix of ones.

Section 7.3

L.

Take expectations in Cov[X, YIZ] = E[XYI|Z] - E[XIZ]E[Y|Z].

Section 7.4

L.

The Lagrangian for this constrained minimization problem is 3, afs®/we — 2X(as — 1).
Setting the derivatives with respect to c; equal to zero gives a; fw; = A/s® for all 4.
or: Y, aifwe =3, ({ar ~ we/ws} + we/ws)* fwe = - -

2. See the remarks at the end of this section.

3. Follow the proof of Theorem 7.4.1, starting from the MSB of a linear predictor of m instead of
m+ Ej.

4. Analogous to Theorem 7.2.4; apply Exercise 7.2.9.

9. See Remark 7.4.3.

10.52=8d=11/3=F="--=>m+ =, = 12.14,13.88, 10.98

Section 7.5

1. Write down the likelihood, take the logarithm, differentiate and set zero.

2. Use Bayes’ rule.

3. Use Exercise 7.3.1 to determine Cov[K, K2].

4. Take the derivative of the density and set zero.

5. & =1.6049; 7 = 15.8778; x*> = 0.21.

6. Use that A = E[N|A].

CHAPTER 8

Section 8.2

1.
2.

Wiy Wis i, fhis iy Wikis Py Yipd; pi, ipi(l — pg). Cf. Table E.
Coefficient of variation: s.d./mean = - - - = \/@; skewness = 21/¢.
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Section 8.3

4. Constant coefficient of variation.
6. The same values result for x;y;, but 0.1 times the x2 value.

8. Negative with BS, 0 with marginal totals method.

Section 8.4

1. L and L can be found by filling in p; = fi: and p; = y; in (8.22).
3. Take the sum in (8.11) over both % and j.

Section 8.5

3. For instance: IXCVIHCVICIVCL

4. There are the constant term, 4 extra parameters for age class, 2 for region and 1 for gender.

Section 8.6

1. Start from e'®¥ % = ae;;'ﬂ , and exchange the order of integration and differentiation.
2. See also Example 8.6.3.
L _ 8l dodp On _
5. Use%:Ofory:b’(9)=~~~
6. Fill in §; and 6; in log fy (y; 0, ), see (8.29), and cf. (8.21), (8.23) and (8.26).
7. Derive b(8(u)) from b(6) and ().
8. Compute the densities, or look at the mgf’s.
CHAPTER 9

Section 9.1

1. 24.

Section 9.2

2. The mode of the lognormal(t, o) distribution is e*=7" | see Exercise 3.8.6.

5. See the previous chapter.

Section 9.3

1. Replace the a; in the first model by o y' ™.
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2. 3(t—1) < t(t+1)/2ift > 4.

4. (9.13)implies X11 = 102.3 x 1.00 x 1 x 0.42° = 102.3; (9.14) implies X11 = 101.1.
5. Usethat 372, Ft=01-0""4

CHAPTER 10

Section 10.2

Use Theorem 10.2.3.

Use the previous exercise, or the additivity/multiplicativity properties of gamma random vari-
ables.

Compare Bj; to A;B; for suitable Bernoulli variables.
Verify that Fn (i) > Fam(3) fori = 0,1,2,3. Why is that sufficient for N <g¢ M7

Take Y = X + [ with [ = I(X) = 0if X € {0,2}, and I = 1 otherwise.
Alternatively, fill a table with probabilities Pr|X = 4, Y = j] such that the marginals are correct
and Pr[X =14,Y = j] = 0 fori > 3.

Section 10.3

1.

10.
14.
15.
16.

Look at the ratio of the densities. To avoid convergence problems, write the stop-loss premiums
as finite sums: > 5" = > o° — Eg'l.

Use the previous exercise and Exercise 10.2.3.

Use that (z + y — d)+ < (z — 3d)+ + (y — 2d)+ for all non-negative z, y and d. From this,
it follows that E[(X1 + X2 — d)+] < 2E[(X1 — 0.5d)+] = E[(2X1 — d)+]; independence is
not necessary.

E[(X —a1)+] = E[(Y —a1)+; E[(X —a3)+] = E[(Y —a3)+];s0 E[(X —d)+] and E[(Y ~d) 4]
cannot cross. Or: the cdf’s cross once, the densities twice. For such a counterexample, see, e.g.,
Example 10.4.2.

LetG(z) = p on(a,b) and let F(xo + 0) > p, F(zo — 0) < p. ThenF < G on(~o0,x0),
F > G on (zo,00). Note that unless F = G, F > G everywhere nor F' < G everywhere can
hold, otherwise unequal means result.

If H is the uniform(0, 3) cdf, consider G with G = F on (—00,1.5), G = H on [1.5, c0).
See Exercise 4.

a) Consider the ratio of the densities; b) use a) for Poisson(E[M]).

X <.Y.

Consider a series expansion for my (t) — mx (t).

No, no, no. [Why is it sufficient to prove only the last case?]

Ifd > 0.5 then V <51 W. Ifd < 0.5, we never have V <gr W. If E[W] < E[V], hence
d<1-+/1/2,then W <sp V, since the cdf’s cross once.
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17.
18.

See Theorem 10.6.2.
X1 <sr X2 <sr X3 <sL X4 because of earlier exercises. X2 <sr. X5 by dispersion.
X3 <sr Xsnor X5 <gr, Xa since Var[Xs] > Var{X3] but Pr[Xz > 13] > 0, and the same

for X4. To show that exponential order doesn’t hold, consider es(et_l)/{2/3 + 1/3€%} as
t — oo, or use a similar argument as above.

19. No: E[Xp} = 1.The mgf of Xpis {1—t+t*p(1-p)} .Use (p(Y —=d)+ (1-p)(Z —d))+ <

20.

21.

22.

23.
25.

26.

pY —d}y + (1 — p)(Z — d)+, as well as E[Xp| X1/2] = X1 and Corollary 10.3.13.

G and V are cdf’s of compound distributions with claim size ~ F(-). So determinegq; such that
(g0,91,92) <si (1/4,1/4,1/4,1/4).

By gathering terms, write S2 = 2Nz + -+ + 5Ns and S1 = Ny + 82. Or: S3 ~ Sz if A3 = 5,
ps(z) = 1/5forxz = 0,2,3,4,5. Note: only compare compound Poisson distributions with the
same A.

E[X] = E[Y] rules out stochastic order.

E((Y —d)+] = LEIEX —d) 4] +E[(1X - d)4]} = 2E[(X —2d/3) 4]+ LE[(X —2d)4] >
E[(X — d)+] because of convexity.

A = 0; A suchthat e™ < 1/4 and 1+ )\)e"\ < 3/4,hence---; A= 1

Ifp; < P < pk, replace A; and Ax by B; ~ Bemoulli(p) and Bix ~ Bemoulli(p; + px — D),
and use Exercise 10.3.8. Proceed by induction.

Examine when the densities cross once, when twice. There is stochastic order when p® > % or
(1-p)®> %, stop-loss order when p° > é, hence p > 0.699, and stop-loss order the other

way when p < 0.5. Verify thatfor p € (%, §/1/6), neither X <sr ¥ nor Y <sr X holds.

Section 104

1.

G e

9.

10.

The cdf is monotonous in p as well as p. The stop-loss premiums are pue'd/ #_In case of equal
means pu, there is stop-loss monotony in 4.

Use earlier results found on order between binomial random variables.
mau(logmx (t)) < mar(logmy (t)) < my(logmy(t)), £ > 0.
X <.Y.

One recognizes the stop-loss premiums at d of the retained claims after reinsurance of type
stop-loss, excess of loss and proportional, all with equal expected value.

The reasoning that larger skewness implies fatter tails implies larger stop-loss premiums breaks
down because of (3.82).

First show that S <sp T if instead of 1000 policies, there is only one policy in class i = 1, 2.

Compare the means, i.e., the stop-loss premiums at d = 0, and also the stop-loss premiums for
large d.

See the final sentence of this section.

mx(t) — my(t) =---
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Section 10.5

L. IE[(X —d)+] > E[(Y — d)4], thenE[(X —t)+] > E[(Y —t)4] forallt because of the form
of the stop-loss transform of X. This is impossible in view of (3.82).

3. 1f (10.36) applies, it is the maximum, otherwise it is the best of {0, 0} and {b,b}.

5. {b,b} resp. {0,0}. Express the third raw moment in t = (d — p) /0.

6. Consider E[(X — d)(X — d)*]for d =0 andd = b.

7. Use concentration and dispersion. Variances: AE*[Y], XE[Y'?], AbE[Y].

Section 10.6

3. X ~ Bernoulli(0.5), Y =1.

4. By the Rule of thumb 3.10.1, the ratio of the stop-loss premiums is about 5 : 3.

6. For point {x,y) with £ > y to be in the support of the comonotonic joint cdf H(z,y) =
min{Fx(z), Fy(y)}, we must have H(z,y) > H(y,y). This is impossible because of
Fx(y) 2 Fy(y).

7. In atable of probabilities, every row and every column has only one positive entry. The positive
entries follow a diagonal pattern.

10. The conditional distribution of X, given Z = z is again normal, with as parameters
E[X|Z = 2] = E[X] + pZ% (2 — E[Z]) and Var[X|Z = z] = 0% (1 — p°) for p = r(X, 2).

12. Pr[g:i(U, 2) < 2] = [Pr[Fg) ,_,(U) <aldFz(z) = ---.

13.PrX <zlY <y]=Pr[X <z,Y <y]/Pr[Y <y] > -+, henceeses

14. Use Pr[X < z1, X < z3] 2 Pr(X < 1] Pr[X < 2], and condition on Y = y and Z = 2.

15. Prove that C(1,1) = 1 and ¢(u,v) > 0if|ce| < 1, and that the marginal cdf’s are uniform(0,1).
To determine the Spearman rank correlation of X and ¥, compute ff uv c(u,v) dudv to show
that this correlation is ct/12.

16. Pr[X < z,Y < y] = Pr[Fx(X) < Fx(z), Fy (Y) < Fy(y)].

1. Pr(X = X)W Y -Y') >0 =2 [Pr{X <z,Y <y|X' ==z,Y" = y|dF(z,y).

18. Both p = land 7 = 1.

19. 7(X,Y) = {e” - 1}/+/(e?® — 1)(e — 1). Since & — oo implies r(X, Y) | 0, there exist
perfectly dependent random variables with correlation arbitrarily close to zero. But p =7 =1
for any value of &, hence Kendall’s and Spearman’s association measures are more well-behaved
than Pearson’s.

20. Consider the convex function f(x) = 2 What does it mean that Pr(X < z]Pr[Y < 3] =
min{Pr[X < z],Pr[Y < y|} for all z,y?

21. Determine the distributions of X + Y and X+ Y©.

22. Conditionally on X = z, the first term of S; equals z with probability one, the second has the

conditional distribution of ¥, given X = x.



Notes and references

CHAPTER 1

Basic material in the actuarial field on utility theory and insurance goes back to
the work of Borch (1968, 1974). The origin of the utility concept dates back to
Von Neumann and Morgenstern (1944). The Allais paradox is described in Allais
(1953). Results on the stability of an insurance portfolio, see also Chapter 5, can
be found in Biihlmann (1970). Recently an alternative ordering of risks concept
based on Yaari’s (1987) dual theory of risk has made its entrance in the actuarial
literature. References are Wang & Young (1998) and Denuit et al. (1999). Both
utility theory and Yaari’s dual theory can be used to construct risk measures that
are important in the framework of solvency, both in finance and in insurance, see
e.g. Wason et al. (2001).

CHAPTER 2

A good reference for the individual model is Gerber (1979), as well as Bowers
et al. (1986, 1997). Since the seminal article of Panjer (1981), many recursion
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relations for calculating the distribution of the individual model were given, based
on the known recursion relations or involving manipulating power series, see e.g.
Sundt & Jewell (1981). We refer to De Pril (1986) and Dhaene and De Pril (1994)
for an overview of different methods.

CHAPTER 3

The chapter on collective models draws upon the textbook Bowers ef al. (1986,
1997) already mentioned. An early reference is Beard et al. (1977, 1984), which
contains a lot of material about the NP approximation. Other books covering this
topic are Seal (1969), Biithlmann (1970), Gerber (1979), Goovaerts et al. (1990),
Heilmann (1988) and Sundt (1991), as well as the recent work by Rolski et al.
(1998). While collective risk models assume independence of the claim severities, a
new trend is to study the sum of dependent risks, see e.g. Dhaene et al. (2001a,b). A
text on statistical aspects of loss distributions is Hogg and Klugman (1984). Some
references propagating the actuarial use of the inverse Gaussian distributions are
Ter Berg (1980a, 1980b, 1994).

CHAPTER 4

Ruin theory started with Cramér (1930, 1955) as well as Lundberg (1940). An
interesting approach based on martingales can be found in Gerber (1979). The
ruin probability as a stability criterion is described in Bithlmann (1970). The book
by Beekman (1964) gives an early connection of Poisson processes and Wiener
processes and is definitely worth reading in the context of financial insurance
modelling. A recent book is Embrechts et al. (1997). Many papers have been
published concerning the numerical calculation of ruin probabilities, starting with
Goovaerts and De Vijlder (1984). The derivation of the algorithm (4.49) to compute
ruin probabilities for discrete distributions can be found in Gerber (1989).

CHAPTER 5

The section connecting premium principles to the discrete ruin model is based on
Biihlmann (1985); the section about insurance risk reduction by pooling is based
on Gerber (1979). In the 1970’s premium principles were a hot topic in actuarial
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research. The basics were introduced in Biihlmann (1970). See also Gerber (1979,
1983) and Goovaerts et al. (1984). The results in that period were mainly derived
in the classical risk models with independent claims. Several sets of desirable
properties for premium principles were derived, resulting in different outcomes.
It emerged that general properties could not be applied to all insurance situations.
While for independent risks the economic principle of subadditivity is desirable, it
is clear that in some cases, superadditivity is desirable. Two unrelated earthquake
risks may be insured for the total of the individual premiums, or somewhat less,
but if they are related, the premium should be higher than that from an insurance
point of view. Premium principles provide absolute quantities in some way, namely
the price one has to pay for transferring the risk. Risk measures as they appear
in finance, on the other hand, are relative, and serve only to rank risks. The
desirable properties of premium principles are also used in deriving appropriate
risk measures in finance, but quite often, the dependence structure is overlooked.
Some recent results about premium principles can be found in Wang (1996). For
a characterization of Wang’s class of premium principles, see e.g. Goovaerts &
Dhaene (1998).

CHAPTER 6

Pioneering work in the theoretical and practical aspects of bonus-malus systems
can be found in Bichsel (1964), as well as in Loimaranta (1972). Lemaire (1985)
gives a comprehensive description of the insurance aspects of bonus-malus sys-
tems. A paper trying to introduce penalization based both on claim intensity and
claim severity is Frangos & Vrontos (2001). The study that led to the Dutch bonus-
malus system described in this chapter was described fully in De Wit ef al. (1982).
Bonus-malus systems with non-symmetric loss functions are considered in Denuit
& Dhaene (2001).

CHAPTER 7

The general idea of credibility theory can be traced back to the papers by Mow-
bray (1914) and Whitney (1918). A sound theoretical foundation was given by
Biihlmann (1967, 1969). There are several approaches possible for introducing the
ideas of credibility theory. The original idea was to introduce a risk parameter ©,
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considered to be a random variable characterizing some hidden risk quality, and
using a least squares error criterion. A more mathematical approach applies pro-
jections in Hilbert spaces, as in De Vijlder (1996). Of course these approaches are
equivalent descriptions of the same phenomena. The educational approach taken
in the text is based on the variance components model such as often encountered
in econometrics. The advantage of this approach, apart of course from its sim-
plicity and elegance, consists in the explicit relationship with ANOVA, in case of
normality. A textbook on variance components models is Searle ef al. (1992). We
have limited ourselves to the basic credibility models of Biihlmann, because with
these, all the relevant ideas of credibility theory can be illustrated, including the
types of heterogeneity as well as the parameter estimation. For a more complete
treatment of credibility, the reader is referred to Dannenburg et al. (1996), which
was the basis for our Chapter 7, or to the Ph.D. thesis of Dannenburg (1996). The
interpretation of a bonus-malus system by means of credibility theory was initiated
by Norberg (1976); for the negative binomial model, we refer to Lemaire (1985).

CHAPTER 8

The paper by Nelder and Wedderburn (1972) introduces the generalized linear
models. It gives a unified description of a broad class of statistical models, all with
a stochastic regressand of exponential family type, of which the mean is related
to a linear form in the regressors by some rather arbitrary link function. The
textbook McCullagh and Nelder (1989) contains some applications in insurance
rate making. Much more readable introductions in GLM application are provided
by the manuals of, e.g., SAS and GLIM, see Francis et al. (1993). The heuristic
methods we gave are treated more fully in Van Eeghen et al. (1983). Alting von
Geusau (1989) attempts to fit a combined additive/multiplicative model to health
insurance data.

CHAPTER 9

The first statistical approach to the IBNR problem goes back to Verbeek (1972).
Another early reference is De Vijlder and Goovaerts (1979), in which the three
dimensions of the problem are introduced. An encyclopedic treatment of the var-
ious methods is given in Taylor (1986). The relation with generalized additive
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and multiplicative linear models is explored in Verrall (1996, 2000). The model
behind the chain ladder method is defended in Mack (1993). Doray (1996) gives
UMVUEs of the mean and variance of IBNR claims for a model with lognor-
mal claim figures, explained by row and column factors. While all of the above
mentioned literature is concerned with the statistical approach to the estimation
of the claims run-off, the present research goes in the direction of determining the
economic value of run-off claims, taking into account discounting. The statistical
framework gives the extrapolated claim figures as a cash flow, and the calendar
year becomes definitely of another nature than the development year and the year
of origin because it includes inflation and discounting. A reference dealing with
this different approach is Goovaerts and Redant (1999).

CHAPTER 10

The notion of stop-loss order entered into the actuarial literature through the paper
by Biihlmann et al. (1977). In the statistical literature many results generalizing
stop-loss order are available in the context of convex order. See, e.g., Karlin and
Studden (1966). A standard work for stochastic orders is Shaked & Shanthikumar
(1994). Applications of ordering principles in operations research and reliability
can be found in Stoyan (1983). Recently, the concept of convex order has been
applied in the financial approach to insurance where the insurance risk and the
financial risk are integrated. Object of study are sums of dependent risks. Some
very interesting properties have been found recently and they will be published
in a subsequent book by the same authors. Comonotonic risks play an important
role in these dependency models. A review paper about this topic is Dhaene et al.
(2001).

Chapter 10 has some forerunners. The monograph by Kaas et al. (1994) was
based on the Ph.D. thesis by Van Heerwaarden (1991), see also the corresponding
chapters of Goovaerts et al. (1990).
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+0.00 +0.05 +0.10 +0.15 +0.20
T d(x)  w(x) P(x) m(x) d(x) m(x) d(x) m(x) P(x) m(zx)
0.00 0500 03989 0520 03744 0540 03509 0560 03284 0579 03069
025 0599 02863 0618 02668 0637 02481 0655 02304 0674 02137
050 0691 01978 0709 0.1828 0726 0.1687 0.742 0.1554 0.758 0.1429
075 0773 01312 0788 0.1202 0802 01100 0816 0.1004 0829 0.0916
1.00  0.841 0.0833 0.853 00757 0.864 00686 0875 00621 0885 0.0561
1.25 0.894 0.0506 0903 00455 0911 00409 0919 00367 0926 0.0328
1.50 0933  0.0293 0939 0.0261 0945 00232 0951 00206 0955 0.0183
1.7 0960 0.0162 0964 0.0143 0968 00126 0971 00111 0974  0.0097
200 0977 0.0085 0980 00074 0982 00065 0984 00056 098 0.0049
225 0988 0.0042 0989 00037 0991 00032 0992 00027 0993 0.0023
250 0994 00020 0995 0.0017 0995 00015 099 00012 0997 0.0011
275 0997 0.0009 0997 0.0008 0998 00006 0998 0.0005 0998 0.0005
300 0999 00004 0999 00003 0999 00003 0999 00002 0999 0.0002
325 0999  0.0002 1.000  0.0001 1.000  0.0001 1.000  0.0001 1.000  0.0001
3.50 1000 00001 1.000 00000 1000 00000 1000 00000 1000 0.0000
Table C Standard normal distribution; cdf ®(z) and stop-loss premiums 7 (x)
> 1.282 1.645 1.960 2326 2576 3090 3291 3.891 4.417
d(x) 0900 0950 0975 0990 0995 0999 09995 0.99995  0.999995
Table D Selected quantiles of the standard normal distribution
Examples of use: $(1.17) = 0.6®(1 + 0.15) + 0.4®(1 + 0.20) = 0.879;
®1(0.1) = —1.282; ®(—z) = 1 — ®(z); n(—z) = z + n(x).
NP approximation: If § has mean g, variance o2 and skewness =, then
S - [9 | 6z 3
Pr[ u<a:}zfl>( —;+—+1——)
8 i8] Y
S —
and Pr[ L Ss—i—l(sz—l)] ~ ®O(s)
o 6
Translated gamma approximation: If G(-; , 8) isthe gammacdf, then
4 2 20
Pr[S < z] = G(z — zo; with a= —;8=—;z0=p— —.
1S < z] (x — zo; 0, B) 58 Al
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Distribution Density, Reparametrizations Cumulant function b(8)
domain p=- = E[Y; 6] = u(6) = b'(0)
Canonical link 8(u) = Vip) = b"(8(w))
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Table E The main classes of distributions in the GLM exponential dispersion family, parametrized

in the customary way and with p, ¢ and 8, ¢ reparametrizations, and some more properties



Accident proneness, 160
Additive, 113-114, 118, 120, 172, 239
Additive model, 170, 175, 201
Adjustment coefficient, 82, 86-88, 92-94, 106-108,
112-113, 237-238, 268, 280
after reinsurance, 92-93, 95
discrete time, 91-93, 112
equations for, 86
martingale, 88
upper bound, 87, 106
Aliased, 175
Allais paradox, 9, 289
Alting von Geusau, 292
ANOVA, 141, 146, 170-171, 292
Association measure, 263, 270, 287
Biihlmann, 111, 114, 140, 150-151, 153, 289-291,
293
classical model, 143
Biihlmann-Straub, 141, 151, 153, 156-157, 167, 172
Biihlmann-Straub model
homogeneous estimator, 155
Bailey-Simon, 176, 178, 182, 201, 284
Balanced Biihimann model, 141, 143-144, 151,
157-158
inhomogeneous estimator, 146

Index

BAN, 178

Bayes-estimator, 163

Beard, 290

Beekman, 290

Beekman’s convolution formula, 95, 99

Best linear unbiased estimator (BLUE), 166

Bichsel, 291

Binomial theorem, 31

Black-Scholes option pricing formula, 79

Block-diagonal, 283

Bonferroni’s inequality, 263, 270

Bonus-malus, ix—x, xiii, 127-128, 131, 133-137, 160,
164-166, 170, 174,213, 234,291-292

Borch, 289

Bowers, 289-290

Brownian motion (geometric), 260

Canonical (standard) link, 171-172, 190, 196-199,
202

Capital at ruin, 90

distribution, 97

CAPM, 229

Cauchy-Schwarz, 282

Central Limit Theorem (CLT), xii, 3440, 4243, 46,
59-60,76, 225, 275, 278

Chain ladder method, 207208, 211-214, 217, 220
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Chain ladder model, 215, 220
Chain rule, 197
Characteristic function, xii, 20, 32-33, 42, 275
Chebyshev’s inequality, 90
Chi-square, 36, 162, 168, 171, 177, 275-276,
283-284
Claim frequency, 47
Coefficient of variation, 17, 78, 169, 173, 181, 186,
200, 217, 225, 283-284
Coinsurance, 112, 123
Collective experience, 139
Collective model, viii, xi, 20, 45, 60, 62-63, 77-78,
81, 224, 237, 269, 278
open, 62-63, 78, 237, 278
the/canonical, 62, 77-78, 224,237,278
Comonotonic, xiii, 226, 254-258, 260-265, 269-271,
287
Comonotonic joint distribution, 255
Comonotonic random vector, 256
Compound distribution, 46, 54, 118, 235-236, 246,
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