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Preface

Now, the next waves of interest, that are easily seen by everyone
and which are usually used as an example of waves in elementary
courses, are water waves. As we shall soon see, they are the worst
possible example, because they are in no respect like sound and
light; they have all the complications that waves can have.

—The Feynman Lectures on Physics, Vol. 1, Section 51.4 (86)

The aim of the present book is to give a self-contained and up-to-date account
of mathematical results in the linear theory of water waves. The study of dif-
ferent kinds of waves is of importance for various applications. For example,
it is required for predicting the behavior of floating structures (immersed to-
tally or partially) such as ships, submarines, and tension-leg platforms and for
describing flows over bottom topography. Furthermore, the investigation of
wave patterns of ships and other vehicles in forward motion is closely related
to the calculation of the wave-making resistance and other hydrodynamic
characteristics that are used in marine design. Another area of application is
the mathematical modeling of unsteady waves resulting from such phenom-
ena as underwater earthquakes, blasts, and the like.

The history of water wave theory is almost as old as that of partial differen-
tial equations. Their founding fathers are the same: Euler, Lagrange, Cauchy,
Poisson. Further contributions were made by Stokes, Lord Kelvin, Kirchhoff,
and Lamb, who constructed a number of explicit solutions. In the 20th century,
Havelock, Kochin, Sretensky, Stoker, John, and others applied the Fredholm
theory of boundary integral equations to the field of water waves.

There are several general expositions of the classical theory by Crapper
[42], Lamb [179], Lighthill [201], Sretensky [310], Stoker [312], Wehausen
and Laitone [354], and Whitham [359]. Various aspects of the linear theory
of water waves were considered in works of Havelock and Ursell and can be
found in their collected papers (see [111] and [342], respectively). Other works

xi
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are focused on various applied aspects of the theory. In particular, Haskind
[106], Mei [242], Newman [262, 263], and Wehausen [352] consider the
wave–body interaction. Also, there is the very recent monograph by Linton
and McIver [208] on the mathematical methods used in the theory of such
interactions, but it mainly discusses mathematical techniques from the point of
view of their applications in ocean engineering. Problems in the theory of ship
waves and wave resistance are considered by Kostyukov [147], Bhattacharya
[26], Timman, Hermans, and Hsiao [318], and Wehausen [353], but like [208]
these works illuminate those problems in a way more appropriate for applied
research. There are books by Debnath [46] and Ovsyannikov et al. [273]
concerned with nonlinear waves. However, there is no monograph on the
progress achieved in the more mathematical approach to the linear water-
wave theory during the last few decades.

Although the decades after World War II have brought a renewed interest
in both mathematical and applied aspects of the theory, some fundamental
questions still remained open. A number of (at the time) unsolved problems
were listed by Ursell in 1992 [341]. Since then, substantial progress has been
achieved. The new results and methods developed for obtaining them together
with those dating from the 1970s and 1980s form the core of this book. We
give an account of the state of the art in the field providing the reader with mod-
ern tools for further research. It is worth mentioning that these tools are not
only applicable to problems of water waves but also have a much wider range
of usage. Integral identities and energy inequalities for proving uniqueness
theorems, the inverse procedure for constructing non-uniqueness examples,
various versions of the integral equations method for solving boundary value
problems, and asymptotic expansions for both transient and steady-state prob-
lems represent several of the techniques used in the book, and the list can be
continued.

The book is arranged in three parts, each treating one of the main themes,
which are, respectively, as follows: time-harmonic waves, waves caused by
the uniform forward motion of a body on calm water, and unsteady waves.
Also, there is an introductory chapter preceding Part 1 that is concerned
with governing equations obtained on the basis of general dynamics of an
inviscid incompressible fluid (water is the standard example of such a fluid).
Linearized problems are derived there as well.

Part 1 is devoted to waves arising, in particular, in two closely related
phenomena, which are radiation of waves by oscillating immersed bodies
and scattering of incoming progressive waves by an obstacle (a floating body
or variable bottom topography). Mathematically these phenomena give rise
to a boundary value problem that is usually referred to as the water-wave
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problem. The difficulty of this problem stems from several facts. First, it is
essential that the water domain is infinite. Second, there is a spectral parameter
(it is related to the radian frequency of waves) in a boundary condition on a
semi-infinite part of the boundary (referred to as the free surface of water).
Above all, the free surface may consist of more than one component as occurs
for a surface-piercing toroidal body. Thus the questions of solvability and
uniqueness are far from being solved because usual tools applicable to other
problems of mathematical physics fail in this case. The problem of uniqueness
is particularly difficult, and it was placed first in Ursell’s list of unsolved
problems mentioned above. Different cases are possible, and we demonstrate
in Part 1 that, for some geometries of the water domain, the so-called trapped
modes (that is, nontrivial solutions of the homogeneous problem leading to
non-uniqueness in the inhomogeneous problem) do exist for certain values of
the spectral parameter whereas other geometries provide uniqueness for all
frequencies.

Part 1 is divided into five chapters. In Chapter 1, we give an account of
Green’s functions in three and two dimensions. This material is frequently
used in the sequel because, first of all, Green’s function gives a key for proving
the solvability theorem by reducing the water-wave problem to an integral
equation on the wetted surface (contour) of an immersed body, or of a bottom
obstruction (see Chapters 2 and 3). Second, Green’s function is the tool that
is applied in Chapter 4 for the construction of trapped waves, in other words,
for examples of non-uniqueness in the water-wave problem.

Chapter 2 is concerned with those cases in which the free surface coincides
with the whole horizontal plane. The application of the integral equation
technique to the problem of a submerged body is developed in Section 2.1. It
provides the solvability of the water-wave problem for all frequencies except
possibly for a finite number of values. In Sections 2.2 and 2.3, sufficient
conditions on the body shape and bottom profile are established that guarantee
the unique solvability for all frequencies. Moreover, a certain auxiliary integral
identity is derived for proving one of the uniqueness theorems. This identity
finds further applications in Chapters 3 and 5.

In Chapter 3, semisubmerged bodies are allowed in the way that leaves
no bounded components of the free surface. As in Chapter 2, we first apply
the method of integral equations. However, the integral equation based on
the source distribution over the wetted rigid surface gives rise to so-called
irregular frequencies, that is, the frequencies at which the integral equation is
not solvable for an arbitrary right-hand-side term. These values are not related
to the water-wave problem and arise from the fact that a certain boundary value
problem in the domain between the body surface and the free-surface plane



xiv Preface

has these values as eigenvalues. There are different ways that lead to other
integral equations without irregular frequencies. We consider one of them
in detail and give a survey of the others in Section 3.1. In Section 3.2, we
present uniqueness theorems related to geometries under consideration. We
begin with John’s theorem and then consider extensions of John’s method.

Chapter 4 deals with the case in which isolated portions of the free sur-
face are present. This case is distinguished from the situations presented in
Chapters 2 and 3, because examples of trapped waves involving such geome-
tries have been constructed. In Section 4.1, we give two-dimensional examples
as well as axisymmetric ones. They show that the exceptional values of fre-
quency when the water-wave problem is not uniquely solvable do exist, at
least for special geometries obtained by means of the so-called inverse proce-
dure. We begin Section 4.2 with a number of geometric conditions providing
uniqueness in the two-dimensional problem when either two bodies are sym-
metric about a vertical axis or the water domain has no mirror symmetry.
Section 4.2 also deals with the uniqueness in the water-wave problem for a
toroidal body. It occurs that for an axisymmetric toroid (similarly to the case
of two symmetric cylinders), intervals of uniqueness alternate with intervals
of possible non-uniqueness on the frequency half-axis. However, if more re-
strictions are imposed on the geometry, then it is possible to prove that some
intervals of possible non-uniqueness are free of it.

A survey of results obtained in the extensive field of trapped waves periodic
in a horizontal direction is given in Chapter 5. A short Section 5.1 contains a
classification of such trapped waves. Edge waves are treated in Section 5.2.
We present results on trapped modes above submerged cylinders and bottom
protrusions in Section 5.3. Modes trapped by surface-piercing structures are
considered in Section 5.4. The last section, Section 5.5, is concerned with
trapped modes near vertical cylinders in channels.

Part 2 is concerned with waves caused by the uniform forward motion
of a body on calm water, and these waves are usually referred to as ship
waves. They are familiar to everybody because of their typical V pattern.
The first mathematical explanation of this pattern appeared in 1887, when
Lord Kelvin applied for this purpose his method of the stationary phase.
Thus a clear evidence was given that the linear theory explains ship waves
at least qualitatively. The boundary value problem describing ship waves is
known as the Neumann–Kelvin problem, and as in the case of the water-wave
problem the corresponding water domain is infinite, and there is a spectral
parameter (related to the forward velocity) in the boundary condition on the
free surface. The two problems are distinguished in both the free surface
boundary conditions and conditions at infinity. The latter are unsymmetric
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and axially symmetric in the Neumann–Kelvin and water-wave problems,
respectively.

Part 2 consists of three chapters, and as in Part 1 we begin with the three-
and two-dimensional Green’s functions for the Neumann–Kelvin problem
(Chapter 6). It is worth mentioning that in Section 6.2 we give an asymptotic
formula that describes the behavior of waves generated by Kelvin’s source
uniformly in all horizontal directions and with respect to depth.

The next two chapters, Chapters 7 and 8, are mainly concerned with the
simpler two-dimensional Neumann–Kelvin problems for totally submerged
and surface-piercing bodies, respectively. For the former case, necessary
and sufficient conditions of the unique solvability are given for both infinite
(Section 7.1) and finite (Section 7.2) depth of water. It is shown that these
conditions hold for a circular cylinder in deep water, which is the only geom-
etry when the problem is known to be uniquely solvable for all values of the
forward velocity.

In the case of a surface-piercing cylinder, two supplementary conditions
must be imposed and several sets of such conditions are possible. For one
set of supplementary conditions considered in Section 8.1, the analogues
of necessary and sufficient conditions from Chapter 7 are obtained, and they
guarantee the unique solvability of the problem for surface-piercing cylinders.
Other supplementary conditions are treated in Section 8.3, and some of them
lead to the existence of trapped modes having finite energy. Examples of
trapped modes are constructed in Section 8.4. In Section 8.5, we show that
supplementary conditions of the first type guarantee that the unique solvability
theorem holds for supercritical values of the forward velocity (that is, values
exceeding a certain critical number depending on the water depth). Formulae
for the total resistance of surface-piercing cylinders to the forward motion
are derived in Section 8.2 for deep and shallow water, and these formulae
generalize those obtained in Section 7.3 and expressing the wave-making
resistance of totally submerged cylinders.

Section 7.4 deals with the three-dimensional Neumann–Kelvin problem
for a totally submerged body, and it is established that the problem is solvable
for all values of the spectral parameter with a possible exception for a finite
number of values. We note that less is known about the three-dimensional
Neumann–Kelvin problem than is known about the two-dimensional one.
For instance, there is no example of a totally submerged body for which the
problem is uniquely solvable for all values of the forward velocity. One of
the difficulties in this direction arises from the fact that the uniqueness of a
solution having finite energy does not imply the uniqueness of an arbitrary
solution, as the case is in the water-wave problem. Another important unsolved
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question in three dimensions is how to impose a supplementary condition on
the contour, where a surface-piercing body intersects the free surface.

In Part 3, which consists of two chapters, we investigate unsteady wave
motions that develop in time under various disturbances applied either to
the free surface or beneath it. In addition, certain initial conditions must be
given at the time moment t = 0. Such problems arise in oceanography (for
example, when describing generation of tsunamis), as well as in ship research
(in particular, in the theory of wave-making resistance). All unsteady problems
may be divided into two large classes. One of them consists of problems
describing waves on the surface of an unsteady flow, whereas problems in the
second class deal with waves arising from disturbances that are motionless
relative water, and that depend on time only.

We begin Part 3 with results on the uniqueness, existence, and smoothness
of solution. They are presented in Chapter 9 and hold for both classes of
problems mentioned above. It should be noted that these results are obtained
under the essential restriction that the free surface coincides with the whole
horizontal plane, and the rigid boundaries of the water domain are placed at a
finite distance from the free surface. The case of rigid boundaries intersecting
the free surface is still an open question. In the next chapter, Chapter 10, we
are concerned with problems describing waves caused by rapidly stabilizing
and high-frequency disturbances that are motionless relative water. For both
cases we give an asymptotic analysis based on a two-scale expansion for the
velocity potential, and this allows us to describe principal terms in asymptotics
of hydrodynamic characteristics such as the free surface elevation, the force
acting on submerged bodies, the energy of waves, and so on.

In the Bibliography, we tried to list as many works that were published
after 1960 and that treat the mathematical aspects of water waves as we
could. An extensive lists of papers published up to 1960 are given by Stoker
[312] and Wehausen and Laitone [354], and an additional bibliography can
be found in the survey papers published by Newman [263] and Wehausen
[353] during the 1970s. The papers listed in our Bibliography are mostly
described briefly in Bibliographical Notes (almost every chapter has such a
title for its last section), but a few are not. Of course, despite our efforts, there
are omissions in the Bibliography (this is inevitable when one is dealing with
several hundreds of works published over several decades).

To complete the description of the book, we mention that parts are divided
into chapters, which consist of sections that are divided into subsections (and
some subsections are divided into subsubsections). The titles of chapters and
sections are given on the top of even and odd pages respectively. The titles of
sections and subsections are given as bold headlines and numbered by two and
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three numbers, respectively; for example, 4.2 is Section 2 in Chapter 4, and
2.4.2 is Subsection 2 in Section 2.4. The titles of subsubsections are numbered
by four numbers and are not bold. Every chapter has independent numbering
of formulae and figures; for example, (2.36) denotes the 36th formula in
Chapter 2, and Fig. 2.3(a) refers to part (a) of the third figure in Chapter 2.
Most of the references are collected in Bibliographical Notes, but this does
not apply to review chapters and sections.

A substantial part of the book is based on authors’ contributions to the
theory. The presentation of material is mathematically rigorous, despite the
fact that we usually avoid the lemma–theorem style. Instead, we adopt a
more or less informal style, formulating, nevertheless, all proved assertions
in italics.

The prerequisite for reading the book is a course in Mathematical Anal-
ysis, and a familiarity with Bessel functions and the Fourier transform. We
assume also that the reader is aware of the elements of functional analysis
(for example, the Fredholm alternative is widely used in the book).

The book is supposed to be a research monograph in applied mathematics.
Some of its topics might be of interest to mathematicians who specialize in
partial differential equations and spectral operator theory. We also hope it
could be used as a reference book by experts in ocean engineering as well as
an advanced text for applied and engineering mathematics graduate students.
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Introduction: Basic Theory of Surface Waves

Here we give a brief account of physical assumptions (first section) and the
mathematical approximation (second section) used for developing a mathe-
matical model of water waves. The resulting linear boundary value problems
are formulated in the third and fourth sections for the wave–body interaction
and ship waves, respectively.

Mathematical Formulation

Conventions

Water waves (the terms surface waves and gravity waves are also in use) are
created normally by a gravitational force in the presence of a free surface
along which the pressure is constant. There are two ways to describe these
waves mathematically. It is possible to trace the paths of individual particles
(a Lagrangian description), but in this book an alternative form of equations
(usually referred to as Eulerian) is adopted. The motion is determined by
the velocity field in the domain occupied by water at every moment of the
time t .

Water is assumed to occupy a certain domain W bounded by one or more
moving or fixed surfaces that separate water from some other medium. Actu-
ally we consider boundaries of two types: the above-mentioned free surface
separating water from the atmosphere, and rigid surfaces including the bottom
and surfaces of bodies floating in and/or beneath the free surface.

It is convenient to use rectangular coordinates (x1, x2, y) with origin in the
free surface at rest (which usually coincides with the mean free surface), and
with the y axis directed opposite to the acceleration caused by gravity. For
the sake of brevity we will write x instead of (x1, x2). This has the obvious
advantage that two- and three-dimensional problems can be treated simulta-
neously, where it is possible. Two-dimensional problems form an important
class of problems considering water motions that are the same in every plane

1



2 Introduction: Basic Theory of Surface Waves

orthogonal to a certain direction. Subscripts will be used to denote (partial)
derivatives, for example:

ut = ∂u

∂t
, uy = ∂u

∂y
, uxi =

∂u

∂xi
, i = 1, 2.

When this notation is inconvenient, we will apply the following one:

∂t u, ∂yu, ∂xi u, . . . .

As usual, ∇u = (ux1, ux2, uy), and the horizontal component of ∇ will be
denoted by∇x , that is,∇x u = (ux1, ux2, 0).Clearly,∇u = (ux , uy) and∇x u =
(ux , 0) in two-dimensional problems.

In several chapters, in particular in those concerned with the forward mo-
tion of a body, we use (x, z) instead of (x1, x2).

Equations of Motion and Boundary Conditions

In the Eulerian formulation one seeks the velocity vector v, the pressure p,
and the fluid density ρ as functions of (x, y) ∈ W̄ and t ≥ t0, where t0 denotes
a certain initial moment. Assuming the fluid to be inviscid without surface
tension, one obtains the equations of motion from conservation laws (for
details see, for example, books by Lamb [179], Le Méhauté [186], and Stoker
[312]).

The conservation of mass implies the continuity equation

ρt +∇ · (ρv) = 0 in W.

Under the assumption that the fluid is incompressible (which is usual in the
water-wave theory), the last equation becomes

∇ · v = 0 in W. (I.1)

The conservation of momentum in inviscid fluid leads to the so-called
Euler equations. Taking into account the gravity force, one can write these
three (or two) equations in the following vector form:

vt + v · ∇v = −ρ−1∇ p + g. (I.2)

Here g is the vector of the gravity force having zero horizontal components
and the vertical one equal to−g, where g denotes the acceleration caused by
gravity.

An irrotational character of motion is another usual assumption in the
water-wave theory; that is,

∇ × v = 0 in W.
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Note that one can prove that the motion is irrotational if it has this property at
the initial moment (see, for example, books by Lamb [179] and Stoker [312]
for the proof of this assertion known as the Helmholtz theorem). The last
equation guarantees the existence of a velocity potential φ, so that

v = ∇φ in W̄ . (I.3)

This is obvious for simply connected domains; otherwise (for example, when
one considers a two-dimensional problem for a totally immersed body), the
so-called no flow condition, see (I.8) below, should be taken into account.

From (I.1) and (I.3) one obtains the Laplace equation

∇2φ = 0 in W. (I.4)

This greatly facilitates the theory but, in general, solutions of (I.4) do not
manifest wave character. Waves are created by the boundary conditions on
the free surface.

Let y = η(x, t) be the equation of the free surface valid for x ∈ F , where
F is a union of some domains (generally depending on t) in R

n,with n = 1, 2.
The pressure is prescribed to be equal to the constant atmospheric pressure
p0 on y = η(x, t), and the surface tension is neglected. From (I.2) and (I.3)
one immediately obtains Bernoulli’s equation,

φt + |∇φ|2/2 = −ρ−1 p − gy + C in W̄ , (I.5)

where C is a function of t alone. Indeed, applying ∇ to both sides in (I.5) and
using (I.2) and (I.3), one obtains ∇C = 0. Then, by changing φ by a suitable
additive function of t , one can convert C into a constant having, for example,
the value

C = ρ−1 p0. (I.6)

Now (I.5) gives the dynamic boundary condition on the free surface:

gη + φt + |∇φ|2/2 = 0 for y = η(x, t), x ∈ F. (I.7)

Another boundary condition holds on every “physical” surfaceS bounding
the fluid domain W and expresses the kinematic property that there is no
transfer of matter across S. Let s(x, y, t) = 0 be the equation of S; then

ds/dt = v · ∇s + st = 0 on S. (I.8)

Under assumption (I.3) this takes the form of

∂φ

∂n
= − st

|∇s| = vn on S, (I.9)
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where vn denotes the normal velocity of S. Thus the kinematic boundary
condition (I.9) means that the normal velocity of particles is continuous across
a physical boundary.

On the fixed part of S, (I.9) takes the form of

∂φ/∂n = 0. (I.10)

On the free surface, condition (I.8), written as follows,

ηt +∇xφ · ∇xη − φy = 0 for y = η(x, t), x ∈ F, (I.11)

complements the dynamic condition (I.7). Thus, in the present approach, two
nonlinear conditions (I.7) and (I.11) on the unknown boundary are responsible
for waves, which constitutes the main characteristic feature of water–surface
wave theory.

This brief account of governing equations can be summarized as follows.
In the water-wave problem one seeks the velocity potential φ(x, y, t) and

the free surface elevation η(x, t) satisfying (I.4), (I.7), (I.9), and (I.11). The
initial values of φ and η should also be prescribed, as well as the conditions
at infinity (for unbounded W ) to complete the problem, which is known as the
Cauchy–Poisson problem.

Energy and Its Flow

Let W0 be a subdomain of W bounded by a “geometric” surface ∂W0 that
may not be related to physical obstacles and that is permitted to vary in time
independently of moving water unlike “physical” surfaces described below.
Let s0(x, y, t) = 0 be the equation of ∂W0. The total energy contained in W0

consists of kinetic and potential components and is given by

E = ρ

∫
W0

[gy + |∇φ|2/2] dxdy. (I.12)

The first term related to the vertical displacement of a water particle cor-
responds to the potential energy, whereas the second one gives the kinetic
energy that is proportional to the velocity squared. Using (I.5) and (I.6), one
can write this in the form of

E = −ρ
∫

W0

(ρφt + p − p0) dxdy.

Differentiating (I.12) with respect to t we get

dE

dt
= ρ

∫
W0

∇φ · ∇φt dxdy +
∫
∂W0

s0t

|∇s0| (ρφt + p − p0) dS.
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Green’s theorem applied to the first integral here leads to

dE

dt
=

∫
∂W0

[
ρφt

(
∂φ

∂n
− vn

)
− (p − p0)vn

]
dS, (I.13)

where (I.4) is taken into account and vn denotes the normal velocity of ∂W0.
Hence the integrand in (I.13) is the rate of energy flow from W0 through
∂W0 taken per units of time and area. The velocity of energy propagation is
known as the group velocity. However, it does not play any significant role in
considerations presented in this book, and we restrict ourselves to references
to works of Stoker [312] and Wehausen and Laitone [354], where further
details can be found.

If a portion of ∂W0 is a fixed geometric surface, then vn = 0 on this portion;
the rate of energy flow is given by −ρφt (∂φ/∂n).

If a portion of ∂W0 is a “physical” boundary that is not penetrable by water
particles, then (I.9) shows that the integrand in (I.13) is equal to (p0 − p)vn.

Therefore, there is no energy flow through this portion of ∂W0 if either of two
factors vanishes. In particular, this is true for the free surface (p = p0) and
for the bottom (vn = 0).

Linearized Unsteady Problem

Linearization: Its Applicability and Justification

About 50 years ago, John [125] assessed the problem formulated at the end
of the subsection on equations of motion and boundary conditions as follows:

In this generality little can be done either toward a discussion of the motion or toward
an explicit solution of the equations. The difficulties arising from the fact that φ is a
solution of the potential equation determined by non-linear boundary conditions on a
variable boundary are considerable, and have only been overcome in the special cases
of permanent waves treated by Levi-Civita and Struik.

Here works [194, 314] by Levi-Civita and Struik, respectively, are cited (see
also Nekrasov’s work [261]).

Since then a large number of papers has been published and great progress
has been achieved in the mathematical treatment of nonlinear water-wave
problems (we list only a few works: Debnath [46], Kirchgässner [138], Olver
[272] and Ovsyannikov et al. [273], where further references can be found).
However, all rigorous results in this direction are concerned with water waves
in the absence of floating bodies, and the present state of the art for the non-
linear problem for floating bodies is the same as 50 years ago. Of course,
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a substantial body of numerical results treating different aspects of the non-
linear problem has emerged during the past three decades, but this approach
is beyond our scope.

To be in a position to describe water waves in the presence of bodies,
the equations should be approximated by more tractable ones. The usual and
rather reasonable simplification consists of a linearization of the problem un-
der certain assumptions concerning the motion of a floating body. An example
of such assumptions (there are other ones leading to the same conclusions)
suggests that a body’s motion near the equilibrium position is so small that it
produces only waves having a small amplitude and a small wavelength. There
are three characteristic geometric parameters:

1. A typical value of the wave height H .
2. A typical wavelength L .
3. The water depth D.

They give three characteristic quotients: H/L , H/D, and L/D. The relative
importance of these quotients is different in different situations. Nevertheless,
it was found (see, for example, Le Méhauté [186], Sections 15-2 and 15-3)
that if

H

D
� 1 and

H

L

(
L

D

)3
� 1,

then the linearization can be justified by some heuristic considerations. The
last parameter (H/L)(L/D)3 = (H/D)(L/D)2 is usually referred to as
Ursell’s number. Its role in a classification of water waves is presented in
detail by Le Méhauté [186], Section 15-2. Further results treating the problem
of linearization can be found in the paper [22] by Beale, Hou, and Lowengrub.

The linearized theory leads to results that are in a rather good agreement
with experiments and observations. During the 1940s and 1950s, a substantial
work in this direction was carried out by Ursell and his coauthors. Thus
Barber and Ursell [19] discovered a good agreement between predictions of
the linear theory for group velocity and values resulting from observations,
and Ursell [325] demonstrated the same for frequencies. Some experiments
were carried out by Dean, Ursell, and Yu [45] and by Ursell and Yu [343], and
in a certain range of wave steepnesses a very close agreement was obtained
between the measured wave amplitude (up to some corrections inevitable in
an experiment) and theoretical predictions made on the base of the linear
problem.

Furthermore, there is mathematical evidence that the linearized problem
provides an approximation to the nonlinear one. For the Cauchy–Poisson
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problem describing waves in a water layer caused by prescribed initial con-
ditions, the linear approximation is justified rigorously by Nalimov (see the
book by Ovsyannikov et al. [273], Chapter 3). More precisely, under the as-
sumption that the undisturbed water occupies a layer of constant depth, the
following are proved:

1. The nonlinear problem is solvable for sufficiently small values of the
linearization parameter.

2. As this parameter tends to zero, solutions of the nonlinear problem do
converge to the solution of the linearized problem in the norm of some
suitable function space.

Equations for Small Amplitude Waves

A formal perturbation procedure leading to a sequence of linear problems
can be developed as follows. Let us assume that the velocity potential φ and
the free surface elevation η admit expansions with respect to a certain small
parameter ε:

φ(x, y, t) = εφ(1)(x, y, t)+ ε2φ(2)(x, y, t)+ ε3φ(3)(x, y, t)+ · · · , (I.14)

η(x, t) = η(0)(x, t)+ εη(1)(x, t)+ ε2η(2)(x, t)+ · · · , (I.15)

where φ(1), φ(2), . . . , η(0), η(1), . . . , and all their derivatives are bounded.
Consequently, the velocities of water particles are supposed to be small (pro-
portional to ε), and ε = 0 corresponds to water permanently at rest.

Substituting (I.14) into (I.4) gives

∇2φ(k) = 0 in W, k = 1, 2, . . . . (I.16)

Furthermore, η(0) describing the free surface at rest cannot depend on t .
When the expansions for φ and η are substituted into the Bernoulli boundary
condition (I.7) and grouped according to powers of ε, one obtains

η(0) ≡ 0 for x ∈ F.

This and Taylor’s expansion of φ[x, η(x, t), t] in powers of ε yield the fol-
lowing for orders higher than zero:

φ
(1)
t + gη(1) = 0 for y = 0, x ∈ F, (I.17)

φ
(2)
t + gη(2) = −η(1)φ

(1)
t y −
∣∣∇φ(1)

∣∣2/2 for y = 0, x ∈ F, (I.18)

and so on; that is, all these conditions hold on the mean position of the free
surface at rest.
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Similarly, the kinematic condition (I.11) leads to

φ(1)
y − η

(1)
t = 0 for y = 0, x ∈ F, (I.19)

φ(2)
y − η

(2)
t = −η(1)φ(1)

yy + ∇xφ
(1) · ∇xη

(1) for y = 0, x ∈ F, (I.20)

and so on. Eliminating η(1) between (I.17) and (I.19), one finds the classical
first-order linear free-surface condition:

φ
(1)
t t + gφ(1)

y = 0 for y = 0, x ∈ F. (I.21)

In the same way, one obtains from (I.18) and (I.20) the following:

φ
(2)
t t + gφ(2)

y = −φ(1)
t ∇2

xφ
(1) − 1

g2

[
φ

(1)
t φ

(1)
t t t +
∣∣∇xφ

(1)
∣∣2]

t for y = 0, x ∈ F.

Further free-surface conditions can be obtained for terms in (I.14) having
higher orders in ε. All these conditions have the same operator in the left-hand
side, and the right-hand term depends nonlinearly on terms of smaller orders.
It is worth mentioning that all of the high-order problems are formulated in
the same domain W occupied by water at rest. In particular, the free-surface
boundary conditions are imposed at {y = 0, x ∈ F}.

Boundary Condition on an Immersed Rigid Surface

First, we note that the homogeneous Neumann condition (I.10) is linear on
fixed surfaces. Hence, this condition is true for φ(k), k = 1, 2, . . . . The situ-
ation reverses for the inhomogeneous Neumann condition (I.9) on a moving
surface S, which can be subjected, for example, to a prescribed motion or
freely floating. The problem of a body freely floating near its equilibrium
position will not be treated in the book (for linearization of this problem
see John’s paper [125]). We restrict ourselves to the linearization of (I.9) for
S = S(t, ε) undergoing a given small amplitude motion near an equilibrium
position S, that is, when S(t, ε) tends to S as ε → 0.

It is convenient to carry out the linearization locally. Let us consider a
neighborhood of (x (0), y(0)) ∈ S, where the surface is given explicitly in local
Cartesian coordinates (ξ, ζ ), where in the three-dimensional case ξ = (ξ1, ξ2),
having an origin at (x (0), y(0)) and the ζ axis directed into water normally to
S. Let ζ = ζ (0)(ξ ) be the equation of S, and S(t, ε) be given by ζ = ζ (ξ, t, ε),
where

ζ (ξ, t, ε) = ζ (0)(ξ )+ εζ (1)(ξ, t)+ ε2ζ (2)(ξ, t)+ · · · . (I.22)

After substituting (I.14) and s = ζ − ζ (ξ, t, ε) into (I.8), we use (I.3), (I.22),
and Taylor’s expansion in the same way as in the subsection on equations for
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small amplitude waves. This gives the following first-order equation:

φ
(1)
ζ

(
ξ, ζ (0), t

)− ∇ξφ
(1)
(
ξ, ζ (0), t

) · ∇ξ ζ
(0)(ξ ) = ζ

(1)
t (ξ, t),

which implies the linearized boundary condition:

∂φ(1)/∂n = v(1)
n on S, (I.23)

where

v(1)
n = ζ

(1)
t

/[
1+ ∣∣∇ξ ζ

(0)
∣∣2]1/2

is the first-order approximation of the normal velocity of S(t, ε).
The second-order boundary condition on S has the form

∂φ(2)

∂n
= ζ

(2)
t[

1+ ∣∣∇ξ ζ (0)
∣∣2]1/2 − ζ (1) ∂

2φ(1)

∂n2
−
[

1+ ∣∣∇ξ ζ
(1)
∣∣2

1+ ∣∣∇ξ ζ (0)
∣∣2
]1/2

∂φ(1)

∂n(1)
,

where ∂φ(1)/∂n(1) is the derivative in the direction of normal to ζ = ζ (1)(ξ, t)
calculated on S. In addition, further conditions on S of the Neumann type can
be obtained for terms of higher order in ε.

Thus, all φ(k) satisfy the same linear boundary value problem with different
right-hand-side terms in conditions on the free surface at rest and on the
equilibrium surfaces of immersed bodies. These right-hand-side terms depend
on solutions obtained on previous steps. Solving these problems successively,
beginning with problems (I.16), (I.21), and (I.23) complemented by some
initial conditions, one can, generally speaking, find a solution to the nonlinear
problem in the form of (I.14) and (I.15). However, this procedure is not
justified mathematically up to the present time. Therefore, in this book we
restrict ourselves to the first-order approximation, which in its own right gives
rise to an extensive mathematical theory. Investigations in this field are far
from being exhausted.

We conclude this subsection by summarizing the boundary value problem
for the first-order velocity potential φ(1)(x, y, t). It is defined in W occupied
by water at rest with a boundary consisting of the free surface F, the bottom
B, and the wetted surface of immersed bodies S, and it must satisfy

∇2φ(1) = 0 in W, (I.24)

φ
(1)
t t + gφ(1) = 0 for y = 0, x ∈ F, (I.25)

∂φ(1)/∂n = v(1)
n on S, (I.26)

∂φ(1)/∂n = 0 on B, (I.27)

φ(1)(x, 0, 0) = φ0(x) and φ
(1)
t (x, 0, 0) = −gη0(x), (I.28)
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where φ0, v(1)
n , and η0 are given functions, and η0(x) = η(1)(x, 0); see (I.17).

Then

η(1)(x, t) = −g−1φ
(1)
t (x, 0, t)

gives the first-order approximation for the elevation of the free surface.
In conclusion of the section, it should be mentioned that for the case of a

rigid body freely floating near an equilibrium position, a linearized system of
coupled equations was proposed by John [125]. This system was investigated
by John [126], Beale [21], and Licht [197, 200]. Another coupled initial-
boundary value problem dealing with a fixed elastic body immersed in water
was considered by Licht [198, 199].

Linear Time-Harmonic Waves (the Water-Wave Problem)

Separation of the t variable

We pointed out in the preface that this book is concerned with the steady-
state problem of radiation and scattering of water waves by bodies floating in
and/or beneath the free surface, assuming all motions to be simple harmonic
in the time. The corresponding radian frequency is denoted by ω. Thus, the
right-hand-side term in (I.23) is

v(1)
n = Re{e−iωt f } on S, (I.29)

where f is a complex function independent of t , and the first-order velocity
potential φ(1) can then be written in the form

φ(1)(x, y, t) = Re{e−iωt u(x, y)}. (I.30)

The latter assumption is justified by the so-called limiting amplitude prin-
ciple, which is concerned with the large-time behavior of a solution to the
initial-boundary value problem having (I.29) as the right-hand-side term. Ac-
cording to this principle, such a solution tends to the potential (I.30) as t→∞,
and u satisfies a steady-state problem. The limiting amplitude principle has
general applicability in the theory of wave motions, and its particular form
for water waves was proved by Vullierme-Ledard [349]. Thus the problem
of our interest describes waves developing at large time from time-periodic
disturbances.

A complex function u in (I.30) is also referred to as velocity potential (this
does not lead to confusion, because it will always be clear what kind of time
dependence is considered in one part of the book or another). We recall that
u is defined in the fixed domain W occupied by water at rest outside any
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bodies present. The boundary ∂W consists of three disjoint sets: (i) S, which
is the union of the wetted surfaces of bodies in equilibrium; (ii) F, denoting
the free surface at rest that is the part of y = 0 outside all the bodies; and
(iii) B, which denotes the bottom positioned below F ∪ S. Sometimes we will
consider W unbounded below and corresponding to infinitely deep water. In
this case ∂W = F ∪ S.

Substituting (I.29) and (I.30) into (I.24)–(I.27) gives the boundary value
problem for u:

∇2u = 0 in W, (I.31)

uy − νu = 0 on F, (I.32)

∂u/∂n = f on S, (I.33)

∂u/∂n = 0 on B, (I.34)

where ν = ω2/g. Throughout the book a normal n to a surface always directs
into the water domain W.

For deep water (B = ∅), condition (I.34) should be replaced by the fol-
lowing one:

sup
(x,y)εW

|u(x, y)| ≤ const <∞. (I.35)

Despite the fact that this condition has no direct hydrodynamic meaning, we
impose it because it is essential for certain proofs in what follows. Be-
sides, (I.35) implies the following natural behavior of the velocity filed (see
Subsection 1.1.1.1 for the proof):

|∇u| → 0 as y →−∞; (I.36)

that is, the water motion decays with depth. Conditions at infinity that are
similar to the last two conditions are usually imposed in the boundary value
problems for the Laplacian in domains exterior to a compact set in R

2 and R
3.

A natural requirement that a solution to (I.31)–(I.35) should be unique also
imposes a certain restriction on the behavior of u as |x | → ∞. We discuss
conditions providing uniqueness in the subsection after the following one.

Examples

Let us consider some simple examples of waves existing in the absence of
bodies. The corresponding potentials can be easily obtained by separation of
variables.

For a layer W of constant depth d, F = {x ∈ R
2, y = 0} and B={x ∈ R

2,

y = −d} are the free surface and bottom, respectively. A plane progressive
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wave propagating in the direction of a wave vector k = (k1, k2) has the fol-
lowing velocity potential:

Re{A exp[i(k · x − ωt)]} cosh k0(y + d). (I.37)

Here A is an arbitrary complex constant, k0 = |k|, and the following relation-
ship,

ν = ω2/g = k0 tanh k0d, (I.38)

holds between ω and k0. Tending d to infinity, we note that k0 becomes equal
to ν and instead of (I.37) we have

Re{A exp[i(k · x − ωt)]}eνy

for the velocity potential of plane progressive wave in deep water.
A sum of two potentials (I.37) corresponding to identical progressive waves

propagating in opposite directions gives a standing wave. Putting exp νy in-
stead of cosh k0(y + d) in (I.37) and omitting tanh k0d in (I.38), one gets the
potential of a progressive wave in deep water.

A standing cylindrical wave in a water layer of depth d has the following
potential:

wst(x, y) cosωt, where wst(x, y) = C1 cosh k0(y + d)J0(k0|x |),
where k0 is defined by (I.38), C1 is a real constant, and J0 denotes the Bessel
function of order zero. The same manipulation as above gives the standing
wave in deep water.

A cylindrical wave having an arbitrary phase at infinity may be obtained as
a combination of wst and a similar potential with J0 replaced by Y0, which is
another solution of Bessel’s equation. This allows one to construct a potential
of outgoing wave as follows:

Re{e−iωtwout(x, y)}, where wout(x, y) = C2 cosh k0(y + d)H (1)
0 (k0|x |),

where k0 is defined by (I.38), C2 is a complex constant, and H (1)
0 denotes the

first Hankel function of order zero. Outgoing behavior of this wave becomes
clear from the asymptotic formula (see handbooks by Abramowitz & Stegun
[1], and Gradshteyn and Ryzhik [96]):

H (1)
0 (k0|x |) =

(
2

πk0|x |
)1/2

ei(k0|x |−π/4)[1+ O(|x |−1)] as |x | → ∞.

Therefore, wave wout behaves at large distances like a radially outgoing pro-
gressive wave, but it is singular on the axis |x | = 0. This is natural from a
physical point of view, because outgoing waves should be radiated by a certain
disturbance. In the case under consideration, the wave is produced by sources
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distributed with a suitable density over {|x | = 0,−d < y < 0}. Replacing H (1)
0

in wout by the second Hankel function, H (2)
0 , one obtains an incoming wave.

Radiation Conditions

Examples in the previous subsection demonstrate that problem (I.31)–(I.34)
should be complemented by an appropriate condition as |x | → ∞ to avoid
non-uniqueness of the solution, which follows from the fact that there are
infinitely many solutions of the form of (I.37). On the other hand, the energy
dissipates when waves are radiated or scattered; that is, there exists a flow of
energy to infinity. On the contrary, there is no such a flow for standing waves
and no net flow for progressive waves. Since we are going to describe radiation
and scattering phenomena, a condition should be introduced for eliminating
waves having no flow of energy to infinity. For this purpose a mathematical
expression is used known as a radiation condition. To formulate this condition
we have to specify the geometry of the water domain at infinity.

Let W be an (m + 1)-dimensional domain (m = 1, 2), which at infinity
coincides with the layer {x ∈ R

m,−d < y < 0}, where 0 < d ≤ ∞. We say
that u satisfies the radiation condition of the Sommerfeld type if

u|x | − ik0u = σ (y)o
[|x |(1−m)/2

]
as |x | → ∞ uniformly in y, θ. (I.39)

Here σ (y) = (1+ |y|)−m if d = ∞, σ (y) = 1 if d <∞, k0 is defined by
(I.38) for d <∞, and k0 = ν for d = ∞, and θ ∈ [0, 2π ) is polar angle
in the plane {y = 0}. Uniformity in θ should be imposed only for the three-
dimensional problem (m = 2).

Let us show that (I.39) guarantees dissipation of energy. For the sake of
simplicity we assume that d <∞. By Cr we denote a cylindrical surface W ∩
{|x | = r} contained inside W. By (I.13) the average energy flow to infinity
through Cr over one period of oscillations is equal to

Fr = −ρω

2π

∫ 2π/ω

0
dt

∫
Cr

∂φ

∂t

∂φ

∂|x | dS.

Substituting (I.30) and taking into account that
∫ 2π/ω

0
e±2iωt dt = 0,

one finds that

Fr = −ρω2

8π

∫ 2π/ω

0
dt

∫
Cr

(ieiωt ū − ie−iωt u)
(
e−iωt u|x | + eiωt ū|x |

)
dS

= −ρω

4π

∫
Cr

(
i ūu|x | − iuū|x |

)
dS = ρω

2
Im

∫
Cr

ū u|x | dS. (I.40)
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This can be written as follows:

Fr = ρω

4k0

{∫
Cr

(∣∣u|x |∣∣2 + k2
0 |u|2
)

dS −
∫
Cr

∣∣u|x | − ik0u
∣∣2 dS

}
. (I.41)

Moreover, Fr does not depend on r when the obstacle surface S lies inside
the cylinder {|x | = r}, which can be proved as follows.

By Wr and Fr we denote W ∩ {|x | < r} and F ∩ {|x | < r}, respectively.
Let us multiply (I.31) by ū and integrate the result over Wr . Then applying
the divergence theorem we obtain∫

Wr

|∇u|2 dxdy = −
∫
∂Wr

ū
∂u

∂n
dS,

where n is directed into Wr . Using (I.32) and (I.34) we get∫
Wr

|∇u|2 dxdy = ν

∫
Fr

|u|2 dx +
∫
Cr

ū u|x | dS −
∫

S
ū
∂u

∂n
dS.

Comparing this with (I.40) we find that

Fr = ρω

2
Im

∫
S

ū
∂u

∂n
dS

is independent of r .
This fact yields that Fr ≥ 0 because (I.39) implies that the last integral in

(I.41) tends to zero as r →∞.
The crucial point in the proof that Fr ≥ 0 is equality (I.41). It suggests

that (I.39) can be replaced by a “weaker” radiation condition of the Rellich
type, ∫

Cr

∣∣u|x | − ik0u
∣∣2 dS = o(1) as r →∞. (I.42)

Actually, (I.39) and (I.42) are equivalent (see the Subsection 1.3.2).
So, in what follows we consider problem (I.31)–(I.34) complemented by

either (I.39) or (I.42). In various papers this problem appears under different
names: the floating-body problem, the sea-keeping problem, the wave–body
interaction problem, the water-wave radiation (scattering) problem, and so
on. In what follows we use the simplest name: the water-wave problem.

Other Time-Harmonic Problems

In conclusion of the present section, we mention some boundary value prob-
lems that couple time-harmonic water waves with oscillations in other media.
Hazard and Lenoir [113] considered scattering of an incident water wave
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by an elastic body immersed in water (the corresponding initial-boundary
value problem was treated by Licht [199]). A linearized model of water-wave
motion in a porous structure was proposed by Sollitt and Cross [308] for
describing the interaction of water waves with rubble-mound breakwaters.
This model was investigated by McIver [237], where further references are
given. The most recent coupled problem was advanced by Pinkster [289]
and investigated by Newman [267]. It is concerned with acoustic waves in a
bounded air chamber placed on the free surface of water and open from below
for interaction with water waves.

Linear Ship Waves on Calm Water (the Neumann–Kelvin Problem)

Separation of the t variable

Here we turn to waves created by a rigid body moving uniformly with constant
velocity U on a calm water of constant depth d. It is convenient to denote the
horizontal coordinates by (x, z) instead of (x1, x2). We assume (without loss
of generality) that the motion is along the x axis of a fixed coordinate system.
Moreover, we suppose waves to be steady with respect to a moving coordinate
system attached to the body, or, in other words, one may speak about a uniform
running flow about the body. The flow carries steady waves downstream (from
the body to x = −∞), so we set the following in (I.24)–(I.27):

φ(1)(x, y, z, t) = u(x −Ut, y, z), (I.43)

where the (x, y, z)-coordinate system is fixed. Using the same notation (x, y,
z) for the system attached to the body (since we use only these coordinates
in what follows, this does not lead to any confusion), we see that the velocity
potential u(x, y, z) is defined in a fixed domain W occupied by water at rest
outside the body’s surface S. Since the water depth is constant, W is bounded
below by y = −d (d ∈ (0,+∞] and d = +∞ for deep water), and we assume
that S has no common points with this plane when d < +∞. As in the third
major section (the water-wave problem), we denote by F the free surface at
rest that is the part of y = 0 outside the body.

Substituting (I.43) into (I.24)–(I.27), one obtains the following for u:

∇2u = 0 in W, (I.44)

uxx + νuy = 0 on F, (I.45)

∂u/∂n = f on S, (I.46)

uy = 0 when y = −d, (I.47)

where ν = g/U 2 in (I.45), and f =Un · x in (I.46) (by n and x we denote
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the unit normal to S directed into W and the unit vector directed along the
x axis, respectively). However, in our considerations of problem (I.44)–(I.47)
we do not use the specific form of the right-hand-side term in (I.46), and we
use an arbitrary function as f. Also, for deep water, condition (I.47) should
be replaced by the following one:

|∇u| → 0 as y →−∞.

That is, the water motion decays with depth.
In addition, we note that in the two-dimensional problem u(x, y) could

be a multiple-valued function if W is a doubly connected domain, that is, S
is a totally submerged contour. In this case a velocity circulation should be
prescribed on S. For the sake of simplicity, we assume this circulation to be
equal to zero, and so u(x, y) is a single-valued function in W.

Conditions at Infinity Upstream and Downstream

When we consider the forward motion of a body, different horizontal direc-
tions are not equivalent and the radiation condition (see the subsection on
radiation conditions) is not appropriate for describing the behavior of the ve-
locity potential as x2 + z2 →∞ (or |x | → ∞ in the two-dimensional case).
Since the x direction is chosen as the direction of the body motion in an in-
finite ocean undisturbed except for the body, the reasonable condition is that
the water motion vanishes far ahead of the body; that is,

|∇u(x, y, z)| → 0 as x →+∞ (I.48)

(z should be omitted here for the two-dimensional problem). It is also obvious
that in the two-dimensional problem

|∇u(x, y)| = O(1) as |x | → ∞. (I.49)

In three dimensions a similar condition is, of course, true, but too rough to
provide any uniqueness result. It is possible to impose a more precise condition
instead of (I.49). However, as often occurs in the theory of water waves,
the formulation of this condition cannot be completed until the problem is
partly solved (see Section 7.4). Moreover, certain supplementary conditions
should be imposed when the body is surface piercing. Various versions of
such supplementary conditions for the two-dimensional problem are given in
Chapter 8.

Finally, it is important to note the obvious fact that u satisfying problem
(I.44)–(I.47) and (I.48)–(I.49) is defined up to an arbitrary constant term.
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As for the water-wave problem, there are different names for the formulated
problem, and in what follows it is referred to as the Neumann–Kelvin problem.
Presumably, this name was first used by Brard [32] in 1972.

Other Problems for Ship Waves

In conclusion of the present section, we mention other statements describing
the forward motion of a body in water. Peters and Stoker [286] (see also Stoker
[312], Chapter 9) developed a mathematical approach describing the motion
of a ship under the most general conditions compatible with a linearized
theory and the assumption of an infinite ocean. For this purpose they applied a
special formal perturbation procedure allowing the coupled pitching, surging,
and heaving motions in a seaway consisting of a wave train having crests
orthogonal to the course of ship’s forward motion. The latter is assumed to
be at a constant speed and along a straight line. In particular, the following
boundary condition,

U 2uxx − 2iωUux − ω2u + guy = 0,

arises on the free surface in the case when the uniform forward motion of a
body at the speed U is coupled with the time-harmonic motion having the
radian frequency ω.

An initial-boundary value problem describing unsteady waves produced
by a rigid body in the uniform forward motion is formulated, for example, in
Newman’s survey paper [263]. In this case the free surface boundary condition
takes the form

φt t − 2Uφxt +U 2φxx + gφx = 0.

A mathematical treatment of this problem is given by Hamdache [103]. In
[263], one can also find a statement unifying the simple harmonic time depen-
dence of waves with the uniform forward motion of a rigid body immersed
in water.



Part 1

Time-Harmonic Waves



1

Green’s Functions

The simplest “obstacle” to be placed into water is a point source. The corre-
sponding velocity potential (up to a time-periodic factor) is usually referred
to as the Green’s function. This notion is crucial for the theory we are going to
present in this book, since a wide class of time-harmonic velocity potentials
(in particular, solutions to the water-wave problem) admit representations
based on Green’s function (see Section 1.3).

Potentials constructed by using Green’s functions form the basis for such
different topics as proving solvability theorems (see Chapters 2 and 3) and
constructing examples of trapped waves (nontrivial solutions to homogeneous
boundary value problems given in Chapter 4).

The plan of this chapter is as follows. Beginning with Green’s functions
of point sources in water of infinite (Subsection 1.1.1) and finite (Subsection
1.1.2) depths, we proceed with straight line sources and ring sources (Section
1.2) arising in two-dimensional problems and problems with axial symmetry,
respectively. Green’s representation of velocity potentials and related ques-
tions are given in Section 1.3. Bibliographical notes (Section 1.4) contain
references to original papers treating the material of this chapter as well as
other related works.

1.1. Three-Dimensional Problems of Point Sources

1.1.1. Point Source in Deep Water

In the present subsection, we consider in detail Green’s function describ-
ing the point source in deep water. In Subsection 1.1.1.1, we define it as
a solution to the water-wave problem having Dirac’s measure as the right-
hand-side term in the equation. Also, a number of equivalent explicit rep-
resentations of this function are given. In Subsection 1.1.1.2 we derive one
of them by using the Fourier transform; in Subsection 1.1.1.3 we are con-
cerned with the asymptotic behavior of Green’s function at infinity; and in

21
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Subsection 1.1.1.4 we describe its behavior as the source point approaches
the free surface. The theorem establishing the uniqueness of Green’s function
is proved in Subsection 1.1.1.5. In Subsection 1.1.1.6, we obtain the asymp-
totic behavior of Green’s function and its derivatives for large and small
values of ν.

1.1.1.1. Green’s Function: The Boundary Value Problem
and Explicit Representations

Let a pulsating source of radian frequencyω be placed at a point (ξ, η), ξ ∈ R
2,

η < 0, beneath the free surface of water, occupying the lower half-space
R

3
− = {x ∈ R

2, y < 0}. Representing the corresponding velocity potential in
the form

Re{G(x, y; ξ, η) exp(−iωt)}, η < 0,

we say that G(x, y; ξ, η) is Green’s function. It must satisfy the following
boundary value problem:

∇2
(x,y)G = −4πδ(ξ,η)(x, y) in R

3
−, (1.1)

G y − νG = 0 when y = 0, (1.2)∫
Cr

∣∣G |x | − iνG
∣∣2 dS = o(1) as r →∞, (1.3)

sup{|G(x, y; ξ, η) − R−1| : (x, y) ∈ R
3
−} <∞. (1.4)

Here R2 = |x − ξ |2 + (y − η)2, Cr = {|x | = r, y < 0}, and δ(ξ,η)(x, y) is
Dirac’s measure at (ξ, η), that is, a linear functional acting on continuous
functions as follows: 〈

δ(ξ,η)(x, y), ψ(x, y)
〉 = ψ(ξ, η).

It follows from (1.4) that the velocity field defined by G tends to zero as
y →−∞; similarly, (I.36) follows from (I.35).

To prove this assertion we see from (1.1) that H = G − R−1 is a harmonic
function in R

3
− as well as its derivatives. Then the mean value theorem (see,

for example, Courant and Hilbert [41], Chapter 4, Section 3.1) gives the
following for b < −η:

∇H (x, y) = 3

4πb3

∫
R<b

∇H dξdη.
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This and the divergence theorem lead to

∇H (x, y) = 3

4πb3

∫
R=b

Hn dS,

where n is the unit normal to the sphere R = b directed outward. Then

|∇H (x, y)| ≤ 3b−1 sup{|H |}.
From this and (1.4) we get

|∇{G(x, y; ξ, η)− R−1}| = O(|y|−1) as y →−∞, (1.5)

which proves the assertion.
The main aim of the present subsection is to prove the following result.
Problem (1.1)–(1.4) has the unique solution

G(x, y; ξ, η) = R−1 + R−1
0 + 2π iνeν(y+η) J0(ν|x − ξ |)

+ 2
∫∞

0

ν

k − ν
ek(y+η) J0(k|x − ξ |) dk. (1.6)

Here R2
0 = |x − ξ |2 + (y + η)2, and the integral is understood as the Cauchy

principal value.
In Subsections 1.1.1.2–1.1.1.5 we derive (1.6), investigate properties of

Green’s function, and prove the uniqueness theorem for it. Here we begin
with some other representations for G. They are equivalent, but for various
purposes different representations are desirable.

Using the path of integration �− as shown in Fig. 1.1, we can write (1.6)
as follows:

G(x, y; ξ, η) = R−1 + R−1
0 + 2

∫
�−

ν

k − ν
ek(y+η) J0(k|x − ξ |) dk. (1.7)

Identity

(a2 + b2)−1/2 =
∫∞

0
e−kb J0(ka) dk, b > 0, (1.8)

✻

✲......................................................................................................................................................................................................... ................................................
......... ................................................................................................................................................................................................................................................................................

Im k

Re k

ν

�−

•

Figure 1.1.



24 Green’s Functions

(see 6.611.3 in Gradshteyn and Ryzhik [96]) leads to two other formulae:

G(x, y; ξ, η) = R−1 +
∫
�−

k + ν

k − ν
ek(y+η) J0(k|x − ξ |) dk, (1.9)

G(x, y; ξ, η) = R−1 − R−1
0 + 2

∫
�−

k

k − ν
ek(y+η) J0(k|x − ξ |) dk. (1.10)

1.1.1.2. Derivation of (1.6)

We see from (1.1) and (1.4) that it is convenient to seek Green’s function in
the following form:

G(x, y; ξ, η) = R−1 + H (x, y; ξ, η), (1.11)

where H (x, y; ξ, η) is a bounded harmonic function in R
3
−. To determine H

we use the Fourier transform in x :

Ĥ (σ, y; ξ, η) =
∫

R2
H (x, y; ξ, η)e−i〈x,σ 〉 dx,

where 〈x, σ 〉 = x1σ1 + x2σ2. The Laplace equation yields

Ĥ yy − |σ |2 Ĥ = 0 for y < 0.

This has a solution bounded as y →−∞:

Ĥ = A(σ ; ξ, η) e|σ |y .

For finding A(σ ; ξ, η) we apply the Fourier transform to (1.2) by using

R̂−1 = |σ |−1 exp[−i 〈ξ, σ 〉 − |σ |(y − η)] . (1.12)

Then we get

|σ |{A − |σ |−1 exp[|σ |η − i 〈ξ, σ 〉]}= ν{A + |σ |−1 exp[|σ |η − i 〈ξ, σ 〉]},
and a simple manipulation gives

Ĥ (σ, y; ξ, η) = |σ |−1 |σ | + ν

|σ | − ν
exp [|σ |(y + η)− i 〈ξ, σ 〉] .

Applying (1.12) again we write this in the following form:

Ĥ (σ, y; ξ, η) = R̂−1
0 + 2ν

|σ |(|σ | − ν)
exp[|σ |(y + η)− i 〈ξ, σ 〉] .

Formal application of the inverse Fourier transform yields

H (x, y; ξ, η) = 1

R0
+ ν

π

∫
R2

exp[|σ |(y + η)+ i 〈x − ξ, σ 〉]
|σ |(|σ | − ν)

dσ,

but we have to describe how the last integral should be understood.
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Introducing two polar coordinate systems as follows,

x1 − ξ1 = |x − ξ | cos θ, x2 − ξ2 = |x − ξ | sin θ,

σ1 = k cosϕ, σ2 = k sinϕ, where k > 0,

we get formally

H (x,y;ξ, η)− R0
−1

= ν

π

∫∞
0

∫ 2π

0

exp k [(y + η)− i |x − ξ | cos(ϕ − θ )]

k − ν
dϕdk

= 4ν

π

∫∞
0

∫π/2

0

exp k(y + η)

k − ν
cos(k|x − ξ | cosϕ) dϕdk

= 2
∫∞

0

ν

k − ν
ek(y+η) J0(k|x − ξ |) dk.

The last equality is based on the integral representation of the Bessel function
J0 (see 8.411.4 in Gradshteyn and Ryzhik [96]).

When ν in the formulae for Ĥ and H is replaced by a complex parameter
λ having Im λ > 0, the above calculations are rigorous, and function (1.11)
satisfies (1.1), (1.4), and (1.2), where λ stands instead of ν. Moreover, as
λ→ ν + i0 the expression for H converges to

R−1
0 + 2

∫
�−

ν

k − ν
ek(y+η) J0(k|x − ξ |) dk

uniformly in (x, y) belonging to an arbitrary bounded subset of R
3
−. The same

is true for all derivatives of H . Therefore, (1.7) satisfies (1.1), (1.2), and (1.4).
We note that (1.6) is equivalent to (1.7), and in Subsection 1.1.1.3 we demon-
strate that the radiation condition (1.3) holds for (1.7). So (1.6) is proved to
be Green’s function.

1.1.1.3. Asymptotics at Infinity

The behavior of G(x, y; ξ, η) as R and R0 tend to infinity depends on whether
|x − ξ | is bounded or not. First, we consider the case in which |x − ξ | <
|y + η|, and therefore |y + η| > R0/2. From (1.10)

G1(x, y; ξ, η) = G(x, y; ξ, η)− (R−1 − R−1
0

)
= 2

∫
�−

k(k − ν)−1 ek(y+η) J0(k|x − ξ |) dk.
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Let us split the last integral into a sum by dividing �− into two parts (0, τ )
and �−(τ ), where τ ∈ (0, ν). Then

|G1(x, y; ξ, η)| ≤ 2

∣∣∣∣∫λ

0
k(k − ν)−1 ek(y+η) J0(k|x − ξ |) dk

∣∣∣∣
+ 2eτ (y+η)

∣∣∣∣∫
�−(τ )

k(k − ν)−1 e(k−τ )(y+η) J0(k|x − ξ |) dk

∣∣∣∣.
The first term on the right-hand side does not exceed

const
∫ τ

0
kek(y+η) dk = O(|y + η|−2),

and the second one is O[eτ (y+η)]. The derivatives of G1 can be estimated in
the same way. Therefore, we arrive at the following conclusion:

|G1| + |∇G1| = O
(
R−2

0

)
as R, R0 →∞ and |x − ξ | < |y + η|.

When |x − ξ | > |y + η| we have |x − ξ | > R0/2. To obtain the asymp-
totics of G under this assumption we need a slightly modified version of
(1.10), which is derived now. First, we replace J0 in the integrand in (1.6) by
Re H (1)

0 , and we transform (1.6) as follows:

G(x,y;ξ, η)− R−1 − R−1
0

= 2ν Re
∫∞

0

ek(y+η)

k − ν
H (1)

0 (k|x − ξ |) dk + 2π iνeν(y+η) J0(ν|x − ξ |)

= 2ν Re
∫
�+

ek(y+η)

k − ν
H (1)

0 (k|x − ξ |) dk

+ 2π iνeν(y+η) [J0(ν|x − ξ |)+ iY0(ν|x − ξ |)] .

Here �+ is obtained by reflecting �− in the real axis, and Y0 denotes the Bessel
function of the second kind of order zero.

Since the integrand has no poles in the first quadrant, the path of integra-
tion �+ can be replaced by the path from zero to infinity along the positive
imaginary axis. Then

G(x, y; ξ, η)= R−1 + R−1
0 + 2π iν eν(y+η) H (1)

0 (ν|x − ξ |)

+ 2ν Re
∫∞

0

ieik(y+η)

ik − ν
H (1)

0 (ik|x − ξ |) dk. (1.13)

Using the integral representation of the modified Bessel function K0 (see



1.1. Three-Dimensional Problems of Point Sources 27

8.432.9 in Gradshteyn and Ryzhik [96]), we get

Re
∫∞

0

ieik(y+η)

ik − ν
H (1)

0 (ik|x − ξ |) dk = 2

π
Re

∫∞
0

eik(y+η)

ik − ν
K0(k|x − ξ |) dk

= 2

π
Re

∫∞
0

eik(y+η)

ik − ν
dk

∫∞
1

e−mk|x−ξ | dm

(m2 − 1)1/2

= 2

π
Re

∫∞
0

dk

ik − ν

×
∫∞

1

exp{k[i(y+ η)− m|x − ξ |]}
(m2− 1)1/2

dm.

Integration by parts with respect to k gives

2

πν
Re

∫∞
1

dm

[i(y + η)− m|x − ξ |] (m2 − 1)1/2

+ 2

π
Re

∫∞
0

i dk

(ik − ν)2

∫∞
1

exp{k[i(y + η)− m|x − ξ |]}
[i(y + η)− m|x − ξ |] (m2 − 1)1/2

dm. (1.14)

The first term here is equal to

− 2

πν

∫∞
1

m|x − ξ | dm

[(y + η)2 + m2|x − ξ |2](m2 − 1)1/2
,

and calculating the integral we obtain −(νR0)−1. Substituting (1.14) into
(1.13), we arrive at

G(x, y; ξ, η) = R−1 − R−1
0 + 2π iνeν(y+η) H (1)

0 (ν|x − ξ |)

+ 4ν

π
Re

∫∞
0

idk

(ik − ν)2

∫∞
1

exp{k[i(y + η)− m|x − ξ |]}
[i(y + η)− m|x − ξ |] (m2 − 1)1/2

dm. (1.15)

The absolute value of the last integral in (1.15) does not exceed

C
∫∞

0

dk

1+ k2

∫∞
1

exp{−km|x − ξ |}
|x − ξ |m(m2 − 1)1/2

dm

= C
∫∞

0

e−k|x−ξ |

|x − ξ |(1+ k2)
dk

∫∞
1

dm

m(m2 − 1)1/2
≤ C1

|x − ξ |2 ≤
4C1

R2
0

.

Similar estimate can be obtained for the gradient of the integral, but in the
latter case one needs an extra integration by parts with respect to k.

Taking into account the asymptotic behavior of H (1)
0 (see the Examples sec-

tion in the Introduction) and the result obtained above for the case
|x − ξ | < |y + η|, we formulate the following theorem.
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Function (1.6) has the following asymptotic behavior as R, R0 →∞:
(i) if |x − ξ | < |y + η|, then

G(x, y; ξ, η) = R−1 − R−1
0 + G1(x, y; ξ, η),

where |G1| + |∇G1| = O(R−2
0 ); (ii) if |x − ξ | > |y + η|, then

G(x, y; ξ, η)

= 1

R
− 1

R0
+ 2

(
2πν

|x − ξ |
)1/2

eν[y+η+i(|x−ξ |−π/4)] + G2(x, y; ξ, η),

where |G2| + |∇G2| = O(R−2
0 + eν(y+η) (1+ |x − ξ |)−3/2).

The last asymptotic formula implies that G satisfies the radiation condi-
tion (1.3), if |ξ |2 + η2 < const. This completes the justification of (1.6) as a
representation of Green’s function.

It is also clear that G satisfies Sommerfeld’s radiation condition (I.39) with
k0 = ν provided (ξ, η) belongs to a bounded region.

1.1.1.4. Asymptotic Behavior Near the Free Surface

Another important property of G is concerned with its behavior as R → 0
and y, η→ 0 simultaneously. From (1.6) we see that R−1 + R−1

0 gives the
strongly singular part of G, and it is sufficient to verify that G − R−1 − R−1

0

has a weaker singularity. In particular, the following representation holds:

G(x, y; ξ, η) = R−1 + R−1
0

+ 2νeν(y+η) log(R0 + |y + η|)+ h(|x − ξ |, y + η), (1.16)

where

|h| + |∇h| ≤ const as R, y, η→ 0. (1.17)

In order to prove (1.16) and (1.17) it is sufficient to establish these formulae
for a function which satisfies (1.1) and (1.2) and differs from Green’s function
by an infinitely smooth term. Therefore, we consider

G∗ (x, y; ξ, η) = R−1 + R−1
0 + 2ν

∫ 0

−1

e−ντ

R(τ )
dτ, (1.18)

where R(τ ) = [|x − ξ |2 + (y + η + τ )2]1/2.
If η + τ ≤ 0, then [R(τ )]−1 is harmonic in R

3
−, and so we have

∇2G∗ = −4πδ(ξ,η)(x, y) in R
3
− for η < 0. (1.19)
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A direct calculation gives that(
∂

∂y
− ν

) (
R−1 + R−1

0

) = −2νR−1
0 when y = 0,

and

∂

∂y

∫ 0

−1

e−ντ

R(τ )
dτ =

∫ 0

−1
e−ντ

∂

∂τ
[R(τ )]−1 dτ

= 1

R(0)
− eν

R(1)
+ ν

∫ 0

−1

e−ντ

R(τ )
dτ.

Therefore,

G∗
y − νG∗ = −2νeν

[|x − ξ |2 + (1+ |η|)2]1/2
when y = 0. (1.20)

Let us demonstrate that G − G∗ is a smooth function and that (1.16) holds
for G∗. From (1.1), (1.2), (1.19), and (1.20), we get

∇2(G − G∗) = 0 in R
3
−, (G − G∗)y − ν(G − G∗) = − f when y = 0.

Here η < 0 and f denotes the right-hand side in (1.20). Since f is an in-
finitely differentiable function when η ≤ 0, the smoothness of G − G∗ is a
consequence of a priori estimates for the Laplacian. However, the application
of a priori estimates requires that a certain (very weak) estimate must hold
for G − G∗ an η→ 0. In order to avoid the latter estimate, another approach
is developed below.

Let v = (G − G∗)y − ν(G − G∗), where η < 0. Then we have that

∇2v = 0 in R
3
−, v = − f when y = 0. (1.21)

Here f is an infinitely differentiable function when η ≤ 0. Without loss of
generality, we assume that |ξ | ≤ a <∞. By D we denote a bounded domain
in R

3
− such that ∂D is a C∞-surface and

{|x | < 2a, − b < y < 0} ⊂ D, where b > 0.

We get from (1.8) that

G − R−1 ∈ C∞ when y + η ≤ −b < 0. (1.22)

Formula (1.13) and the first equality in the formula following (1.13) imply
that

G − R−1 ∈ C∞ where |x − ξ | ≥ a > 0, y + η ≤ 0. (1.23)
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It is clear that (1.22) and (1.23) hold also for G∗ − R−1, and so

G − G∗∈C∞ when y + η ≤ −b < 0

or |x − ξ | ≥ a > 0, y + η ≤ 0, (1.24)

and (1.24) remains true for v. This fact and (1.21) yield

∇2v = 0 in D, v = v0 on ∂D,

where η < 0 and v0 is an infinitely smooth function of all variables when
η ≤ 0. Hence, there exists a limit of v as η→−0 and also

v ∈ C∞ when (x, y) ∈ D̄, |ξ | < a, η ≤ 0.

From the ordinary differential equation

(G − G∗)y − ν(G − G∗) = v, y + η ≤ 0,

where v ∈ C∞, and the fact that G − G∗ ∈ C∞ when y = −b and η ≤ 0 (see
(1.24)), it follows that

G − G∗ ∈ C∞ when y + η ≤ 0.

Now, it remains to show that (1.16) and (1.17) hold for G∗ defined by
(1.18). Taking into account that

∫ 0

−1

dτ

R(τ )
= log(R0 + |y + η + τ |)

∣∣∣τ=0

τ=−1
= log(R0 + |y + η|)+ h1,

where h1 satisfies (1.17), we have to check that (1.17) holds for

h2 =
∫ 0

−1

e−ντ − eν(y+η)

R(τ )
dτ

= −
∫ 0

−1

ν(y + η + τ )

R(τ )
dτ +

∫ 0

−1

e−ντ − eν(y+η) + ν(y + η + τ )

R(τ )
dτ.

In the last integral, the integrand and its gradient are bounded, and so (1.17)
is true for this integral. Since

−
∫ 0

−1

ν(y + η + τ )

R(τ )
dτ = [|x − ξ |2 + (y + η + τ )2]1/2

∣∣∣τ=0

τ=−1
,

(1.17) holds for this integral as well. The proof is complete.

1.1.1.5. Uniqueness of Green’s Function

In order to demonstrate that G given by equivalent formulae in Subsection
1.1.1.1 is the unique solution to (1.1)–(1.4) we have to prove the following
proposition.
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Only a trivial solution satisfies the following boundary value problem:

∇u = 0 in R
3
−,

uy − νu = 0 when y = 0,∫
Cr

∣∣u|x | − iνu
∣∣2 dS → 0 as r →∞,

sup {|u(x, y)| : (x, y) ∈ R
3
−} <∞.

First we note that the estimate

|∇u(x, y)| = O(|y|−1) (1.25)

holds because u is bounded (see Subsection 1.1.1.1 for the proof of a similar
statement for G − R−1). Then Green’s identity over a semi-infinite domain
R

3
− ∩ {|x | < r} takes the following form:∫

R
3−∩{|x |<r}

|∇u|2 dxdy = ν

∫
Fr

|u(x, 0)|2 dx +
∫
Cr

ū u|x | dS.

Here Fr = {|x | < r, y = 0}, Cr = {|x | = r, y < 0}, and the free-surface
boundary condition is taken into account. From the latter equation it follows
that

Im
∫
Cr

ū u|x | dS = 0.

Since the left-hand side is equal to

1

2ν

{∫
Cr

(∣∣u|x |∣∣2 + ν2|u|2) dS −
∫
Cr

∣∣u|x | − iνu
∣∣2 dS

}
,

the radiation condition implies that

lim
r→∞

∫
Cr

∣∣u|x |∣∣2 dS = lim
r→∞

∫
Cr

|u|2 dS = 0. (1.26)

The theorem in Subsection 1.1.1.3 implies that the integrals∫
Cr

|G(x, y; ξ, η)|2 dS(x,y),

∫
Cr

∣∣G |ξ |(x, y; ξ, η)
∣∣2 dS(x,y) (1.27)

are bounded when (ξ, η) is fixed and r →∞.
From (1.25), (1.5) and the free-surface boundary condition we obtain the

following Green’s representation:

u(ξ, η) = 1

4π

∫
Cr

[
G(x, y; ξ, η)u|x |(x, y)− u(ξ, η)G |x |(x, y; x, y)

]
dS

for every (ξ, η) ∈ R
3
−, if r is taken greater than |ξ |. Applying the Schwarz

inequality to the absolute value of the right-hand side and taking into account
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(1.26) and boundedness of the integrals (1.27), we get that u(ξ, η)= 0. The
proof is complete.

1.1.1.6. Asymptotic Behavior for Small and Large Values of ν

It is natural to expect that the solution G of problem (1.1)–(1.4) converges to
Green’s functions of the Neumann and Dirichlet problems in a half-space as
ν tends to zero and infinity, respectively. We recall that decaying at infinity
Green’s function of the Neumann problem in R

3
− is equal to R−1 + R−1

0 ,
whereas that of the Dirichlet problem is R−1 − R−1

0 . The aim of the present
section is to establish the following assertion.

For any ε > 0 we have

G(x, y; ξ, η)− R−1 − R−1
0 → 0 as ν → 0, (1.28)

G(x, y; ξ, η)− R−1 + R−1
0 → 0 as ν →+∞ (1.29)

uniformly with respect to (x, y), (ξ, η) ∈ R
3
− such that y + η ≤ −ε.

For (1.28) to be proved the integral in (1.7) should be estimated. Changing
k to νk as the variable of integration, we leave the same notation �− for the
path of integration indented below at k = 1. Now �− is independent of ν.
Because J0 is a bounded function and |e−νkε | < (ν|k|ε)−1/2, the integral does
not exceed

Cν

∫
�−

∣∣∣∣ e−νkε

k − 1

∣∣∣∣ d|k| ≤ Cν

∫
�−

(ν|k|ε)−1/2

|k − 1| d|k| = C1

(ν
ε

)1/2
,

where C and C1 are certain constants. This proves (1.28).
Using (1.10) in the same way, we get∣∣G − R−1 + R−1

0

∣∣ ≤ Cν

∫
�−

∣∣∣∣ke−νkε

k − 1

∣∣∣∣ d|k|
≤ Cν

∫
�−

∣∣∣∣ k

k − 1

∣∣∣∣ (ν|k|ε)−3/2 d|k| = C1

ε
√
νε

.

This means that (1.29) holds.
An extension of the last assertion is the following remark.
For functions (1.28) and (1.29) all derivatives also converge to zero; that

is, ∣∣∇ [G(x, y; ξ, η)− R−1 − R−1
0

]∣∣→ 0 as ν → 0, (1.30)∣∣∇ [G(x, y; ξ, η)− R−1 + R−1
0

]∣∣→ 0 as ν →+∞ (1.31)

uniformly with respect to (x, y), (ξ, η) ∈ R
3
− such that y + η ≤ −ε.
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We begin the proof by noting that G − R−1 ∓ R−1
0 are harmonic functions

in R
3
−. Therefore, the absolute values of their derivatives at any point (x, y)

such that y ≤ −ε can be estimated through the maximum values of functions
themselves on the sphere of radius ε/2 centered at (x, y). Hence, (1.28) and
(1.29) imply the uniform convergence of derivatives when y ≤ −ε and η < 0.
For the uniform convergence of derivatives to be justified when y + η ≤ −ε,
it remains to be noted that they depend only on |x − ξ | and y + η; see (1.7)
and (1.10).

We conclude this subsection with a demonstration that (1.17) allows (1.28)
to be proved under a little bit weaker assumption. Instead of G0 considered in
Subsection 1.1.1.4 and depending on ν, we introduce G̃0, which is obtained
from G0 by taking ν equal to one. Using k/ν as the integration variable in the
integral in (1.13), we get

G0(x, y; ξ, η) = νG̃0(νx, νy; νξ, νη).

This and (1.17) imply that for any a > 0 there exists a constant C(a) such
that we have ∣∣G(x, y; ξ, η)− R−1 − R−1

0

∣∣ ≤ C(a)ν log(νR), (1.32)∣∣∇ {G(x, y; ξ, η)− R−1 − R−1
0

}∣∣ ≤ C(a)R−1
0 , (1.33)

when ν is small enough, and |x | + |y| + |ξ | + |η| ≤ a.

1.1.2. Point Source in Water of Finite Depth

The plan of this subsection repeats that of the previous one. We begin with
the definition of Green’s function, explicit expressions for it, and its behavior
at infinity (see Subsection 1.1.2.1). In Subsection 1.1.2.2 we consider some
properties of Green’s function.

1.1.2.1. Explicit Representations for Green’s Function

Let a source be pulsating in a layer L = {x ∈ R
2,−d < y < 0} of a finite

depth d > 0. The corresponding Green’s function must satisfy the boundary
value problem:

∇2
(x,y)G = −4πδ(ξ,η)(x, y) in L , (1.34)

G y − νG = 0 when y = 0, (1.35)

G y = 0 when y = −d, (1.36)∫
Cr

∣∣G |x | − ik0G
∣∣2 dS = o(1) as r →∞. (1.37)



34 Green’s Functions

Here (ξ, η) is the source point, Cr = {|x | = r,−d < y < 0}, and k0 denotes
the unique positive root of k0 tanh k0d = ν (cf. the Examples section in the
Introduction).

Here we prove two explicit formulae for G, and the main result can be
stated as follows.

The unique solution to (1.34)–(1.37) has the following form:

G(x, y; ξ, η)= R−1 + R−1
d

+ 2
∫
�−

(ν + k)e−kd cosh k(y + d) cosh k(η + d)

k sinh kd − ν cosh kd

× J0(k|x − ξ |) dk, (1.38)

where R2
d = |x − ξ |2 + (y + 2d + η)2, and �− denotes the semiaxis k > 0

indented at k0 in the same way as in (1.7).
The uniqueness follows by the same method as in Subsection 1.1.1.5. Let

us demonstrate that function (1.38) satisfies (1.34)–(1.37). We begin with an
observation that the Laplace equation and the bottom boundary condition can
be verified by a direct calculation.

Further, assuming that−d < η < y ≤ 0 and taking into account (1.8), one
gets

G(x, y; ξ, η) =
∫
�−

q(k) J0(k|x − ξ |) dk,

q(k) = 2 cosh k(η + d)
k cosh ky + ν sinh ky

k sinh kd − ν cosh kd
, (1.39)

from which (1.35) follows.
For proving (1.37) we derive another representation [see (1.40) below].

Let q0 denote the residue of q(k) at the pole k = k0; that is,

q0 = 2ν(k0 cosh k0 y + ν sinh k0 y) cosh k0(η + d)(
k2

0d − ν2d + ν
)

sinh k0d
.

Now we note that (1.39) is valid for−d < η ≤ y ≤ 0 when x �= ξ . So (1.39)
is equivalent to

G(x, y; ξ, η) = π iq0 J0(k0|x − ξ |)+
∫∞

0
q(k)J0(k|x − ξ |) dk,

where the integral is understood as the Cauchy principal value. Replacing J0
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by Re H (1)
0 , we get from here

G(x, y; ξ, η) = π iq0 J0(k0|x − ξ |)+ Re
∫∞

0
q(k)H (1)

0 (k|x − ξ |) dk

= π iq0 J0(k0|x − ξ |)+ Re
∫
�+

q(k)H (1)
0 (k|x − ξ |) dk

+ Reπ iq0 H (1)
0 (k0|x − ξ |)

= π iq0 H (1)
0 (k0|x − ξ |)+ Re

∫
�+

q(k)H (1)
0 (k|x − ξ |) dk,

(1.40)

where �+ is the reflection of �− in the real axis.
Formula 8.472.3 in Gradshteyn and Ryzhik [96] gives

k H (1)
0 (kt) = 1

t

d

dk

[
k H (1)

0 (kt)
]
.

Then the second term in (1.40) is equal to

−1

|x − ξ |Re
∫
�+

[
q(k)

k

]′
k H (1)

1 (k|x − ξ |) dk. (1.41)

One readily verifies∣∣∣∣[q(k)

k

]′∣∣∣∣ ≤ C

1+ |k|2 when k ∈ �+,

where C is a constant independent of y and η. Taking into account∣∣H (1)
1 (z)
∣∣ ≤ |z|−1/2, Im z ≥ 0,

we find that the absolute value of (1.41) does not exceed C |x − ξ |−3/2. Deriva-
tives of the second term in (1.40) can be estimated in the same way. From
(1.40) and the asymptotics of H (1)

0 (see the Examples section in the Introduc-
tion), one obtains

G(x, y; ξ, η)=G1(x, y; ξ, η)

+ 2ν cosh k0(y + d) cosh k0(η + d)

νd + sinh2 k0d

(
2π

k0|x − ξ |
)1/2

× ei(k0|x−ξ |−π/4),

|G1| + |∇G1| = O
(|x − ξ |−3/2

)
as |x − ξ | → ∞. (1.42)
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This formula derived under assumption−d < η ≤ y ≤ 0 holds for−d < y ≤
η ≤ 0 as well. This becomes clear when one notes that Green’s function is
symmetric:

G(x, y; ξ, η) = G(ξ, η; x, y).

Thus (1.42) yields that G satisfies (1.37).

1.1.2.2. Properties of Green’s Function

We conclude this section with more properties of Green’s function. By (1.38)
it has a cylindrical symmetry about the vertical axis through (ξ, η). We also
give an expansion for G into a series. We note that the equation

k sinh kd − ν cosh kd = 0

has a sequence of roots of the form

±ik1,±ik2, . . . ,±ikn, . . . ,

apart from the unique positive root k0. Here

0 < k1 < k2 < · · · < kn < · · · .

The meromorphic function q(k) is bounded for all complex k, if an ε neighbor-
hood of the poles is excluded. So Mittag-Leffler’s theorem on the decom-
position of meromorphic functions into simple fractions (see, for example,
Whittaker and Watson [360], Section 7.4) can be applied to q(k)/(4k). Com-
bining the contributions of ±ikn , we find that

q(k)

4k
= k2

0 − ν2

d
(
k2

0 − ν2
)+ ν

cosh k0(y + d) cosh k0(η + d)

k2 − k2
0

+
∞∑

n=1

k2
n + ν2

d
(
k2

n + ν2
)− ν

cos kn(y + d) cos kn(η + d)

k2 + k2
n

. (1.43)

On substituting this into (1.39), we can integrate term by term by using
the following identity (see 6.532.4 in Gradshteyn and Ryzhik [96]):

∫∞
0

k J0(ak)

k2 + b2
dk = K0(ab), a > 0, Re b > 0.

Since we integrate along �−, the last formula also applies to the first term in
(1.43), but K0 should be replaced by the first Hankel function of zero order.
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Hence,

G(x, y; ξ, η)= 2π i
(
k2

0 − ν2
)
H (1)

0 (k0|x − ξ |)
d
(
k2

0 − ν2
)+ ν

cosh k0(y + d) cosh k0(η + d)

+ 4
∞∑

n=1

(
k2

n + ν2
)
K0(kn|x− ξ |)

d
(
k2

n + ν2
)− ν

cos kn(y + d) cos kn(η + d),

(1.44)

which gives an expansion of the source potential in terms of cylindrical waves.
Finally note that (1.16), (1.17), and their justification remain valid in the

case of water having the finite depth.

1.2. Two-Dimensional and Ring Green’s Functions

In the present section we give an account of results concerning two-
dimensional and ring Green’s functions. The former corresponds to a straight
horizontal source-line in water of constant depth (finite or infinite) and is
considered in Subsection 1.2.1. The latter describes (as its name points out)
the velocity potential of a source having unit strength and positioned on a
horizontal circle. In Subsection 1.2.2 we restrict ourselves only to the case of
a ring Green’s function for deep water.

1.2.1. Two-Dimensional Green’s Functions

It was pointed out in the Conventions section of the Introduction that two-
dimensional problems describe wave motions parallel to a certain plane, that
is, invariant with respect to translation in the direction orthogonal to that
plane. Therefore, two-dimensional Green’s functions correspond to straight
horizontal source-lines. Since methods applied in Section 1.1 work in two
dimensions as well, we leave the majority of the details to the reader.

We begin with the case of finite depth. Let L denote a strip −d < Im z <

0 [it is convenient to use complex notation z (= x + iy) instead of (x, y)].
Green’s function G(z, ζ ) describing waves caused by a source placed at ζ =
ξ + iη ∈ L must satisfy the following boundary value problem:

∇2
z G = −2πδζ (z) in L ,

G y − νG = 0 when y = 0,

G y = 0 when y = −d,

G |x | − ik0G = o(1) as |x | → ∞.
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The unique solution of this problem is given by the following formula,
which is similar to (1.38):

G(z, ζ ) = − log |z − ζ | − log |z − ζ̄ + 2id| + 2 log d

+ 2
∫
�−

[
(ν + k) cos k(x − ξ ) cosh k(y + d) cosh k(η + d)

k sinh kd − ν cosh kd
− 1

]
× e−kd dk

k
. (1.45)

The path �− is the same as in Subsection 1.1.1.1 (see Fig. 1.1), but indented
at k0 instead of ν.

Using the well-known formulae
∫∞

0

1− cos ak

k
e−kb dk = log

(a2 + b2)1/2

b
,

∫∞
0

e−kb − e−kd

k
dk = log

d

b
,

where b > 0, we get from (1.45)

G(z, ζ ) =
∫
�−

cos k(x − ξ )
q(k) dk

k
. (1.46)

Here either −d < η < y ≤ 0 or −d < η ≤ y ≤ 0 and x �= ξ , and q(k) is the
same function as in (1.39). Moreover, the representation analogous to (1.40),

G(z, ζ ) = π iq0k−1
0 eik0|x−ξ | + Re

∫
�+

eik|x−ξ | q(k)

k
dk, (1.47)

is true. As in Subsection 1.1.2.1, formulae (1.45), (1.46), and (1.47) allow us
to verify that G satisfies the boundary value problem. Also, the uniqueness
theorem can be proved in the same way as in Subsection 1.1.1.5.

Green’s function for the two-dimensional problem in the lower half-plane
can be obtained from (1.45) by letting d→∞:

G(z, ζ ) = − log |z − ζ | +
∫
�−

[
k + ν

k − ν
ek(y+η) cos k(x − ξ )

k
+ e−k

k

]
dk.

Integral representations for the logarithm (see above) lead to other ex-
pressions:

G(z, ζ ) = − log

∣∣∣∣ z − ζ

z − ζ̄

∣∣∣∣+ 2
∫
�−

ek(y+η) cos k(x − ξ )

k − ν
dk (1.48)

= − log |z − ζ | − log |z − ζ̄ |

+ 2
∫
�−

[
ν

k − ν
ek(y+η) cos k(x − ξ )

k
+ e−k

k

]
dk. (1.49)
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In the same manner as in Subsection 1.1.1.4, one easily proves that the
last integral is a bounded function of (x, y) and (ξ, η), and its gradient can be
estimated by const | log |z − ζ̄ || as |x − ξ |, y, η→ 0 simultaneously. Hence,
(1.49) implies the proposition on the local behavior of Green’s function near
the free surface analogous to that in Subsection 1.1.1.4.

The contour integral in (1.48) is equal to

π ieν(y+η) cos ν(x − ξ )+
∫∞

0
ek(y+η) cos k(x − ξ )

k − ν
dk,

where the integral is understood as the Cauchy principal value. Using results
from Bochner’s book [28], Sections 2, 5, and 8, one immediately finds the
asymptotic behavior of the last Fourier type integral as |z − ζ | → ∞ and
|x − ξ | > const:
∫∞

0
ek(y+η) cos k(x − ξ )

k − ν
dk=−πeν(y+η) sin ν|x − ξ | + O

(
eν(y+η)|x− ξ |−1

)
.

As |z − ζ | → ∞ but |x − ξ | < const, the same reasoning as in Subsection
1.1.1.3 gives the asymptotics of the integral in (1.48). The following theorem
summarizes the asymptotic behavior of G (cf. the theorem in Subsection
1.1.1.3).

Green’s function (1.48) has the following asymptotic behavior as |z − ζ |,
|z − ζ̄ | → ∞: (i) if |x − ξ | < const, then

G(z, ζ ) = − log |z − ζ | + log |z − ζ̄ | + G1(z, ζ ),

where |G1| + |∇G1| = O(|z − ζ̄ |−1); (ii) if |x − ξ | > const, then

G(z, ζ ) = − log |z − ζ | + log |z − ζ̄ | + 2π ieν(y+η+i |x−ξ |) + G2(z, ζ ),

where |G2| + |∇G2| = O(eν(y+η)|x − ξ |−1).
We note that integrals in (1.49) and (1.48) are similar to those in (1.7) and

(1.10), respectively; the former have cos k(x − ξ ) instead of J0(k|x − ξ |),
which appears in the latter. Hence the results proved in Subsection 1.1.1.6
for the three-dimensional Green’s function in the case of deep water remain
valid for (1.49) and (1.48). So we give here only the formulation.

For any ε > 0 we have

G(x, y; ξ, η) + log |z − ζ | + log |z − ζ̄ | → 0 as ν → 0,

G(x, y; ξ, η) + log |z − ζ | − log |z − ζ̄ | → 0 as ν →∞
uniformly in (x, y), (ξ, η) ∈ R

2
− such that y + η ≤ −ε. All derivatives of the

functions in the above formulae also uniformly converge to zero.
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1.2.2. Ring Sources and Their Potentials

For geometries that have a vertical axis of symmetry (say the y axis), it is
reasonable to introduce horizontal rings of sources. This leads to a sequence
of ring-source potentials as follows.

Let (r, ϕ) and (�, ϑ) denote the polar coordinates of x and ξ , respectively.
By G(x, y; ξ, η) = G(r, ϕ, y; �, ϑ, η) we denote Green’s function of a point
source at a distance � > 0 from the y axis; see Subsection 1.1.1, (1.2.1) for
expressions of this function in the case of infinite (finite) depth. We note that
G can be expanded in the following form:

G(r, ϕ, y; �, ϑ, η) =
∞∑

n=0

(2− δ0n) G(n)(r, y; �, η) cos n(ϕ − ϑ), (1.50)

where δkn is the Kronecker delta. The product

G(n)(r, y; �, η) cos nϕ = 1

2π

∫ 2π

0
G(r, ϕ, y; �, ϑ, η) cos nϑdϑ

will be referred to as the ring-source potential of order n, and G(n) will be
called the ring Green’s function of order n. The value of this potential at
(r, ϕ, y) results from a distribution of sources having the density (2π�)−1

cos nϑ along a horizontal ring of radius � about the y axis at the depth −η.
Let us give an expression for G(n) in deep water. From (1.8) and (1.9) we

have

G(r, ϕ, y; �, ϑ, η)=
∫
�−

[
e−k|y−η| + k + ν

k − ν
ek(y+η)

]
J0(k|x − ξ |) dk, (1.51)

where

|x − ξ |2 = r2 − 2r� cos(ϕ − ϑ)+ �2.

Neumann’s addition formula (see 8.531.1 in Gradshteyn and Ryzhik [96])
gives

J0(k|x − ξ |) =
∞∑

n=0

(2− δ0n) Jn(kr )Jn(k�) cos n(ϕ − ϑ).

Substituting this into (1.51) and comparing the result with (1.50), we get

G(n)(r, y; �, η) =
∫
�−

[
e−k|y−η| + k + ν

k − ν
ek(y+η)

]
Jn(kr ) Jn(k�) dk. (1.52)

Properties of the ring Green’s function can be obtained from the corres-
ponding properties of G or derived directly. It is obvious that

G(n)(r, y; �, η) = G(n)(�, η; r, y).



1.2. Two-Dimensional and Ring Green’s Functions 41

Similarly to the potential arising in the case of a straight infinite line of sources
(see Subsection 1.2.1), G(0) must have a logarithmic singularity on the ring.
However, (1.52) has the disadvantage that the singular nature of the integral
for n = 0 is not readily apparent. Using formula 2.12.38.1 in Prudnikov et al.
[293], we get

∫∞
0

e−k|y−η| J0(kr ) J0(k�) dk = 2K (k ′)
π [(y − η)2 + (r + �)2]1/2

, (1.53)

where K denotes a complete elliptic integral of the first kind and

k ′2 = 4r�

(y − η)2 + (r + �)2
.

Since k ′ → 1− 0 as y → η and r → � simultaneously, the asymptotic
formula for (1.53) follows from 8.113.4 in Gradshteyn and Ryzhik [96]:

− 1

2π�
log[(y − η)2 + (r − �)2]+ O(1).

An equation for G(n) can be easily derived by separating variables in the
three-dimensional Laplace equation. Furthermore, the construction of G(n)

yields that it satisfies the free surface boundary condition and the radiation
condition at infinity.

For water of finite depth, the nth-order ring Green’s function can be found
in the same manner from (1.39) and (1.43). The result is as follows:

G(n)(r,y; �, η)

= 2π i
(
k2

0 − ν2
)

Jn(k0r<) H (1)
n (k0r>)

d
(
k2

0 − ν2
)+ ν

cosh k0(y + d) cosh k0(η + d)

+ 4
∞∑

m=1

(
k2

m + ν2
)

In(kmr<) Kn(kmr>)

d
(
k2

m + ν2
)− ν

cos km(y + d) cos km(η + d).

(1.54)

Here In and Kn denote modified Bessel functions; r< = min{r, �}, and r> =
max{r, �}. Also, the following formulae (see Watson [350], p. 429),

∫
�−

k

k2 − k2
0

Jn(kr ) Jn(k�) dk = π i

2
Jn(k0r<) H (1)

0 (k0r>),

∫∞
0

k

k2 + k2
m

Jn(kr ) Jn(k�) dk = In(kmr<) Kn(kmr>),

are applied when (1.54) is derived.
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Similar formulae allow us to transform (1.52) into

G(n)(r, y; �, η) = 2π iνeν(y+η) Jn(νr<)H (1)
n (νr>)

+ 4

π

∫∞
0

(k cos ky + ν sin ky)(k cos kη + ν sin kη)

× In(kr<)Kn(kr>)
dk

k2 + ν2
. (1.55)

We may interpret this as a formal limit in (1.54) as d →∞ when the se-
quence {km} becomes dense on [0,∞] and the series transforms to an integral.
From (1.55), we see that the ring Green’s function behaves at infinity like
outgoing waves satisfying the radiation condition as a result of the first
term on the right-hand side. The asymptotic behavior of Kn (see 8.451.6 in
Gradshteyn and Ryzhik [96]) and Watson’s lemma (see, for example,
Chapter 3, Section 3 in Olver [271]) show that the integral in (1.56) decays
like r−3 as r →∞.

1.3. Green’s Representation of a Velocity Potential

It is well known that Green’s function gives a representation of solutions to a
partial differential equation in the integral form. However, it requires the solu-
tion to be smooth near the boundary. In Subsection 1.3.1 we consider Green’s
decomposition of a water-wave velocity potential in the form involving no in-
formation about smoothness. The equivalence of Sommerfeld’s and Rellich’s
radiation conditions demonstrated in Subsection 1.3.2. In Subsection 1.3.3
we give a simple representation for bounded potentials given throughout a
uniform layer.

1.3.1. Green’s Decomposition

To be specific we consider a three-dimensional water domain of finite depth,
but all results are also true for deep water and in two dimensions. More
precisely, let a domain W be contained within the layer L = {x ∈ R

2,−d <

y < 0} and coincide with it at infinity. Thus there may be some bounded
bodies immersed in water totally or partially and local protrusions of the flat
bottom. By S we denote the union of wetted surfaces of all bodies immersed
in water; F is the free surface that is the part of {y = 0} outside all bodies; B
is the bottom, and Bd = B ∩ {y = −d} is the flat part of B having the same
depth as at infinity.

In order to avoid superfluous assumptions on the smoothness of potential
near S and B\Bd , we need some auxiliary surfaces. Let a > 0 be such that
W ∩ {|x | > a∗} = L ∩ {|x | > a∗} for some a∗ < a . We define a sequence of
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domains {W (m)
a } (m = 1, 2, . . .) so that they exhaust Wa = W ∩ {|x | < a}

and ∂W (m)
a is the union of a truncated circular cylinder Ca = L ∩ {|x | = a}

and a surface A(m)
a that approximates S ∪ (B ∩ {|x | < a}) in such a way that

W (m)
a ⊂ W (m+1)

a ⊂ Wa , and every point (ξ, η) ∈ Wa belongs also to W (m)
a for

sufficiently large values of m. Moreover, we assume A(m)
a to have the following

properties: (i) it is such that ∂W (m)
a is a C2-surface outside a finite number

of edges and conic points; (ii) it coincides with {y = −d} outside a certian
neighbourhood of S ∪ (B\Bd ). The part of A(m)

a within that neighbourhood,
we denote by Am because it does not depend on a.

Let w be a harmonic function in W [and so w ∈ C2(W )] belonging to
C1(W ∪ F ∪ Bd ) and satisfying

wy − νw = 0 on F, wy = 0 on Bd . (1.56)

For an arbitrary point (ξ, η) ∈ W we choose a and m so that (ξ, η) ∈ W (m)
a .

The standard application of Green’s function G(x, y; ξ, η) (this function is
given in Subsection 1.1.2) for the finite domain of the depth d leads to the
usual representation for w:

w(ξ, η) = 1

4π

∫
∂W (m)

a

[
w(x, y)

∂G

∂n(x,y)
(x, y; ξ, η)− G(x, y; ξ, η)

∂w

∂n(x,y)

]
dS.

Here n(x,y) is directed into W (m)
a . The boundary conditions (1.56) and those

valid for G(x, y; ξ, η) reduce this representation to

w(ξ, η) = 1

4π

∫
Ca

[
G(x, y; ξ, η)w|x |(x, y)− w(x, y)G |x |(x, y; ξ, η)

]
dS

+ 1

4π

∫
Am

[
w(x, y)

∂G

∂n(x,y)
(x, y; ξ, η)− G(x, y; ξ, η)

∂w

∂n(x,y)

]
dS.

(1.57)

Thus w is written as a sum that will be referred to as Green’s decomposition.
The first and second integrals will be denoted by uL and uW , respectively.
We note that for a fixed value of m, functions w and uW are independent of a
whenever (ξ, η) ∈ W (m)

a . From (1.57) we see that uL is also independent of a.
Thus it is a harmonic function in the whole layer L and the first term in (1.57)
gives a representation of uL for (ξ, η) ∈ L ∩ {|x | < a}. Properties of Green’s
function guarantee that

uL
y − νuL = 0 when y = 0, uL

y = 0 when y = −d. (1.58)

Sincew and uL do not depend on m, (1.57) implies that uW does not depend
on m as well. It is clear that uW satisfies the boundary conditions (1.56). Thus
we arrive at the following assertion.
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Every velocity potential w in W satisfying the boundary conditions (1.56)
can be decomposed into uL + uW , where uL is a velocity potential defined
throughout the layer L and that satisfies (1.58), and uW is a velocity potential
defined in W only and that satisfies (1.56) and the radiation condition (I.42).

This assertion gives another confirmation (the first one was given in the
Radiation Conditions section of the Introduction) of the fact that the boundary
value problem (I.31)–(I.34) should be complemented by the radiation condi-
tion (I.42) in order to describe the interaction of water waves with obstacles.
As we see from Green’s decomposition, uL and uW correspond to incident
and scattered waves, respectively, and the former is arbitrary whereas the
latter depends on all the data of the problem.

We mentioned at the beginning of this subsection that the last assertion is
also true for W having the infinite depth. Again the assertion is a consequence
of formula (1.57). However, not only its derivation is a little more tedious in
this case, but we need an extra assumption to be imposed on w. Namely, we
suppose that w is bounded, which implies that |∇w| decays as y →−∞;
see derivation of (1.5). The amendments in the proof are as follows. We
have to integrate over ∂(W (m)

a ∩ {y > −d}), where 0 < d <∞, in the for-
mula preceding (1.57) because the standard integral representation is valid for
bounded domains. Then we get (1.57) by letting d →∞, which is legitimate
in view of the boundedness of w, the fact that |∇w| decays as y →−∞, and
the asymptotics of Green’s function at infinity obtained in Subsection 1.1.1.3.
The rest of the proof given above must be literally repeated.

Let us consider again the water domain W that is contained within the layer
L and coincides with it for |x | > a. If w satisfies the boundary conditions
(1.58) and the radiation condition (I.42), then the uniqueness theorem can be
applied to uL (in Subsection 1.1.1.5 such a theorem was proved for R

3
−, but

it is valid for L as well). Indeed, uL is harmonic in L , satisfies (1.58) and
(I.42) (the latter condition for uL is a consequence of (1.57) and the fact that
w and uW do satisfy (I.42)), and so the uniqueness theorem gives that uL = 0
in L . In addition, let ∂W consists of a finite number of surfaces that belong
to the class C2 outside a finite number of conic points, and let the adjacent
surfaces form edges with nonzero dihedral angle along them. Then we can
put W (m)

a = Wa , and obtain the following assertion from (1.57).
Let W satisfy the just formulated conditions, and let (I.31)–(I.34) and (I.42)

hold for u. Then the following representation holds:

u(ξ, η) = 1

4π

∫
S

[
u(x, y)

∂G

∂n(x,y)
(x, y; ξ, η)− G(x, y; ξ, η)

∂u

∂n(x,y)

]
dS

+ 1

4π

∫
B\Bd

u(x, y)
∂G

∂n(x,y)
(x, y; ξ, η) dS. (1.59)
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Similarly, we obtain the following assertion for deep water.
Let W be infinitely deep and satisfy the above smoothness conditions. If

(I.31)–(I.33), (I.35), and (I.43) hold for u, then the following representation
holds:

u(ξ, η) = 1

4π

∫
S

[
u(x, y)

∂G

∂n(x,y)
(x, y; ξ, η)− G(x, y; ξ, η)

∂u

∂n(x,y)

]
dS

(1.60)

1.3.2. Equivalence of Two Forms of the Radiation Condition

Two forms of the radiation condition were introduced in the Radiation Condi-
tions section of the Introduction. Sommerfeld’s condition (I.39) requires that
as |x |→∞ the combination u|x | − ik0u must tend to zero uniformly with
respect to y and polar angle θ in the (x1, x2) plane. According to Rellich’s
condition (I.42) only the integral over Cr of the above expression squared
should tend to zero as r →∞. Thus (I.42) seems to be weaker than (I.39). It
is obvious that (I.39) implies (I.42), but they are actually equivalent because
it follows from Green’s formulae (1.59) and (1.60) that (I.42) implies (I.39)
as well.

To prove this assertion in the case when W ⊂ L and coincides with L at
infinity, we substitute asymptotics (1.42) in both integrals in (1.59). Changing
the variables (ξ, η) to (x ,y), we get

u = β(θ ) cosh k0(y + d)|x |−1/2eik0|x | + O
(|x |−3/2

)
as |x | → ∞. (1.61)

Here β(θ ) is a certain smooth function. The last formula means that
Sommerfeld’s radiation condition (I.39) holds for u.

If the water domain has the depth d at infinity but is not contained in L ,
then W ′ = W ∩ {|x | > a} must be considered instead of W . Since W ′ ⊂ L
when a is sufficiently large, W ′ can be considered as a water domain in which
the cylinder {|x | < a} is immersed. Therefore, (1.59) and (1.61) remain valid.

More information about u can be obtained by substituting (1.44) into both
integrals in (1.59), which gives an expansion

u(ξ, η) = a0(ξ ) cosh k0(η + d)+
∞∑

n=1
an(ξ ) cos kn(η + d) (1.62)

valid for (ξ, η) ∈ W ∩ {|x | > a}. Here k0 > 0 and ik1, ik2, . . . are the roots of
k tanh kd = ν, and terms are referred to as “simple” waves of order 0, 1, . . . .
Another way to prove this expansion is based on the completeness of the
system

cosh k0(y + d), cos k1(y + d), cos k2(y + d), . . . , cos kn(y + d) . . .
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in L2(−d, 0) demonstrated by Weinstein [356]. Expansion (1.62) shows that,
generally speaking, u cannot be written simply as a(ξ ) cosh k0(η + d); that
is, it is not equal to the principal term in (1.61).

Since each term in (1.44) satisfies the Laplace equation, the same must be
true for each term in (1.62). Hence,

∇2
x an − (−1)δ0n k2

nan = 0, n = 0, 1, . . . , (1.63)

where δmn is the Kronecker delta. It follows from (1.44) that an decays expo-
nentially at infinity for n ≥ 1. The behavior of a0(x) as |x | → ∞ is given by
the first term in (1.61) divided by cosh k0(y + d).

For the convenience of the reader, we list some other asymptotic formulae
here. They can easily be derived from (1.57) in the same way as (1.61); that is
by using the asymptotics of Green’s function. For u satisfying the radiation
condition in a three-dimensional domain of infinite depth, we have

u(x, y) = β(θ )|x |−1/2eν(y+i |x |) + O
(
(|x |2 + y2)−1 + eνy(1+ |x |)−3/2

)
as |x |2 + y2 →∞. In two dimensions, we have

u(x, y) = A±h(y)e±i K x + ψ±(x, y) for ± x > 0.

Here K = ν, h(y) = eνy for water of the infinite depth and K = k0, h(y) =
cosh k0(y + d) for water of finite depth. The remainder term has the following
behavior:

|ψ±| + |∇ψ±| = O(|x |−1) as |x |→∞
when the depth is finite, and

|ψ±| = O
(
(x2 + y2)−1/2

)
, |∇ψ±| = O((x2 + y2)−1) as x2 + y2→∞

for deep water.

1.3.3. Representation of a Bounded Potential in a Layer

Unlike uW , the potential uL is a simple wave of order zero, if it is bounded in L;
that is, this potential admits the representation

uL (ξ, η) = A(ξ ) cosh k0(η + d), (1.64)

where A(ξ ) satisfies (1.63) for n = 0.
We begin the proof by noting that the boundary conditions (1.58) allow us

to continue uL analytically across y = 0 and y = −d. The second condition
in (1.58) permits us to continue uL as a harmonic function by means of the
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equation

uL (x, y) = uL (x,−2d − y).

The first condition in (1.58) permits us to continue uL
y − νuL across y = 0 as

an odd function of y that is harmonic. This leads to the functional equation

uL (x, y) = uL (x,−y)+ 2νeνy
∫ 0

−y
eνηuL (x, η) dη,

which continues uL as a harmonic function across y = 0. Therefore uL (x, y)
can be considered as a bounded harmonic function in the layer {x ∈ R

2,

−2d < y < +d}.
For any point (x, y) ∈ L̄ the mean value theorem gives

∇uL (x, y) = 3

4πd3

∫
R< d

∇uL dξdη,

where R2 = |x − ξ |2 + (y − η)2. The last equality implies (see Subsection
1.1.1.1) that the first derivatives of uL (x, y) are bounded:

|∇uL (x, y)| ≤ 3d−1 sup{|uL |}.
This and (1.44), where K0(kn|x − ξ |) decays exponentially as |x | → ∞, give

lim
r→∞

{∫
Cr

[
GuL

|x | − uL G |x |
]

dS −
∫
Cr

[
G(0)uL

|x | − uL G(0)
|x |
]

dS

}
= 0,

where

G(0)(x, y; ξ, η) = 2π i
(
k2

0 − ν2
)
H (1)

0 (k0|x − ξ |)
d
(
k2

0 − ν2
)+ ν

× cosh k0(y + d) cosh k0(η + d).

Both integrals in the last limit are actually independent of r (see Subsection
1.3.1) and the equality obtained by dropping the limit sign is also correct.
Hence

uL (ξ, η) = 1

4π

∫
Ca

[
G(0)(x, y; ξ, η)uL

|x |(x, y)− uL (x, y)G(0)
|x |(x, y; ξ, η)

]
dS.

From here (1.64) follows because G(0) depends on η only through the factor
cosh k0(η + d). Noting that the Laplace equation is valid for uL , we conclude
that A(ξ ) satisfies (1.63) for n = 0; note that the analogous fact holds for each
term in (1.62).
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1.4. Bibliographical Notes

There are numerous papers treating different Green’s functions for time-
periodic water waves. Here we mention a few works directly connected with
our presentation.

1.1.1. The Fourier transform was applied by Wehausen and Laitone [354] to
the derivation of Green’s function G describing a pulsating source in deep
water. Lenoir [187] used the same method in two dimensions for both infinite
and finite depth. One more representation was found for Green’s function by
Haskind [104], who applied a different method than that given in Subsection
1.1.1.2. Deriving the asymptotic representation at infinity, we do not follow
any published paper. An alternative method for this was developed by Maz’ya
[222]. The method of investigation of the local behavior of G near the free
surface was not published earlier. The proof of uniqueness theorem given in
Subsection 1.1.1.5 is from John [126], who gives it for water of a finite depth,
but it applies for water unbounded below as well (and holds in either two or
three dimensions).

In addition to the papers just cited, one can find treatments of a point source
in deep water in the works of Kochin [143], Haskind [106], and Havelock
[109, 110]. Havelock gave a representation for G that was different from
those presented in Section 1.1.1, and in [110] he developed wave potentials
having higher-order singularities. Somewhat earlier these singularities had
been given by Thorne [317], whose paper contains a rather complete census
of the possible singular solutions for both two and three dimensions and for
finite and infinite depths. Included are series expansions as well as integrals.

1.1.2. The widely known paper by John [126] contains, in particular, an
account of properties of Green’s function describing a point source in water
of finite depth. The related results can also be found in the works of Haskind
[106] and Wehausen and Laitone [354].

1.2. In connection with the two-dimensional Green’s functions, the follow-
ing papers should be listed: Haskind [106], John [126], Kochin [142], Thorne
[317], and Wehausen and Laitone [354]. The ring Green’s functions were
developed by Hulme for infinite [118] and finite depth [119].

1.3. In [126], John obtained Green’s representation under a superfluous as-
sumption on the smoothness of a velocity potential. The definition of simple
waves is also from John [126], Section 4, as well as the result given in Sub-
section 1.3.3. In two dimensions, formula (1.64) was proved by Weinstein
[356].
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Other results. In [67], Evans obtained a Green’s function describing a source
in water of finite depth containing a semi-infinite horizontal plate upon which
a plane progressive wave is obliquely incident.

In addition to papers treating Green’s functions in water of constant depth,
we mention several papers in which pulsating sources are considered for
domains of variable depth. In the two-dimensional case, a Green’s function for
a source above a slopping bottom is constructed by Sretensky [309] and Morris
[250]. Both authors point out the existence of wave-free source positions, that
is, such points in the water domain that no waves are radiated to infinity by
a source placed at any of them. Moreover, in the second of her papers [250],
Morris numerically investigated the geometric locus of wave-free sources.

Vainberg and Maz’ya [347] proved the existence of a Green’s function
(both in two and three dimensions) for a layer of variable depth, coinciding
with a constant depth layer outside some vertical circular cylinder. They
considered sources placed not only in the water domain but also in the free
surface and on the bottom. These results are presented in Subsection 2.3.3.



2

Submerged Obstacles

It was pointed out in the Preface that methods of investigation of the unique-
ness and solvability for the water-wave problem depend essentially on the
type of obstacle in respect to its intersection with the free surface. Among
various possibilities, the simplest one is the case in which the free surface
coincides with the whole horizontal plane (and so rigid boundaries of the
water domain are represented by totally submerged bodies and the bottom
of variable topography); we restrict our attention to this case in the present
chapter.

We begin with the method of integral equations (Section 2.1), which not
only provides information about the unique solvability of the water-wave
problem but also serves as one of the most frequently used tools for a nu-
merical solution of the problem. In Section 2.2, various geometric criteria
of uniqueness are obtained with the help of auxiliary integral identities. The
uniqueness theorem established allows us to prove the solvability of the prob-
lem for various geometries of submerged obstacles in Section 2.3. The last
section, Section 2.4, contains bibliographical notes.

2.1. Method of Integral Equations and Kochin’s Theorem

When Green’s function is constructed it is natural to solve the water-wave
problem by applying integral equation techniques, which is a standard ap-
proach to boundary value problems. In doing so, a proof of the solvability
theorem for an integral equation is usually based on Fredholm’s alternative
and the uniqueness of the solution to the boundary value problem.

When applying this approach to the problem of a totally submerged body,
one finds both a similarity to, and a distinction from, the exterior Neumann
problem for the Laplace equation. Because the kernels of the correspond-
ing integral operators have the same singularity, Fredholm’s alternative is
applicable in both cases. Besides, the uniqueness theorem is available for
the exterior Neumann problem, and it is an important ingredient in proving

50
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the solvability theorem for integral equations. However, the uniqueness the-
orem for the water-wave problem is far from obvious, and it has been proved
for submerged obstacles only under certain geometric assumptions (see
Section 2.2 in this chapter). Another distinction arises from the presence of
the frequency parameter ν in kernels of integral equations for the water-wave
problem.

In the present chapter, we deal with a body of an arbitrary geometry, and
we involve no a priori knowledge of uniqueness. The main result here is a
theorem, essentially from Kochin (1939–1940) [142, 143], which guarantees
the unique solvability of the two- and three-dimensional problems for all
ν > 0, except possibly for a finite number of values. The proof relies upon
the following two properties of integral operators: (i) they depend analytically
on the parameter ν; and (i i) for sufficiently small (large) values of ν, they
are close to the invertible integral operators, arising in the exterior Neumann
problem obtained by even (odd) continuation across {y = 0}.

We also demonstrate that if the uniqueness theorem in the water-wave
problem is true for a certain value of ν, then the standard argument shows
that the integral equation is uniquely solvable for this value of ν.

The section is divided into four subsections. In Subsection 2.1.1, we reduce
the water-wave problem to integral equations, and we investigate them in
Subsections 2.1.2 and 2.1.3 for smooth and nonsmooth bodies, respectively.
In the latter case, only two-dimensional bodies are considered, and special
attention is paid to the behavior of solutions to integral equations near corner
points.

2.1.1. Integral Equations of the Water-Wave Problem

Here we assume that a two- or three-dimensional (we shall treat both cases
simultaneously) water domain W has a constant (possibly, infinite) depth, and
that it contains one totally submerged body (this can be readily replaced by a
finite number of such bodies). We suppose the body’s boundary S to belong to
the class C1,α; that is, a normal vector to S is Hölder continuous. In Subsection
2.1.1.1 we introduce a single-layer potential, state its properties, and use it for
reducing the water-wave problem to a Fredholm integral equation. Another
integral equation following from Green’s formula is obtained in Subsection
2.1.1.2.

2.1.1.1. Single-Layer Potential and the Corresponding Integral Equation

We seek a solution to the water-wave problem in the form of a source dis-
tribution over S, in other words, as a single-layer potential with unknown
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density µ:

(Vµ)(x, y) = [(m − 1)π ]−1
∫

S
µ(ξ, η) G(x, y; ξ, η) dS. (2.1)

This potential depends on (x, y) ∈ L\S, where L ={x ∈ R
m−1, −d < y < 0}.

Here 0 < d ≤ ∞ is the water depth, m = 2, 3 is the flow dimension, and
when m = 3, x = (x1, x2) and ξ = (ξ1, ξ2) for the source point (ξ, η) ∈ S.
Green’s function G describing flow caused by a point source is investigated in
Section 1.1 for m = 3 and in Subsection 1.2.1 for m = 2. The properties of
G guarantee that if µ ∈ C(S), that is, µ is a continuous function on S, then
the potential (2.1) has the following properties.

1. It is a harmonic function in W as well as in L\W̄ .
2. It satisfies the free surface boundary condition.
3. It satisfies the homogeneous Neumann condition on {y = −d} when

the water depth is finite, or it tends to zero together with its gradient as
y →−∞ in the case of infinite depth.

4. It satisfies Sommerfeld’s radiation condition (I.39)

In what follows, we need the notion of a regular normal derivative on S. Let
a differentiable function u be given on either side of S, and let nx and ny be
the projections on the x plane and y axis, respectively, of the normal n(x,y) to
S at (x, y). We say that ∂u/∂n± is the regular normal derivative, if uniformly
in (x, y) ∈ S we have

∂u

∂n
(x + τnx , y + τny) → ∂u

∂n±
(x, y) as τ →±0.

It is clear that the regular normal derivative belongs to C(S).
When reducing the water-wave problem to a boundary integral equation

and investigating the latter equation, we find that the following properties of
Vµ play an important role.

5. Vµ is a continuous function in L̄ .
6. The integral operator

(Tµ)(x, y) = 1

(m − 1)π

∫
S
µ(ξ, η)

∂G

∂n(x,y)
(x, y; ξ, η) dS (2.2)

defines a continuous function of (x, y) ∈ S.
7. The regular normal derivative of Vµ does exist on S and is equal to

∂(Vµ)

∂n±
= ∓µ+ Tµ, (2.3)
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where the subscript + (−) denotes the derivative on the side directed
to W (L\W̄ ).

8. An immediate consequence of (2.3) is the equality

∂(Vµ)/∂n− − ∂(Vµ)/∂n+ = 2µ. (2.4)

Properties 5–8 immediately follow from the equality

G(x, y; ξ, η) = E(x, y; ξ, η)+ H (x, y; ξ, η), (2.5)

where H (x, y; ξ, η) is a harmonic function in L in both (x, y) and (ξ, η),

E(x, y; ξ, η) = R−1 for m = 3, E(x, y; ξ, η) = −log R for m = 2,

(2.6)

and R is the distance between (x, y) and (ξ, η). In fact, (2.5) means that pro-
perties 5–8 follow from the analogous properties of the potential∫

S
µ(ξ, η) E(x, y; ξ, η) dS,

which can be found in the textbooks by Mihlin [246], Chapter 4, Vladimirov
[348], Chapter 5, and Kellogg [136], Chapter 6 (in the last book it is assumed
that m = 3 and S belongs to class C2).

From properties 1–4 we see that potential (2.1) satisfies all conditions of
the water-wave problem except for the Neumann condition on S. By (2.3)
this potential is a solution of the problem if and only if

−µ(x, y)+ (Tµ)(x, y)= f (x, y), (x, y) ∈ S. (2.7)

This is a Fredholm integral equation in L2(S), since T is a compact operator in
this space. The latter assertion is a consequence of (2.5), which splits T defined
in (2.2) into a sum of two operators. The second operator is compact because its
kernel ∂H/∂n(x,y) is a continuous function of variables (x, y; ξ, η) ∈ S × S.
The first operator is compact, as is demonstrated, for example, in the textbooks
by Colton and Kress [40], Mihlin [246], and Vladimirov [348]. The proof uses
the fact that the corresponding kernel has a weak singularity, that is,

∂E

∂n(x,y)
= O(R−m+1+α) as R → 0,

which is true since S belongs to C1,α .
The following assertion on continuity of solutions to (2.7) is also a corollary

of this estimate (see the textbooks cited in the previous paragraph).
If f ∈ C(S) [Ck,α(S), that is, f and its derivatives up to order k are Hölder

continuous functions], then every solution µ ∈ L2(S) is continuous on S
[belongs to Ck,α(S)].



54 Submerged Obstacles

2.1.1.2. Another Integral Equation

Let u satisfy the free surface and bottom boundary conditions

uy − νu = 0 on F, uy = 0 on B

(the last condition should be replaced by the requirement that |u| ≤
const <∞, when B = ∅). Moreover, let the radiation condition (I.42) hold
for u. Then (1.59) and (1.60) and similar formulae in the two-dimensional case
imply

u(ξ, η) = 1

2(m − 1)π

∫
S

×
[

u(x, y)
∂G

∂n(x,y)
(x, y; ξ, η)−G(x, y; ξ, η)

∂u

∂n(x,y)

]
dS. (2.8)

Here m = 2, 3 is the dimension of the water domain that allows (2.8) to hold
in either case.

Now, assuming that the normal derivative of u is a prescribed continuous
function f on S, we shall derive a boundary integral equation from (2.8). The
right-hand side in (2.8) is a difference of two potentials whose properties are
the same as those of the potentials having E instead of G (see, for example, the
books cited in Subsection 2.1.1.1, and Maz’ya’s survey [224], Section 1).
The first potential is known as a double-layer potential, and the second one
is the single-layer potential considered in Subsection 2.1.1.1. The latter is
continuous in the whole layer L , whereas the former one has jumps on S.
Thus letting (ξ, η) ∈ W approach the surface S, we arrive at

−u(ξ, η)+ 1

(m − 1)π

∫
S

u(x, y)
∂G

∂n(x,y)
(x, y; ξ, η) dS

= 1

(m − 1)π

∫
S

f (x, y)G(x, y; ξ, η) dS, (ξ, η) ∈ S. (2.9)

We note that the integral operator in this equation is adjoint to T̄ , where T
appears in (2.7).

The method presented here and the corresponding boundary integral equa-
tion are sometimes referred to as the direct method and the direct integral
equation, respectively (see, for example, Maz’ya [224]). The reason for this
is the fact that the unknown function is the trace of u on S. Thus (2.9) has
an advantage when it is sufficient to determine this trace for further calcula-
tions, as often occurs in applications. A drawback of this equation is a rather
complicated form of the right-hand-side term.
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2.1.2. Solvability Theorems

In Subsection 2.1.2.1, we prove the solvability theorem for the water-wave
problem by using the boundary integral equation derived in Subsection 2.1.1.1,
and imposing no a priori assumption about the uniqueness of solution. How-
ever, a finite number of exceptional values of ν could occur. So, in general,
there is no solvability for the integral equation, and consequently no solution
of the water-wave problem could be obtained by using this method for those
values of ν. In Subsection 2.1.2.3, we show how the integral equation from
Subsection 2.1.1.2 applies for establishing that the solution is unique for the
nonexceptional values of ν. Simplifications arising from the assumption of
uniqueness in the water-wave problem are shown in Subsection 2.1.2.2.

2.1.2.1. Kochin’s Solvability Theorem

For the sake of simplicity, we consider the integral equation (2.7) only for
water of infinite depth, but the same result is true for the finite depth case as
well. We begin with the formulation of an auxiliary result from the linear ope-
rator theory, which will be applied when the integral equation is investigated.

Let X be a Hilbert space, and let Tν be an operator function analytic in ν

for ν in a (connected) domain D of the complex plane. If the operator Tν is a
compact operator in X for every ν ∈ D, and if I − Tν has a bounded inverse
operator at least for one value of ν, then the operator (I − Tν)−1 does exist and
is bounded for all ν ∈ D with a possible exception for a set of isolated points.

If ν is an exceptional point, then there is a finite-dimensional subspace of
solutions µ0, satisfying (I − Tν)µ0 = 0.

Below this theorem will be referred to as the invertibility theorem (see, for
example, the books by Gohberg and Krein [95] and Kozlov and Maz’ya [148]
for the proof ).

Let E0(x, y; ξ, η) [cf. (2.6)] denote R−1
0 for m = 3, and−log R0 for m = 2,

where R2
0 = |x − ξ |2 + (y + η)2. We need an auxiliary equation

−µ(x, y)+ (T∞µ)(x, y) = f (x, y), (x, y) ∈ S, (2.10)

where (T∞µ)(x, y) is equal to

1

(m − 1)π

∫
S
µ(ξ, η)

∂

∂n(x,y)
[E(x, y; ξ, η)− E0(x, y; ξ, η)] dS.

It is well known (see, for example, the books by Mihlin [246] and Vladimirov
[348]) that

∂E

∂n(x,y)
(x, y; ξ, η) = cos

[
n(x,y),R

]
Rm−1

,
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where [n(x,y),R] denotes the angle between n(x,y) and R directed from (x, y)
to (ξ, η). A similar formula holds for the normal derivative of E0. Then we
can write

(T∞µ)(x, y) = 1

(m − 1)π

∫
S∪S0

µ(ξ, η)
∂E

∂n(x,y)
(x, y; ξ, η) dS,

where S0 = {(x, y) : (x,−y) ∈ S} is a mirror reflection of S by the free surface
{y = 0}, and the density µ is extended to S0 as an odd function with respect
to y. If we extend f in (2.10) in the same manner, then (2.10) takes the form
of the well-known equation arising when a single-layer potential is used for
solving the Laplacian exterior Neumann problem in a domain outside S ∪ S0.

The extended equation (2.10) is shown to be uniquely solvable (see, for
example, the books by Kellogg [136], Chapter 11, the m = 3 case only, Mihlin
[246], Chapter 4, and Vladimirov [348], Chapter 5, where both cases m = 2
and m = 3 are considered). Its solution µ(x, y) must be odd in y, because
−µ(x,−y) is a solution of the extended equation (2.10) with − f (x,−y) =
f (x, y), and the uniqueness theorem holds for the integral equation of the
exterior Neumann problem. Hence, restricting µ(x, y) to S, one obtains the
solution of (2.10). In other words, I − T∞ is an invertible operator.

The assertions given in Subsection 1.1.1.6 and at the end of Subsection
1.2.1 for m = 3 and m = 2, respectively, show that the kernel of T − T∞
tends to zero uniformly on S × S as ν →∞. Hence the norm of T − T∞
can be made arbitrary small for a large enough ν. Then writing I − T =
I − T∞ + (T∞ − T ), we see that I − T is invertible for all sufficiently large
values of ν as a sum of an invertible operator and an operator whose norm is
small enough.

Moreover, from (1.9) for m = 3 and from (1.48) for m = 2, we find that
T depends analytically on ν in a neighborhood of the positive real half-axis.
Then the theorem on invertibility yields the following result.

The integral equation (2.7) with an arbitrary f ∈ L2(S) has a unique
solution for all ν > 0, except possibly for a sequence of values tending to zero.

If f ∈C(S), then the assertion on the continuity (see Subsection 2.1.1.1)
implies that the corresponding solutionµ to (2.7) is continuous as well. Hence
property 7 applies to (2.1), and this property together with (2.7) give that Vµ

satisfies the Neumann condition on S. On account of properties 1–4, we see
that Vµ is a solution of the water-wave problem. Thus the following theorem
is proved.

For all ν > 0 except possibly for a sequence tending to zero, and arbi-
trary f ∈C(S), the water-wave problem has a solution of the form (2.1),
where µ satisfies (2.7).
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Two last assertions can be improved. Put

(T0µ)(x, y)

= 1

(m − 1)π

∫
S
µ(ξ, η)

∂

∂n(x,y)
[E(x, y; ξ, η)+ E0(x, y; ξ, η)] dS.

Extending µ to S0 as an even function with respect to y, we get

(T0µ)(x, y) = 1

(m − 1)π

∫
S∪S0

µ(ξ, η)
∂E

∂n(x,y)
(x, y; ξ, η) dS.

Then

−µ(x, y)+ (T0µ)(x, y) = f (x, y), (x, y) ∈ S ∪ S0, (2.11)

is an integral equation of the Neumann problem in the domain outside S ∪ S0.
Here f is extended as an even in y function. Like the extended equation
(2.10), the last equation is uniquely solvable. Moreover, its solution is even
in y, which follows in the same way as the oddness of the solution satisfying
the extended equation (2.10). Thus I − T0 is also an invertible operator.

The assertions given in Subsection 1.1.1.6 and at the end of Subsection
1.2.1 for m = 3 and m = 2 respectively show that the kernel of T − T0 tends
to zero uniformly with respect to (x, y; ξ, η) ∈ S × S as ν → 0. Then the
norm of T − T0 tends to zero as ν → 0, and in the same way as above we
demonstrate that (2.7) is uniquely solvable for all sufficiently small values
of ν. Combining this with results already proved, we arrive at the following
theorem.

For all ν > 0, except possibly for a finite set of values, the water-wave
problem with arbitrary f ∈C(S) has a solution of the form (2.1) where µ

satisfies (2.7), which is a uniquely solvable equation for these values of ν.

2.1.2.2. Solvability of the Integral Equation When the Uniqueness Holds
for the Water-Wave Problem

In the introductory remarks to this chapter, we mentioned that the question
of uniqueness is far from its final solution for the water-wave problem. Here
we simply suppose that the problem has at most one solution. This facilitates
the investigation of equation (2.7) as we demonstrate here.

Let µ0 ∈ L2(S) solve the homogeneous equation

−µ0 + Tµ0 = 0. (2.12)

The assertion on continuity (see Subsection 2.1.1.1) implies that µ0 ∈ C(S).
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Properties 1– 4 and 7 guarantee that Vµ0 satisfies the homogeneous water-
wave problem. Then the uniqueness theorem for the water-wave problem
implies that Vµ0 vanishes in W . Therefore property 5 yields that Vµ0 = 0 on
S. Now by property 1, this potential is a solution of the homogeneous Dirichlet
problem in R

m
−\W̄ . Consequently, Vµ0 = 0 in the latter domain. Since Vµ0

is equal to zero in both W and R
m
−\W̄ , the regular normal derivatives vanish

on either side of S, and (2.4) implies that µ0 = 0.
Thus (2.12) has only a trivial solution, and Fredholm’s alternative guaran-

tees that (2.7) is uniquely solvable in L2(S) for an arbitrary right-hand term.
If f ∈ C(S), then the assertion on the continuity yields that the correspond-
ing solution µ to (2.7) is continuous as well. Hence property 7 applies to
(2.1), and together with (2.7) gives that Vµ satisfies the Neumann condi-
tion on S. From properties 1– 4 we see that Vµ is a solution of the water-
wave problem that is unique by assumption. Thus the following theorem is
proved.

If the homogeneous water-wave problem has only a trivial solution, then the
corresponding nonhomogeneous problem is uniquely solvable for an arbitrary
continuous function f in the Neumann condition. The solution can be found
in the form of (2.1), where µ should be determined from equation (2.7), which
is uniquely solvable as well.

As was mentioned above, our considerations are valid when a finite number
of bodies is contained in water. In addition, the assumption that water has an
infinite depth was not used in the proof, and the theorem is true in the case of
water bounded below by a horizontal bottom.

2.1.2.3. Unique Solvability of the Water-Wave Problem

First, let (2.7) be uniquely solvable for a certain ν. The last theorem in Sub-
section 2.1.2.1 implies that, on one hand, there is a solution u of the water-
wave problem having the form (2.1) where µ satisfies (2.7). On the other
hand, u(ξ, η) satisfies the boundary integral equation (2.9) for (ξ, η) ∈ S, as
was shown in Subsection 2.1.1.2. Our aim is to demonstrate that u is the
unique solution of the problem.

Assuming that there are two solutions u1 and u2, we have from (2.9) that
u0 = u1 − u2 satisfies

−u0(ξ, η)+ (T̄ ∗u0)(ξ, η) = 0, (ξ, η) ∈ S, (2.13)

where T appears in (2.7). Since (2.7) is uniquely solvable, the homogeneous
equation corresponding to (2.7), and consequently (2.13), has only a trivial
solutions by the Fredholm theory. Thus u0 = 0 on S, and also ∂u0/∂n = 0
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on S because u1 and u2 satisfy the same Neumann condition there. Now
the uniqueness theorem for the Cauchy problem for the Laplace equation
(see, for example, Gilbarg and Trudinger’s book [94], Chapter 2) implies that
u0 vanishes identically in W ; that is, the water-wave problem is uniquely
solvable, if the boundary integral equation (2.7) is uniquely solvable.

Moreover, it is shown in Subsection 2.1.2.2 that the integral equation (2.7)
is uniquely solvable [by the Fredholm theory this property holds simultane-
ously for (2.9)] if the water-wave problem is uniquely solvable.

Thus, the water-wave problem is uniquely solvable if and only if the bound-
ary integral equations (2.7) and (2.9) are uniquely solvable.

Let us turn to the case in which ν is an exceptional value. Let (2.12)
have n linearly independent solutions µ( j)

0 , j = 1, . . . , n. Every solution is a
continuous function on S by the assertion on continuity. Properties 1–4 and 7
guarantee that every potential Vµ

( j)
0 generated by a solution to (2.12) satisfies

the homogeneous water-wave problem. Assuming that

n∑
j=1

c j Vµ
( j)
0 = 0,

we get that Vµ0 = 0 in W , whereµ0 =
∑n

j=1 c jµ
( j)
0 . Thenµ0 = 0 as is shown

in Subsection 2.1.2.2, and c j = 0 because µ
( j)
0 are linearly independent. So

Vµ
( j)
0 , j = 1, . . . , n are linearly independent.

Let us show that the subspace of solutions for the homogeneous water-
wave problem is n dimensional. If there are more than n linearly independent
solutions, then their traces on S give more than n linearly independent solu-
tions of (2.13) (this follows from the above argument based on the uniqueness
of the Cauchy problem), which is impossible since (2.13) and (2.12) have the
same number of linearly independent solutions. Hence, the water-wave prob-
lem has n linearly independent solutions. Combining this with the previous
result, we arrive at the following conclusion.

The water-wave problem for a totally submerged body is equivalent to the
boundary integral equations (2.7) and (2.9), which means that the following
two statements hold:

1. The water-wave problem is uniquely solvable for a certain ν if and
only if (2.7) and (2.9) are uniquely solvable for this ν.

2. For a certain ν the homogeneous water-wave problem has n linearly
independent solutions if and only if (2.12) and (2.13) also have n
linearly independent solutions each.
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2.1.3. Integral Equation for a Contour with Corner Points

Since interaction of water waves with bodies having edges is rather usual
in applications, here we give an account of the corresponding mathematical
approach. We present in detail the simplest case of a totally submerged two-
dimensional body with corner points, leaving further results for Section 3.1,
where the three-dimensional problem of a surface-piercing body is treated. In
the present section, results analogous to those in the smooth case are obtained
for solvability of the boundary integral equation and the water-wave prob-
lem. An analysis of singular behavior of solutions near corner points is also
given.

2.1.3.1. Some Definitions and Auxiliary Results

Here we are concerned with the two-dimensional water-wave problem in a
domain W having infinite depth and bounded internally by a simple closed
piecewise smooth curve S. To simplify the presentation we assume that there
are only two corner points P− and P+ on S, where two regular C2 arcs
make angles α− and α+ (either distinct from 0 and 2π ) directed into W. Let
the arc length s be measured on S clockwise from a point dividing one of the
arcs into pieces of equal length. To be specific, let 0 < s− < s+ < |S|, where
s = s± corresponds to P±, and |S| is the total length of S.

To avoid strong singularities near P± we require that a solution u must
satisfy the following inequality:

∫
Wa

(|∇u|2 + |u|2) dxdy <∞, Wa = W ∩ {|x | < a}, (2.14)

where a is an arbitrary positive number; that is, the energy is locally finite.
Despite this condition, seeking u in the form of (2.1), one cannot expect µ to
be continuous everywhere on S. Thus we suppose that µ belongs to a Banach
space Cκ (S) (0 < κ < 1) that consists of functions continuous on S\{P−, P+}
and is supplied with a norm

‖µ‖κ = max± {sup{|s − s±|1−κ |µ(s)| : 0 < ±(s − s∗) < s∗}}.

Here s∗ = (s+ − s−)/2 is the middle of the second arc between P− and P+.
So two points with s = 0 and s = s∗ divide the whole contour S into parts of
equal length: 0 ≤ s ≤ s∗ and s∗ ≤ s ≤ 2s∗ = |S|, on which weights depend-
ing on s − s− and s − s+ respectively are given. Apart from functions that
are continuous everywhere on S, the space Cκ (S) contains functions having
power growth as |s − s±| → 0. Moreover, Cκ (S) is continuously embedded
in L p(S) for p < (1− κ)−1.
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It is obvious that the potential (2.1) with such µ satisfies the first four
properties listed in Subsection 2.1.1.1. Furthermore, the direct value of the
normal derivative of Vµ is a continuous function of (x, y) ∈ S\{P−, P+} and
formulae (2.3) and (2.4) are true there. The convergence of normal derivatives
of Vµ to the limit values (2.3) is uniform along normals erected to S on
compact subsets of S\{P−, P+}; that is, the regular normal derivatives do exist
on these subsets. The continuity of Vµ in R

2
− can be established by virtue of

general properties of integral operators with kernels of the potential type (see,
for example, Kantorovich and Akilov’s book [130], Chapter 11, Section 3,
Theorems 6 and 7). We formulate here these results for further references.

Let D and D′ be n- and m-dimensional piecewise smooth bounded mani-
folds in the Euclidean space whose points are denoted x and ξ . Let

(Kw)(x) =
∫

D
K (x, ξ )w(ξ ) dξ, x ∈ D′

have a kernel

K (x, ξ ) = B(x, ξ )|x − ξ |−λ, λ > 0 (2.15)

where B(x, ξ ) is a bounded function, which is continuous for x �= ξ . If

q <
mp

n − (n − λ)p
, n − (n − λ)p < m,

then K is a compact operator mapping L p(D) into Lq (D′), where p, q > 1.
If (n − λ)p > n, then K is a compact operator mapping L p(D) into C(D′).
To derive the continuity of Vµ from this theorem, we note that for this

potential n = 1, m = 2, µ ∈ L p(S) for a certain p > 1, and the kernel can be
written in the form of (2.15) where λ > 0 is arbitrarily small. It is clear that
(1− λ)p > 1 for sufficiently small λ, which allows us to apply the second
assertion of the theorem.

Since derivatives of E(x, y; ξ, η) (m = 2) can be written in the form of
(2.15) with λ = 1, the formulated theorem guarantees that (2.14) holds for
Vµ. Thus for arbitraryµ ∈ Cκ (S) the potential (2.1) satisfies all the conditions
of the water-wave problem except for the Neumann condition on S. The latter
holds if and only if equation (2.7) is valid for (x, y) ∈ S\{P−, P+}.

2.1.3.2. Fredholm’s Aternative for an Integral Equation on a Piecewise
Smooth Contour

Our aim is to show that the scheme applied in Subsection 2.1.2.1 works in the
present situation, but corner points make considerations more complicated.
First, we have to apply the invertibility theorem to I − T , which is an operator
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function depending analytically on a parameter ν and acting in the Banach
space Cκ (S) – not in the Hilbert space L2(S) as in Subsection 2.1.2.1. Second,
T is not a compact operator because S has corner points. Fortunately, a more
general form of the invertibility theorem exists (see Kozlov and Maz’ya’s
book [148], Section A.8):

Let X be a Banach space, and let Bν be an operator function analytic in
a domain D. If the operator Bν is a Fredholm operator in X for every ν ∈ D
and if Bν has a bounded inverse operator at least for one value of ν, then
the operator (Bν)−1 does exist and is bounded for all ν ∈ D with a possible
exception for a set of isolated points.

Thus this theorem can be used for X = Cκ (S), and Bν = I − T , which is
a Fredholm operator if T < 1 in Cκ (S). Here T is the essential norm of
T , that is, T = inf ‖T − K‖, where the infimum is taken over all compact
operators K on Cκ (S). The last inequality guarantees that for a certain compact
operator K the series

I + (T − K )+ (T − K )2 + · · ·
converges and defines the bounded inverse operator [I − (T − K )]−1. Then
(2.7) is equivalent to the following equation:

−µ+ [I − (T − K )]−1 Kµ = [I − (T − K )]−1 f,

where [I − (T − K )]−1 K is a compact operator. Since the Fredholm alterna-
tive holds for the last equation, the same is true for (2.7). We estimate T in
the next subsection.

2.1.3.3. Estimate for the Essential Norm

For estimating T we consider

(Nµ)(x, y) = − 1

π

∫
S
µ(ξ, η)

∂ log R

∂n(x,y)
dS, (x, y) ∈ S\{P−, P+}.

Note that replacing T by N in (2.7) leads to the equation corresponding to
the exterior Neumann problem in a domain outside S. Since G + log R is a
harmonic function in R

2
−, see (1.48), the operator T − N has a bounded kernel

that can be written in the form of (2.15) with an arbitrarily small exponent λ
and a continuous function B. Now we can apply the theorem formulated
in Subsection 2.1.3.1, since Cκ (S) is continuously embedded into L p(S) for
1 < p < (1− κ)−1. Thus an appropriate choice of λ yields that T − N is a
compact operator mapping Cκ (S) into C(S). Hence, it is a compact operator
mapping Cκ (S) into itself. Then T = N , and the latter essential norm will
be estimated now.
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The kernel of N depends on (x, y) and (ξ, η) belonging to S\{P−, P+}.
Denoting by s and σ the values of arc length corresponding to (x, y) and
(ξ, η), respectively, we have

− ∂ log R

∂n(x,y)
= y′(s) [x(s)− ξ (σ )]− x ′(s) [y(s)− η(σ )]

[x(s)− ξ (σ )]2 + [y(s)− η(σ )]2 . (2.16)

For σ �= s± this is a continuous function of s except for s = s±, where it has
jumps. Let us investigate the local behavior of (2.16) near a corner point,
say P− with s = s−. If (s − s−)(σ − s−) > 0, that is, both points belong to
the same smooth arc, then (2.16) is a bounded continuous function (see, for
example, Petrovskii [288], Section 35.2). Thus (2.16) contributes nothing to
N in this case.

When P− separates (x, y) and (ξ, η), say s − s− > 0 and σ − s− < 0,
we apply Taylor’s formula with the remainder term depending on second
derivatives. Then the right-hand side in (2.16) takes the form

[x ′−η
′
− − ξ ′−y′−](σ − s−)+!

(−)
2

[x ′−(s − s−)− ξ ′−(σ − s−)]2 + [y′−(s − s−)− η′−(σ − s−)]2 +!
(−)
3

= (σ − s−) sinα− +!
(−)
2

(σ − s−)2 + (s − s−)2 − 2(σ − s−)(s − s−) cosα− +!
(−)
3

. (2.17)

Here (x ′−, y′−) = (x ′(s−), y′(s−)) and (ξ ′−, η
′
−) = (ξ ′(s−), η′(s−)) are unilat-

eral tangent vectors to the arcs making the angle α− at P−, and

!(−)
m = !(−)

m (s − s−, σ − s−)

is a homogeneous form of order m = 2, 3 with respect to s − s− and σ − s−.
The coefficients of !(−)

m (s − s−, σ − s−) are bounded continuous functions
of the same variables. From (2.16) and (2.17) we get

−∂ log R

∂n(x,y)
= (σ − s−) sinα−

(σ−s−)2+ (s − s−)2 − 2(σ − s−)(s − s−) cosα−
+M−(s, σ ),

where

M−(s, σ ) = "−!
(−)
2 −!

(−)
3 (σ − s−) sinα−

"−
[
"− +!

(−)
3

]
and "− = (σ − s−)2+ (s − s−)2− 2(σ − s−)(s − s−) cosα−. Since α− �= 0,
2π , there exists a constant C−, such that

"− > C−[(σ − s−)2 + (s − s−)2] when (σ − s−)(s − s−) < 0.
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So M−(s, σ ) is a bounded function in a neighborhood of s, σ = s−, and it
is continuous for s �= σ . A similar calculation works when s − s− < 0 and
σ − s− > 0. A neighborhood of P+ can be treated in the same way. Thus we
arrive at the following assertion.

If (s − s±)(σ − s±) < 0, then in a neighborhood of s = σ = s± we have

−∂ log R

∂n(x,y)
= |σ − s±| sinα±

(σ − s±)2+ (s− s±)2− 2|σ − s±||s− s±| cosα±
+M±(s, σ ),

where M±(s, σ ) is a bounded function that is continuous for s �= σ .
Let δ be a positive number such that δ < min{s−, s∗}; that is, δ is less than

the half-length of either arc adjoining P− because of the definition of s∗ (see
Subsection 2.1.3.1). In a domain defined by the inequalities

|s − s±|, |σ − s±| ≤ δ and (s − s±)(σ − s±) ≤ 0,

we put

g±(s, σ ) = |σ − s±| sinα±
(σ − s±)2 + (s − s±)2 − 2|σ − s±||s − s±| cosα±

.

Let g±(s, σ ) = 0 elsewhere in the square 0 ≤ s, σ ≤ |S|. The choice of δ

means that g− and g+ have disjoint supports. By N± we denote an integral
operator with the kernel π−1g±(s, σ ). The theorem formulated in Subsection
2.1.3.1 and the assertion obtained above imply that N − N− − N+ is a com-
pact operator in Cκ (S). Then N in Cκ (S) does not exceed ‖N− + N+‖ in
this space. Let us estimate the last norm.

The definition of δ implies that ‖(N− + N+)µ‖κ is equal to

max± {sup{|s − s−|1−κ |(N−µ)(s)| : |s − s−| < δ},
sup{|s − s+|1−κ |(N+µ)(s)| : |s − s+| < δ}}.

If s < s−, then |s − s−|1−κ |(N−µ)(s)| is equal to

sin |π −α−|
π

∣∣∣∣∫ δ+s−

s−

µ(σ )|σ − s−||s − s−|1−κdσ

(σ − s−)2+ (s− s−)2+ 2|σ − s−||s − s−| cos(π −α−)

∣∣∣∣.
Here the argument in trigonometric functions is changed in order to make
it less than π in absolute value because this allows us to write that the last
expression does not exceed

‖µ‖κ sin |π − α−|
π

∫ δ/|s−s−|

0

σκdσ

1+ 2σ cos(π − α−)+ σ 2
.

Replacing δ/|s − s−| by +∞ in the upper limit and using formula 3.252.12
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in Gradshteyn and Ryzhik [96], we arrive at the following estimate:

|s − s−|1−κ |(N−µ)(s)| ≤ ‖µ‖κ sin κ|π − α−|
sin κπ

,

which can be also obtained under the assumption that s > s−. Similar estima-
tion is applicable to |s − s+|1−κ |(N+µ)(s)|. Thus, we arrive at the following
theorem.

For the essential norm of T in the space Cκ (S), 0 < κ < 1, we have the
estimate

T = N ≤ max±
sin κ|π − α±|

sin κπ
,

and T < 1 when

κ<min± [1+ |1− α±/π |]−1 . (2.18)

Estimate (2.18) for κ is obtained by solving the inequality

max±
sin κ|π − α±|

sin κπ
< 1.

2.1.3.4. Solvability of the Integral Equation on a Piecewise
Smooth Contour

It follows from (2.18) that the Fredholm alternative holds for equations (2.7),
(2.10), and (2.11) in Cκ (S) for any κ ∈ (0, 1/2]. One can also take κ > 1/2,
but then a choice of κ depends on α±. For smaller values of |α± − π |, larger
values of κ are admissible, leading to µ with a weaker singularity near corner
points.

The Fredholm alternative guarantees that (2.10) and (2.11) are uniquely
solvable in Cκ (S) as equations corresponding to the exterior Neumann prob-
lem in a domain outside S ∪ S0 (see Carleman [36], Chapter 1). As in Subsec-
tion 2.1.1.3, this fact and the invertibility theorem give that for κ satisfying
(2.18), equation (2.7) is uniquely solvable in Cκ (S) for all ν > 0, except
possibly for a finite number of values.

Hence, the theorem on solvability of the water-wave problem formulated
at the end of Subsection 2.1.2.1 is valid for two-dimensional submerged ob-
stacles with corner points. Moreover, theorems proved in Subsections 2.1.2.2
and 2.1.2.3 can be extended to this case as well. For this purpose, Carleman’s
results on an integral equation arising in the Dirichlet problem (see [36],
Chapter 1) should be used.
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2.1.3.5. Asymptotics of Solutions Near Corner Points

Here we give a brief extraction from the extensive theory describing behavior
of solutions to elliptic boundary value problems in piecewise smooth domains.
Our aim is to show how these results allow us to deduce exact asymptotics
near a corner point for µ solving (2.7).

Since the velocity potential u satisfies the Neumann condition on S, we
first write down the asymptotics of u near a corner point (they are justified
in references listed in Section 2.4). For the sake of simplicity, we assume
that W coincides with a sector in a vicinity of P±. Taking P as the origin
of local coordinates (x ′, y′), we represent this sector in polar coordinates
ρeiθ = x ′ + iy′ as follows:

{0 < ρ < ρ0, 0 < θ < α}.
To simplify the notation we omit subscripts ± at P , α, and so on. Using a
conformal mapping of W on a half-plane, we can readily verify that

u(ρ, θ ) = u(P)+ O(ρ) when 0 < α < π, (2.19)

u(ρ, θ ) ∼ u(P)+ c1ρ
π/α cos

πθ

α
when π < α < 2π, (2.20)

as ρ → 0.
We showed in previous subsections that u can be found in the form of

(2.1), and the corresponding density µ, belonging to Cκ (S), where κ satisfies
(2.18), must be determined from (2.7). The asymptotics of µ can be written
explicitly, giving the precise value of κ . Let v be the solution of the following
auxiliary Dirichlet problem:

∇2v = 0 in R
2
−\W̄ , v = u on S.

Properties 1 and 5 (see Subsection 2.1.1.1) show that v is given by the single-
layer potential (2.1) in R

2
−\W . Then we get from (2.4) that

µ = (∂nv − ∂nu) /2, (2.21)

where ∂n denotes the normal derivative. This leads to the asymptotic formula
for µ because formulae (2.19) and (2.20) can be differentiated and the same is
true for the asymptotics of v, which is as follows. If 0 < α < π (α is directed
into W, which is the complementary domain to that where v is given), then

v(ρ, θ ) ∼ u(P)+ c2ρ
π/(2π−α) sin

π (2π − θ )

2π − α
, as ρ → 0, α ≤ θ ≤ 2π.

(2.22)
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In the other case (π < α < 2π ) the asymptotics has the following form:

v(ρ, θ ) ∼ u(P)− c1ρ
π/α cos

π (θ − π )

α
sec

π2

α
, α ≤ θ ≤ 2π. (2.23)

Here c1 is the constant from (2.20). We note (although we do not use it below),
that c2 and c1 in (2.22) and (2.23), respectively, can be calculated by means of
special solutions to auxiliary boundary value problems. These solutions are
uniquely specified by prescribed singularities at P . For example,

c2 = 1

π

∫
S

[u − u(P)]
∂va

∂n
dS,

where va is a harmonic function in R
2
−\W̄ , such that va = 0 on S\{P} and

va ∼ ρ−π/(2π−α) sin
π (2π − θ )

2π − α
as ρ → 0.

Substituting (2.19) and (2.22) into (2.21), we find that for α ∈ (0, π) the
asymptotics of µ has the following form:

µ(ρ) ∼ πc2

2(α − 2π )
ρ

α−π
2π−α as ρ → 0. (2.24)

For π < α < 2π , we similarly get the following from (2.20) and (2.23):

µ(ρ) ∼ ±πc1

2α
ρ(π−α)/α tan

π2

α
as ρ → 0, (2.25)

where + (−) corresponds to the ray θ = 0 (θ = α). It should be noted that
according to (2.24) and (2.25), the solution µ(ρ) has singularity as ρ → 0 for
any angle α.

The asymptotic formulae (2.24) and (2.25) show that estimate (2.18) is
exact in the following sense. For π < α < 2π we have from (2.18) that any
κ < π/α may be taken for characterizing the growth of µ(ρ) near a corner
point. So µ(ρ) tends to infinity not slower than ρ(π−α)/α , and the latter expres-
sion gives the exact behavior of µ(ρ) as (2.25) demonstrates. By comparing
(2.18) with (2.24), we arrive at the same conclusion for 0 < α < π .

2.2. Conditions of Uniqueness for All Frequencies

In this section, conditions providing the uniqueness are obtained for the prob-
lem describing water waves in a layer W of variable depth that may contain a
totally submerged body as well. For this purpose a rather general technique is
applied. It is based on auxiliary integral identities involving the velocity poten-
tial, its derivatives, and also an arbitrary vector field and an arbitrary function.
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A special choice of these entities gives geometric restrictions on bodies that
represent the identity as a sum of nonnegative integrals equal to zero. This
leads to a conclusion that the homogeneous water-wave problem has only a
trivial solution for all values of ν when bodies satisfy these restrictions. The
corresponding uniqueness criteria have simple geomertic interpretations.

We begin this section with a short subsection, Subsection 2.2.1, demon-
strating that any solution to the homogeneous problem describes waves having
finite kinetic and potential energy. In fact, many proofs of uniqueness for
the water-wave problem rely on this property (in particular, those given
in the present section). In the next subsection, Subsection 2.2.2, we illus-
trate the general method on a simple example by using a special version of
the integral identity. The general auxiliary integral identities for the three-
and two-dimensional cases are derived in Subsection 2.2.3. In Subsection
2.2.4, we present the most spectacular applications of the auxiliary identities,
and further uniqueness results for various geometries involving totally sub-
merged bodies as well as bottom topographies (a combination of both types
of obstacles is also included) are given in Subsection 2.2.5.

2.2.1. On the Energy of Waves in the Homogeneous Problem

Here we show that any solution to the homogeneous water-wave problem
describes waves having finite kinetic and potential energy.

Let W denote a three-dimensional water domain containing totally sub-
merged as well as surface-piercing bodies, and bounded below by a bottom
B, which is a curved surface coinciding with {y = −d} at infinity. The case of
deep water as well as the two-dimensional problem will be also considered.
As usual, S denotes the union of all wetted surfaces of immersed bodies, and
S ∩ B = ∅. For the sake of simplicity we assume ∂W to be smooth enough.

Let a be a positive number, such that W\Wa has the constant depth d
where Wa = W ∩ {|x | < a}. Letχ (|x |) be an infinitely differentiable function
that is equal to one for |x | ≥ a + 1 and that vanishes for a ≥ |x | ≥ 0. If u
is a solution to the homogeneous water-wave problem, then we have (see
Subsection 1.3.2):

u(x, y) = A(θ, y)|x |−1/2eik0|x | + r (x, y),

where

|r | + |∇r | = O
(|x |−3/2

)
as |x | → ∞.

It is clear that A(θ, y) = β(θ ) cosh k0(y + d), but this is not used in what
follows.
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Now let us write Green’s formula for Wa:

0 =
∫

Wa

(ū∇2u − u∇2ū) dxdy =
∫
∂Wa

(
u
∂ ū

∂n
− ū

∂u

∂n

)
dS,

where n is directed into Wa . By the boundary conditions on the free surface
and on the bottom this takes the form∫

Ca

(
ū u|x | − uū|x |

)
dS =

∫
S

(
u
∂ ū

∂n
− ū

∂u

∂n

)
dS = 2i Im

∫
S

f ū dS.

Here f is the right-hand term in the Neumann condition on S (the union of
wetted immersed surfaces), and Ca = W ∩ {|x | = a}. From the asymptotic
formula for u we see that the integral over Ca is equal to

2ik0

∫ 2π

0

∫ 0

−d
|A(θ, y)|2 dθdy + O(a−1) as a →∞.

Letting a →∞, we arrive at

k0

∫ 2π

0

∫ 0

−d
|A(θ, y)|2 dθdy = Im

∫
S

f ū dS.

Thus A = 0 when f = 0, and the asymptotics of u is given by the remainder
term r (x, y). This proves the assertion, because r is squarely integrable over
the free surface, and its gradient is squarely integrable over W.

The same proof applies to the case of deep water, but a slightly different
estimate for the remainder term,

|r | + |∇r | = O
(
eνy(1+ |x |)−3/2 + (|x |2 + y2)−1

)
as |x |2 + y2 →∞,

arises from the theorem proved in Subsection 1.1.1.3.
Similar results for two-dimensional domains of finite and infinite depth

follow from asymptotic formulae obtained in Subsection 1.2.1 for G. Omit-
ting proofs, we give only the corresponding formulae where 0 < d ≤ ∞ and
k0 = ν for d = ∞:

u(x, y) = A±(y)eik0|x | + r±(x, y) as |x | → ∞.

Here

k0

∫ 0

−d
[|A+(y)|2 + |A−(y)|2] dy = Im

∫
S

f ū dS,

and

|r±| + |∇r±| = O(|x |−1) as |x | → ∞, if d <∞;

|r±| = O
(
[x2 + y2]−1/2

)
, |∇r±| = O([x2 + y2]−1) as x2 + y2 →∞,

when d = ∞.
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2.2.2. Domain With Starlike Horizontal Cross Sections

In this subsection we derive a simple auxiliary integral identity providing
uniqueness in the water-wave problem when a layer of variable depth satisfies
a clear geometric condition. Our aim is to provide the reader with a simple
example of the technique before considering the general auxiliary integral
identity in Subsection 2.2.3. More general geometric conditions, containing
the present one as a particular case and providing uniqueness for layers of
variable depth, are developed in Subsection 2.2.5.

Let the free surface F coincide with the whole plane {y = 0}, that is,

F = {x ∈ R
m, y = 0}, m = 1, 2,

and let the bottom B be a continuously differentiable surface (line) for m = 2
(m = 1) at a finite distance from F. Moreover, we assume that B coincides
with {y = −d} at infinity. Thus a water domain having a bounded bottom
obstruction is under consideration here.

We begin the proof of uniqueness with the following identity:

Re
[(|x |ū|x | + ū

)∇2u
]

= Re∇ · [(|x |ū|x | + ū
)∇u
]− |∇x u|2−∇x · (x|∇u|2)/2,

which is straightforward to verify; here x = (x1, x2, 0). We integrate the iden-
tity over Wa = W ∩ {|x | < a}where a is large enough (so that B is flat outside
Wa). Since u satisfies the Laplace equation, we get, after using the divergence
theorem,

Re
∫

Fa

(|x |ū|x | + ū
)

uy dx −
∫

Wa

|∇x u|2 dxdy

+ 1

2

∫
Ba

x · n |∇u|2 dS = Re
∫

Ba

(|x |ū|x | + ū
)
∂nu dS

+
∫
Ca

[ |x |
2
|∇u|2 − Re

(|x |ū|x | + ū
)

u|x |

]
dS, (2.26)

where Fa , Ba are the portions of F , B respectively within {|x | < a}.
The free surface boundary condition allows us to transform the first term

in the left-hand side:

Re
∫

Fa

(|x |ū|x | + ū
)

uy dx = ν

[
Re

∫
Fa

ū|x |u|x |2 d|x | dθ +
∫

Fa

|u|2 dx

]
= νa2

2

∫
∂Fa

|u|2 dθ.

Assuming that u and its gradient are O(|x |−3/2) as |x | → ∞ (which is true
for a solution to the homogeneous problem as is shown in Subsection 2.2.1),
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we see that the last integral, and the integrals over Ca in (2.26), tend to zero
as a →∞. If we suppose that ∂u/∂n has a compact support on B, then the
integrals over B have limits as well. Thus we get from (2.26) that if u is a
finite energy solution to the water-wave problem, then the following identity

2
∫

W
|∇x u|2 dxdy −

∫
B

x · n |∇u|2 dS = −2 Re
∫

B

(|x |ū|x | + ū
)
∂nu dS

holds. Hence, the water-wave problem has at most one solution in W when

x · n ≤ 0 on B. (2.27)

The last condition simply means that for every negative constant C , a plane
domain W ∩ {y = C} is starlike with respect to the point (0, 0,C).

2.2.3. Auxiliary Integral Identities

In this subsection we derive the auxiliary integral identities for the three-
and two-dimensional problems. Here W denotes a water domain containing
totally submerged bodies and bounded below by a bottom B, which is a
curved surface (line in two dimensions) coinciding with {y = −d} at infinity.
As in Section 2.1, S denotes the union of all wetted boundaries of immersed
bodies, such that S ∩ B = ∅. It is assumed (for the sake of simplicity) that
∂W is smooth enough.

2.2.3.1. Derivation of the Integral Identity in Three Dimensions

Let V = (V1, V2, V3) be a vector field on W̄ (V3 is its projection on the
y axis), whose components are real and uniformly Lipschitz functions on
W̄ . We denote by H a real function on W̄ having uniformly Lipschitz first
derivatives. We recall that a function of one variable f (t) satisfies the Lips-
chitz condition uniformly on [a, b], if there exists a constant C , such that for
arbitrary t1, t2 ∈ [a, b] the inequality | f (t1)− f (t2)| ≤ C |t1 − t2| holds. This
definition can be easily generalized to functions of an arbitrary number of
variables. It is well known that Lipschitz functions are differentiable almost
everywhere.

The following identity,

2 Re{(V · ∇u + Hu)∇2ū} = 2 Re∇ · {(V · ∇u + Hu)∇ū}
+ (Q∇ū) · ∇u − ∇ · [|∇u|2V

+ |u|2∇H ]+ |u|2∇2 H, (2.28)

can be verified directly. Here the matrix Q has the following elements:

Qi j = (∇ · V− 2H )δi j −
(
∂x j Vi + ∂xi Vj

)
, i, j = 1, 2, 3 and x3 = y,

and δi j is the Kronecker delta.



72 Submerged Obstacles

Let us integrate (2.28) over Wa = W ∩ {|x | < a} where a is so large that
S is contained within the cylinder {|x | < a}. Then, assuming that u satisfies
the Laplace equation, we get

∫
Wa

[(Q∇ū) · ∇u + |u|2∇2 H ] dxdy +
∫

S∪Ba

[|∇u|2V · n+ |u|2∂n H ] dS

−
∫

Fa

[|∇u|2V3 + |u|2 Hy] dx + 2 Re
∫

Fa

(V · ∇u + Hu) ū y dx

=
∫
Ca

[
|∇u|2V · x

a
+ |u|2 H|x |

]
dS − 2 Re

∫
Ca

(V · ∇u + Hu) ū|x | dS

+ 2 Re
∫

S∪Ba

[V · ∇u + Hu] ∂nū dS, (2.29)

where Ba , Fa are the portions of B, F contained respectively within {|x | < a},
and Ca = W ∩ {|x | = a}; x denotes (x1, x2, 0).

The free surface boundary condition allows us to write

2 Re
∫

Fa

(V · ∇u + Hu) ū y dx −
∫

Fa

(|∇u|2V3 + |u|2 Hy) dx

=
∫

Fa

[(ν2V3 + 2νH − Hy) |u|2 − V3 |∇x u|2] dx+ 2ν Re
∫

Fa

ū V · ∇x u dx .

Integrating by parts in the last integral, we obtain

−ν
∫

Fa

|u|2 ∇x · V dx + ν

∫ 2π

0
|u(a cos θ, a sin θ, 0)|2 V · x dθ. (2.30)

Assuming that u and its gradient are O(|x |−3/2) as |x | → ∞ (which is true for
a solution to the homogeneous problem as is shown in Subsection 2.2.1), the
last integral in (2.30) and the integrals over Ca in (2.29) tend to zero as a→∞.
So we get from (2.29) that, if u is a finite energy solution to the water-wave
problem, then the following identity∫

W
[(Q∇ū) · ∇u + |u|2∇2 H ] dxdy +

∫
S∪B

[|∇u|2V · n+ |u|2∂n H ] dS

+
∫

F
(ν2V3 + ν[2H − ∇x · V]− Hy)|u|2 dx −

∫
F

V3 |∇x u|2 dx

= 2 Re
∫

S∪B
[V · ∇u + Hu] ∂nū dS (2.31)

holds. It will be referred to as the auxiliary identity. In the literature, it is often
referred to as Maz’ya’s identity.
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If W has infinite depth, then replacing the integral over S ∪ B by the integral
over S in (2.31), one gets the auxiliary identity for this case when the integral
over W should be understood as improper.

2.2.3.2. The Auxiliary Identity for an Axisymmetric Field
and in Two Dimensions

Let V be axisymmetric with respect to the y axis; that is, V = (Vr , Vy, 0) in the
cylindrical coordinates (r, y, θ), and the radial and vertical components (Vr

and Vy , respectively, where Vy coincides with V3 in the previous notations)
are independent of the polar angle θ in the plane {y = 0}. Then the matrix Q
has a peculiar structure. The following block

Q∗ =
[

(r−1Vr − 2H )− (∂r Vr − ∂y Vy) −∂y Vr − ∂r Vy

−∂y Vr − ∂r Vy (r−1Vr − 2H )+ (∂r Vr − ∂y Vy)

]
(2.32)

stands in the upper left corner, the last diagonal element is equal to

∂r Vr + ∂y Vy − r−1Vr − 2H,

and all other elements are equal to zero. To obtain this form of Q one has to
use the cylindrical coordinates when integrating by parts in

Re
∫

W
(V · ∇u + Hu)∇2u dxdy.

The considerations in Subsection 2.2.3.1 remain valid in two dimensions.
For this case we write down the auxiliary identity only for the homogeneous
problem:
∫

W
[(Q∇ū) · ∇u + |u|2∇2 H ] dxdy +

∫
S∪B

[|∇u|2V · n+ |u|2∂n H ] dS

+
∫

F
[ν2V2 + ν(2H − ∂x V1)− Hy]|u|2 dx −

∫
F

V2|ux |2 dx = 0. (2.33)

Here the matrix is as follows:

Q =
[
−∂x V1 + ∂y V2 − 2H −(∂y V1 + ∂x V2)

−(∂y V1 + ∂x V2) ∂x V1 − ∂y V2 − 2H

]
,

and V = (V1, V2) where V2 is the projection on the y axis.
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2.2.4. Sufficient Conditions for Uniqueness

In order to prove the uniqueness theorem for the water-wave problem using the
auxiliary identity, we have to choose H and V so that the following statements
are true.

1. All terms in the left-hand-side in (2.31) or (2.33) are nonnegative.
2. At least one of them is strictly positive for a nontrivial u.

Then assuming that u is a solution to the homogeneous problem, we arrive at
a contradiction that implies the uniqueness.

2.2.4.1. The Three-Dimensional Problem

Let us show that putting H = −1, and V = (Vr , Vy, 0), where

Vr = r
y2 − r2

y2 + r2
, Vy = −2yr2

y2 + r2
, (2.34)

the auxiliary identity takes the form

∫
W

{∣∣∣∣ur
2yr

y2 + r2
+ uy

y2 − r2

y2 + r2

∣∣∣∣2 + |∇u|2 y2

y2 + r2

}
dxdy

+ 1

2

∫
S∪B

|∇u|2 r

y2 + r2
{(y2 − r2)∂nr − 2yr∂n y} dS = 0, (2.35)

if u satisfies the homogeneous water-wave problem.
Substituting H = −1 and V3(r, 0) = Vy(r, 0) = 0 in (2.31) and taking into

account the homogeneous Neumann condition on S ∪ B, we get∫
W

[(Q∇ū) · ∇u] dxdy+
∫

S∪B
|∇u|2V · n dS

− ν

∫
F

[2+∇x · V] |u|2 dx = 0. (2.36)

The last integral vanishes because

∇x · V(x, 0) = −∇x · x = −2,

where x = (x1, x2, 0).
Since V is axisymmetric, Q has the structure described in Subsection

2.2.3.2. For calculating the elements of Q∗ given by (2.32) and Q33, we in-
troduce the complex variable ρ = r + iy = (y2 + r2)1/2eiϑ , and the function

w(ρ) = Vr + iVy = −ρ + ρ̄

2

ρ2

|ρ|2 = −re2iϑ .
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Then we find

Q11 = −cos 2ϑ − 2 Re
∂w

∂ρ̄
+ 2 = 2− cos 2ϑ − cos 4ϑ

= 2(sin2 ϑ + sin2 2ϑ) = 2

[
y2

y2 + r2
+
(

2yr

y2 + r2

)2
]
,

Q22 = −cos 2ϑ + 2 Re
∂w

∂ρ̄
+ 2 = 2− cos 2ϑ + cos 4ϑ

= 2(sin2 ϑ + cos2 2ϑ) = 2

[
y2

y2 + r2
+
(

y2 − r2

y2 + r2

)2
]
,

Q12 = Q21 = −2 Im
∂w

∂ρ̄
= −sin 4ϑ

= −2 sin 2ϑ cos 2ϑ = 4
yr

y2 + r2

y2 − r2

y2 + r2
,

Q33 = cos 2ϑ + 2 Re
∂w

∂ρ̄
+ 2 = 1− cos 2ϑ = 2y2

y2 + r2
.

Thus the first integral in (2.36) is equal to
∫

W
(Q11|ur |2 + 2 Re{Q12ur uy} + Q22|uy|2 + Q33|uθ |2r−2) dxdy

= 2
∫

W

{∣∣∣∣ur
2yr

y2 + r2
+ uy

y2 − r2

y2 + r2

∣∣∣∣2 + |∇u|2 y2

y2 + r2

}
dxdy.

Inserting (2.34) in the integral over S ∪ B in (2.36), we complete the proof,
thus obtaining from (2.35) the following uniqueness theorem.

The homogeneous water-wave problem has only a trivial solution when

(y2 − r2)
∂r

∂n
− 2yr

∂y

∂n
≥ 0 on S ∪ B. (2.37)

Geometrically this condition means that the vector field (2.34) makes the
angle not exceeding π/2 with the field of interior normals on S ∪ B. It is easy
to see that integral curves of (2.34) are semicircles

r2 + (y + c2)2 = c2, θ = const, c > 0, (2.38)

beginning at (0,−2c), and ending at the origin. Hence, (2.37) is equivalent
to the fact that all transversal intersections of curves (2.38) with S ∪ B are
points of entry into W.
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There is one more interpretation of (2.37). The inversion with respect the
unit sphere centered at the origin maps the semicircles (2.38) into the rays

y = (2c)−1, θ = const,

emanating from the y axis. So (2.37) means that the inversion maps W into
a domain whose cross sections by planes orthogonal to the y axis are starlike
plane domains.

2.2.4.2. The Unique Solvability in Two Dimensions

Substituting H = −1/2 and the vector field

V(x, y) =
(

x
y2 − x2

x2 + y2
,
−2x2 y

x2 + y2

)
into (2.33), we arrive at

1

2

∫
S∪B

|∇u|2 x

x2 + y2

{
(y2 − x2)

∂x

∂n
− 2xy

∂y

∂n

}
dS

+
∫

W
|ux 2xy + uy (y2 − x2)|2 dxdy

(x2 + y2)2
= 0.

It is assumed that u satisfies the homogeneous water-wave problem. This
identity leads to the uniqueness theorem for the two-dimensional problem.

Let

(y2 − x2)
∂x

∂n
− 2xy

∂y

∂n
≥ 0 on S ∪ B. (2.39)

Then the homogeneous two-dimensional water-wave problem in W has only
a trivial solution.

The geometric interpretation of inequality (2.39) is the same as that of
(2.37). Sometimes it is difficult to check the criterion for a particular body,
but in some cases this can be done. An example of such geometry is given by
Hulme [120]. Let S be an ellipse in deep water given as follows:

x2

(λb)2
+ (y + h)2

b2
= 1, λ > 0, h > b.

Describing it parametrically by

x = bλ cosϕ, y = −h + b sinϕ, 0 ≤ ϕ ≤ 2π,

we get that the left-hand side in (2.39) is nonnegative simultaneously with

bλ cos2 ϕ[(−h + b sinϕ)2 − (bλ cosϕ)2 − 2bλ(−h + b sinϕ)λ sinϕ]

= bλ cos2 ϕ[(1− λ2)(h − b sinϕ)2 + λ2(h2 − b2)],
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which occurs when

h/b ≥ max{1, 2λ2 − 1}. (2.40)

This is obviously true if the major axis is vertical (0 < λ ≤ 1), but if the major
axis is horizontal (λ > 1), then the sum in square brackets has a minimum for
ϕ = 3π/2. This minimum is equal to

(1− λ2)(h + b)2 + λ2(h2 − b2),

which is nonnegative when h + b ≥ 2bλ2, yielding (2.40).
An example of a “bad” ellipse having λ = h/b = 3 is shown in Fig. 2.1(a).

A “good” ellipse having λ = 6/5 and h/b = 2 is plotted in Fig. 2.1(b).
Figures 2.2(a) and 2.2(b) show other examples of cylinders violating (2.39).
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Figures 2.3(a) and 2.3(b) illustrate some examples of cylinders satisfying
(2.39). This condition holds for either curve in Fig. 2.3(a). The curve in Fig.
2.3(b) is composed of circular and elliptic arcs, either of which satisfy (2.39).

2.2.5. Further Uniqueness Results

In Subsection 2.2.4, some three- and two-dimensional conditions provid-
ing uniqueness were given – see inequalities (2.31) and (2.33) guaranteeing
uniqueness. They were derived from the auxiliary integral identities by choos-
ing the vector field V and the function H . Varying V and H , one might
obtain other conditions of uniqueness for submerged bodies as well as for
different types of bottom topography. Here we present more examples of
this kind, generalizing vector fields considered above and considering new
ones. We consider totally submerged bodies, first beginning with the sim-
pler two-dimensional geometries in Subsection 2.2.5.1; in Subsection 2.2.5.2
we deal with an example in three dimensions obtained by rotation of a two-
dimensional vector field about the y axis. In Subsections 2.2.5.3 and 2.2.5.4
we give examples of variable bottom topography providing uniqueness in two
and three dimensions, respectively, and again, examples in three dimensions
are obtained by rotation of two-dimensional vector fields.

2.2.5.1. Two-Dimensional Examples

As in Subsection 2.2.4, we choose H and V so that all terms on the left-hand
side in (2.33) are nonnegative and at least one of them is strictly positive for
a nontrivial u. The main difficulty is to verify that Q is a nonnegative matrix.
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Its form implies that Q is nonnegative when H ≤ 0 and

det Q = 4H 2 − (∂x V1 − ∂y V2)2 − (∂y V1 + ∂x V2)2 ≥ 0;

that is, Q has a nonnegative determinant.

Example 1

We put N 2 = (y2 − x2 − a2)2 + 4x2 y2, and

V = (x(y2 − x2 − a2)N−1,−2x2 yN−1), H = −1/2. (2.41)

Here a is a nonnegative parameter (the case a = 0 was considered in Subsec-
tion 2.2.4.2). Then direct calculation gives

Q j j = 1− (−1) j (y2 + x2 − a2)[N 2 − 2(y2 − x2 − a2)]N−3,

Qi j = 4xy[(y2 − a2)2 − x4]N−3, i �= j,

and

det Q = 4x2a2 N−2.

Therefore Q is positive for (x, y) ∈ R
2
− and a > 0.

Substituting (2.41) in (2.33), we get∫
W

(Q∇ū) · ∇u dxdy +
∫

S∪B
|∇u|2 V · n dS = 0, (2.42)

where

V · n = N−1[(y2 − |x |2 − a2)∂n|x |2 − 2|x |2∂n y2]. (2.43)

Since Q is positive in (2.42), ∇u vanishes identically in W when (2.43) is
nonnegative on S ∪ B. Taking into account the result in Subsection 2.2.4.2,
we arrive at the following theorem.

Let W be a domain such that (2.43) is nonnegative on S ∪ B for a certain
a ≥ 0. Then the homogeneous water-wave problem has only a trivial solution
in W.

Geometrically, (2.43) is nonnegative when the angle between the vector
field (2.41) and interior normals on S ∪ B does not exceed π/2. It is easy to
see that the integral curves of (2.41) are semicircles

|x |2 + [y + (a2 + c2)1/2
]2 = c2, c > 0, (2.44)

beginning at (0,−c − (a2 + c2)1/2), and ending at (0, c − (a2 + c2)1/2). So
they are coordinate lines of a bipolar system having poles at (0,±a). Thus,
the nonnegativeness of (2.43) is equivalent to the following assertion.
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All transversal intersections of the curves (2.44) with S ∪ B are points of
entry into W.

Let us describe a configuration satisfying this assertion, and for the sake
of simplicity let W have an infinite depth. The contour S shown in Fig.
2.4(a) bounds a disk of radius b centered at (0,−�) with a deleted angle.
The disk’s boundary is given by (2.44), where a = (�2 − b2)1/2 and c = b;
it is a coordinate line of the bipolar system enclosing the pole at (0,−a).
We suppose that b > d ≥ �− (�2 − b2)1/2. Then (2.43) is nonnegative on S.
In fact, it vanishes on the round part of S and is positive on the entering
segments because circles (2.44) with radii less than b enter W across these
segments. At the same time, there are circles with diameters smaller than
�− d tangent to the x axis at the origin that enter the domain inside S through
the segments. Thus for this geometry the vector field (2.41) with a= (�2 −
b2)1/2 > 0 provides nonnegativeness of (2.43) (and hence uniqueness), but
when a = 0 the same vector field fails to guarantee uniqueness.

It is obvious that (2.43) is positive on a flat bottom placed under sub-
merged bodies. Hence, if (2.43) provides uniqueness for a deep water geo-
metry, then the uniqueness holds for the same bodies immersed in water of
constant depth.

Example 2

Let ϑ be the polar angle that varies between −π and 0 in R
2
−; we put

H = −1/2, V = α(ϑ)(x, y), (2.45)
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where

α(ϑ) =


−(1+ ϑ) when −1 ≤ ϑ ≤ 0,

0 when −π + 1 ≤ ϑ ≤ −1,

π − 1+ ϑ when −π ≤ ϑ ≤ −π + 1.

We assume that there are no surface-piercing bodies and the curve S bound-
ing totally submerged bodies lies within the angle∣∣∣ϑ + π

2

∣∣∣ ≤ π

2
− 1.

Then substituting (2.45) into (2.33) we get (2.42), and since V vanishes inside
the above angle, the second integral involves only the portion of B outside
this angle. If the inequality

∂(x2 + y2)/∂n ≤ 0

holds on the described portion of B, then V · n ≥ 0 on S ∪ B. Furthermore,
one easily finds that

det Q = 1− [α′(ϑ)]2 ≥ 0,

which implies nonnegativeness of Q in R
2
−. Thus the assumptions made imply

that the homogeneous water-wave problem has only a trivial solution in W. Of
course, for the flat bottom these assumptions are more restrictive than those
obtained at the end of Subsection 3.2.2.1 (see Fig. 3.2). However, one can
hardly expect that the method developed in Subsection 3.2.2.1 is applicable
in the case of a bottom that is uneven outside a certain angle.

The vector field (2.45) is illustrated in Fig. 2.4(b). The field vanishes be-
tween two bold-dotted rays inclined at the angle π/2− 1 to the vertical,
and between these rays and the x axis the field is nonzero. The uniqueness
theorem is true for any number of bodies having arbitrary shape and placed
between the bold-dotted rays. Also, an arbitrary bottom profile is admis-
sible there. Beyond the described angle, all vectors of (2.45) are directed
to the origin and must enter the water domain for the uniqueness theorem
to hold.

2.2.5.2. A Three-Dimensional Example

As we pointed out in Subsection 2.2.3.2, the matrix Q has a simple structure
for an axisymmetric (with respect to the y axis) vector field V. The main
part of Q, denoted by Q∗, is given by (2.32), and all other elements vanish
except for the diagonal one given by the formula next to (2.32). Moreover,
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since

det Q∗ = (2H − r−1Vr )2 − (∂r Vr − ∂y Vy)2 − (∂y Vr + ∂r Vy)2,

the matrix Q is nonnegative if det Q∗ ≥ 0 and

r−1Vr − 2H ≥ 0, ∂r Vr + ∂y Vy − r−1Vr − 2H ≥ 0,

where the last inequality is written for the lower-right-corner element.
Taking this into account, let us consider the vector field obtained by rotation

of that in Example 1, Subsection 2.2.5.1. Then Vr and Vy are the first and the
second components, respectively, in formulae (2.41) for the two-dimensional
field with x replaced by r .

In order to avoid superfluous calculation we note that

det Q∗ − (2H − r−1Vr )2

coincides with det Q − 4H 2, where Q is the matrix for the two-dimensional
case with x replaced by r . Of course, these two expressions contain, generally
speaking, different functions H. Thus det Q∗ can be easily obtained from the
known result for det Q in two dimensions.

In particular, for H = −1 (instead of H = −1/2 applied in two dimen-
sions) and the vector field obtained by rotation of (2.41) about the y axis, we
get

det Q∗ = [2+ (y2 − r2 − a2)]2

N 4
− (y2 + r2 − a2)2

N 2
.

Moreover,

−2H + Vr

r
= 2+ y2 − r2 − a2

N
≥ 1 and

(y2 + r2 − a2)2

N 2
≤ 1.

Hence det Q∗ ≥ 0. Taking into account that Q33 = 2− r2/N ≥ 0, we see
that Q is a nonnegative matrix.

On substitution of H and V into (2.31), we find that for a nontrivial u every
integral on the right-hand side vanishes, except for the first two, which are
nonnegative. This proves the following theorem.

If S⊂R
3
− and there exists a ≥ 0 such that (2.43) is nonnegative on S ∪ B,

then the water-wave problem has at most one solution in W for arbitrary
ν > 0.

The geometric interpretation of this theorem is similar to that of the cor-
responding two-dimensional theorem. The integral curves of V are vertical
semicircles lying on the sphere (2.44).
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2.2.5.3. Strip of Variable Depth

We continue the search for geometric conditions providing uniqueness in
the water-wave problem. The simple condition (2.27) valid for all positive ν

was obtained for a layer of variable depth in Subsection 2.2.2. In fact, (2.27)
follows from the identity that is a particular case of the general auxiliary
identity; one simply has to substitute V = −(x, 0) and H = −1. Now we are
going to enlarge the number of geometries providing uniqueness. However,
in some situations the relevant range of frequencies (expressed in terms of ν)
does not cover the whole positive half-axis.

Two examples of V and H are considered here for the two-dimensional
case. They guarantee Q to be nonnegative in (2.33) and so lead to some geo-
metric conditions on B. The first example generalizes the condition presented
in Subsection 2.2.2.

Example 1

Let us put

H = const, V = (−x,−k(y + a)), (2.46)

where a and k are parameters. We assume that a ∈ [0,+∞), and the ranges
for k and H will be determined below. The matrix

Q =
[

1− 2H − k 0
0 −1− 2H + k

]
is nonnegative if

1− 2H ≥ k ≥ 1+ 2H, (2.47)

and hence H ≤ 0. Furthermore, the integrals over F in (2.33) are nonnega-
tive if

ka ≥ 0 and ν(1+ 2H )− kaν2 ≥ 0.

This implies that

1+ 2H ≥ kaν ≥ 0, (2.48)

and so H ≥ −1/2. Therefore −1/2 ≤ H ≤ 0, and comparing (2.47) with
(2.48) we find that

0 ≤ k ≤ 2 and aν ≤ 1 when k �= 0.

Thus the following theorem is proved.
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Let k, H, a, and ν belong to [0, 2], [−1/2, 0], [0,+∞), and (0,+∞),
respectively. If (2.47) and (2.48) hold and

∂|x |2
∂n

+ k
∂(y + a)2

∂n
≤ 0 on B, (2.49)

then the homogeneous water-wave problem has only a trivial solution in W.
As in Subsection 2.2.4, we see that geometrically (2.49) means that angles

between the field of interior normals on B and the field (2.46) do not exceed
π/2. The integral curves of the vector field (2.46) are lines

|y + a| = c|x |k, c ≥ 0, (2.50)

directed to (0,−a) for k �= 0 and to the y axis for k = 0.
The case when k = 0 and H = −1/2 is the two-dimensional analog of

the theorem considered in Subsection 2.2.2 and providing that the solution is
unique for all ν > 0. The geometric meaning of the corresponding condition
is that each horizontal line either does not intersect B or intersects B twice.
Using (2.50), one easily interprets (2.49) for k = 1 – by (2.47) this implies
that H = 0 – as the condition that W is a starlike domain with respect to
the point (0,−a), but by (2.48) the uniqueness of solution is proved only for
ν ∈ (0, a−1] in this case. Figure 2.5(a) shows a curve B satisfying (2.49) for
k = 2, where dotted lines are integral curves of the corresponding vector field.
In this case H = −1/2, a = 0, and a solution to the water-wave problem is
unique for all ν > 0. For k = 3/2 we can use H = −1/4 and arbitrary a ≥ 0,
such that (0,−a) ∈ W̄ . So the theorem implies that the uniqueness holds for
ν ∈ (0, (3a)−1].



2.2. Conditions of Uniqueness for All Frequencies 85

Example 2

Let us put N 2
0 = |x | + (x2 + y2)1/2 and

V =
( −x N0√

2(x2 + y2)1/4
,

−y|x |√
2(x2 + y2)1/4 N0

)
, H = −1

2
. (2.51)

Substituting (2.51) into (2.33) we get (2.42). Moreover, Q defined by (2.51)
is a nonnegative matrix for (x, y) ∈ R

2
−, which follows from det Q ≥ 0 as

was noted in Subsection 2.2.5.1. It is simpler to verify the last inequality by
using polar coordinates (ρ, ϑ): x = ρ cosϑ , y = ρ sinϑ . Then we have

V1 = −2−1/2 (1+ | cosϑ |)1/2 ρ cosϑ, V2 = −ρ sinϑ | cosϑ |√
2(1+ | cosϑ |)1/2

,

and

det Q = 1− (∂ρV1 − ρ−1∂ϑV2)2 − (∂ρV2 + ρ−1∂ϑV1)2

= 3

4
cos2 ϑ = 3x2

4(x2 + y2)
,

and this is positive almost everywhere. Now analyzing V · n, we arrive at the
following theorem.

The homogeneous water-wave problem has only a trivial solution when

[|x | + (|x |2 + y2)1/2
]∂|x |2

∂n
+ |x |∂y2

∂n
≤ 0 on B. (2.52)

Let us consider the geometric meaning of (2.52). We consider the family
of integral lines of V given by (2.51):

2c|x | = y2 − c2, c ≥ 0,

that is, the parts of parabolas that are symmetric about the y axis and go
from infinity to their ends on the y axis. Inequality (2.52) holds when these
lines enter W at points of transversal intersection with B. An example of W
satisfying this condition is shown in Fig. 2.5(b) – the dotted lines are integral
curves of V.

2.2.5.4. Layer of Variable Depth

Here we use vector fields obtained by rotating those given in Subsection
2.2.5.3 for the two-dimensional case.
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Example 1

Rotating the two-dimensional field (2.46), one obtains the field leading to a
diagonal matrix Q with elements

Q11 = Q33 = −k − 2H and Q22 = −k − 2− 2H.

This matrix is nonnegative when

−2H ≥ k ≥ 2+ 2H, (2.53)

and so H ≤ −1/2. Moreover, the integrals in (2.31) are nonnegative if ka ≥ 0
and ν(2H + 2)− kaν2 ≥ 0; that is,

2(H + 1) ≥ kaν ≥ 0. (2.54)

From here H ≥ −1, and so H ∈ [−1,−1/2], which implies that k ∈ [0, 2].
Also, the integrals over S and B must be nonnegative and this leads to the
following theorem generalizing the result obtained in Subsection 2.2.2.

Let the parameters k, H, a, and ν belong to [0, 2], [−1,−1/2], [0,+∞),
and (0,+∞), respectively. If inequalities (2.53) and (2.54) hold, then the
homogeneous water-wave problem has only a trivial solution for the indicated
values of ν when (2.49) holds on B.

The geometric interpretation of this theorem is similar to that of the first
theorem in Subsection 2.2.5.3. The corresponding integral curves lie in the
vertical cross sections of the surface of rotation given by (2.50).

Example 2

For H = −1 one more field can be obtained by rotating the field (2.51) about
the y axis. Then we get that

det Q∗ =
{

2−
[
r + (r2 + y2)1/2

]1/2

√
2(r2 + y2)1/4

}2

− r2 + 4y2

4(r2 + y2)
,

which is easily seen to be nonnegative. Since

−2H + Vr

r
= 2−

[
r + (r2 + y2)1/2

]1/2

√
2(r2 + y2)1/4

≥ 1,

and

Q33 = 2− r
[
r + (r2 + y2)1/2

]1/2

2
√

2(r2 + y2)3/4
≥ 0,

the matrix Q is nonnegative. Moreover, all integrals on the right-hand
side of (2.31) except for the first two are equal to zero. Similarly to the



2.3. Unique Solvability Theorems 87

two-dimensional case, (2.52) implies that the homogeneous three-dimensional
water-wave problem has only a trivial solution.

Figure 2.5(b) in Subsection 2.2.5.3 shows a vertical cross section of a
geometry satisfying this theorem.

2.3. Unique Solvability Theorems

We recall that Kochin’s theorem (see Section 2.1) provides the unique solv-
ability of the water-wave problem for all values of ν > 0 with the possible
exception of a finite number of them. Uniqueness theorems proved in Section
2.2 give geometric criteria for absence of these exceptional values. Now the
reference to Fredholm’s alternative for the integral equation (2.7) yields the
unique solvability theorem for the nonhomogeneous water-wave problem in
the case of a totally submerged body (see Subsection 2.3.1 for the theorem’s
formulation).

For the water-wave problem in a layer of variable depth, we have to consider
problems about pulsating sources placed at a point (ξ, η) ∈ W or F ∪ B before
applying Fredholm’s alternative. For this purpose, we give a comprehensive
treatment in Subsection 2.3.2 to the problem having a nonzero right-hand-
side term in the differential equation; that is, the Poisson equation is used in the
water-wave problem. Above all, this allows us to embrace the problem of water
waves generated by a time-periodic surface pressure Re {p(x)e−iωt }, where
ω is the radian frequency. This problem involves the following boundary
condition,

uy − νu = iω(ρg)−1 p(x) on F, (2.55)

instead of the homogeneous free surface condition used previously. Here ρ

and g are the water density and the acceleration caused by gravity, respec-
tively.

The result of Subsection 2.3.2 allows us to investigate the problems about
sources in a layer of variable depth and to formulate the main result on the
unique solvability (see Subsection 2.3.3). Similar results are formulated for
the two-dimensional case in Subsection 2.3.3.3.

2.3.1. Theorem for a Submerged Body

Combining the uniqueness theorem proved in Subsection 2.2.4.1 with the
solvability theorem from Subsection 2.1.2.2, one immediately arrives at the
following theorem on unique solvability.

Let the three- or two-dimensional water domain W have constant depth,
and let for a certain a ≥ 0 the inner product (2.43) be nonnegative on S. Then
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the water-wave problem in W has the unique solution that can be found in the
form of the single-layer potential (2.1) whose density µ satisfies the integral
equation (2.7).

We impose the condition on S only because it obviously holds on the
horizontal bottom B (or there is no B at all when the depth is infinite).
Furthermore, using sources constructed in Subsection 2.3.3, one can easily
extend the theorem to the case of a locally curved bottom satisfying the same
condition as S.

2.3.2. Problem for the Poisson Equation

Let us turn to waves that are due to either a surface pressure applied to the
free surface

F = {x ∈ R
m, y = 0}, m = 1, 2,

or to a source placed in W , or on one of the components of ∂W , that is, on the
free surface F or on the bottom B. The latter is assumed to be a continuously
differentiable surface (line) for m = 2 (m = 1) at a finite distance from F, and
coinciding with {y = −d} at infinity. Thus a water domain having a bounded
bottom obstruction is under consideration in the present subsection. For this
purpose we first investigate the problem in which the Laplace equation is
replaced by the Poisson equation. The fact of the unique solvability of this
problem will be used in what follows for establishing the unique solvability
of the water-wave problem with nonhomogeneous boundary conditions.

2.3.2.1. Statement of the Problem; Reduction to an Operator Equation

Here we assume that the domain W ⊂R
3 is obtained from the layer L of

constant depth d by using a one-to-one C2-mapping ψ : L̄ !→ W̄ , such that
it coincides with the identity mapping for |x | = r > a = const and leaves F
fixed. By H s(Q) where Q is a certain domain we denote the Sobolev space of
functions whose derivatives of order up to s are square integrable over Q. Let
H 0

c (W ) [H 0
c (L)] be the subspace of H 0(W ) [H 0(L)] consisting of functions

vanishing for |x | > c. Thus if Wa = W ∩ {|x | < a}, then H 0
a (W ) consists of

functions in H 0(Wa) continued by zero to W \W̄ a .
Let u ∈ H 2(Wc) for every c > 0 be a solution to the following problem:

∇2u = f in W, (2.56)

uy − νu = 0 on F, (2.57)

∂u/∂n = 0 on B, (2.58)
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where f ∈ H 0
b (W ) for some b <∞. The aim of the present section is to prove

the following theorem.
If B satisfies (2.27), then for any f ∈ H 0

b (W ) problem (2.56)–(2.58) has
one and only one solution satisfying the radiation condition.

The uniqueness of the solution was proved in the previous section. Now we
show the existence. Without loss of generality we assume that the mapping
ψ has the following properties:

1. ψ is the identity mapping for y ≥ −ε, where ε is a certain positive
number.

2. ψ preserves normals; that is, the image of any normal to the plane
y = −d is a normal to B.

These properties follow from our assumption and the fact that every non-
degenerate mapping maps the field of normals to y = −d into a nontangential
vector field on B. Furthermore, we can assume without loss of generality that
b = a, and ψ is the identity mapping for |x | > a − 1; in fact, one can replace
a and b by 1+max{a, b}.

Changing variables (x, y) by ψ−1(x, y) in (2.56)–(2.58), we get the equiv-
alent problem

(∇2 + D)v = f in L , (2.59)

vy − νv = 0 when y = 0, (2.60)

vy = 0 when y = −d, (2.61)

v|x | − ik0v = o
(|x |−1/2

)
as |x | → ∞, (2.62)

where the coefficients of the differential operator D(x, y,∇) vanish outside
La−1. Here and in what follows for any c > 0 we denote by Lc the intersection
L ∩ {|x | < c}.

Let Iψ be the absolute value of the Jacobian of ψ . It is obvious that the
operator ∇2 + D1 = Iψ (∇2 + D) with the boundary conditions (2.60) and
(2.61) is formally self-adjoint; that is, putting 〈u, v〉 = ∫

L uv̄ dxdy we have

〈(∇2 + D1)ϕ1, ϕ2〉= 〈ϕ1, (∇2 + D1)ϕ2〉,
where ϕi belongs to H 2(Lc) for any c > 0, satisfies (2.60) and (2.61), and
vanishes in a neighborhood of infinity. The coefficients of D1 also vanish
outside of La−1.

Replacing D by D1 and f by f1 = Iψ f in (2.59), we arrive at a problem
that is equivalent to (2.59)–(2.62). In fact, the latter problem is obtained from
the former one by multiplying both sides in (2.59) by a function Iψ that is
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nonzero everywhere. So retaining previous notations (D and f instead of D1

and f1 respectively), we may assume that the operator ∇2 + D in (2.59) with
boundary conditions (2.60) and (2.61) is formally self-adjoint:

〈(∇2 + D)ϕ1, ϕ2〉= 〈ϕ1, (∇2 + D)ϕ2〉. (2.63)

Since (2.63) holds for ∇2 (that is, when D = 0), this formula implies that
〈Dϕ1, ϕ2〉 = 〈ϕ1, Dϕ2〉. Noting that the coefficients of D vanish outside of
La−1, we get

〈Dϕ1, ϕ2〉 = 〈ϕ1, Dϕ2〉 (2.64)

for ϕi ∈ H 2(La−1/2), and satisfying (2.60) and (2.61) for |x | < a − 1/2.
By G we denote the operator mapping any f ∈ H 0

a (L) into the solution of
(2.59)–(2.62) with D = 0. It is clear that G is given explicitly as an integral
operator having Green’s function G(x, y; ξ, η) as the kernel. We note that

G : H 0
a (L) !→ H 2(Lc) (2.65)

is a bounded operator for every c <∞. Thus, DG : H 0
a (L) !→ H 0

a (L) is a
bounded operator.

Let us seek a solution to (2.59)–(2.61) in the form v = Gq where q ∈
H 0

a (L) is an unknown function. Then v ∈ H 2(Lc) for arbitrary c > 0, and v

is a solution to (2.59) – (2.61) when q satisfies

q + DGq = f , where f ∈ H 0
a (L). (2.66)

The converse is also true, that is, if v ∈ H 2(Lc) for arbitrary c > 0, and v is
a solution to (2.59)–(2.61), then it can be written in the form v = Gq where
q = −Dv + f , and q satisfies (2.66). Thus (2.56)–(2.58) are reduced to the
operator equation (2.66) in the space H 0

a (L).

2.3.2.2. Investigation of the Operator Equation

To conclude the proof of theorem formulated in the previous subsection, we
find it sufficient to show that (2.66) is solvable. First, we prove that the range
of I + DG (I denotes the identity operator) is a closed set. Let v be a solution
to (2.59)–(2.62). A well-known local a priori estimate for solutions to elliptic
boundary value problems (see, for example, Gilbarg and Trudinger’s book
[94], Chapter 9) gives

‖v‖H 2(La−1/2) ≤ c
[‖v‖H 0(La ) + ‖ f ‖H 0

a (L)
]
, (2.67)

where c is a certain constant. Then, since

v = G(−Dv + f ) (2.68)
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and operator (2.65) is bounded, inequality (2.67) implies that

‖v‖H 2(La ) ≤ c
[‖v‖H 0(La ) + ‖ f ‖H 0

a (L)
]
. (2.69)

A standard argument based on the uniqueness theorem for (2.59)–(2.62)
allows us to drop the first term on the right-hand side of (2.69). Assuming
the contrary, one can find a sequence {vn} of solutions to (2.59)–(2.62) with
f = fn , such that ‖vn‖H 2(La ) = 1, and ‖ fn‖H 0(La ) → 0 as n →∞. Since the
embedding operator H 2(La) !→ H 0(La) is compact, there is a subsequence
{vnk }, such that

vnk → v0 in H 0(La) as k →∞.

Then (2.69) with v = vn and f = fn implies that vnk → v0 in H 2(La), and
hence, it follows from (2.68) that v0 is given on L and is a solution to
(2.59)–(2.62) with f = 0. This contradicts the uniqueness theorem, since
‖v0‖H 2(La ) = 1. Thus,

‖v‖H 2(La ) ≤ c‖ f ‖H 0(L). (2.70)

Now, let {vn} be solutions of (2.59)–(2.62) with f = fn → f0 in H 0
a (L) as

n →∞. Then (2.70) implies that vn → v0 in H 2(La) as n →∞. So letting
n →∞ in (2.68) with v = vn and f = fn , one justifies (2.68) for v = v0

and f = f0. Therefore, v0 can be extended to the whole L as a solution to
(2.59)–(2.62) with f = f0. Thus the set of functions f ∈ H 0

a (L), for which
(2.59)–(2.62) has a solution, is closed. As we pointed out above, the solvability
of (2.59)–(2.62) is equivalent to that of (2.66). This leads to a conclusion that
the range of I + DG is a closed set.

Let us show that equation

w + (DG)∗w = 0, w ∈ H 0
a (L), (2.71)

has only a trivial solution that completes the proof of solvability of (2.66).
We first verify that

(DG)∗ϕ = DGϕ for |x | < a, (2.72)

if

ϕ ∈ H 0
a (L) ∩ H 2

(
La−1/2

)
, and ϕ satisfies (5.7), (5.8) for |x | < a − 1/2.

(2.73)

Here and below we use the same notation for ϕ ∈ H 0
a (L) and for a restriction

of this function to Lc, c ≤ a.
Let fi ∈ H 0

a (L) and vi = G fi , i = 1, 2; that is, vi ∈ H 2(Lc) for any c > 0
and vi is a solution to (2.59)–(2.62) with D = 0 and f = fi . By Green’s
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formula we have

〈∇2v1, v2〉 = 〈v1,∇2v2〉,
and so

〈 f1, G f2〉 = 〈G f1, f2〉.
Substituting f for f1 and ϕ̄ for f2, we get

〈G f, ϕ〉 = 〈 f, Ḡϕ〉 for f, ϕ ∈ H 0
a (L). (2.74)

Now, if conditions (2.73) hold, then it follows from (2.64) and (2.74) that

〈DG f, ϕ〉 = 〈G f, Dϕ〉 = 〈 f, Ḡ Dϕ〉,
and this proves (2.72) because D has real coefficients.

Let w be a solution of (2.71) and let ψ have the following properties:
ψ ∈ C2(L̄), ψ = 0 for |x | > a, and ψ satisfies (2.60) and (2.61) for |x | < a.
Since G∇2ψ = ψ , (2.71) implies that

0 = 〈w + (DG)∗w,∇2ψ〉 = 〈w,∇2ψ + DG∇2ψ〉 = 〈w,∇2ψ + Dψ〉.
Thus, w is a generalized solution (in the sense of the integral identity) to the
following problem:

(∇2 + D)w = 0 in La,

and w satisfies (2.60) and (2.61) when |x | < a. It is well known (see, for
example, the book by Kozlov, Maz’ya, and Rossmann [149], Section 3.3.2),
that this yields w ∈ H 2(La−1/2) and (2.60) and (2.61) hold in the strong sense
for |x | < a − 1/2. Hence, we have (2.72) for w, and then (2.71) leads to the
relation

w̄ + G Rw̄ = 0 in La,

which allows us to extend w̄ to L as a solution of the homogeneous problem
(2.59)–(2.62). So w̄ = 0, and consequently (2.71) has only a trivial solution.
The proof is complete.

2.3.3. Sources in a Layer of Variable Depth

The aim of the present subsection is to prove the following unique solvability
theorem.

Let B satisfy (2.27) and be sufficiently smooth. Then the water-wave prob-
lem has the unique solution for any localized disturbance applied to the free
surface or bottom, that is, for any p in (2.55) and for any f in the Neumann
condition on B, such that p and f have compact supports on F and on B, res-
pectively.



2.3. Unique Solvability Theorems 93

The uniqueness is established in Section 2.2. To prove the existence we
demonstrate that there are unique Green’s functions; that is, velocity potentials
that are due to sources placed on F or on B. Then the solution to the water-
wave problem is a single-layer potential having the density iω(ρg)−1 p or f
and the corresponding Green’s function as the kernel.

2.3.3.1. Statement of Boundary Value Problems for Sources

Let (ξ, η) be a point in W̄ . We recall that x = (x1, x2), ξ = (ξ1, ξ2), and
R = [|x − ξ |2 + (y − η)2]1/2 is the distance between (x, y) and (ξ, η). By
Bε(x, y) we denote a ball of radius ε centered at (x, y). We put

E (1) = 1

R
when (ξ, η) ∈ W, E (2) = −1

R
+ ν log(R − y) when η = 0.

Let (α, β, γ ) be Cartesian coordinates in R
3 having the origin at (ξ, η) ∈ B,

and the γ axis going into W along n(ξ,η). We assume that in these coordinates
the bottom B is given as follows:

γ = C1α
2 + C2β

2 + O
(
(α2 + β2)3/2

)
in a neighborhood of (ξ, η). Then for (ξ, η) ∈ B we put

E (3) = χ (r )

[
1

R
+ (C1 − C2)(R − γ )

4(R + γ )
cos 2ϕ + C1 + C2

2
log(R + γ )

]
,

where ϕ is the polar angle in the (α, β) plane, and the function χ ∈ C∞(R+)
is equal to one for R < δ and to zero for R > 2δ. Here the constant δ > 0 is
chosen so small that B2δ ∩ {y = 0} = ∅, and the negative part of the γ axis
does not intersect W̄ within B2δ . It easily follows from the last condition that
E (3) ∈ C2(W̄\{(ξ, η)}).

We say that G( j)(x, y; ξ, η) ( j = 1, 2, 3) is called the velocity potential that
is due to a source pulsating at a point (ξ, η) placed either within the water
domain ( j = 1), in the free surface ( j = 2), or on the bottom ( j = 3), if G( j)

satisfies the following conditions:

1. The point (ξ, η) belongs to W , F , or B, respectively.
2. G( j) − E ( j) ∈ H 2(Wc) for every c <∞ ( j = 1, 2, 3).
3. For any ε > 0,

∇2G( j) = 0 in W\Bε(ξ, η), (2.75)

G( j)
y − νG( j) = 0 on F\Bε(ξ, η), (2.76)

∂G( j)/∂n = 0 on B\Bε(ξ, η), (2.77)

G( j)
|x | − ik0G( j) = o

(|x |−1/2
)

as |x | → ∞. (2.78)
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Instead of (2.75)–(2.77) one can write formulae valid for the whole W , F ,
and B, respectively. For this purpose one has to put Dirac’s measure in one
of the relations and zero in the rest of them.

2.3.3.2. Existence and Uniqueness of the Source Potentials

Here we prove the following theorem.
If W satisfies (2.27), then G( j)(x, y; ξ, η) exists and is unique ( j = 1, 2, 3).
We consider the case j = 1 first. Let χ be the function defined in the

previous subsection, and δ > 0 be so small that Bδ(ξ, η) ⊂ W . We seek G(1)

in the form ofχ (R)E (1) − u. Then u must belong to H 2(Wc) for every c <∞.
Moreover, it should satisfy boundary conditions on the free surface and on
the bottom, the radiation condition as well as

∇2u = f in W\Bε(ξ, η) for any ε > 0. (2.79)

Here f = ∇2(χE (1)), and since ∇2 E (1) = 0 in W\Bε(ξ, η), we get that

f = E (1)∇2χ (R)+ 2
[∇E (1) · ∇χ (R)

]
.

This function belongs to H 0
b (W ) for a certain b <∞. Moreover, u ∈ H 2(Wc)

for every c <∞, and then ∇2u ∈ H 0(Wc). Therefore, (2.79) means that

∇2u = f ∈ H 0
b (W ) in W,

and this equality is understood as an equality in H 0(Wc). So, u satisfies
(2.56)–(2.58). According to Section 2.2, such u exists and is unique, and so
the theorem is proved for j = 1.

Now let the source be placed in the free surface. We seek G(2)(x, y; ξ, η) in
the form of χ (R)E (2) − v, where χ is the same function as above, and δ > 0
is a constant, such that B ∩ Bε(ξ, η) = ∅. Since ∇2 E (2) = 0 in W, and

(∂/∂y − ν)E (2) = −ν2 log R when y = 0, R > ε,

the same argument as in the case j = 1 implies that v ∈ H 2(Wc) for every
c > 0. Also, we note that v satisfies the homogeneous Neumann condition on
B, the radiation condition, the equation

∇2v = E (2)∇2χ(R)+ 2
[∇E (2) · ∇χ (R)

] ∈ H 0
b (W ) in W,

and the boundary condition

vy − νv = E (2)χy − ν2χ log R on F. (2.80)

One can verify directly that the function

v1 = y
[
E (2)χy − ν2χ log(R − y)

]



2.3. Unique Solvability Theorems 95

belongs to H 2(Wc) for any c <∞, has a compact support on F, and satisfies
(2.80) there. Moreover, the homogeneous Neumann condition on B and the
radiation condition hold. Hence, if we seek v in the form of v1 + u, then we
arrive at the auxiliary problem for u as in the case j = 1. The existence and
uniqueness of u is thus established in the previous section. Therefore, the
theorem is proved for j = 2.

The case of a bottom source can be treated in exactly the same way as the
above two cases. The proof is complete.

2.3.3.3. The Two-Dimensional Case

We denote by W a water domain whose boundary consists of the x axis (the
free surface F) and of a C1 curve B (the bottom) at a finite distance from F .
We also assume that B coincides with {y = −d} at infinity.

As in Subsection 2.3.3.2, the existence theorem for the two-dimensional
water-wave problem is an immediate corollary of the fact that the velocity
potentials do exist for sources placed either in water, on the free surface, or
on the bottom. The unique solvability of boundary value problems whose
solutions are these potentials can be demonstrated in the same way as in three
dimensions. As above, one has to use the uniqueness result from Section 2.2
and to apply the assumption that W is obtained from

L = {−∞ < x <∞,−d < y < 0}

by a one-to-one C2 mappingψ : L̄→ W̄ that has the property thatψ(x, 0)∈ F
for every x and is the identity mapping for |x | > a where a = const <∞.

We leave the details of considerations to the reader, noting only that the
auxiliary functions G( j)

(ξ,η), j = 1, 2, 3 used in Subsection 2.3.3.2 should be
replaced by the following ones:

E ( j) = − log R, j = 1, 3 for (ξ, η) ∈ W ∪ B,

E (2) = − log R − y log R − (x − ξ ) arctan
y

x − ξ
− π

2
|x − ξ |

for (ξ, η) ∈ F,

where R = [(x − ξ )2 + (y − η)2]1/2.
We conclude the present section with the formulation of the theorem on

unique solvability in two dimensions.
If the inequality x · n ≤ 0 holds on B that is sufficiently smooth, then the

two-dimensional water-wave problem has a unique solution for any distur-
bance having a compact support and applied to the free surface or bottom.
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2.4. Bibliographical Notes

2.1.1. References are given in the text.

2.1.2. Considerations in Subsection 2.1.2.1 are based on two observations.
First, Kochin [142, 143] discovered that the integral equation (2.7) and hence
the water-wave problem are solvable for sufficiently large (m = 2, 3) and suf-
ficiently small (m = 3) values of ν. Second, Vainberg and Maz’ya noted that
Tν depends on ν analytically, and that combining the invertibility theorem with
the solvability of the integral equation for some values of the parameter one ob-
tains that it is solvable for all ν > 0, except possibly for a set of isolated points.

In Subsection 2.1.2.2, we follow the standard method, which can be found
in the classical books of Kellogg [136], Mihlin [246], and Vladimirov [348],
where it is applied to the exterior Neumann problem for the Laplace equation
in R

m (m ≥ 2). Of more recent works, those by Colton and Kress [40] and
Maz’ya [224] could be recommended.

The material in Subsection 2.1.2.3 was not published earlier.

2.1.3. In Subsections 2.1.3.1–2.1.3.4 the approach of Subsection 2.1.2.1 is
combined with techniques developed by Carleman [36], who considered
Dirichlet and Neumann problems for the Laplace equation. Unfortunately,
this work is not widely known and here we present one of Carleman’s results.
His method is also worked out for the three-dimensional case when S is a
surface with disjoint closed edges, such that at no edge-point do tangent semi-
planes to S coincide. It is possible to consider more general irregular curves
and surfaces. In two dimensions the corresponding integral equation method
was developed by Radon [295] almost contemporaneously with Carleman.
During the 1960s and 1970s it was generalized to three and more dimen-
sions. These results are given in the books by Burago and Maz’ya [33] and
by Král [151]. Later on, the method of integral equations was developed for
domains with Lipschitz boundaries (see references in Chapter 2 of Kenig’s
book [137]).

The results presented in Subsection 2.1.3.5 are based on the general the-
ory of elliptic boundary value problems in domains with a piecewise smooth
boundary. This theory originates from the paper [145] by Kondratyev pub-
lished in 1967. The present state of the art and further references one can find
in the books by Kozlov et al. [149, 150] and Nazarov and Plamenevsky [260].
In particular, the asymptotic formulae (2.19), (2.20), (2.22), and (2.23) can be
justified with the help of techniques developed there. The general method for
finding coefficients in asymptotics was proposed by Maz’ya and Plamenevsky
[225]. Asymptotic formulae for solutions of boundary integral equations were
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deduced from the corresponding corner asymptotics for solutions of boundary
value problems by Zargaryan and Maz’ya [367].

2.2.1. The theorem on finiteness of kinetic and potential energy for waves
described by a homogeneous problem was proved by Vainberg and Maz’ya
[347] in the case of bottom obstruction. Maz’ya [222] proved the theorem for
submerged bodies.

2.2.2. The uniqueness theorem is from Vainberg and Maz’ya [347].

2.2.3. The auxiliary identities (2.31) and (2.33) in three and two dimensions,
respectively, were proposed by Maz’ya [222] (see also Maz’ya [223]).

2.2.4. Conditions (2.37) and (2.39) providing the unique solvability in three
and two dimensions, respectively, were obtained by Maz’ya [222] (see also
Maz’ya [223]). Examples at the end of Subsection 2.2.4.2 are borrowed from
Hulme’s paper [120]. Earlier the unique solvability for all ν was established
by Ursell [322] for a submerged circular cylinder by using the method of
multipole expansions. The same technique was applied by Livshits [210]
for proving unique solvability in the axisymmetric problem for a submerged
sphere.

2.2.5. Example 1 in Subsection 2.2.5.1, its three-dimensional counterpart in
Subsection 2.2.5.2, and all examples in Subsections 2.2.5.3 and 2.2.5.4 were
considered by Kuznetsov [155]. Example 2 in Subsection 2.2.5.1 is borrowed
from Weck’s paper [351].

A survey of uniqueness results given by Simon and Ursell [307] contains
a reference to an unpublished manuscript, The problem of uniqueness in the
theory of small amplitude surface waves by Kershaw (1983). Using the in-
tegral equation technique, he shows that the uniqueness theorem holds for a
strictly convex body provided it is submerged deeply enough.

Earlier, Kreisel [152] discussed the two-dimensional water-wave problem
in a layer of variable depth. He proved the unique solvability theorem for this
problem under the assumption that the layer is obtained from a uniform strip
by means of a conformal mapping that is close to the identity in a certain
sense. Kreisel’s work was extended by Fitz-Gerald and Grimshaw [88] who,
in particular, treated the case of a layer having different asymptotic depths at
x = ±∞.

Other results obtained for two-dimensional layers of variable depth involve
restrictions either on the range of frequency or on the layer depth. Uniqueness
is established by Fitz-Gerald [87] for a general bottom topography when the
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frequency is sufficiently high or low, and for a given frequency when the
horizontal length scale of depth variations is large in a certain sense. In con-
trast, the result of McIver [231] (see Subsection 3.2.3.2 for details) provides
uniqueness for arbitrary bottom obstructions and frequencies satisfying the
inequality νdmax ≤ 1, where dmax stands for the maximum depth of the layer.

2.3.2 and 2.3.3. All results presented in these subsections are from Vainberg
and Maz’ya [347].

Other results. Along with integral equations of the second kind, there are
other techniques allowing us to solve the water-wave problem for submerged
bodies. The use of multipoles should be mentioned first, and it is Ursell who
pioneered in applying this method and obtained with its help many interest-
ing results (see [322] and [337]). This method has also proved to be useful
in channel problems (see a survey by Linton [202] and the work [364] by
Wu). Another useful tool is the method of singular integral equations, which
is particularly convenient for the solution of the water-wave problems involv-
ing plates, barriers, and other thin obstacles (see papers by Evans [66, 72],
Chakrabarti [37], and Mandal and Banerjea [213]). A first-kind integral equa-
tion and a variational approach were used by Staziker, Porter, and Stirling
[311] for the investigation of two-dimensional water-wave scattering by a
local elevation of arbitrary shape in an otherwise horizontal bottom.

An approach to the water-wave problem as a weakly formulated problem
was developed by Lenoir and Jami [188] and by Doppel and Schomburg [58],
who considered the case of a totally submerged body. Another approach to
the problem in the framework of functional analysis is outlined in the brief
note [112] by Hazard.

Uniqueness theorems for the water-wave problem are used in a series
of papers by Angell, Hsiao, and Kleinman [12, 14–16]. In these works, the
authors investigate the problem of finding the shape of a smooth submerged
body so that a certain quantity, which is a domain functional (for example,
added mass), must be optimized.

In the case of waves in water of variable depth, a useful tool is the ray
method reviewed by Shen [303].



3

Semisubmerged Bodies, I

In the present chapter, the first of two chapters dealing with surface-piercing
bodies, we impose an essential restriction that no bounded part of the free sur-
face is separated from infinity. For the three-dimentional problem, this means
that the free surface is a connected two-dimensional region (possibly multiply
connected). In two dimensions, the assumption requires that there is only one
surface-piercing body. However, a finite number of totally submerged bodies
might be present in both cases. Supplementing this general restriction by one
condition of technical nature or another, a method was developed (essentially
by John) for proving the uniqueness theorem for various geometries and all
values of ν > 0 (see Section 3.2). Provided the uniqueness is established, the
machinery of integral equations developed in Section 3.1 leads to the unique
solvability of the water-wave problem. Without the assumption about unique-
ness, the integral equations method possibly does not guaranee the solvability
for a certain sequence of values tending to infinity. Moreover, application of
integral equations is rather tricky for semisubmerged bodies even when the
uniqueness holds because of so-called irregular frequencies, which are also
investigated in Section 3.1.

3.1. Integral Equations for Surface-Piercing Bodies

The essential point in application of the integral equation techniques to the
case of a surface-piercing body is that the wetted boundary S is not a closed
surface (contour) in three (two) dimensions, and it is bounded by a curve (a
finite set of points) along the body’s intersection with the free surface. This
separating set will be referred to as the water-line and is denoted as ∂S. The
presence of ∂S results in the fact that even for smooth surface-piercing bodies
the operators arising in integral equations are not compact in the general case.
This is related to the fact that the velocity field has singularities near the
water-line that are similar to those arising near vertices of a piecewise smooth
totally submerged body (see Subsection 2.1.3.5). Noncompactness of integral
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operators follows from the behavior of three- and two-dimensional Green’s
functions near the free surface (see Subsections 1.1.1.4, 1.1.2.2 and 1.2.1),
and it manifests itself in the fact that the principal part of the integral operator
can be interpreted as an integral over a closed surface (curve) formed by the
union of S and its mirror reflection in {y = 0}. The only situation leading to
equations with compact operators is that when the wetted body’s boundary
and its reflection in {y = 0} form a smooth surface (curve). Nevertheless, the
noncompactness of integral operators can be overcome in the same manner as
in Subsection 2.1.3, that is, seeking the unknown source density in a class of
functions unbounded in a vicinity of the water-line (see Subsection 3.1.1.1).

Another difficulty occurring for surface-piercing bodies is connected with
the irregular frequencies that are the discrete values of the parameter ν such
that the integral equation arising from a source distribution is not uniquely
solvable despite the fact that the boundary value problem has at most one
solution. The existence of these frequencies was recognized by John [126].
He was forced to adopt a more complicated representation for solution of
the water-wave problem, leading to a uniquely solvable system of integro-
algebraic equations for these anomalous values of ν. His method explicitly
involves the eigenfunctions of the integral operator. The question of deriving
integral equations less complicated than those of John and free of irregular
frequencies has attracted much attention for decades, because such equations
are important for numerical calculations.

The irregular frequencies are considered in Subsection 3.1.1.2, where we
demonstrate that their nature is the same as in the exterior acoustical problems.
In order to avoid the irregular frequencies, one has to modify the solution’s
representation; this can be done in many ways. We consider one of them in
detail in Subsection 3.1.1.3, and we give a survey of other approaches in
Subsection 3.1.2.

3.1.1. Integral Equation and Irregular Frequencies

In this subsection we use the single-layer potential introduced in Subsec-
tion 2.1.1 for a totally submerged body. Since many properties of the potential
and the corresponding integral operators described in Section 2.1 still hold in
the present situation, we do not derive them again but rewrite the formulae,
where necessary. Thus it is reasonable to refresh the material of Section 2.1
before the present subsection is read.

Unless the contrary is stated, we treat two- and three-dimensional problems
simultaneously, denoting the dimension of W by m = 2, 3. For the sake of
simplicity we assume that water has a constant depth and there is only one
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partially immersed body. Let the wetted part S of its boundary belong to the
class C2, and let S be transversal to {y = 0} at every point (x, 0) ∈ ∂S. In
other words, this means that

0 ≤ β0 < π, where β0 = max{|π − 2β(x, 0)| : (x, 0) ∈ ∂S}, (3.1)

where β(x, 0) is the (dihedral) angle between the tangent to S at (x, 0) and
{y = 0}, and this angle is directed into W .

Since the velocity field may have singularities near the water-line, we
recall that we consider only solutions having locally finite energy; that is,
(2.14) must hold. The last condition guarantees that for any solution u and a
certain positive constant δ the estimate holds:

|∇u(x, y)| = O(r δ−1) as r → 0,

where r is the distance from (x, y) ∈ W to ∂S. This estimate, following
from the results obtained in the theory of elliptic boundary value problems
for domains with a nonsmooth boundary (see, for example, the works of
Kondratyev [145], Kozlov et al. [149], and Nazarov and Plamenevsky [260]),
justifies integration by parts and application of Green’s formula.

3.1.1.1. Application of the Invertibility Theorem

Assumption (3.1) allows us to define the space Cκ (S) (cf. Subsection 2.1.3)
consisting of continuous functions on S\∂S having finite the following norm:

‖µ‖κ = sup{|y|1−κ |µ(x, y)| : (x, y) ∈ S\∂S}, 0 < κ < 1.

We recall that Cκ (S) is continuously embedded into L p(S) for p < (1− κ)−1.
As in Subsection 2.1.1, we seek a solution to the water-wave problem in

the form of the single-layer potential (2.1):

(Vµ)(x, y) = [(m − 1)π ]−1
∫

S
µ(ξ, η) G(x, y; ξ, η) dS,

but the unknown density µ belongs to Cκ (S) now. Nevertheless, it is obvious
that properties 1–4 listed in Subsection 2.1.1.1 still hold for Vµ. The re-
maining properties 5–8 require some additional considerations. In particular,
the theorem formulated in Subsection 2.1.3.1 yields that Vµ is continuous
throughout

L̄ = {x ∈ R
m−1,−d ≤ y ≤ 0},

where d ≤ ∞, and d denotes the water depth.
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Formula (1.16) established in Subsection 1.1.1.4 for d = ∞ and d <∞,
as well as the analogous formulae for m = 2 show that

(m − 1)π(Vµ)(x, y) =
∫

S∪S0

µ(ξ, η) E(x, y; ξ, η) dS

+
∫

S
µ(ξ, η) G0(x, y; ξ, η) dS. (3.2)

Here S0 is the mirror reflection of S in {y = 0}, µ(x, y) is extended to S0

as an even function with respect to y, and E(x, y; ξ, η) is defined by (2.6).
Since |∇G0| = O(R−1

0 ), the theorem formulated in Subsection 2.1.3.1 guar-
antees that the second term in (3.2) is a continuously differentiable function
in L̄ –(1.45) and (1.49) give the analogous assertion for m = 2. Furthermore,
a regular normal derivative of Vµ exists on every compact subset of S\∂S
and is given by (2.3), implying (2.4) as well.

Assuming thatµ ∈ Cκ (S), where κ ∈ (0, 1) for m = 2 and κ ∈ (1/4, 1) for
m = 3, the theorem formulated in Subsection 2.1.3.1 can be applied to the
first term in (3.2). Thus this term satisfies (2.14); that is, it has locally finite
energy. Hence, the single-layer potential (2.1) with an arbitrary density µ

belonging to the class described above meets all conditions of the water-wave
problem except for the Neumann condition on S. The latter holds if and only
if µ is a solution of the integral equation (2.7). For convenience of the reader,
we recall that it has the following form:

−µ(x, y)+ (Tµ)(x, y) = f (x, y), for (x, y) ∈ S\∂S,

where

(Tµ)(x, y) = 1

(m − 1)π

∫
S
µ(ξ, η)

∂G

∂n(x,y)
(x, y; ξ, η) dS.

The theorem formulated in Subsection 2.1.3.1 also implies that T maps µ ∈
Cκ (S) to a continuous function on S\∂S, and the behavior of Tµ near ∂S will
be considered below.

From (3.2) it follows that T consists of two terms, and the main term is sim-
ilar to the operator N introduced in Subsection 2.1.3.3 for a two-dimensional
totally submerged body. So in the present situation, (3.1) means the same
as the assumption that α± is not equal to 0 or 2π in Subsections 2.1.3.3
and 2.1.3.4, and the same considerations show that the Fredholm alternative
holds for (2.7) in Cκ (S) when

κ < π/(π + β0), (3.3)

which is another form of (2.18).
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In three dimensions, similar considerations are also applicable if a surface-
piercing surface S satisfies (3.1). In essence, it was done by Carleman [36],
(Chapter 1, Section 4), who combined the possibility of separating the inte-
gration along ∂S with the considerations used in Subsection 2.1.3, and who
demonstrated that (3.3) implies T < 1 in Cκ (S) (it should be mentioned that
Carleman did not apply the term essential norm explicitly). Another compli-
cation of the three-dimensional case lies in the fact that (2.14) guaranteeing
the possibility of applying the divergence theorem, and hence Green’s for-
mulae, imposes the additional assumption on κ that must be greater than 1/4,
but it is obvious that there exist values κ > 1/4 satisfying (3.3).

Since Fredholm’s alternative holds for the integral equation in an appro-
priate space Cκ (S) for m = 2, 3, we can investigate the solvability of this
equation. First, we do not assume that a solution to the water-wave problem
is unique. To be specific we suppose that m = 3 and d = ∞. Then we can
apply the considerations from Subsection 2.1.2.1, but a reference to the in-
vertibility theorem formulated in Subsection 2.1.3.2 should be made because
the integral equation (2.7) is considered in Cκ (S) instead of L2(S).

As at the end of Subsection 2.1.2.1, we consider (2.7) with T replaced by T0

andµ, f extended to S0 as even functions of y. The latter equation corresponds
to the exterior Neumann problem in the domain external to S ∪ S0, and so it
is uniquely solvable as was shown by Carleman [36], Chapter 1, Section 4.
By (1.30) and (1.33) the norm of T − T0 is small, when ν is sufficiently close
to zero. In order to show this, we have to split T − T0 into a sum of two
integral operators, multiplying the integrand by

α(ξ, η)+ [1− α(ξ, η)],

where α(ξ, η) is equal to one for |y| + |η| < ε and vanishes elsewhere.
According to (1.33), the norm of the operator with the kernel multiplied
by α can be made small by the appropriate choice of ε. Then after applying
(1.30), we make the norm of the second operator also small for sufficiently
small ν. Now the invertibility theorem leads to the following result.

For all ν > 0 except possibly for a sequence of values tending to infinity, the
integral equation (2.7) is uniquely solvable in Cκ (S), where κ satisfies (3.3).

An immediate corollary is the solvability theorem for the water-wave
problem.

For all ν > 0 except possibly for a sequence tending to infinity, the water-
wave problem with arbitrary f ∈ C(S) has a solution of the form (2.1), where
µ satisfies (2.7).

Now the question of existence of the exceptional values arises. There are
two different reasons for their existence:
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1. If the homogeneous water-wave problem has nontrivial solutions, then
usually some condition should be imposed on f for solvability of the
nonhomogeneous problem, and hence for solvability of the integral
equation.

2. If the homogeneous integral equation has nontrivial solutions, then the
nonhomogeneous integral equation is not solvable for all right-hand
terms.

Thus the lack of uniqueness for a certain value of ν for both the water-
wave problem and in the integral equation (2.7) means that this particular
value of ν is exceptional. For surface-piercing bodies both types of non-
uniqueness do actually exist. The non-uniqueness in the water-wave problem
will be considered in Chapter 4. In the present section we proceed with the
investigation of the second type of non-uniqueness, which is usually referred
to as the problem of irregular frequencies and arises despite the fact that
the uniqueness theorem holds for the boundary value problem. In order to
separate the question of irregular frequencies form that of non-uniqueness in
the boundary value problem, we assume in the rest of this subsection that the
water-wave problem has at most one solution (see Sections 3.2 and 4.2 for
conditions guaranteeing this property).

3.1.1.2. Irregular Frequencies

As in the previous subsection we treat two- and three-dimensional cases
(m = 2, 3) simultaneously, and water can have finite or infinite depth. We
recall that L = {x ∈ R

m−1, d < y < 0}, where d ≤ ∞.
Let µ0 be a nontrivial solution of the homogeneous integral equation

(2.12). The corresponding single-layer potential Vµ0 vanishes identically in
W̄ , since we assumed that the water-wave problem has at most one solution,
and the properties 1–4 hold for Vµ0 defined by (2.1); see Subsection 2.1.1.1.
Then Vµ0 must be nontrivial in L\W̄ because otherwise (2.4) contradicts
the assumption that µ0 is a nontrivial function on S, and so property 5 implies
the following assertion.

If ν is an irregular value, then the following boundary value problem,

∇2v = 0 in L\W̄ , vy − νv = 0 on {y = 0}\F̄, v = 0 on S,
(3.4)

has a nontrivial solution.
The existence of a nontrivial solution to (3.4) means that ν belongs to the

point spectrum of the so-called Dirichlet–Neumann operator DN . It maps ϕ
given on {y = 0}\F̄ into DNϕ = vy|y=0, where v should be found from the



3.1. Integral Equations for Surface-Piercing Bodies 105

following Dirichlet problem:

∇2v = 0 in L\W̄ , v = ϕ on {y = 0}\F̄, v = 0 on S, (3.5)

which is uniquely solvable. Furthermore, DN is a positive self-adjoint operator
in L2({y = 0}\F̄) – the proof is given, for example, in Aubin’s book [10],
Chapter 7, Section 1. An operator of the same type arises in the sloshing
problem (see, for example, Fox and Kuttler [89], p. 671), but the boundary
value problem for sloshing has the Neumann condition on S; that is, it is a
mixed problem. Some authors (for example, Kopachevskiy, Krein, and Ngo
Zuy Can [146], Chapter 3, Section 3, and Moiseev [249], Chapter 1, Section 1)
use the inverse Neumann–Dirichlet operator in the sloshing problem. The
advantage of the inverse operator follows from its compactness, and it is
usually referred to as the operator of kinetic energy in the sloshing problem.
In the present case DN

−1 is also a compact operator, but no physical meaning
can be attributed to it.

Now, let us show that a given value ν is irregular if and only if (3.4) has
a nontrivial solution for it.

We have to demonstrate only the first assertion. Let v be a nontrivial
solution of (3.4) for a certain ν. Then for (x, y) ∈ L\W̄ we have

v(x, y) = 1

2(m − 1)π

∫
∂(L\W̄ )

[
∂v

∂n(ξ,η)
G − v(ξ, η)

∂G

∂n(ξ,η)

]
dS,

where G(x, y; ξ, η) is Green’s function for the layer L . The integral over
“the free surface” {y = 0}\F̄ vanishes because of the boundary conditions
imposed on v and G. The same is true for the second term in the integral over
S. So we have the following for (x, y) ∈ L\W̄ :

v(x, y) = 1

2(m − 1)π

∫
S

∂v

∂n(ξ,η)
G(x, y; ξ, η) dS. (3.6)

Using (2.3) we find that ∂v/∂n(ξ,η) is a solution to the homogeneous equation
(2.12), which looks as follows:

−∂v

∂n
+ T

(
∂v

∂n

)
= 0.

For demonstrating that ∂v/∂n(ξ,η) is nontrivial, we note that if the contrary is
true then v vanishes identically in L\W̄ by (3.6), but v = 0 contradicts the
assumption made. Thus (2.12) has a nontrivial solution, and so the value ν is
irregular. The proof is complete.
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Furthermore, the boundary value problem (3.4) is equivalent to the follow-
ing operator equation:

DNv = νv.

Since the Dirichlet–Neumann operator is positive, self-adjoint, and has a
compact inverse operator, the set of irregular values of ν is a sequence

0 < ν1 ≤ ν2 ≤ · · · ≤ ν j ≤ · · · such that ν j →∞.

The elements of this sequence can be found by using the variational procedure
(see, for example, Birman and Solomyak [27], Chapter 10, Section 1). Since
Green’s formula for v satisfying (3.5) can be written as follows,

∫
{y=0}\F̄

vDNv dx =
∫

L\W̄
|∇v|2 dxdy,

the variational quotient for the principal eigenvalue takes the following form:

ν1 = min
H 1

S (L\W̄ )

∫
L\W̄

|∇v|2 dxdy

/ ∫
{y=0}\F̄

|v|2 dx . (3.7)

By H 1
S (L\W̄ ) we denote the subspace in L2(L\W̄ ) consisting of functions that

vanish on S and have all first derivatives in L2(L\W̄ ). For ν2 to be obtained, the
same minimum should be taken over the subspace of H 1

S (L\W̄ ) orthogonal
to the first eigenfunction v1. Here orthogonality is understood with respect to
the inner product in L2({y = 0}\F̄). Further eigenvalues can be obtained in
the same way.

Let us find a lower bound for ν1. Since v ∈ H 1
S (L\W̄ ) vanishes on S,

we have

v(x, 0) =
∫ 0

−b(x)
vy(x, y) dy

for almost every x ∈ {y = 0}\F̄ . Here (x,−b(x)) denotes the first common
point of S and the vertical line through (x, 0). Then the Schwarz inequality
gives

∫
{y=0}\F̄

|v(x, 0)|2 dx ≤ h
∫

L\W̄
|vy|2 dxdy ≤ h

∫
L\W̄

|∇v|2 dxdy,

where h = supx∈{y=0}\F̄ {b(x)}. Comparing the last inequality with (3.7), we
get that ν1 ≥ h−1. Hence irregular frequencies ω j = (gν j )1/2 are not smaller
than (g/h)1/2.
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3.1.1.3. Uniquely Solvable System of Two Integral Equations

It was demonstrated in Subsection 3.1.1.2 that irregular values of ν actually
exist for the integral equation (2.7) because the Dirichlet–Neumann opera-
tor has a discrete spectrum for the interior boundary value problem. From
the acoustic diffraction theory, it is well known that irregular frequencies
arise because of an improper representation of solution. However, other rep-
resentations might lead to a uniquely solvable integral equation or a system
of equations. Here we consider a simple approach that allows us to avoid
irregular frequencies in the water-wave problem.

Let us seek a solution in the following form:

u(x, y) = (Vµ)(x, y)+ (Uρ)(x, y), (3.8)

where Vµ is defined by (2.1) and

(Uρ)(x, y) = 1

2(m − 1)π

∫
L\W̄

ρ(ξ, η) G(x, y; ξ, η) dξdη

is the volume (or area, in two dimensions) Green’s potential with a density ρ

that is continuous in L\W . By the theorem formulated in Subsection 2.1.3.1,
Uρ is a continuously differentiable function throughout L̄ . Furthermore, it is
a harmonic function in W and satisfies the Poisson equation

−∇2(Uρ) = ρ in L\W̄ (3.9)

in the sense of the distribution theory (see Sanchez-Palencia’s book [302],
Chapter 15, Section 4).

For an arbitrary density µ ∈ Cκ (S) (here 1/4 < κ < 1 for m = 3) and
ρ ∈ C(L\W ), the function given by (3.8) meets all conditions of the water-
wave problem except for the Neumann condition on S. The latter is satisfied
if and only if

−µ(x, y)+ (Tµ)(x, y)+ (Qρ)(x, y) = f (x, y), (x, y) ∈ S\∂S. (3.10)

Here we take into account (2.3) and the differentiability of Uρ, and by Q we
denote the intergal operator

(Qρ)(x, y) = 1

2(m − 1)π

∫
L\W̄

ρ(ξ, η)
∂G

∂n(x,y)
(x, y; ξ, η) dξdη.

However, equation (3.10) in Cκ (S) does not allow us to determine two
unknown functions uniquely, and so we complement it by requiring that

−∇2u = iu in L\W̄ . (3.11)
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In view of harmonicity of Vµ in L\W̄ and (3.9), we obtain from (3.11) that

−ρ(x, y)+ i(Vµ)(x, y)+ i(Uρ)(x, y) = 0, (x, y) ∈ L\W̄ . (3.12)

Equations (3.10) and (3.12) form a system for determining µ and ρ.
The theorem formulated in Subsection 2.1.3.1 guarantees that except for

T all operators in this system are compact operators in appropriate pairs of
spaces, namely (a) Q is is a compact operator from C(L\W ) to C(S) and
hence to Cκ (S); (b) iV is a compact operator from Cκ (S) to C(L\W ); and
(c) iU is a compact operator from C(L\W ) to C(L\W ). Moreover, we have
that T < 1 in Cκ (S), when (3.3) holds. Hence the matrix operator of system
(3.10) and (3.12) has the essential norm less than one in Cκ (S)× C(L\W )
when (3.3) holds. Thus the following theorem is proved.

If (3.3) holds, then the Fredholm alternative is true for system (3.10) and
(3.12) in Cκ (S)× C(L\W ).

According to Fredholm’s alternative system (3.10), (3.12) is uniquely solv-
able for arbitrary right-hand terms when the corresponding homogeneous
system has only a trivial solution. In order to prove this fact, let µ0 and ρ0

denote a solution to the homogeneous system. Substituting them into (3.8),
we get a solution u0 of the homogeneous water-wave problem. Under the
assumption that the water-wave problem has at most one solution, we obtain
that u0 vanishes identically in W̄ .

Furthermore, u0 satisfies (3.11). Multiplying this equation by u0 and inte-
grating over L\W̄ , we have

−
∫

L\W̄
u0 ∇2u0 dxdy = i

∫
L\W̄

|u0|2 dxdy.

Without loss of generality we can take µ0 from Cκ (S) with κ ∈ (1/4, 1) if
m = 3. Then we can integrate by parts in the last equation, obtaining

∫
L\W̄

|∇u0|2 dxdy −
∫
{y=0}\F̄

u0 ∂u0/∂y dx = i
∫

L\W̄
|u0|2 dxdy. (3.13)

Here the boundary condition on S is taken into account.
Since u0 is a combination of potentials, the boundary condition holding

for G on {y = 0} implies

∂u0/∂y = νu0 on {y = 0}\F̄ .

Therefore (3.13) takes the form
∫

L\W̄
|∇u0|2 dxdy − ν

∫
{y=0}\F̄

|u0|2 dx = i
∫

L\W̄
|u0|2 dxdy.
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Since all the integrals here are real, we have a contradiction unless u0 vanishes
identically in L\W . Then ρ0 also vanishes because u0 = iρ0 by (3.8), (3.9),
and (3.11). Now u0 = Vµ0 in L\W̄ , and so (2.3) gives

µ0(x, y)+ (Tµ0)(x, y) = 0, (x, y) ∈ S\∂S.

Comparing this with the homogeneous equation (3.10), where ρ0 = 0, we
find that µ0 = 0. Thus the following theorem is proved.

If the water-wave problem has no more than one solution for a surface-
piercing body, then the solution can be obtained in the form of (3.8), where
µ and ρ satisfy the uniquely solvable system (3.10) and (3.12).

3.1.2. Survey of Equations Without Irregular Frequencies

In 1991, Angell, Hsiao, and Kleinman [13] outlined some results (mainly
obtained in the 1970s and 1980s) concerning various aspects of the water-
wave problem. Among other topics, the authors gave a review of uniquely
solvable (that is, having no irregular frequencies) integral equations. In the
present subsection we restrict ourselves to a part of their material. However,
in what follows we give more details than [13] contains.

3.1.2.1. Integral Equations Involving a Hypersingular Operator

First, we recall some formulae from Subsection 2.1.1.2 necessary in what
follows. We begin with Green’s representation of the velocity potential:

u(ξ, η) = 1

4π

∫
S

[
u(x, y)

∂G

∂n(x,y)
(x, y; ξ, η)− G(x, y; ξ, η)

∂u

∂n(x,y)

]
dS,

(3.14)

where (ξ, η) ∈ W . Letting (ξ, η) → S, we arrive at the following integral
equation:

−u(ξ, η)+ 1

2π

∫
S

u(x, y)
∂G

∂n(x,y)
(x, y; ξ, η) dS

= 1

2π

∫
S

f (x, y)G(x, y; ξ, η) dS, (ξ, η) ∈ S. (3.15)

Here the surface jump of a double-layer potential and the boundary condi-
tion on S are taken into account. One immediately notes that the integral
operator on the left-hand side is T̄ ∗, that is, the adjoint operator to T̄ con-
taining the complex conjugate Green’s function Ḡ (compare with T used in
Subsection 3.1.1.1). So according to Fredholm’s theory, the homogeneous
equation corresponding to (3.15) has nontrivial solutions for the same real
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values of ν as the homogeneous integral equation in Subsection 3.1.1.2. Thus
(3.15) suffers the same drawback, resulting in the presence of irregular fre-
quencies, as the integral equation of the source method.

In order to improve (3.15), we can apply the following procedure. Formally
calculating the normal derivative of u in (3.14), we get

f (ξ, η) = 1

4π

∂

∂n(ξ,η)

∫
S

u(x, y)
∂G

∂n(x,y)
(x, y; ξ, η)− 1

2
[(T − I ) f ](ξ, η),

where I is the identity operator. Also, the boundary condition on S, (2.3), and
the definition of T are used. Now a hypersingular operator Dnu arising on the
left-hand side, that is, the normal derivative of the double-layer potential – and
for convenience, Dnu is defined with the factor (2π )−1 – should be defined
somehow. However, formally we have

(Dnu)(ξ, η) = f (ξ, η)+ (T f )(ξ, η), (ξ, η) ∈ S. (3.16)

Let λ be a certain complex number with Im λ �= 0. Multiplying (3.16) by
λ and summing up the result with (3.15), we arrive at the required integral
equation:

−u(ξ, η)+ (T̄ ∗u)(ξ, η)+ λ(Dnu)(ξ, η) = {[V + λ(T + I )] f }(ξ, η),
(3.17)

where (ξ, η) ∈ S. This equation was derived by Kleinman [139], who also es-
tablished the absence of irregular frequencies (that is, the uniqueness theorem)
for it. Lee and Sclavounos [184], Lau and Hearn [181], and Liapis [196] devel-
oped numerical methods for solving (3.17). Their papers contain a substantial
body of computational results for the added mass, damping coefficients, and
exiting forces illustrating the effectiveness of numerical procedures.

Let us turn to the question of solvability for equation (3.17). It was con-
sidered by Wienert [361]. We begin with describing how Dn is understood
in his approach. The idea is to regularize (3.17), reasoning similarly to the
following formal regularization of (3.16). Applying Green’s representation
to (T̄ ∗u)(x, y) in L\W̄ , one gets that

(V Dnu)(x, y) = (T̄ ∗2 − I )u(x, y) (x, y) ∈ S.

Thus using V for regularization of (3.16) leads to the necessity of evaluating
only the double-layer potential but not its normal derivative. However, this
method gives rise to some difficulties in the case in which the water-line is
an edge of S ∪ S0, and S0 is the mirror reflection of S by {y = 0}. In order
to overcome these difficulties, another operator V+ was introduced in [361].
It involves Green’s function with a suitable ν+ replacing ν (we shall denote
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Green’s function in V+ by G+ instead of G). A combination of Green’s
representation for G+ in W with the procedure used for derivation of the last
equality gives

(V+Dnu)(x, y) = {[(T̄ ∗+ + I )(T̄ ∗ − I )+ (ν+ − ν)V (i)
+ K
]
u
}
(x, y),

where (x, y) ∈ S and(
V (i)
+ φ
)
(x, y) = 1

2π

∫
{y=0}\F̄

φ(ξ, η)G+(x, y; ξ, η) dξdη (x, y) ∈ S,

(Kφ)(ξ, η) = 1

2π

∫
S
φ(x, y)

∂G

∂n(x,y)
(x, y; ξ, η) dS (ξ, η) ∈ {y = 0}\F̄ .

On the basis of this formal regularizing procedure, an integral equation was
rigorously derived in [361]. For this purpose one has to use (3.14) and a
similar equality for the interior domain, which looks as follows:

(K u)(ξ, η) = (V f )(ξ, η), (ξ, η) ∈ {y = 0}\F̄ . (3.18)

Let λ be a pure imaginary number with Im λ > 0. Applying operators

[I + λV+(T̄ ∗+ + I )] and λ(ν+ − ν)V+V (i)
+

to (3.15) and (3.18), respectively, and summing up the results, one obtains
the following integral equation:({− I + T̄ ∗ + λV+

[
(T̄ ∗+ + I )(T̄ ∗ − I )+ (ν+ − ν)V (i)

+ K
]}

u
)
(x, y)

= f0(x, y), (x, y) ∈ S. (3.19)

Here

f0(x, y) = ({I + λV+{(T̄ ∗+ + I )+ (ν+ − ν)}V (i)
+
}

V f
)
(x, y) (3.20)

is a continuous function on S̄.
Under assumption that the uniqueness theorem holds for the water-wave

problem, Wienert [361] proved the following three assertions: (i) the homo-
geneous equation corresponding to (3.19) has only a trivial solution; (i i)
equation (3.19) is solvable, uniquely by (i), and its solution is a continuous
function on S; (i i i) the water-wave problem is uniquely solvable, and its so-
lution is given by (3.14) where the trace of u on S must be found from the
integral equation (3.19) having (3.20) as the right-hand side term.

Let us compare (3.19) with the system of two integral equations considered
in Subsection 3.1.1.3. The obvious advantage of (3.19) is that, on one hand, it
is a boundary integral equation, whereas the system involves integral operators
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over L\W̄ . On the other hand, (3.19) involves rather complicated composi-
tions of boundary integral operators given on different parts of ∂(L\W̄ ). This
makes (3.19) too difficult for numerical calculations, and so (3.17) was used
for this purpose in [181] and [184].

To conclude the present subsection, we note that apart from (3.17),
Kleinman [139] derived another boundary integral equation involving the
hypersingular operator Dn . It is referred to as “the layer equation” by Angell
et al. [13] because the associated representation of solution to the water-wave
problem has the following form:

u(x, y)= 1

2π

∫
S
µ(ξ, η)

[
G(x, y; ξ, η)+ λ

∂G

∂n(ξ,η)
(x, y; ξ, η)

]
dS, Im λ �= 0.

The corresponding equation

−µ+ Tµ+ λDnµ = f

is simply a modified form of the integral equation given in Subsection 3.1.1.1.
Kleinman proved the uniqueness theorem for the layer equation, but the
existence of a solution for it is still uncertain.

3.1.2.2. Integral Equations Involving the Free Surface

In [11], Angell, Hsiao, and Kleinman applied the following simplified Green’s
function,

Gd (x, y; ξ, η) = R−1 + R−1
d ,

to the case of water bounded below by the flat bottom B = {y = −d}. Here
R2 = |x − ξ |2 + (y − η)2 and R2

d = |x − ξ |2 + (y + 2d + η)2, and so Gd

satisfies the homogeneous Neumann condition on B, but the free surface
boundary condition does not hold on {y = 0}.

Using Gd instead of G in the derivation of Green’s representation, see
(3.15), leads to a new boundary integral equation for the velocity potential u:

−α(x, y)u(x, y)+
∫

S
u(ξ, η)

∂Gd

∂n(ξ,η)
(x, y; ξ, η) dS

+
∫

F
u(ξ, η)

[
∂Gd

∂n(ξ,η)
(x, y; ξ, η)+ νGd (x, y; ξ, η)

]
dξdη

=
∫

S
f (ξ, η)Gd (ξ, η) dS, (x, y) ∈ S̄ ∪ F. (3.21)
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Here

α(x, y) = lim
ε→0

∫
W∩∂Bε (x,y)

∂Gd

∂n(ξ,η)
(x, y; ξ, η) dS(ξ,η),

and ∂Bε(x, y) denotes the sphere of radius ε centered at (x, y).
Let us formulate the theorem established in [11], demonstrating that (3.21)

has no irregular frequencies.
Let u have the following properties: (i) satisfies the homogeneous equation

(3.21) for all (x, y) ∈ S̄ ∪ F; (ii) is continuous on S̄ ∪ F; and (iii) has the
behavior (cf. Subsections 1.3.2 and 2.2.1)

u(x, y) = eik0|x ||x |−1/2[β(θ) cosh k0(y + d)+ O(|x |−1)] as |x | → ∞.

Then u vanishes identically.
The important feature of this theorem is the fact that it does not re-

quire the uniqueness of solution to the water-wave problem. Comparing
(3.21) with the system of two integral equations considered in Subsection
3.1.1.3, we see that (3.21) has the advatage being a boundary integral equa-
tion. However, integration over the infinite free surface F sacrifices this
advantage. Originally (3.21) was derived by Bai and Yeung [18] (see also
Yeung [365]), who restricted themselves to the numerical treatment of this
equation.

Liu [209] derived an intgral equation similar to (3.21) in two dimensions.
However, his proof of uniqueness for the integral equation is quite differ-
ent from that in [11] and requires the unique solvability of the water-wave
problem.

3.1.2.3. Integral Equations Involving Modified Green’s Functions

The idea of modifying Green’s function for obtaining an integral equation
without irregular frequencies was brought to the theory of time-harmonic
water waves from acoustics, where it had demonstrated its fruitfulness (see,
for example, papers by Jones [128], Kleinman and Roach [140], and Ursell
[333]). A modified Green’s function for the two-dimensional water-wave
problem was introduced by Ursell [334] as follows:

G M (x, y; ξ, η) = G(x, y; ξ, η)+
∞∑
|l|=1

al φl(x, y)φl(ξ, η). (3.22)

Here G is the usual Green’s function considered in Subsection 1.2.1, and the
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standard multi-index notation is used in subscripts:

l = (n, j); n = 0, 1, 2, . . . ; j = 1, 2; |l| = n + j.

The coefficients al are subject to resrictions described below, and φl are the
so-called multipole potentials located at the coordinate origin assumed to
belong to {y = 0}\F̄ . If water has finite depth d, then these potentials in two
dimensions have the following form:

φ01(x, y) =
∫
�−

cosh k(y + d) cos kx

k sinh kd − ν cosh kd
dk, φ02(x, y) = −∂φ01

∂x
;

φn1(x, y) = (−1)n

[
sin 2nϑ

r2n
+ ν

2n − 1

cos(2n − 1)ϑ

r2n−1

]
+ 1

(2n − 1)!

×
∫
�−

e−kd (ν + k)k2m−2(ν sinh ky + k cosh ky) cos kx

k sinh kd − ν cosh kd
dk,

φn2(x, y) = − 1

2n

∂φn1

∂x
, n > 0.

Here �− denotes the contour defined in Subsection 1.1.1.1; (r, ϑ) are the usual
polar coordinates in the (x, y) plane, and ϑ ∈ [−π, 0] in the lower half-plane.
Letting d →∞, one easily obtains the set of the two-dimensional multipole
potentials for water of infinite depth. The latter set of {φl} was established
to be complete in L2(S) by Martin [217], who supposed S to satisfy certain
rather stringent smoothness conditions. Another important property of {φl}
demonsrated by Ursell [334] in two dimensions says that these potentials
arise in certain expansions of Green’s functions.

Two essential restrictions on al are as follows: (i) Im al > 0; and (ii) |al |
must be sufficiently small for the series in (3.22) to converge when (x, y) and
(ξ, η) belong to W̄ ; for example, it is sufficient to require that

|al | ≤ const

n2 M2
l

for n > 0,

where Ml = sup(x,y)∈W̄ |φl(x, y)|.
In three dimensions, (3.22) remains valid, but another multi-index notation

should be applied:

l = (n,m, j); n,m = 0, 1, 2, . . . ; j = 1, 2; |l| = n + m + j.

In addition, φl(x, y) must be defined as follows:

φl(x, y) = ψnm(x, y) [ j cos mθ + (1− j) sin mθ ] .
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Here θ is the polar angle in the x plane, and

ψ0m(|x |, y) =
∫
�−

cosh k(y + d)Jm(k|x |)
k sinh kd − ν cosh kd

dk,

ψnm(|x |, y) = 1

(2n)!

∫∞
0

km+2n−1(k + ν)eky Jm(k|x |) dk

− 1

(2n)!

∫
�−

km+1 cosh k(y + d)Jm(k|x |)
k sinh kd − ν cosh kd

dk, n > 0.

Green’s function (3.22) can be used instead of G in the integral equa-
tion (3.15) as well as in the integral equation of the source method (see
Subsection 3.1.1.1). The corresponding uniqueness theorems follow from
Ursell’s [334] proof. The existence of solution for (3.15) with G M is ensured
by means of the same argument as described in Subsection 3.1.2.2, whereas the
existence theorem for the integral equation based on a single-layer potential
with G M as the kernel is still an open question. Martin [219] generalized
Ursell’s result to the two-dimensional problem of interaction between two
surface-piercing cylinders. However, this is done under the assumption that
the uniqueness theorem holds for the boundary value problem (see Section 4.2
for such theorems). Generally speaking, this is not true for all geometries, as
examples in Section 4.1 show.

3.1.2.4. Null-Field Equations

Similarly to the technique based on modified Green’s functions, the null-
field equations were originally developed for the exterior acoustical prob-
lems (see, for example, Martin’s paper [216]). Then this method was ex-
tended to the theory of time-harmonic water waves in a series of works by
Martin [215, 217, 218] (see also Martin and Ursell [220]). This method does
not strictly lead to an integral equation, but it involves an infinite set of mo-
ment equations. Two uniquely solvable systems of null-field equations were
obtained. One of them has the following form:∫

S
u(ξ, η)

∂φl

∂n
(ξ, η) dS =

∫
S

f (ξ, η)φl(ξ, η) dS, |l| = 1, 2, . . . ,

and the corresponding solution to the water-wave problem is given by Green’s
representation:

u(x, y) = 1

4π

∫
S

u(ξ, η)
∂G

∂n(ξ,η)
(x, y; ξ, η) dS + 1

2
(V f )(x, y).

The derivation of these null-field equations uses Green’s identity for L\W̄ .
Another approach to null-field equations combines the boundary integral
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equation with Green’s representation evaluated at particular points in L\W̄ .
However, if only a finite number of such points is used, then the uniqueness
theorem cannot be established for all values of ν.

3.2. John’s Theorem on the Unique Solvability
and Other Related Theorems

This section is mainly concerned with uniqueness theorems for the water-
wave problem. There are two reasons for this. First, the integral-equations
technique developed in the previous section demonstrates that the solvabil-
ity is a consequence of the uniqueness theorem for the problem. Second,
the examples of non-uniqueness constructed in Chapter 4 show that one has
to impose geometrical restrictions (often combined with restrictions on fre-
quencies) in order to guarantee the uniqueness. Above all, these assumptions
depend on the method of proof.

A powerful tool for proving uniqueness theorems was suggested by John
[126]. It is based on investigation of the simple wave of order zero presenting
the principal part of the velocity potential in the homogeneous water-wave
problem. As a result one obtains an inequality between the potential and
kinetic energy, which leads to a contradiction unless the solution is trivial.
We present John’s original theorem in Subsection 3.2.1 for the weak solu-
tion that is understood in the sense of integral identity. In Subsection 3.2.2,
we give some extensions of John’s method that involve weaker geometrical
assumptions for the two-dimensional and axisymmetric obstacles. Further
criteria of uniqueness for geometries involving surface-piercing bodies are
given in Subsection 3.2.3. In particular, McIver [231] proposed another way
of using the fact that the simple wave of order zero vanishes [see (3.64) in
Subsection 3.2.3.2] for establishing uniqueness in the case in which the depth
is sufficiently small.

Since a surface-piercing body meets the free surface transversally, the
boundary of water domain, generally speaking, is not smooth. Thus the reader
has to take into account the description of singular behavior of the velocity
field in a vicinity of the water-line (see the introductory remarks to Subsec-
tion 3.1.1).

3.2.1. Theorem of John

To be specific, we consider in detail the three-dimensional case in which
the water domain contains at least one semi-immersed body and is bounded
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below by a flat bottom B = {x ∈ R
2, y = −d}. Other situations in which the

same technique provides the uniqueness are described briefly.
John’s method relies essentially on the following geometrical assumptions:

(i) any straight segment parallel to the y axis, and connecting the free sur-
face F with the bottom B, lies within the water domain W except for its
ends; and (i i) the free surface F is a connected subset of the plane {y = 0}.
These assumptions allow us to investigate the simple wave of order zero for
a solution of the homogeneous problem. For this purpose a uniqueness the-
orem holding for the Helmholtz equation in the plane domain F is applied,
and it gives that the simple wave vanishes identically. The latter fact is then
used for deriving an inequality between the kinetic and potential energy. This
proves the uniqueness when Green’s identity is taken into account. Note that
John’s assumptions impose no restriction on the number of bounded bodies
submerged totally or partially, if they are located strictly below the surface-
piercing bodies.

3.2.1.1. The Uniqueness Theorem for the Helmholtz Equation

Let w(x) satisfy

∇2
xw + k2w = 0 in F, (3.23)

and F is assumed to be a connected set with a finite boundary. In any annulus
a0 ≤ |x | ≤ a1 contained in F , the functionw can be expanded into the Fourier
series

w(x) =
m=+∞∑
m=−∞

Zm(k|x |)eimθ ,

Zm(k|x |) = (2π )−1
∫+π
−π

w(|x | cos θ, |x | sin θ )e−imθ dθ.

From (3.23) we have Zm = αm Jm + βm H (1)
m , where Jm (H (1)

m ) is the Bessel
(Hankel) function of order m. The Schwarz inequality gives

a|Zm(ka)|2 ≤
∫
|x |=a

|w|2 ds.

Let

lim
a→∞

∫
|x |=a

|w|2 ds = 0; (3.24)

then αm = βm = 0, and Zm(ka) = 0 (m = 0,±1, . . .), because otherwise we
have a contradiction with the asymptotic behavior of Jm and H (1)

m at infinity.
So (3.24) implies that w = 0 in any annulus contained in F . Since w is an
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analytic function, w = 0 in the whole connected set F . Thus the following
lemma is proved.

If w is a solution to (3.23) satisfying (3.24), then w = 0 in F.

3.2.1.2. Investigation of the Simple Wave of Order Zero

First we define a generalized solution to the homogeneous water-wave prob-
lem. Such a solution u must have locally finite energy; that is,

∫
Wa

|∇u|2 dxdy +
∫

Fa

|u|2 dx <∞ for any a > 0, (3.25)

and Wa and Fa are the portions of W and F , respectively, within the cylinder
{|x | < a}. Furthermore, u must satisfy the radiation condition

lim
a→∞

∫
Ca

∣∣u|x | − ik0u
∣∣2 dS = 0, (3.26)

where Ca = W ∩ {|x | = a}, and k0 is a unique positive root of k tanh kd = ν.
At last, the following integral identity,

∫
W
∇u · ∇v̄ dxdy = ν

∫
F

uv̄ dx, (3.27)

must hold for any v ∈ H 1(W ) with a compact support in W̄ ; as usual, H 1(W )
denotes the Sobolev space.

Let us demonstrate that for u satisfying (3.25)–(3.27), the equality

Im
∫
Ca

u|x | ū dS = 0 (3.28)

holds for sufficiently large values of a.
By ζa(|x |) we denote a function belonging to C∞([0,∞)) and such that it

is equal to one for 0 ≤ |x | ≤ a and to zero for |x | ≥ a + 1. Let a be so large
that S lies within the cylinder {|x | < a}. Putting v(x, y) = u(x, y)ζa(|x |), we
get from (3.27)

∫
W
|∇u|2ζa dxdy +

∫
W\Wa

ū∇u · ∇ζa dxdy = ν

∫
F
|u|2ζa dx . (3.29)

It is well known (see, for example, Chapter 8 in the book [94] by Gilbarg
and Trudinger), that the generalized solution u satisfies the Laplace equation
in W , and the following boundary conditions

uy − νu = 0 on F, uy = 0 on B
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hold pointwise. Hence one can integrate by parts in the second integral in
(3.29), obtaining

−
∫

W\Wa

|∇u|2ζa dxdy +
∫

F\Fa

|u|2ζa dx −
∫
Ca

u|x | ū dS.

Substituting this into (3.29), we get
∫

Wa

|∇u|2 dxdy − ν

∫
Fa

|u|2 dx =
∫
Ca

u|x | ū dS, (3.30)

which immediately yields (3.28).
Assumption (i) allows us to consider

w(x) =
∫ 0

−d
u(x, y) cosh k0(y + d) dy for x ∈ F,

where u is a generalized solution to the homogeneous water-wave problem.
So w(x) cosh k0(y + d) is the simple wave of order zero that corresponds to u
(see Subsection 1.3.2 for the definition). The Laplace equation for u implies
that

∇2
xw = −

∫ 0

−d
uyy cosh k0(y + d) dy.

Integrating by parts twice on the right-hand side, we obtain

∇2
xw = u(x, 0)k0 sinh k0d − uy(x, 0) cosh k0d − k2

0w(x) = −k2
0w(x).

Here the definition of k0 and the boundary condition for u on F are taken into
account. So w is a solution to (3.23).

The lemma proven in Subsection 3.2.1.1 gives that w = 0 in F when
conditions (i) and (ii) hold and (3.24) is true. In order to verify (3.24) we
apply the Schwarz inequality:

|w|2 ≤
(∫ 0

−d
|u|2 dy

)[∫ 0

−d
cosh2 k0(y + d) dy

]
= (2k0)−1 (k0d + sinh k0d cosh k0d)

∫ 0

−d
|u|2 dy.

Integrating this over {|x | = a}, we get
∫
|x |=a

|w|2 ds ≤ (2k0)−1(k0d + sinh k0d cosh k0d)
∫
Ca

|u|2 dS.
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The last integral tends to zero as a →∞ in view of (3.26), (3.28), and

2k0Im
∫
Ca

u|x | ū dS =
∫
Ca

( ∣∣u|x |∣∣2 + k2
0 |u|2
)

dS −
∫
Ca

∣∣u|x | − ik0u
∣∣2 dS.

Thus the following assertion is proved.
Let u(x, y) be a generalized solution to the homogeneous water-wave

problem. If geometrical conditions (i) and (i i) hold, then the simple wave of
order zero corresponding to u vanishes identically in F.

3.2.1.3. John’s Theorem on the Unique Solvability

Let us integrate by parts in the integral defining w. From the last assertion
and the boundary condition on B we have

u(x, 0) sinh(k0d) =
∫ 0

−d
uy(x, y) sinh k0(y + d) dy.

The Schwarz inequality gives

|u(x, 0) sinh(k0d)|2 ≤
(∫ 0

−d
|uy|2 dy

)[∫ 0

−d
sinh2 k0(y + d) dy

]
= 1

2

(
sinh 2k0d

2k0
− d

) ∫ 0

−d
|uy(x, y)|2 dy

= 1

2

(
sinh2 k0d

ν
− d

) ∫ 0

−d
|uy(x, y)|2 dy.

The latter equality is a consequence of the definition of k0.
Since ν−1 sinh2 k0d − d < ν−1 sinh2 k0d,

2ν|u(x, 0)|2 ≤
∫ 0

−d

∣∣uy(x, y)|2 dy, x ∈ F

holds. Integrating this over Fa , we obtain

2ν
∫

Fa

|u(x, 0)|2 dx ≤
∫

W ′
a

|uy(x, y)|2 dxdy ≤
∫

W ′
a

|∇u|2 dxdy.

Here W ′
a is the part of Wa that lies strictly under Fa . It follows from the last

inequality that

ν

∫
Fa

|u|2 dx ≤
∫

Wa

|∇u|2 dxdy − ν

∫
Fa

|u|2 dx =
∫
Ca

u|x |ū dS,

where the equality is simply (3.30). Considerations in Subsection 3.2.1.2
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show that the integral over Ca tends to zero as a →∞, and so

ν

∫
F
|u|2 dx = 0.

Consequently, ∫
W
|∇u|2 dxdy = 0,

and the last two equalities yield that u vanishes identically in W . Thus the
following theorem is proved.

Let u be a generalized solution to the homogeneous water-wave problem.
If geometric conditions (i) and (i i) hold, then u vanishes identically in W .

It is obvious that this theorem remains true for domains having an uneven
bottom satisfying (i) and (ii); that is, the uneven portions are located strictly
under the surface-piercing bodies. Moreover, the result is valid for deep water,
if in condition (i) one replaces vertical segments by rays emanating from F
downward. Then the considerations in Subsections 3.2.1.2 and 3.2.1.3 hold
for w defined as follows:

w(x) =
∫ 0

−∞
u(x, y)eνy dy.

It can easily be seen that John’s method is applicable to the two-dimensional
problem as well. However, in this case only one surface-piercing body is
admissible.

Combining the uniqueness theorem obtained here with the solvability re-
sult in Subsection 3.1.1.3, one arrives at the following theorem on unique
solvability.

If geometrical conditions (i) and (ii) hold, then the water-wave problem
has a unique solution that can be obtained in the form of (3.8) with densities
satisfying the system of integral equations (3.10) and (3.12).

3.2.2. Extensions of John’s Uniqueness Conditions

The aim of this subsection is to show that both assumptions (i) and (ii) made
in Subsection 3.2.1 may be relaxed in the proof of the uniqueness, but it
should be mentioned that results obtained below for obstacles satisfying
(ii) and a weakened condition (i) are distinguished essentially from those
in which (ii) does not hold. In the first case, it is possible to prove uniqueness
for all positive values of ν, whereas if (ii) is violated, then in the proof of
uniquenes some frequency intervals must be excluded. This may occur be-
cause of the existence of non-uniqueness examples considered in Section 4.1.
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In Subsections 3.2.2.1–3.2.2.3, we treat the two-dimensional problem, and in
Subsection 3.2.2.4 we are concerned with the axisymmetric problem.

It was pointed out at the end of the previous subsection that a combination
of the uniqueness theorem with the integral equation techniques (see Sec-
tions 2.1 and 3.1 for the cases of submerged and surface-piercing obstacles,
respectively) leads to the theorem guaranteeing the existence of a unique
solution.

3.2.2.1. The Two-Dimensional Problem

Let W denote a water domain of infinite depth; that is, R
2
−\W̄ is the union of

a finite number of bounded, simply connected domains presenting immersed
bodies. We recall that the essential condition (3.1) must hold on ∂W .

Let u be a solution to the homogeneous problem. Without loss of generality
we assume u to be real (otherwise we can consider Re u and Im u separately).
Since u has finite kinetic and potential energy, Green’s formula can be applied
to the whole water domain W , yielding∫

W
|∇u|2 dxdy − ν

∫
F
|u|2 dx = 0. (3.31)

If an inequality contradicting (3.31) can be proved for u, then the uniqueness
theorem holds for the problem. To obtain such an inequality we impose some
geometrical restrictions on W .

By �±b (b ≥ 0) we denote the ray {(x, y) : y = ±b ∓ x, ±x > b} emanat-
ing from the point (±b, 0) at the angle π/4 to the vertical. It is clear that �b

(�−b) goes to the right (to the left). We suppose that for any point (±b, 0) ∈ F
the whole ray �±b lies in W .

Let us consider ψ(x, y) = exp{ν(y + i x)}, which is obviously bounded
and harmonic on R

2
− and satisfies the boundary condition

ψy − νψ = 0 when y = 0. (3.32)

Furthermore, ψx = iψy , and hence

∂ψ

∂n
= i

∂ψ

∂s
on �b, b > 0, (3.33)

where n and s are unit vectors defined as follows. The vector s is directed
along �b from infinity to (b, 0), and (n, s) form a right-hand pair of vectors.

If there are no bodies between �b and x = +∞, then applying Green’s
theorem to u and ψ we get by (3.32) and harmonicity of ψ that

∫
�b

(
u
∂ψ

∂n
− ψ

∂u

∂n

)
ds = 0. (3.34)
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From (3.33) and (3.34) by virtue of integration by parts we obtain∫
�b

ψ
∂u

∂n
ds = i

∫
�b

u
∂ψ

∂s
ds = iu(b, 0)eiνb − i

∫
�b

ψ
∂u

∂s
ds.

So we have

u(b, 0) =
∫
�b

(
∂u

∂s
− i

∂u

∂n

)
eν[y+i(x−b)] ds.

Since u is a real function,

|u(b, 0)| ≤
∫
�b

|∇u|eνy ds.

By the definition of �b the last integral is equal to

√
2

∫
�b

|∇u|eνy dy.

Then the Schwarz inequality yields

ν|u(b, 0)|2 ≤ 2ν

(∫ 0

−∞
e2νy dy

)(∫
�b

|∇u|2 dy

)
=

∫
�b

|∇u|2 dy.

In a similar way the same inequality can be derived for −b. After integra-
tion we arrive at

ν

∫
F
|u|2 dx ≤

∫
Wc

|∇u|2 dxdy, (3.35)

where Wc ⊂ W and is covered either with rays of the family {�b : (b, 0) ∈ F}
or with rays of the family {�−b : (−b, 0) ∈ F}. Inequality (3.35) does not
contradict (3.31) only if u = 0 in W\Wc. Since u is an analytic function,
it vanishes identically in W when it is zero in W\Wc. Thus the following
theorem is proved.

Let no finite part of the free surface F be isolated from infinity. If any
ray �±b belongs to W for (±b, 0) ∈ F, then the homogeneous water-wave
problem has only a trivial solution.

The proof given allows for generalization in two directions. First, one
can replace straight rays by an arbitrary family of nonintersecting lines x =
x(y,±b) parameterized by the end point (±b, 0), and such that

ν

∫
�±b

e2νy

∣∣∣∣ ds

dy

∣∣∣∣2 dy ≤ inf
y

{
∂x

∂|b|
}

for all (±b, 0) ∈ F. (3.36)

Here �±b denotes a curve belonging to the family with end point (±b, 0). It
is easy to see that (3.35) remains valid under the last condition, but now Wc

denotes the subset of W covered with curves �±b.
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The second generalization is concerned with water of finite depth. Let W
be the same as above, but bounded below by a bottom B that coincides with
{x ∈ R, y = −d} everywhere except for a finite part. By Green’s formula a
solution u to the homogeneous water-wave problem in W satisfies (3.31).
Now inequality (3.35) contradicting (3.31) for a nontrivial u can be obtained
with the help of a family of segments inclined at an angle β to the vertical:

�±b(β) = {(x, y) : y = (±b ∓ x) cotβ, x > ±b,−d < y < 0}.
Here b ≥ 0 and 0 ≤ β < π/2. If β �= 0, then the segment �b (�−b) goes to
the right from (b, 0) [goes to the left from (−b, 0)]. If β = 0, then �± goes
downward from (±b, 0). The following theorem is similar to that proved for
deep water.

Let no finite part of the free surface F be isolated from infinity, and let any
segment belonging to the families

{�b(β) : (b, 0) ∈ F}, and {�−b(β) : (−b, 0) ∈ F} (3.37)

lie within W and have the second end on B. If β = arctan p where p is a
positive root of

2

1+ p2
= [p sinh(2k0d)]2 − 2[1− cos(2k0dp)]

p[p sinh(2k0d)+ sin(2k0dp)] sinh(2k0d)
, (3.38)

then the homogeneous water-wave problem has only a trivial solution.
For the proof it is sufficient to demonstrate that (3.38) implies (3.35), where

Wc is the subset of W covered with segments of families (3.37), but unlike
the proof given for deep water, two auxiliary harmonic functions

ψ(x, y) = cosh[k0(y + d)] exp[−ik0(x − b)],

ψ̃(x, y) = −i sinh[k0(y + d)] exp[−ik0(x − b)]

are needed now. One can verify directly that

ψx = −ik0ψ = ψ̃ y, ψy = −ik0ψ̃ = −ψ̃ x ;

ψy = 0, ψ̃ = 0 when y = −d;

ψy − νψ = 0 when y = 0;

∂ψ/∂n = ∂ψ̃/∂s on �b;

here n and s are defined in the same way as above, and the last equation is
crucial for the proof. Details are left to the reader or can be found in the paper
[307] by Simon and Ursell.
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Figure 3.1.

A numerical solution of (3.38) shows that the inequality (3.35) (and hence,
the uniqueness theorem for the water-wave problem) holds for all k0d pro-
vided 0◦ ≤ β ≤ 44 1/3◦. As for deep water, one can use curves instead of
straight segments. Of course, these curves must satisfy a condition similar to
(3.36).

3.2.2.2. Some Examples

Here we illustrate the criteria obtained in Subsection 3.2.2.1. A couple of
geometries for which uniqueness is proved for deep water are shown in
Fig. 3.1. Any finite number of totally submerged bodies is allowed in the right
angle shown in Fig. 3.1(a), or between the rays enclosing a surface-piercing
body as shown in Fig. 3.1(b). Figure 3.2 demonstrates similar geometries for
the case of constant depth when the angle to the vertical guaranteeing unique-
ness for all frequencies is smaller than that for deep water. Moreover, for
constant depth the uniqueness theorem holds when there are no submerged or
surface-piercing bodies, but the bottom is uneven within the angle shown in
Fig. 3.3(a). Further examples of geometries guaranteeing uniqueness can be
readily obtained by combining the previous ones. For example, the obstacle in
Fig. 3.3(b) is a combination of those in Fig. 3.2(a) and (b), and in Fig. 3.3(a).
The crucial point for all these examples is the absence of bounded isolated
portions of the free surface.

If the bottom is flat, then for totally submerged bodies the uniqueness
condition given in Subsection 3.2.2.1 is less restrictive than that obtained in
Subsection 2.2.5.1, Example 2. In that example, the radian measure of the
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angle between the free surface and each line bounding the immersed bodies
is equal to one, and so there is more room for bodies in Fig. 3.3. However,
the condition from Example 2 in Subsection 2.2.5.1 has an advantage when
the bottom is uneven beyond the angle shown in Fig. 3.3.

If the geometry of obstacles is described analytically, then the condition
of uniqueness can be expressed as an inequality. Let us consider the ellipse

x2

(λb)2
+ (y + h)2

b2
= 1, λ > 0, h > b

submerged in deep water. The theorem proved in Subsection 3.2.2.1 provides
uniqueness when

h/b ≥ (1+ λ2)1/2. (3.39)

This inequality imposes a restriction on the depth of submergence for any λ,
whereas the result in Subsection 2.2.4.2 guarantees uniqueness at any depth of
submergence when 0 < λ ≤ 1, that is, the major axis is vertical. In contrast,
for λ >

√
5/2 the inequality (3.39) is an improvement of the estimate

h/b ≥ max{1, 2λ2 − 1}
obtained in Subsection 2.2.4.2.

3.2.2.3. A Pair of Symmetric Bodies Submerged in Deep Water

It was shown in Subsection 3.2.2.1 – see Fig. 3.1(a) – that the uniqueness
theorem holds for a pair of arbitrarily shaped submerged bodies confined
within a right angle having the vertex at the origin and symmetric about
the y axis. However, the technique developed in Subsection 3.2.2.1 can be
combined with the original method of John in a way allowing us to prove the
uniqueness for a pair of submerged bodies symmetric about the y axis but
having parts outside of the mentioned angle. However, certain restrictions on
ν should be imposed in this case.
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We denote by S+ a piecewise smooth contour submerged in deep water so
that any vertical line on the left of x = b (b > 0) does not intersect S+, and
vertical line x = c intersects this contour for any c, belonging to a certain
finite interval with the left end point b. Furthermore, we assume that S+ lies
below y = −x + b0, where 0 < b0 ≤ b (the case b0 = 0 was considered in
Subsection 3.2.2.1). We put b∗ = min b0, where the minimum is taken over all
possible values of b0 such that y = −x + b0 is above S+. In order to generalize
the theorem proved in Subsection 3.2.2.1, we assume that b∗ > 0. Let S− be
the reflection of S+ in the y axis, and W0 = {|x | < b0,−∞ < y < 0}. By W∞
we denote the union of two parts of W : one lying to the right of y = −x + b0,
and the other one to the left of y = x − b0. The geometry described is shown
in Fig. 3.4.

Let u denote a solution to the homogeneous water-wave problem. Using
the symmetry of the water domain W , we can decompose u into the sum of
a symmetric part u(+) and an antisymmetric part u(−) defined as follows:

u(±)(x, y) = ±u(±)(−x, y).

It is obvious that

u(+)
x (0, y) = 0, u(−)(0, y) = 0, (3.40)

and that Green’s formula (3.31) is true for u(±). The considerations in
Subsection 3.2.2.1 [see (3.35)] imply that

ν

∫
F∞

∣∣u(±)
∣∣2 dx <

∫
W∞

∣∣∇u(±)
∣∣2 dxdy, (3.41)

where F∞ = {|x | > b0, y = 0}.



128 Semisubmerged Bodies, I

For the sake of brevity, it is convenient to consider u(+) and u(−) simul-
taneously. Thus in what follows each formula containing ± must be consid-
ered as two formulae for two different problems.

As in Subsection 3.2.1.2 we define

w(±)(x) =
∫ 0

−∞
u(±)(x, y)eνy dy

on {−b < x < b}. It is shown in Subsection 3.2.1.2 that

w(±)
xx + ν2w(±) = 0, for−b < x < b.

Then (3.40) implies that

w(±)(x) = C± cos
(
νx − π

4
± π

4

)
,

where C± are real constants. Integration by parts in

C± cos
(
νx − π

4
± π

4

)
=

∫ 0

−∞
u(±)(x, y)eνy dy (3.42)

leads to

u(±)(x, 0) = νC± cos
(
νx − π

4
± π

4

)
+

∫ 0

−∞
u(±)

y (x, y)eνy dy,

from which∣∣u(±)(x, 0)
∣∣2≤ 2

{
ν2C2

± cos2
(
νx − π

4
± π

4

)
+
[∫ 0

−∞
u(±)

y (x, y)eνy dy

]2
}
.

Applying the Schwarz inequality to the last integral, we get

ν
∣∣u(±)(x, 0)

∣∣2 ≤ 2ν3C2
± cos2

(
νx − π

4
± π

4

)
+

∫ 0

−∞

∣∣u(±)
y (x, y)

∣∣2 dy.

(3.43)

In contrast, we have from (3.42)

−νC± sin
(
νx − π

4
± π

4

)
=

∫ 0

−∞
u(±)

x (x, y)eνy dy,

which implies that

2ν3C2
± sin2

(
νx − π

4
± π

4

)
≤

∫ 0

−∞

∣∣u(±)
x (x, y)

∣∣2 dy. (3.44)
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Let us assume that

π (m + 1/4± 1/4) ≤ νb0 ≤ π (m + 3/4± 1/4), m = 0, 1, . . . , (3.45)

which is equivalent to
∫ b0

0

[
cos2

(
νx − π

4
± π

4

)
− sin2

(
νx − π

4
± π

4

)]
dx ≤ 0.

Now, let us integrate (3.43) and (3.44) over F0 = {−b0 < x < b0, y = 0} and
apply (3.45). Then we arrive at

ν

∫
F0

∣∣u(±)(x, 0)
∣∣2 dx ≤

∫
W0

∣∣∇u(±)
∣∣2 dxdy.

Adding this inequality to (3.41) produces

ν

∫
F

∣∣u(±)(x, 0)
∣∣2 dx ≤

∫
W0∪W∞

∣∣∇u(±)
∣∣2 dxdy.

This contradicts (3.31) unless u(±) ≡ 0 in W . Thus a symmetric (antisymmet-
ric) solution is unique when ν satisfies (3.45), where the plus (minus) sign is
taken and b0 belongs to [b∗, b].

Dividing (3.45) by b0, we see that putting b0 = b we get the best lower
bound for ν, and it is equal to πb−1(m + 1/4± 1/4). Similarly, putting b0 =
b∗, we get the best upper bound for ν, and it is equal toπb∗−1(m + 3/4± 1/4).
Thus the following result is obtained.

The uniqueness is guaranteed for a symmetric (antisymmetric) solution
when the inequality

π(m + 1/4± 1/4) ≤ νb ≤ π (m + 3/4± 1/4)b/b∗ (3.46)

holds with plus (minus), where m = 0, 1, . . . .
If b/b∗ > 1, then the latter assertion implies that non-uniqueness might

occur only for ν belonging to a finite number of intervals. From (3.46) we see
that if m+ is the smallest nonnegative integer such that

(m+ + 1)b/b∗ ≥ m+ + 3/2, (3.47)

then the right-hand end of the uniqueness interval (3.46) with m = m+ for
symmetric solutions belongs to the similar interval with m = m+ + 1, and so
we obtained the following corollary.

If m+ is the smallest nonnegative integer satisfying (3.47), then the non-
uniqueness of symmetric modes might occur only for ν belonging to the
first m+ + 1 intervals defined by (3.46) with the minus sign. In particular,
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when b ≥ 3b∗/2, a symmetric solution is unique for all ν > 0 with a possible
exception for the interval (0, π (2b)−1).

Similarly, we have the following assertion:
If m− is the smallest nonnegative integer satisfying

(m− + 1/2)b/b∗ ≥ m− + 1,

then the non-uniqueness of antisymmetric modes might occur only for ν be-
longing to the first m− intervals defined by (3.46) with the plus sign. In
particular, when b ≥ 2b∗, an antisymmetric solution is unique for all ν > 0.

3.2.2.4. The Axisymmetric Problem in Deep Water

The method developed in Subsection 3.2.2.1 relies on a relation of the
Cauchy–Riemann type – see (3.33). Since similar relations exist in the ax-
isymmetric case, one may expect the same idea to work in the axisym-
metric problem. Thus we assume W to be an axisymmetric water domain
having no cusps and zero-angled edges on ∂W . Moreover, let the free surface
F = ∂W ∩ {y = 0} be a connected plane region.

Let the velocity potential of the form u(|x |, y) be a solution to the homo-
geneous problem. Without loss of generality we assume u to be real. Then
we arrive at (3.31) in the same way as in Subsection 3.2.2.1. Our aim is to
derive an inequality contradicting (3.31), and this implies that the uniqueness
theorem holds for the problem.

Consider the conical surface Sb generated by revolving the line

�b(β) = {(x, y) : y = (b − x1) cotβ, x1 > b, x2 = 0, y < 0} (3.48)

around the y axis, so that Sb has a water-line intersection |x | = b. Provided
any bodies are inside Sb we have

0 =
∫

Sb

(
u
∂φ

∂n
− φ

∂u

∂n

)
dS = 2π

∫
�b

(
u
∂φ

∂n
− φ

∂u

∂n

)
|x | ds. (3.49)

Here φ(|x |, y) is an axisymmetric harmonic function in the water domain that
satisfies the free surface boundary condition, and it is bounded as |x |2 + y2 →
∞. Let ψ be related to φ through the following equations:

∂φ

∂|x | = −
∂ψ

∂y
,

∂φ

∂y
= |x |−1 ∂(|x |ψ)

∂|x | , (3.50)

which are similar to relations between the velocity potential and stream func-
tion in the axisymmetric case. These equations lead to

|x |∂φ
∂n
= −∂(|x |ψ)

∂s
on �b,



3.2. John’s Theorem on the Unique Solvability 131

where n and s are defined in Subsection 3.2.2.1. Then we get from (3.49) that
∫
�b

φ
∂u

∂n
|x | ds =

∫
�b

u
∂φ

∂n
|x | ds = −

∫
�b

u
∂(|x |ψ)

∂s
ds

= −bu(b, 0)ψ(b, 0)+
∫
�b

ψ
∂u

∂s
|x | ds.

As in Subsection 3.2.2.1, an integration by parts is possible after substitution
of ψ instead of φ. The result is the expression for u(b, 0) in the form of the
integral along �b:

bu(b, 0)ψ(b, 0) =
∫
�b

(
φ
∂u

∂n
− ψ

∂u

∂s

)
|x | ds. (3.51)

Now we have that F = {|x | > bmin, y = 0} for some bmin that will be zero
if all bodies are totally submerged, but that will be nonzero if there is a body
intersecting the free surface. We want to bound

ν

∫
F
|u|2 dx = 2πν

∫∞
bmin

|u(b, 0)|2b db

in terms of
∫

Wc
|∇u|2 dxdy, where Wc ⊂ W and Wc is covered by conical

surfaces from the family {Sb}. Then according to (3.51) we must bound

νb|u(b, 0)|2 = ν

∣∣ ∫
�b

(φ∂nu − ψ∂su) |x | ds
∣∣2

b|ψ(b, 0)|2 (3.52)

in terms of
∫
�b
|∇u|2|x | dy. By ∂n and ∂s we denote the corresponding direc-

tional derivatives.
It is appropriate to put

φ(|x |, y) = eνy H (1)
0 (ν|x |) and ψ(|x |, y) = eνy H (1)

1 (ν|x |),
where H (1)

0 and H (1)
1 are the Hankel functions. Formulae 9.1.30 in Abramowitz

and Stegun [1] guarantee that φ and ψ satisfy (3.50). Now taking into account
(3.48), we obtain

1

sin2 β

∣∣∣∣∣
∫
�b

[
H (1)

0 (ν|x |)
H (1)

1 (ν|x |)
∂u

∂n
+ ∂u

∂s

]
eνy |x |1/2 H (1)

1 (ν|x |)
b1/2 H (1)

1 (νb)
|x |1/2 dy

∣∣∣∣∣
2

for the left-hand side in (3.52).
Let us prove that k|H (1)

1 (k)|2 is a monotonically decreasing function. This
result is formulated in 8.478 in Gradshteyn and Ryzhik [96], but the proof is
not widely known.
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Since m(k) = k|H (1)
1 (k)|2 = k{[J1(k)]2 + [Y1(k)]2} (by Y j we denote the

Bessel function of the second kind as in [1], Chapter 9), formula 6.664.4 in
[96] yields that

m(k) = 8k

π2

∫∞
0

K0(2k sinhµ) cosh 2µ dµ,

where K0 is the modified Bessel function. So we have

m ′(k) = I1 + I2, (3.53)

where

I1 = 8

π2

∫∞
0

K0(2k sinhµ) cosh 2µ dµ,

I2 = 8k

π2

∫∞
0

K ′
0(2k sinhµ) 2 sinhµ cosh 2µ dµ,

= 8

π2

∫∞
0

tanhµ cosh 2µ dK0(2k sinhµ).

Integration by parts in the last integral gives

I2 = −8

π2

∫∞
0

K0(2k sinhµ) (sech2µ cosh 2µ+ 2 tanhµ sinh 2µ) dµ.

Substituting I1 and I2 into (3.53), and taking into account that 1− sech2µ=
tanh2 µ, we get that

m ′(k) = 8

π2

∫∞
0

K0(2k sinhµ) cosh 2µ tanhµ(tanhµ− 2 tanh 2µ) dµ.

One easily finds that s tanh sµ is a monotonically increasing function of s for
s > 0 and fixed µ, and so 2 tanh 2µ > tanhµ. This and the last formula for
m ′(k) prove that m ′(k) < 0.

This lemma and the Schwarz inequality imply that

νb|u(b, 0)|2 ≤ 1

2 sin2 β

∫
�b

∣∣∣∣∣H (1)
0 (ν|x |)

H (1)
1 (ν|x |)

∂u

∂n
+ ∂u

∂s

∣∣∣∣∣
2

|x | dy. (3.54)

This means that we have to estimate∣∣∣∣∣H (1)
0 (ν|x |)

H (1)
1 (ν|x |)

∂u

∂n
+ ∂u

∂s

∣∣∣∣∣
2 ∣∣∣∣∂u

∂s
+ i

∂u

∂n

∣∣∣∣−2

, (3.55)
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which is equivalent to finding

sup
X∈R

|X + p + iq|2
|X + i |2 = 1+ sup

X∈R

2pX + c

X2 + 1
, (3.56)

where

H (1)
0 (ν|x |)

H (1)
1 (ν|x |) = p + iq and c = p2 + q2 − 1. (3.57)

It is obvious that p = [J0 J1 + Y0Y1]/|H (1)
1 |2, and

q = [J1Y0 − J0Y1]
/∣∣H (1)

1

∣∣2 = 2
/{

πν|x |∣∣H (1)
1 (ν|x |)∣∣2}. (3.58)

The last equality is a consequence of 9.1.16 in [1] for the Wronskian of Bessel
functions, and this equality implies that 0 < q < 1.

The maximum in (3.56) occurs at Xm , such that

2pXm + c = (c2 + 4p2)1/2, X2
m + 1 = 2− c

p
Xm = (c2 + 4p2)1/2 Xm

p
,

and so

sup
X∈R

2pX + c

X2 + 1
= c + (c2 + 4p2)1/2

2
.

Substituting c from (3.57) we find that the maximum in (3.56) is equal to

1+ 1/2
{

p2 + q2 − 1+ [(p2 + q2 − 1)2 + 4p2]1/2
}

= 1/2
{

p2 + q2 + 1+ [(p2 + q2 + 1)2 − 4q2]1/2
}
.

Substituting p2 + q2 from (3.57) and q from (3.58) into the latter expression,
we get a bound for (3.55). This, together with (3.54), gives the following
inequality:

νb|u(b, 0)|2 ≤ M

2 sin2 β

∫
�b

|∇u|2|x | dy,

where

M = 1

2
sup
X∈R

∣∣H (1)
1 (X )

∣∣−2

(∣∣H (1)
0 (X )

∣∣2 + ∣∣H (1)
1 (X )

∣∣2
+
{[∣∣H (1)

0 (X )
∣∣2 + ∣∣H (1)

1 (X )
∣∣2]2 − 16

(πX )2

}1/2
)
. (3.59)
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From the last inequality we get that

ν

∫
F
|u|2 dx ≤ M

2 sin2 β

∫
Wc

|∇u|2 dxdy. (3.60)

If M/(2 sin2 β) ≤ 1 (the equality here is admissible because Wc �= W ), then
this contradicts (3.31) unless u vanishes identically in W . Thus the following
uniqueness theorem is proved.

Let W be an axisymmetric water domain, such that the free surface F
is a connected plane region. Let any cone Sb obtained by rotation of the
line (3.48) about the y axis belong to W when {|x | = b, y = 0} ∈ F, and
let M/(2 sin2 β) ≤ 1, where M is defined by (3.59). Then the homogeneous
axisymmetric water-wave problem has only a trivial solution.

It is obvious that the inequality M < 2 sin2 β is true for β = π/2, because
in this case the theorem of John proven in Subsection 3.2.1.3 guarantees the
uniqueness. The constant M can be evaluated numerically from (3.59), which
gives M ≈ 1.2, and this maximum occurs at X ≈ 0.8. Hence there exists β0

such that 0.6 ≈ sin2 β0, that is β0 ≈ 51.7◦, and if β > β0, then the uniqueness
theorem holds.

3.2.3. Further Uniqueness Results

In this subsection we give a number of geometrical conditions providing the
uniqueness in the water-wave problem. In some cases, they are combined with
restrictions on the range of frequencies. In Subsection 3.2.3.1, we demonstrate
how the auxiliary integral identity extended to geometries including surface-
piercing bodies leads to examples for which the uniqueness holds. In Sub-
section 3.2.3.2, we outline uniqueness results for two-dimensional domains
having sufficiently small depth nondimensionalized by ν.

As in Section 2.2 the water domain W is bounded below by the bottom B,
which is a curved smooth surface (line) coinciding with {y = −d} at infinity,
but here we assume that there are surface-piercing bodies in water. As usual,
S denotes the union of all wetted smooth surfaces (contours) of immersed
bodies, and ∂S denotes the water-line, that is, the union of closed smooth
curves (a finite set of points) belonging to {y = 0} and separating S from the
free surface F .

As was pointed out in the introductory remarks to Subsection 3.1.1, con-
dition (3.1) guarantees that for any solution u to the water-wave problem the
following estimate holds:

|∇u(x, y)| = O(r δ−1),
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where r is the distance from (x, y) ∈ W to ∂S, and δ is a certain positive con-
stant. This condition justifies intergation by parts when the auxiliary integral
identity must be derived.

3.2.3.1. The Extended Auxiliary Integral Identity and Its Applications

For water domains described above, the derivation of the auxiliary integral
identities given in Subsection 2.2.3 remains true. The only new point is that
an integral over ∂S (a certain difference) arises when integrating by parts
in the integral over Fa in three dimensions (in two dimensions). We restrict
ourselves to the final identities, which are as follows:

∫
W

[(Q∇ū) · ∇u + |u|2∇2 H ] dxdy +
∫

S∪B

[
|∇u|2V · n+ |u|2 ∂H

∂n

]
dS

+
∫

F
[ν2V3 + ν(2H − ∇x · V)− Hy]|u|2 dx −

∫
F

V3|∇x u|2 dx

− ν

∫
∂S
|u|2V · n0 ds = 0, (3.61)

and

∫
W

[(Q∇ū) · ∇u + |u|2∇2 H ] dxdy +
∫

S∪B

[
|∇u|2V · n+ |u|2 ∂H

∂n

]
dS

+
∫

F

[
ν2V2 + ν

(
2H − ∂V1

∂x

)
− Hy

]
|u|2 dx −

∫
F

V2|ux |2 dx

− ν

M∑
m=1

[V1|u|2]bm
am
= 0, (3.62)

in three and two dimensions, respectively. They will be referred to as the
extended auxiliary identities for solutions to the corresponding homoge-
neous water-wave problems. In (3.61), we have V = (V1, V2, V3), where V3

is the projection on the y axis. By n0 we denote the unit normal to ∂S ly-
ing in {y = 0} and directed in F . In (3.62), we have V = (V1, V2), where
V2 is the projection on the y axis. By [am, bm] we denote the intersection of
mth surface-piercing body with the x axis, that is, ∂S = {a1, b1, . . . , aM , bM},
where a1 < b1 < a2 < b2 < · · · < aM < bM .

We remind the reader that if V is either axisymmetric about the y axis or
two dimensional, then the matrix Q has the simplified structure described in
Subsection 2.2.3. Let us proceed with a few applications of (3.61) and (3.62).
We begin with the latter one, which is simpler.
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Example 1

Let there be at most one surface-piercing body, that is, M = 1 in (3.62). Then,
without loss of generality, we assume that the free surface is symmetric about
the origin. Putting −a1= b1= b, we substitute

H = const, V = (−x,−k(y + a)), (3.63)

where a and k are parameters (these H and V were used in Example 1,
Subsection 2.2.5.3), into (3.62) and note that the last term on the left-hand
side is strictly positive unless u(±b, 0) = 0. Since the positiveness of other
terms on the left-hand side was established in Subsection 2.2.5.3, we obtain
the result similar to that in Example 1, Subsection 2.2.5.3.

Let k, H, a, and ν belong to [0, 2], [−1/2, 0], [0,+∞), and (0,+∞),
respectively. If (2.47) and (2.48) hold and

∂|x |2
∂n

+ k
∂(y + a)2

∂n
≤ 0 on B ∪ S,

then the homogeneous water-wave problem has only a trivial solution in W.
As in Subsection 2.2.5.3 the geometrical meaning of the last inequality is

that the angles between the field of interior normals on B ∪ S and the field
(2.46) do not exceed π/2. The integral curves of the vector field (2.46) are
given by (2.50).

As in Subsection 2.2.5.3, if k = 1 [by (2.47) this implies that H = 0], then
the assumptions of the theorem mean that W is a starlike domain with respect
to the point (0,−a), and by (2.48) the uniqueness of solution holds for ν ∈
(0, a−1]. For k = 3/2, we can use H = −1/4 and arbitrary a≥ 0 satisfying
the condition (0,−a) ∈ W̄ . Then the theorem implies the uniqueness for ν ∈
(0, (3a)−1]. Figure 3.5(a) shows a geometry for which we have the uniqueness
in this case.

Example 2

Modifying the vector field (2.45), we find it possible to give another proof
of John’s uniqueness theorem in two dimensions. Let F = {|x | > b}, where
b > 0, and let a surface-piercing body be contained within the vertical
semistrip {−b ≤ x ≤ b, y ≤ 0}. We put

H = −1/2, V = (mb(x), 0),
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Figure 3.5.

where

mb(x) =

−x + b when x ≥ b,
0 when − b ≤ x ≤ b,
−x − b when x ≤ −b.

Then Q is the identity matrix for −b < x < b, and

Q =
[

2 0
0 0

]
outside the semistrip {−b ≤ x ≤ b, y ≤ 0}. For these H and V the extended
auxiliary identity takes the form of (2.42). Moreover, V ·n = 0 for arbitrary S
and B within the semistrip, and so the uniqueness holds if there are no bodies
under the free surface (S ∩ {|x | > b} = ∅) and

V · n = mb(x) ∂x/∂n ≥ 0 on B for |x | > b.

It is obvious that the last inequality is equivalent to

x cos(n, x) ≤ 0 on B for |x | > b.

Geometrically this means that any horizontal ray emanating from the y axis to
±∞ goes out of W at any point of transversal intersection with B ∩ {|x | > b}.
Hence in the presence of a surface-piercing body satisfying John’s condition
the bottom must not necessarily be flat beneath the free surface for validity
of the uniqueness theorem. This is illustrated in Fig. 3.5(b).
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Example 3

Let us consider the field obtained by rotating the two-dimensional field (3.63).
Then we arrive at the following theorem generalizing the result obtained in
Subsection 2.2.5.4.

Let the parameters k, H, a, and ν belong to the intervals [0, 2], [−1,−1/2],
[0,+∞), and (0,+∞), respectively; and let the inequalities (2.53) and (2.54)
hold. Then the homogeneous water-wave problem has only a trivial solution
for the indicated values of ν, if (2.49) holds on B ∪ S, and when x · n0 ≥ 0
on ∂S.

The geometrical interpretation of this theorem is similar to that formulated
in Example 1. The corresponding integral curves lie in the vertical cross
sections of the surface of rotation given by (2.50).

3.2.3.2. Two-Dimensional Domains of Sufficiently Small Depth

Let W be a water domain having constant depth d at infinity and containing
a finite number of surface-piercing bodies, each satisfying John’s condition.
Also, let the origin be chosen so that there are no bodies and depth variations in
the region {x ≥ 0}. As in Subsection 3.2.2.1, a solution u to the homogeneous
water-wave problem can be taken to be real without loss of generality.

The real auxiliary harmonic function

ψ(x, y) = cosh k0(y + d) sin k0(x − b),

where k0 denotes a unique positive root of ν = k0 tanh k0d and b > 0 is a
parameter, is the imaginary part of the auxiliary function applied at the end
of Subsection 3.2.2.1. Green’s theorem applied to u and ψ in W ∩ {x > b}
gives

∫ 0

−d
u(b, y) cosh k0(y + d) dy = 0. (3.64)

Since cosh k0(y + d) > 0 and u(b, y) is a continuous function of y,

u(b, y0) = 0 for some y0(b) ∈ (−d, 0).

For every b > 0 at least one such value may be found, and so there is no less
than one nodal line described by

u(x, y) = 0 in W ∩ {x > 0}
because of the harmonicity of u. An argument presented in Subsection 4.1.1.2
(it is used there for deriving properties of stream lines, but it is applicable to
nodal lines of the velocity potential as well) shows that nodal lines cannot
terminate in W , but must either end on ∂W or go to infinity.
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In a similar manner to the expansion of the finite depth Green’s function
(see Subsection 1.1.2.2), we have for x > 0

u(x, y) =
∞∑

n=1

an cos kn(y + d)e−kn x , (3.65)

where kn is the nth positive root of kn tan knd = ν. Also, the asymptotics of
u given in Subsection 2.2.1 should be taken into account. The first nonzero
term dominates in the expansion (3.65) for sufficiently large x , and so

u(x, y) = am cos km(y + d)e−km x + O(e−km+1x ) as x →+∞,

for some m ≥ 1. Therefore, there is a nodal line of u that asymptotes to
the straight line y = −h, where h is the smallest positive root of cos km

× (d − h) = 0. Such a root exists because kmd ≥ k1d > π/2.
Let us suppose that the nodal line, which asymptotes to y = −h as x →

+∞, either goes to infinity as x →−∞ or ends on the bottom. Then there
is a subdomain of W , W0 say, bounded by this nodal line and the bottom.
Since the homogeneous Neumann condition is imposed on the bottom, after
applying Green’s theorem to u in W0 we get

∫
W0

|∇u|2 dxdy =
∫
∂W0

u
∂u

∂n
dS = 0. (3.66)

Then u is a constant in W0, and since a part of ∂W0 is the nodal line, u = 0
in W0. By analytical continuation we find that u = 0 throughout W .

There remains a possibility for the nodal line under consideration to end
on the free surface or on a surface-piercing body. Now by W0 we denote the
region contained between the nodal line and the union of the free surface and
bodies’ contours. Since John’s condition holds for surface-piercing bodies,
we can apply the same considerations as at the end of Subsection 3.1.1.2 (they
were used for obtaining the upper bound for irregular frequencies there). We
have for every x such that (x, 0) ∈ ∂W0:

u(x, 0) =
∫ 0

−h(x)
uy(x, y) dy,

where h(x) is the smallest value of |y| such that the point (x,−h(x)) belongs
to the nodal line. Then the Schwarz inequality gives

|u(x, 0)|2 ≤ h(x)
∫ 0

−h(x)
|uy(x, y)|2 dy < dmax

∫ 0

−h(x)
|uy(x, y)|2 dy,

where dmax is the maximum depth of W . Substutution of the boundary condi-
tions on the free surface, on bodies’ contours, and on the nodal line into the
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first equation (3.66) gives
∫

W0

|∇u|2 dxdy = ν

∫
∂W0∩{y=0}

|u(x, 0)|2 dx .

If νdmax ≤ 1, then combining the last equality with the previous inequality
leads to a contradiction unless u is a constant in W0. Now by using the
argument applied above and using the fact that ∂W0 contains the nodal line
combined with the analytical continuation, we prove the following theorem.

Let νdmax ≤ 1, where dmax is the maximum depth of the water domain W ,
and let a finite number of surface-piercing bodies, each satisfying John’s con-
dition, be immersed into water. Then the homogeneous water-wave problem
has only a trivial solution in W .

This result also extends to the cases in which there is a single surface-
piercing body of arbitrary shape or a single totally submerged body.

3.3. Bibliographical Notes

3.1.1. In Subsection 3.1.1.1 we apply the same method as in Subsection
2.1.2.1. The notion of irregular frequency was introduced into the theory of
water waves by John [126]. Results in Subsection 3.1.1.2 concerning these
frequencies are obtained with the help of standard theory of elliptic boundary
value problems (see, for example, the book [94] by Gilbarg and Trudinger).
The lower estimate for ν1 was obtained in [126] in a slightly less general form.
In Subsection 3.1.1.3, we follow Kuznetsov’s work [156]. For the acoustical
boundary value problems, Werner [357] developed the same techniques in the
1960s (see also Chapter 15, Section 5 in the book [302] by Sanchez-Palencia).

3.1.2. References to this section are given in the text. Further references can
be found in the works of Angell et al. [13] and Martin [218, 219].

3.2.1. The theorem on the unique solvability presented in this subsection was
obtained by John in 1950 [126].

3.2.2. There are several extensions of John’s result using nonvertical lines in
the two-dimensional problem. The theorems in Subsection 3.2.2.1 are bor-
rowed from Simon and Ursell [307]. Their paper contains a more general
form of the uniqueness theorem that involves a family of curves instead
of straight lines. In addition, in [307] one can find more examples of ge-
ometries providing uniqueness. The two-dimensional uniqueness theorem in
Subsection 3.2.2.3 is obtained by Kuznetsov [306]. Simon [306] proposed
an extension of John’s theorem to the axisymmetric problem described in
Subsection 3.2.2.4.
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3.2.3. The extended auxiliary identity and examples in Subsection 3.2.3.1 are
given by Kuznetsov [155]. The result on uniqueness in the two-dimensional
problem for water of finite depth presented in Subsection 3.2.3.2 is from
McIver [231].

Other works. Among other methods used for the investigation of the water-
wave problem, the method of multipole expansions is one of the oldest (see
surveys [332] and [337] by Ursell). Further development of this method in
combination with conformal mapping was given in a series of papers: see
Athanassoulis [4, 5], and Athanassoulis and Politis [9].

Here we list several other techniques used for the study of water waves.
The limiting absorption principle well known in the mathematical acoustics
is also applicable to the water-wave problem as was shown by Lenoir and
Martin [189] and Doppel and Hochmuth [56]. Friis, Grue, and Palm [91]
applied the Fourier transform to the wave-diffraction problem. Geometrical
theory was applied to surface waves by Ludwig [212].

There are several works in which the water-wave problem is treated by
using various forms of weak solution. We restrict ourselves to the following
list: Doppel [55], Doppel and Hsiao [57], Doppel and Schomburg [59, 60],
Hsiao, Kleinman, and Roach [117], and Lenoir and Tounsi [190].

Two limiting cases of the water-wave problem, namely, short waves and
low-frequency waves, were considered by a number of authors. For exam-
ple, Davis [44], Leppington [192, 193], Rhodes-Robinson [297], and others
treated short waves. Results concerning low-frequency waves were surveyed
by McIver [236] and by Athanassoulis, Kakilis, and Politis [6].
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It was demonstrated in Section 3.1 that in the presence of a surface-piercing
obstacle the water-wave problem is solvable for an arbitrary right-hand-side
term in the Neumann condition on the obstacle’s surface. However, there is an
uncertainty about the set of frequencies providing the solvability. According
to the proof given in Subsection 3.1.1, a sequence νn →∞ (n = 1, 2, . . .)
possibly exists such that for these exceptional values the solvability could
be violated for some data given on the obstacle’s surface. In particular, this
must occur for values νn that are point eigenvalues of the water-wave problem
embedded in the continuous spectrum (the latter is known to be the whole
positive half-axis as is shown in the Examples section of the Introduction).
If a value of the spectral parameter ν belongs to the point spectrum, then the
homogeneous problem possesses a nontrivial solution with finite energy, or
in other words, there is no uniqueness of solution for the nonhomogeneous
problem.

In this chapter (see Section 4.1), we give examples of such non-uniqueness
for the two-dimensional and axisymmetric problems, and so the exceptional
values of ν do exist at least for some obstacle geometries. Moreover, for every
ν > 0 a certain family of obstacles exhibiting the non-uniqueness property
can be obtained. An essential point in all these examples is the presence of an
isolated portion of the free surface inside the obstacle where the eigenmode
waves are trapped. However, there is an evidence obtained numerically that the
presence of an isolated portion of the free surface is not crucial for constructing
non-uniqueness examples.

The examples of trapped modes provoke many new questions, such as (1)
whether trapped waves exist for an arbitrary obstacle isolating a portion of
the free surface or whether geometric restrictions on the obstacle should be
imposed to provide non-uniqueness, and (2) whether a trapped mode can exist
at more than one value ν for a given obstacle. The first of these questions will
be answered in Section 4.2 by establishing that the uniqueness holds for all
ν > 0 for a particular class of surface-piercing obstacles isolating a portion

142
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of the free surface. The second question is still unanswered, and the list of
open questions can easily be continued.

Since examples of trapped modes constructed in Section 4.1 involve
surface-piercing structures, isolating a bounded component of the free sur-
face from infinity, the situation with uniqueness for such structures is more
complicated than for geometries considered in Chapters 2 and 3. Moreover,
the method developed in Chapter 2 for proving uniqueness theorems fails in
the case in which there is an isolated part of the free surface. However, a
modification of John’s method, developed in Section 4.2 and similar to that
in Subsection 3.2.2.3, allows us to show that there are complementary in-
tervals of uniqueness for symmetric, and antisymmetric solutions when the
two-dimensional geometry has a vertical axis of symmetry. Similar results
are also obtained for each azimuthal mode when an axisymmetric toroidal
surface-piercing body is immersed in water. In the absence of symmetry,
other techniques are applicable, but they provide the uniqueness for pairs of
surface-piercing cylinders and toroidal bodies only in a frequency interval
bounded above by a certain number depending on the geometry.

4.1. Trapped Waves

A significant moment for obtaining non-uniqueness examples is the use of the
so-called inverse method. Presumably, it was Troesch [319] who pioneered
in applying this method in the water-wave theory for the so-called sloshing
problem. The inverse method is a powerful tool, replacing attempts to find
a solution to a given problem by determining a physically acceptable water
region for a given solution. In the problem under consideration this method
works as follows. A potential with special properties is constructed by plac-
ing sources in the free surface of water. The geometric locus of sources is
chosen depending on ν in order to cancel waves at infinity. An investigation
of the streamlines of the flow (they do exist for the two-dimensional and
axisymmetric problems in question) reveals that enclosing the source points
is a family of streamlines connecting the free surface on either side of the
sources. Since streamlines may be interpreted as boundaries of rigid bodies,
any two such streamlines represent a surface-piercing structure for which the
homogeneous problem has a nontrivial solution.

4.1.1. Trapped Waves in Two Dimensions

In Subsections 4.1.1.1–4.1.1.4, we are concerned with waves trapped in deep
water. The corresponding examples are investigated in detail. Some numerical
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examples for the case of finite depth are considered in Subsection 4.1.1.4 as
well.

4.1.1.1. Construction of Trapping Geometries

We begin with the case of water unbounded below. Let us consider the fol-
lowing velocity potential:

u(±)
n (x, y) = 1/2 [G(z, a±)± G(z,−a±)] , (4.1)

where

νa± = π (n − 1/4∓ 1/4) , n = 1, 2, . . . , (4.2)

and G(z,±a±) is the two-dimensional Green’s function (see Subsection 1.2.1)
describing waves in R

2
− that are due to a source of frequency (νg)1/2 placed at

(±a±, 0). Using u(+)
n [u(−)

n ], we shall construct obstacles trapping symmetric
(antisymmetric) modes. Equation (1.44) reduces (4.1) to

u(±)
n (x, y) =

∫
�−

cos k(x − a±)± cos k(x + a±)

k − ν
ekydk.

Note that (4.2) implies that the numerator vanishes at k = ν. Thus,

u(±)
n (x, y) =

∫∞
0

cos k(x − a±)± cos k(x + a±)

k − ν
ekydk, (4.3)

and u(±)
n is a real-valued harmonic function in R

2
−. Moreover, the asymptotics

of G obtained in Subsection 1.2.1 gives that u(±)
n has finite energy outside

some neighborhood of the sources.
The potential u(±)

n represents a nontrivial solution to the homogeneous
boundary value problem for a certain structure of two (or more) surface-
piercing bodies if the corresponding stream function v(±)

n , a conjugate to u(±)
n

harmonic function in R
2
−, has a certain property expressed in terms of its

streamlines, that is, in terms of level lines v(±)
n (x, y) = const. Since ∇u(±)

n is
tangent to streamlines, they are smooth with the possible exception of points
at which ∇u(±)

n = 0.
The required property can be formulated as follows. At least one of stream-

lines of v(±)
n connects parts of the free surface on either side of the source point

at (a±, 0), and another streamline similarly surrounds the other source point
at (−a±, 0) (some other streamlines connecting different points of the x axis
might exist). If such a curve S exists, consisting of two (or more) arcs, then it
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may be interpreted as the rigid boundary where the homogeneous Neumann
condition (the no-flow condition) holds for the velocity potential u(±)

n .
Thus, we consider

v(±)
n (x, y) =

∫∞
0

sin k(x − a±)± sin k(x + a±)

ν − k
ekydk, (4.4)

which is the stream function corresponding to u(±)
n [we omit an arbitrary

constant term in v(±)
n ]. It is clear that v(+)

n (x, y) [v(−)
n (x, y)] is an odd (even)

function in x, and

v(+)
n (0, y) = 0 when −∞ < y ≤ 0. (4.5)

Hence, it is sufficient to investigate the behavior of v(±)
n (x, y) only in the

quadrant {x ≥ 0, y ≤ 0}. In the subsequent analysis it is convenient to denote
the portions of the free surface between the origin and (a±, 0), and to the right
of (a±, 0), as F (±)

0 and F (±)
∞ , respectively. The properties of v(±)

n providing
the existence of non-uniqueness example can be formulated as follows.

For x ∈ F (±)
∞ the range of v(±)

n (x, 0) is the interval (0,Si(2πn − π/2∓
π/2)), and this interval is contained in the range of v(±)

n (x, 0) for x ∈ F (±)
0 .

To every value V± ∈ (0,Si (2πn − π/2∓ π/2)) there corresponds only one
stream line S (V±), having one end point on F (±)

∞ , the other end point on F (±)
0 ,

and all internal points in {x > 0, y < 0}, on which v(±)
n (x, y) = V±.

Here Si and Ci are the sine and cosine integral, respectively, defined by

Si(X ) =
∫ X

0

sin k

k
dk, Ci(X ) = −

∫∞
X

cos k

k
dk.

See Chapter 5 in Abramowitz and Stegun [1], where properties of these func-
tions are described. For instance, Si(X ) > 0 for X > 0, Ci(X ) has logarithmic
singularity at X = 0, and so on.

The proof of the above assertion and further properties of streamlines are
given in Subsection 4.1.1.2, and examples of streamlines S (V±) are calcu-
lated numerically in Subsection 4.1.1.4. The immediate consequence of the
assertion is the following corollary.

For every n = 1, 2, . . . the potential u(±)
n describes waves trapped by struc-

ture with the boundary

S± = S
(
V (1)
±
) ∪ S−

(
V (2)
±
)
, (4.6)

where S−(V (2)
± ) is obtained by reflection of S(V (2)

± ) in the y axis, and V (1)
± ,

V (2)
± are arbitrary values in [0,Si(2πn − π/2∓ π/2)]. Symmetric (antisym-

metric) modes are given by u(+)
n (u(−)

n ).
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The structure of (4.6) has a bulbous profile facing infinity in the horizontal
direction; that is, vertical straight lines exist, intersecting F (±)

∞ and S(V (i)
± )

twice (i = 1, 2).
In Subsection 4.2.1 we obtain intervals of uniqueness for values of a

nondimensional spectral parameter. These intervals are complementary for
symmetric and antisymmetric solutions to the water-wave problem in the
presence of two surface-piercing bodies. Moreover, each interval where the
symmetric solution is unique contains a subinterval such that antisymmetric
trapped modes do exist. They are trapped by structures of the form of (4.6).
The same is also shown for some intervals, where an antisymmetric solution
is unique.

It is possible that a structure containing more than two surface-piercing
bodies traps waves of the frequency (νg)1/2. Such structures can be obtained
with the help of all potentials (4.1) except for u(+)

1 , and the existence of
such structures depends on the behavior of the so-called nodal streamlines.
In Subsection 4.1.1.2 we prove the existence of nodal lines and consider
their simplest properties. A further investigation of nodal lines is made in
Subsection 4.1.1.3 and is illustrated numerically in Subsection 4.1.1.4.

4.1.1.2. Proof of Stream Line Properties

Applying formula 3.722.5 from Gradshteyn and Ryzhik [96] to

v(±)
n (x, 0) =

∫∞
0

sin k(x − a±)± sin k(x + a±)

ν − k
dk,

we express this function for x ≥ 0 in terms of sine and cosine integrals as
follows:

v(±)
n (x, 0) = sin ν(x − a±) Ci (ν|x − a±|)− cos ν(x − a±) Si [ν(x − a±)]

±{sin ν(x + a±) Ci [ν(x + a±)]− cos ν(x + a±) Si [ν(x + a±)]}
−π/2[sign(x − a±) cos ν(x − a±)± cos ν(x + a±)]. (4.7)

The sum of first two terms here is a continuous function because the logarith-
mic singularity in Ci (ν|x − a±|) at x = a± is suppressed by the first-order
zero of sin ν(x − a±) at x = a±. Hence, v(±)

n (x, 0) has a jump equal to−π at
x = a±. By (4.2) we have

v(+)
n (x, 0) → Si(2πn − π )+ π/2∓ π/2 as x → a+ ± 0, (4.8)

v(−)
n (x, 0) → Si(2πn)+ π/2∓ π/2 as x → a− ± 0. (4.9)

Here Si(π ) ≈ 1.852, Si(2π ) ≈ 1.418, and Si(πk) → π/2 as k →∞ (see
Chapter 5 in Abramowitz and Stegun [1]).
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Combining (4.7) with 3.354.1 in [96], we obtain

v(±)
n (x, 0) =

∫∞
0

e−|x−a±|kνsign(x − a±)± e−(x+a±)kν

1+ k2
dk

+ (−1)n−12πH (a± − x) sin
(
νx − π

4
± π

4

)
. (4.10)

Here (4.2) is taken into account, and H denotes the Heaviside function that
is equal to zero when x < 0 and to one when x > 0.

By (4.10) v(±)
n (x, 0) → 0 as x →∞. This and (4.8) and (4.9) imply that

(0,Si (2πn − π/2∓ π/2)) is contained in the range ofv(±)
n (x, 0) for x ∈ F (±)

∞ .
Furthermore, differentiating (4.10), we get the following for x > a±:

∂v(±)
n

∂x
(x, 0) = −ν

∫∞
0

[
e−(x−a±)kν ± e−(x+a±)kν

] k dk

1+ k2
< 0, (4.11)

which means that v(±)
n (x, 0) decreases strictly monotonically on this half-axis.

Hence, the intervals defined above coincide with the range of v(±)
n for (x, 0) ∈

F (±)
∞ . Also, by (4.5) and (4.8) the interval (0,Si(2πn − π )) is contained in

the range of v(+)
n (x, 0) for (x, 0) ∈ F (+)

0 .
The analogous fact is true for v(−)

n (x, 0), because for every n = 1, 2, . . . ,
this function has at least one zero in (0, a−). In fact, (4.10) with 0 ≤ x < a−
gives

v(−)
n (x, 0) = −

∫∞
0

e−(a−−x)kν + e−(a−+x)kν

1+ k2
dk + (−1)n2π cos νx .

We see that the last integral is a positive convex function of x , which increases
strictly monotonically and is strictly smaller than π . However, the behavior
of cos νx for x ∈ (0, a−), where a− is defined by (4.2), implies that v(−)

n (x, 0)
has n zeros on F (−)

0 . Similarly, the number of zeros of v(+)
n (x, 0) on F (+)

0 is
equal to n − 1. This can be summarized as follows.

The function v(±)
n (x, 0) is strictly monotonic for |x | > a± (positive for

x > a±) and tends to zero as |x | → ∞. Between −a± and +a±, it has 2n −
1/2∓ 1/2 zeros.

We are now able to show the following assertion.
Every value V± in the range of v(±)

n (x, 0) for x ∈ [0, a±) ∪ (a±,∞), with
an exception for values corresponding to local extrema of this function, is not
an isolated point in the range of v(±)

n (x, y) when (x, y) ∈ R
2
−.

Let x (0)
± ∈ [0, a±) ∪ (a±,∞) be a point such that v(±)

n (x (0)
± , 0) = V±. Since

x (0)
± is not a point of local extremum, there exists δ± > 0 such that v(±)

n (x, 0) is
strictly monotonic for x ∈ (x (0)

± − δ±, x (0)
± + δ±). Let �(±) be an arbitrary arc
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with the end points (x (0)
± ± δ±, 0) and internal points in R

2
−. Considering the

variation of v(±)
n (x, y) along �(±), we see that the function being continuous

must take all values between v(±)
n (x (0)

± − δ±, 0) and v(±)
n (x (0)

± + δ±, 0), and in
particular the value V±. As δ± and the length of the arc may be made arbitrarily
small, this means that there are points in R

2
− arbitrarily close to (x (0)

± , 0), at
which v(±)

n = V±.
Thus, a streamline on which v(±)

n = V± emanates from (x (0)
± , 0) into water.

In particular, zero is not an isolated point; hence, a nodal line of v(±)
n emanates

from every point on the x axis where v(±)
n (x, 0) vanishes.

Let us show that the streamline cannot end in R
2
−. Assume that it terminates

at z0 ∈ R
2
− and δ > 0 be such a radius that any circle |z − z0| < δ lies beneath

the x axis (z = x + iy, z0 = x0 + iy0). The mean value theorem for harmonic
functions implies that either v(±)

n (x, y) = v(±)
n (x0, y0) everywhere on the circle

|z − z0| = δ, or there are values both greater than v(±)
n (x0, y0) and less than

v(±)
n (x0, y0). Thus, by continuity, v(±)

n takes this value at least twice on the
circle. In either case, only one point can be on the terminating line. The
presence of the second point contradicts the supposition that the line ends
in R

2
−.

It was shown that v(±)
n (x, 0) → 0 as |x | → ∞. It follows from (4.4) that

v(±)
n (x, y) → 0 as |z| → ∞ (cf. the investigation of asymptotic behavior of

G in Subsection 1.2.1). Thus we have the following assertion:
Nodal lines are the only streamlines that can go to infinity. All other stream-

lines emanating from the x axis must reenter it at some other point.
The streamline cannot reenter the x axis at the point where it left, because

otherwise it would be closed, and by the maximum principle the stream func-
tion would be constant inside. Therefore, it would be constant in R

2
−, which

is impossible in view of the behavior of v(±)
n (x, 0).

Let us derive another representation for v(±)
n (x, y). From (4.4) we have

∂v(±)
n

∂y
− νv(±)

n =
∫∞

0
[sin k(a± − x)∓ sin k(a± + x)] ekydk

= a± − x

y2 + (a± − x)2
∓ a± + x

y2 + (a± + x)2
.

The solution of this differential equation is

v(±)
n (x, y) = eνy

{
v(±)

n (x, 0)

−
∫ 0

y

[
a± − x

k2 + (a± − x)2
∓ a± + x

k2 + (a± + x)2

]
e−kνdk

}
. (4.12)
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By changing variables, we can write the last integral in the following form:

−sign(x − a±)
∫ 0

y/|x−a±|

e−|x−a±|kν

1+ k2
dk ∓

∫ 0

y/(a±+x)

e−(a±+x)kν

1+ k2
dk.

Then use of (4.10) gives

v(±)
n (x, y) = (−1)n−12πeνy H (a± − x) sin

(
νx − π

4
± π

4

)
+ eνy

[
sign(x − a±)

∫∞
y/|x−a±|

e−|x−a±|kν

1+ k2
dk

±
∫∞

y/(x+a±)

e−(x+a±)kν

1+ k2
dk

]
. (4.13)

This formula is convenient for analyzing v(−)
n (0, y), which has different

behavior depending on the parity of n. We have

v(−)
n (0, y) = (−1)n2πeνy − 2eνy

∫∞
y/a−

e−kνa−

1+ k2
dk. (4.14)

The first term in (4.14) decays exponentially as y →−∞. To analyze the
behavior of the second term we integrate by parts:

−2eνy
∫∞

y/a−

e−kνa−

1+ k2
dk = − 2a−

ν(y2 + a2−)
+ 4eνy

νa−

∫∞
y/a−

ke−kνa−

(1+ k2)2
dk.

The absolute value of the second term is less than

4a2
−eνy

ν|y|3
∫∞

y/a−
e−kνa− dk = 4a−

ν2|y|3 .

Thus, as y →−∞,

−2eνy
∫∞

y/a−

e−kνa−

1+ k2
dk = − 2a−

ν(y2 + a2−)
+ O(|y|−3).

This result in conjunction with (4.14) shows that v(−)
n (0, y) is negative for

sufficiently large negative values of y. Moreover, by (4.14),

v
(−)
2m−1(0, y) < 0 for −∞ < y ≤ 0,m = 1, 2, . . . .

Since there are 2m − 1 zeros on the half-axis x > 0, the latter inequality
implies that at least one nodal line of v(−)

2m−1 goes to infinity in the quadrant
{x > 0, y < 0}.

By (4.7) and (4.2)

v(−)
n (0, 0) = (−1)n [π + 2Si(πn)] ,



150 Semisubmerged Bodies, II

so that v(−)
2m (0, 0) > 0, and v

(−)
2m (0, y) changes sign on the negative y axis. Fur-

thermore, (4.14) implies that e−νyv(−)
n (0, y) is a strictly monotonic function

of y. Consequently v
(−)
2m (0, y) vanishes only once, and the only nodal line of

v
(−)
2m , emanating from the positive x axis, intersects the y axis. Since nodal

lines emanate from 2m points, at least one of them must go to infinity. On
account of (4.5) we formulate the following proposition.

For each stream function v(±)
n there exists at least one nodal line emanating

from F (±)
0 , which goes to infinity.

Now, let us show that a streamline v(±)
n (x, y) = V± > 0, having one end

point on F (±)
∞ , has the other end point on F (±)

0 . It was shown that it cannot go
to infinity or reenter the same point. Since v(±)

n (x, 0) is strictly monotonic for
x > a±, the streamline cannot reenter another point of F (±)

∞ . The presence of a
nodal line, emanating from F (±)

0 and going to infinity, prevents the streamline
under consideration from reentering the negative x axis. The remaining two
possibilities are to end on F (±)

0 or at x = a±. Let us demonstrate that the latter
is impossible, which proves our assertion.

The proof of this fact is based on the representation of v(±)
n in terms of the

exponential integral, defined as (see 5.1.1 in Abramowitz and Stegun [1])

E1(z) =
∫∞

z

e−k

k
dk, |arg z| < π,

and there is the following relationship between this function and the sine and
cosine integrals:

E1(−i X ) = −i [Si(X )− π/2]− Ci(X ), X > 0, (4.15)

which follows from 5.2.21 and 5.2.23 in [1].
By deforming the contour of integration into the positive or negative imag-

inary half-axis, depending on the sign of X , we may show the following for
X �= 0, y < 0:

∫∞
0

ek(y−i X )

ν − k
dk = eν(y−i X )[π i sign(X )− E1(ν{y − i X})].

This, (4.4), and (4.2) yield the following for x ≥ 0:

v(±)
n (x, y) = Im

{
eν[y−i(x−a±)][π i{1− sign(x − a±)}

+ E1(ν[y − i(x − a±)])− E1(ν[y − i(x + a±)])]
}
, (4.16)

and v(±)
n (x, y) is continuous on {x = a±, y < 0}. Substituting the expansion

(see 5.1.11 in [1]),

E1(z) = −γ − log z + O(z) as |z| → ∞, |arg z| < π,
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where γ is Euler’s constant, into (4.16) gives

v(±)
n (x, y) = π [1− sign(x − a±)]− arg (ν{y − i(x − a±)})

+Si
(

2πn− π

2
∓ π

2

)
− π

2
+ o(1) as (x − a±)2

+ y2→ 0, y≤ 0,

where (4.2) and (4.15) have been used. Thus, the values of v(±)
n on the stream-

lines that enter the source point (a±, 0) from R
2
− are in the closed interval[

Si
(

2πn − π

2
∓ π

2

)
,Si
(

2πn − π

2
∓ π

2

)
+ π
]
,

which does not contain V±. Hence, the streamline v(±)
n (x, y) = V± cannot

enter the point (a±, 0).
Finally, we shall prove that the structure (4.6) is bulbous on the right-hand

side (by symmetry it is also true for the left-hand side). It is sufficient to
demonstrate that y′±(x) < 0 for x > a± and y = 0, where y±(x) is defined by
v(±)

n (x, y) = V (1)
± . Since for such points

y′±(x) = −∂v(±)
n

∂x
(x, 0)

/
∂v(±)

n

∂y
(x, 0),

and the numerator is negative by (4.11), it is sufficient to verify that the
denominator is negative also. From (4.13) we get the following for x > a±:

∂v(±)
n

∂y
(x, 0) = ν

∫∞
0

e−(x−a±)kν ± e−(x+a±)kν

1+ k2
dk −

(
1

x − a±
± 1

x + a±

)
= ν

∫∞
0

{
e−(x−a±)kν ± e−(x+a±)kν

1+ k2

− [e−(x−a±)kν ± e−(x+a±)kν
] }

dk,

which is obviously negative. The proof is complete.

4.1.1.3. Properties of Nodal Lines

It was shown in Subsection 4.1.1.2 that the nodal lines defined by v(±)
n (x, y) =

0 are the only streamlines that can go to infinity. Moreover, for every stream
function v(±)

n there exists at least one nodal line going to infinity in the quadrant
{x ≥ 0, y ≤ 0} – for example, the negative y axis for v(+)

n . We remind the
reader that v(±)

n (x, 0) vanishes n times for x ≥ 0, and the function v
(−)
2m has
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at least one nodal line having both ends on the x axis and symmetric about
the y axis. Here we prove further properties of nodal lines. It is convenient
to consider v(+)

n and v(−)
n separately, and we investigate the latter function

first.
If v(−)

n (x, 0) < 0 on a certain interval, then from (4.12), v(−)
n (x, y) is nega-

tive in the whole vertical semistrip below this interval. From (4.13) and (4.2)
there are [(n + 1)/2] such semistrips separating nodal lines in the quadrant
{x > 0, y < 0} ([p] denotes the integer part of p). Furthermore, the nodal
line intersecting the negative y axis emanates from the first positive zero of
v

(−)
2m (x, 0).

The two integrals in (4.13) can be evaluated asymptotically (as y →−∞)
on the same way as the second term on the right-hand side in (4.14). Therefore
v(−)

n (x, y) < 0 for every x and sufficiently large negative values of y.
Hence, all nodal lines of v(−)

n , except for the extreme left and right ones,
reenter the x axis. Since v(−)

n (x, 0) has 2n zeros, the number of nodal lines
with both ends on the x axis is equal to n − 1 for v(−)

n .
Let us turn to the asymptotic behavior of nodal lines that go to infinity.

From 5.1.51 in Abramowitz and Stegun [1],

E1(z) ∼ e−z

z
[1+ O(z−1)] as |z| → ∞, |arg z| < 3π

2
.

Substituting this into the equation of nodal line v(−)
n = 0, where v(−)

n is ex-
pressed by (4.16), gives

Im{[y − i(x − a−)]−1 − [y − i(x + a−)]−1} ∼ 0,

or, after simple manipulation,

x2

a2−
− y2

a2−
∼ 1 as |z| → ∞.

Thus, two nodal lines of v(−)
n go to infinity along equilateral hyperbola.

We begin the investigation of nodal lines of v(+)
n (n = 2, 3, . . .) by noting

that their behavior at infinity is different from that of the nodal lines of v(−)
n .

So, from (4.13),

v(+)
n (x, y) > 0 when x > a+.

Hence, all nodal lines of v(+)
n are confined within the semistrip

{−a+ ≤ x ≤ +a+, y ≤ 0}
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and reenter the x axis except for the nodal line coincident with the negative
y axis.

The latter assertion can be proved as follows. We write

χn(x, y) = v(+)
n (x, 0)

x
− 2

∫ 0

y

[a2
+ − x2 − k2] e−kν dk

[k2 + (a+ − x)2][k2 + (a+ + x)2]
. (4.17)

From (4.12) this function has the same nodal lines as v(+)
n with the exception

for the negative y axis. This follows from (4.10), which implies that

χn(0, 0) = lim
x→+0

v(+)
n (x, 0)

x
= (−1)n−12π lim

x→+0

sin νx

x
= (−1)n−12πν,

and hence, χn(0, y) does not vanish identically.
An asymptotic evaluation of the integral in (4.17), which can be done in a

manner similar to that described in Subsection 4.1.1.2, shows that as y →−∞
the function χn(x, y) tends to +∞ uniformly for x ∈ [0, a+]. Thus, the all
nodal lines reenter the x axis for v(+)

n .
This property complicates the behavior of nodal lines for v(+)

n (see numer-
ical examples in Subsection 4.1.1.4). Nevertheless, some other properties can
be proved. For every fixed x ∈ [0, a+),

∂χn

∂y
(x, y) = 2(a2

+ − x2 − y2) e−νy

[y2 + (a+ − x)2][y2 + (a+ + x)2]

vanishes only once on the negative y axis. Hence, χn(x, y) has only one
extremum (minimum) there. Consequently, if x �= 0 and v(+)

n (x, 0) ≤ 0, then
χn(x, y) vanishes only once for 0 > y > −∞. Then, there is only one nodal
line intersecting every vertical semistrip having v(+)

n negative on y = 0. If
v(+)

n (x, 0) > 0, then χn(x, y) can have two zeros or no zeros at all, or the
minimum of χn(x, y) is equal to zero, in which case the zero is unique.
In any case, no more than two nodal lines intersect any vertical line x =
x0 > 0.

Furthermore,

χn(0, y) = (−1)n−1πν − 2
∫ 0

y

[a2
+ − k2] e−kν dk

[k2 + a2+]2
,

which implies that χ2m(0, y) < 0 for small negative values of y. Hence,
χ2m(0, y) vanishes only once. On the contrary, χ2m−1(0, y) > 0 near the ori-
gin and this function has two zeros on the negative y axis. Thus, one (a couple
of) nodal line(s) of v(+)

2m (v(+)
2m−1) intersects the y axis.
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By (4.17), χn(x, y) < 0, when v(+)
n (x, 0) < 0 and y2 < a2

+ − x2. Since the
last inequality holds near the x axis, every nodal line enters the x axis from a
vertical semistrip bounded from above by an interval where v(+)

n (x, 0) > 0.
In order to prove that every such semistrip is intersected by two nodal lines,

one has to verify that the minimum of v(+)
n (x, y) as a function of y is negative

if v(+)
n (x, 0) > 0. However, numerical examples in Subsection 4.1.1.4 show

that the absolute value of this minimum is very small, which makes the proof
very difficult.

4.1.1.4. Numerical Examples

To give an idea of the streamline behavior, we present some figures calculated
numerically. In our examples the spatial variables are nondimensionalized by
the wave number ν. Hence, the actual position of the trapping bodies changes
as ν varies.

Typical patterns corresponding to symmetric modes are illustrated in Figs.
4.1 and 4.2, where the behavior of v

(+)
3 and of v

(+)
4 is shown respectively.

The behavior of v(+)
n becomes more and more complicated as n grows up.
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To make the figures clearer we plot the curve of v(+)
n (x, 0) for x ≥ 0 as well

as the pattern of streamlines in the quadrant {x ≥ 0, y ≤ 0}. The critical
level Si(2πn − π/2∓π/2) forv(+)

n (x, 0) is shown by a heavy dashed line. The
extreme right branch of the corresponding streamline terminates in
the source point as well as all streamlines between this one and the x axis.
The inset on Fig. 4.2 shows how the nodal line intersects the y axis. Any one
of the streamlines surrounding those terminating in the source point may be
interpreted as a contour of a rigid body giving half of a two-body trapping
structure. Figure 4.3, where v

(−)
2 is plotted, demonstrates a typical pattern of

an antisymmetric mode. All above remarks should be repeated in this case
with simple corrections.

We see from Figs. 4.1–4.3 that there are additional streamlines that might
be interpreted as surface-piercing rigid contours. For example, we may choose
a minimum of two and a maximum of eight bodies in the trapping structure
generated by v

(+)
4 shown in Fig. 4.2. For v2(−) the number of bodies in the

trapping structure that can be proved rigorously may vary between two and
five. The corresponding lines are either the nodal lines of v(±)

n (labeled with
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a zero and denoted in the figures by a dotted line) or are placed between
the nodal lines of v(±)

n . Moreover, the extreme right nodal line of v(−)
n goes

to infinity like a hyperbola, whereas for vn(+) (n ≥ 3) there is a nodal line
surrounding all other curvilinear nodal lines. Thus, we can consider waves
trapped between the shore and a floating body by interpreting the hyperbolic
nodal line as the bottom in the antisymmetric case, or the y axis as the cliffs,
for symmetric potentials. In the latter case it is possible to combine the y axis
with a nodal line intersecting the y axis. This leads to different types of cliffs,
including overhanging ones.

For further examples of trapping geometries, we consider water of finite
depth. In this case we restrict ourselves to consideration of the simplest sym-
metric and antisymmetric potentials that allow us to construct non-uniqueness
examples. In a similar fashion to (4.1) we write

u±(x, y) = 1

2
[G(x, y; a±, 0)± G(x, y;−a±, 0)]

=
∫
�−

cos k(x − a±)± cos k(x + a±)

k sinh kd − ν cosh kd
cosh k(y + d) dk, (4.18)
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where

k0a± = (3∓ 1)π/4 (4.19)

and k0 is the only positive root of the denominator in (4.18). The integral
representation for u± is a consequence of (1.42), where q(k) is given by
(1.31) and the symmetry of G(z, ζ ) should be taken into account. It is clear
that (4.18) tends to the corresponding infinite depth potential – see (4.3) – as
d →∞.

As a result of the source placement specified in (4.19), the integral over
indentation of �− cancels, and we can write

u±(x, y) =
∫∞

0

cos k(x − a±)± cos k(x + a±)

k sinh kd − ν cosh kd
cosh k(y + d) dk, (4.20)

where in the integrand the effect of the singularity in the denominator is sup-
pressed by the occurrence of a zero in the numerator. Thus, u± is a real har-
monic function in the strip {−∞ < x < +∞,−d < y < 0}. By (1.42) and
(1.35) u± decays exponentially as |x | → ∞. Following the scheme outlined
in Subsection 4.1.1.1, we consider the streamlines of the flow corresponding
to (4.20), that is, the level lines of a conjugate to u± harmonic function v±, in
order to verify that at least one of them connects the free surface on either side
of the source point (a±, 0), and another streamline in the same way surrounds
the other source point (−a±, 0). The curve S consisting of these two (at least)
arcs may be interpreted as a contour of a rigid body.

Thus, we introduce the stream function

v±(x, y) =
∫∞

0

sin k(x − a±)± sin k(x + a±)

ν cosh kd − k sinh kd
sinh k(y + d) dk.

However, it can be investigated only numerically because methods applied
in Subsection 4.1.1.2 fail for this integral. Figures 4.4 and 4.5 give exam-
ples of the streamlines of the flow in the case of the first symmetric and
antisymmetric modes, respectively. As in the infinite depth case the axes are
nondimensionalized by ν; the water depth d is taken to be equal to π/ν. As
in the previous figures the variation of v±(x, 0) is plotted as well as the pat-
tern of streamlines. Again, a critical level (denoted by a heavily dashed line)
exists and all streamlines contained within this level go into the source point,
whereas all exterior streamlines are possible rigid contours giving structures of
non-uniqueness.
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4.1.2. Waves Trapped by Axisymmetric Structures

As in the two-dimensional case, we seek axisymmetric trapping structures by
virtue of the inverse procedure, and in Subsection 4.1.2.1 we give a velocity
potential providing trapping toroids and prove the existence of such toroids
for the axisymmetric problem. Examples of axisymmetric toroids trapping
modes of higher order are constructed numerically in Subsection 4.1.2.2.

4.1.2.1. Trapping Velocity Potentials

Solutions to the water-wave problem in deep water are sought in the form

un(r, y, θ ) = 2πcG(n)(r, y; c, 0) cos nθ,

where the horizontal polar coordinates (r, θ) are defined by

x1 = r cos θ, x2 = r sin θ,

and G(n) stands for the ring Green’s function of order n expressed by (1.48)
or, equivalently, by (1.51) (see Subsection 1.2.2). From the latter formula we
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have that un depends on (r, y) through

4π2iνceνy Jn(νr<)H (1)
n (νr>)

+ 8c
∫∞

0
(k cos ky + ν sin ky)In(kr<)Kn(kr>)

k dk

k2 + ν2
, (4.21)

where r> = max{r, c}, r< = min{r, c}, and Jn , In , Kn , and H (1)
n denote stan-

dard Bessel, modified Bessel, and Hankel functions of order n. In general, at
large radial distances, un behaves like outgoing waves satisfying the radiation
condition as a result of the Hankel function in the first term, but the integral
term decays like r−3 as r →∞. Radiating waves are annulled by taking c
to satisfy Jn(νc) = 0; that is, νc is chosen to be a zero jn,m of the Bessel
function Jn (see Section 9.5 in Abramowitz and Stegun [1] for properties of
these zeros). Any surface in the water domain that is always parallel to the
local velocity may be interpreted as the surface of a structure.

The purely axisymmetric case n = 0 can be considered in detail by using
the Stokes stream function; that is, for a given nonradiating ring source a
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family of corresponding toroidal structures can be constructed explicitly so
that they exclude the source from the water domain, thus establishing the ex-
istence of trapped mode solutions. In order to find the Stokes stream function
v0(r, y) corresponding to u0(r, y) given by (4.21), one has to solve

∂r u0 = r−1∂yv0, ∂yu0 = −r−1∂rv0,

and the result is as follows:

v0(r, y) = −4π2icreνy J1(νr )H (1)
0 (νc)

+ 8cr
∫∞

0
(k sin ky − ν cos ky)I1(kr )K0(kc)

k dk

k2 + ν2
, 0 ≤ r < c,

(4.22)

v0(r, y) = −4π2icreνy J0(νc)H (1)
1 (νr )

− 8cr
∫∞

0
(k sin ky − ν cos ky)I0(kc)K1(kr )

k dk

k2 + ν2
, r > c.

(4.23)

For r = c and y < 0 both expressions are valid, and constants of integration
have been chosen so that v0(r, y) decays as r →∞ and is continuous across
the half-line {r = c, y < 0}. The latter property is a consequence of formulae
for Wronskians of Bessel functions (see 9.1.15 and 9.1.16 in [1]), and the
former one follows in the same way as for (4.21).

Assuming that νc = j0,m (m = 1, 2, . . .), we see that the first terms in
(4.21) and (4.22) do vanish, and so there are no outgoing waves. As in Sub-
section 4.1.1, it remains for us to investigate the level surfaces of v0(r, y)
given by (4.22) and to show that there exists a surface such that it inter-
sects the plane {y = 0} along two circles on either side of the source ring
{r = c, y = 0}. Then this level surface may be interpreted as the surface of a
trapping structure because the homogeneous Neumann condition holds there
for the velocity potential u0(r, y). Since level surfaces do not depend on θ ,
we will speak about streamlines as in the two-dimensional case.

First we note that (4.22) implies that v0(0, y) = 0 for all y ≤ 0, and so any
streamline corresponding to a positive level of v0 cannot intersect the y axis.

Turning to the behavior of v0(r, 0), we get from (4.22)

v0(r, 0) = 8cr
∫∞

0
I0(kc)K1(kr )

k dk

k2 + ν2
for r > c. (4.24)

It is known that K1(kr ) is a strictly monotonically decreasing function of r
for a fixed k > 0 (see, for example, Section 9.6 in Abramowitz and Stegun
[1]). Since the integrand in (4.24) is positive, v0(r, 0) > 0 for r ∈ (c,+∞)
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decreases strictly monotonically and tends to zero as r →∞. Also, v0(r, 0)
has a finite limit

v0(c + 0, 0) = 8c2
∫∞

0
I0(kc)K1(kc)

k dk

k2 + ν2
as r → c + 0. (4.25)

From (4.22), we have the following on the interval 0 ≤ r ≤ c:

v0(r, 0) = 4π2cr J1(νr )Y (1)
0 (νc)− 8cr

∫∞
0

I1(kr )K0(kc)
k dk

k2 + ν2
. (4.26)

Here the integral is a positive and strictly monotonically increasing function
of r because I1(kr ) has this property as a function of r for a fixed k and the
integrand is positive. Moreover, the finite limit

v0(c − 0, 0) = 4π2c2 J1(νc)Y (1)
0 (νc)− 8c2

∫∞
0

I1(kc)K0(kc)
k dk

k2 + ν2

does exist and is greater than v0(c + 0, 0) because a jump in the value of
v0(r, 0) across r = c is negative in view of

v0(c + 0, 0)− v0(c − 0, 0)

= 8c2
∫∞

0
[I0(kc)K1(kc)+ I1(kc)K0(kc)]

k dk

k2 + ν2
− 4π2c2 J1(νc)Y (1)

0 (νc)

= −4πc. (4.27)

Again, the formulae for Wronskians of Bessel functions are applied when the
last equality is derived. In the same way as in Subsection 4.1.1.2, these facts
imply the following assertion.

Every value in the range of v0(r, 0), with an exception for values corre-
sponding to local extrema of this function, is not an isolated point in the range
of v0(r, y) when x > 0 and y < 0, and so a streamline emanates from (r, 0),
if v0(r, 0) is not a local extremum.

In addition, a modification of considerations in Subsection 4.1.1.2 allows
us to demonstrate the following.

1. All streamlines cannot terminate in {x > 0, y < 0}.
2. Every streamline corresponding to a nonzero level (that is, not a nodal

line) and emanating from (r0, 0), where r0 > 0 and r0 �= c, must reenter
the half-line {r > 0 y = 0} at a certain point different from (r0, 0).

3. The local behavior of the stream function v0 as (r − c)2 + y2 → 0 is
given by

v0(r, y) = v0(c + 0, 0)− 4c arctan
y

r − c
+ o(1),
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and so the level values of the streamlines entering (c, 0) from {r > 0,
y < 0} are in the range (v0(c + 0, 0), v0(c + 0, 0)+ 4πc).

These assertions, combined with the fact thatv0(r, 0) strictly monotonically
decreases from v0(c + 0, 0) > 0 to zero, lead to the following main result.

Every streamline emanating from {r > 0, y = 0}, where r > c, reenters
{r > 0, y = 0} at a certain point with r < c, and so generates an axisymmet-
ric toroidal trapping body.

4.1.2.2. Numerical Calculation of Trapping Structures for n > 0

Since no stream function is available for n ≥ 1, the evidence for the existence
of trapped modes can be given only purely numerically. On the surface of
any structure it is required that there is no flow in the normal direction. For
axisymmetric structures, surfaces independent of θ are sought in the form
r = r (y) and the condition of no flow in the direction of the local normal n
may be written as

∇un · n = (∂r un, r−1∂θun, ∂yun) · (1, 0,−dr/dy) = 0

or

dr/dy = ∂r un/∂yun. (4.28)

This differential equation may be solved numerically by using standard proce-
dures, and the derivatives of un are easily calculated numerically from (4.21).
It is sometimes convenient to solve in terms of polar coordinates (ρ, χ) cen-
tered on (r, y) = (r0, y0) and defined by

r = r0 + ρ sinχ, y = y0 + ρ cosχ.

In this case, the differential equation for the stream surfaces follows from the
chain rule and is

dρ

dχ
= ρ

∂yun cosχ + ∂r un sinχ

−∂yun sinχ + ∂r un cosχ
. (4.29)

The accuracy of the numerical solutions was tested by making computa-
tions for axisymmetric modes (n = 0) and comparing with the results cal-
culated directly from the stream function given in Subsection 4.1.2.1. For a
stream surface traced from the free surface in r > c to the free surface in
r < c, better than four-figure agreement is obtained in all of the test calcula-
tions for the location of the ring where the stream surface returns to the free
surface.
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A typical calculation is given in Fig. 4.6 for the case of azimuthal mode
n = 1; the radius of the ring source is chosen as its smallest possible value
νc = j1,1 of the first zero of J1. The three rightmost surfaces were plotted by
solving (4.29) with the origin of the axial polar coordinates at (νr0, νy0) =
(νc, 0) and starting from νr = {4, 6, 8} on the free surface. The three leftmost
surfaces were plotted by solving (4.29) with (νr0, νy0) = (0, 0) and starting
from νr = {1.2, 1.5, 1.8} on the free surface. The remaining stream surface
was plotted by solving (4.28), starting from (νr, νy) = (5, 10), and is close
to the surface that divides surfaces surrounding the source point from those
surrounding the origin.

One feature of the solution illustrated in Fig. 4.6 is that the stream surfaces
leaving the free surface in r > c do so with positive gradient dr/dy, giving
a characteristic bulbous appearance. This may be demonstrated as follows.
From (4.21) and (4.28), for a single ring source positioned so that Jn(νc) = 0
is satisfied, we have

dr

dy

∣∣∣∣
y=0

= ∂r un|y=0

∂r un|y=0
=

∫∞
0 In(kc)K ′

n(kr )[k3/(k2 + ν2)] dk

− ∫∞
0 In(kc)Kn(kr )[νk2/(k2 + ν2)] dk

for r > c. By elementary properties of the modified Bessel functions (see
9.6.1 and 9.6.26 in Abramowitz and Stegun [1]), we have that

In(µ) > 0, Kn(µ) > 0, K ′
n(µ) < 0 for µ > 0,

and so the integrand in the numerator is always negative and the integrand in
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the denominator is always positive within the range of integration. Hence

dr

dy

∣∣∣∣
y=0

> 0 for r > c.

This means that John’s condition required for the uniqueness proof in Sub-
section 4.2.3 is not satisfied. Despite this, the trapped modes constructed are
entirely consistent with the uniqueness results in that subsection.

4.2. Uniqueness Theorems

In Subsection 4.2.1 of the present section, we show that surface-piercing
structures exist such that the uniqueness theorem holds for all values of ν > 0
despite the fact that they isolate a bounded portion of the free surface from
infinity. In three dimensions, these structures are vertical shells of arbitrary
horizontal cross section, and the corresponding two-dimensional geometries
are presented by two arbitrary or three symmetric vertical barriers.

In Subsections 4.2.2 and 4.2.3, we turn to two-dimensional geometries
with the mirror symmetry and axisymmetric toroidal bodies. The reason for
this stems from the fact that the intervals of nondimensional point eigenvalues
(ν is nondimensionalized by the size of the bounded part of the free surface),
corresponding to symmetric and antisymmetric (different azimuthal) trapped
modes in the two-dimensional (axisymmetric) problem, do not overlap. Thus
one might hardly expect that the uniqueness of symmetric and antisymmet-
ric (different azimuthal) solutions holds simultaneously without some geo-
metric restrictions. This conjecture is confirmed in Subsection 4.2.2, where
we investigate the uniqueness conditions for a pair of surface-piercing infi-
nite cylinders symmetric about a vertical plane. Under assumption that there
are no parts of wetted contours beneath the isolated portion of the free sur-
face, we apply John’s method and prove the uniqueness of symmetric and
antisymmetric solutions for values of a nondimensional spectral parameter
belonging to complementary intervals. Moreover, for common ends of these
intervals both solutions are unique.

Similar results are obtained in Subsection 4.2.3 for each azimuthal mode
when an axisymmetric toroidal surface-piercing body is immersed in water.
Again, John’s condition is essential for the isolated part of the free surface. It
requires that no submerged part of the body is contained within the cylinder
extending downward from the inner circle of intersection between the surface
of the body and the free surface.

The rest of the present section is concerned with uniqueness theorems
of another type. In Subsection 4.2.4 (4.2.5) we demonstrate that for more
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restrictive geometries the uniqueness holds for pairs of surface-piercing cylin-
ders (for toroidal bodies) in a frequency interval bounded above by a certain
number depending on the geometry. At the same time, these intervals can
overlap with the point spectrum of structures that are not subjected to these
geometric restrictions. The method applied in Subsections 4.2.4 and 4.2.5
is based on estimating the potential energy of waves on the isolated com-
ponent of the free surface through the combination of the kinetic energy
and the potential energy on other components of the free surface. Differ-
ent two-dimensional geometries are investigated in Subsection 4.2.4, includ-
ing a single body in the presence of a coastline, and two or three bodies in
finite-depth water. In each case a limited class of depth variations is allowed.
An important feature of proofs in Subsections 4.2.4 and 4.2.5 that distin-
guishes the corresponding geometries from those in Subsections 4.2.2 and
4.2.3 is that no symmetry must be imposed on surface-piercing bodies and
structures.

4.2.1. Uniqueness for Vertical Shells and Barriers

In Subsection 4.2.1.1, we give a detailed proof of uniqueness for a vertical
shell and briefly further discuss three-dimensional geometries for which the
uniqueness holds. The uniqueness results for vertical barriers are outlined in
Subsection 4.2.1.2.

4.2.1.1. Vertical Shells

Let water occupy a layer

L = {x ∈ R
2,−d < y < 0}

outside a shell S that (i) is a vertical cylindrical surface, that is, has its genera-
tors parallel to the y axis; (ii) has a boundary ∂S consisting of two horizontal
edges belonging to planes {y = −a} and {y = −b}, where 0 ≤ a < b ≤ d,
and equalities a = 0, b = d cannot hold simultaneously; (iii) is assumed (for
simplicity) to be smooth; that is, the projection of S onto the x plane is a sim-
ple closed C2 curve �, dividing R

2 into a simply connected bounded domain
F0 and an infinite domain F∞.

Thus W = L \S is the water domain; the free surface F coincides with
{y = 0}when a > 0, and F = F0 ∪ F∞ when a = 0; the bottom B coincides
with {y = −d} when b < d, and B = {x ∈ F0 ∪ F∞, y = −d} when b = d.

Because of the presence of edges, a condition near ∂S should be imposed,
and so we assume u to belong to the Sobolev space H 1(Wa) for any finite
a > 0, where Wa = W ∩ {|x | < a}. It is well known (see, for example, Maz’ya
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and Rossmann [227]) that if u ∈ H 1(Wa) for a large enough (so that S ⊂
Wa−1), then u is continuous throughout W̄ , and near the immersed edge
(where a �= 0, b �= d) we have

|∇u(x, y)| = O
(
ρ−1/2

)
as ρ → 0. (4.30)

We denote by ρ the distance of a point (x, y) ∈ W from ∂S. When a = 0 or
b = d, one can replace (4.30) by

|∇u(x, y)| = O(1) as ρ → 0. (4.31)

The question of uniqueness reduces to the demonstration that u vanishes
when it satisfies the homogeneous water-wave problem. It was shown (see
Subsection 2.2.1) that for such u the total energy is finite; that is,

∫
W
|∇u|2 dxdy + ν

∫
F
|u|2 dx <∞.

Then, the equipartition of the kinetic and potential energy
∫

W
|∇u|2 dxdy − ν

∫
F
|u|2 dx = 0 (4.32)

is a consequence of Green’s formula.
The main aim of the present subsection is to prove the following result.
Under assumptions (i)–(i i i) the homogeneous water-wave problem has

only a trivial solution.
As in Subsection 3.2.1, we consider the simple wave component of order

zero,

w(x) =
∫ 0

−d
u(x, y) cosh k0(y + d) dy, (4.33)

defined for x ∈ F0 ∪ F∞ under assumptions (i)–(iii). It was demonstrated in
Subsection 3.2.1.2 that integrating by parts twice on the right-hand side of

∇2
xw = −

∫ 0

−d
uyy(x, y) cosh k0(y + d) dy,

we get

∇2
xw + k2

0w = 0. (4.34)

In what follows, two other assertions from Subsections 3.2.1.2 and 3.2.1.3
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will be used: (i) from the radiation condition and (4.34) one obtains

w = 0 in F∞; (4.35)

(ii) for the water region W∞ = {x ∈ F∞,−d < y < 0}, it follows from (4.35)
that

ν

∫
F∞
|u|2 dx ≤ 1

2

∫
W∞
|uy|2 dxdy. (4.36)

Attention is now turned to obtaining a similar inequality between the
potential and kinetic energy for the water region

W0 = {x ∈ F0,−d < y < 0} bounded above byF0.

First, let us prove that ∂w/∂n0 is continuous across � (n0 is the unit normal
to �). We note that by (4.30) and (4.31) the integrals defining ∇xw converge
absolutely and uniformly on either side of � (in F0 and F∞), and the uniformity
across � also takes place. Moreover, ∂u/∂n is continuous across the vertical
cylindrical surface having � as the director (of course, only the part within W
is considered, and edges of S should be excluded). On int S, the homogeneous
Neumann condition yields that ∂u/∂n is continuous. Outside S, the continuity
is a consequence of smoothness of solutions to the Laplace equation. Then
∂w/∂n0 is continuous across �.

The last fact and (4.35) imply that

∂w/∂n0 = 0 on �, (4.37)

where w is considered as a function in F0. This and (4.34) show that the
homogeneous water-wave problem may have a nontrivial solution only if
ν = k0 tanh k0d, where k2

0 is an eigenvalue of (4.34) and (4.37) in F0. Then
for a solution of this eigenvalue problem Green’s formula gives

∫
F0

|∇xw|2 dx = k2
0

∫
F0

|w|2 dx, (4.38)

which is the crucial point for deriving an inequality similar to (4.36).
Integrating by parts in (4.33), we have the following for x ∈ F0:

u(x, 0) sinh k0d = k0w(x)+
∫ 0

−d
uy(x, y) sinh k0(y + d) dy.

Squaring this and using Cauchy’s inequality with ε (its value is to be chosen
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later for convenience) and the Schwarz inequality, one gets

|u(x, 0) sinh k0d|2 ≤ (1+ ε)k2
0 |w(x)|2

+ (1+ ε−1)

[∫ 0

−d
|uy(x, y)|2 dy

] [∫ 0

−d
sinh2 k0(y + d) dy

]
.

Let us calculate the last integral, integrate over F0, and take into account
(4.38), thus obtaining

ν

∫
F0

|u|2 dx ≤ ν(1+ ε)

sinh2 k0d

∫
F0

|∇xw|2 dx + (1+ ε−1)

2

×
(

1− νd

sinh2 k0d

) ∫
W0

|uy|2 dxdy. (4.39)

On the other hand (4.33) gives

∇xw(x) =
∫ 0

−d
∇x u(x, y) cosh k0(y + d) dy.

Using the Schwarz inequality, we have

|∇xw|2 ≤
[∫ 0

−d
|∇x u(x, y)|2 dy

] [∫ 0

−d
cosh2 k0(y + d) dy

]
.

After calculation of the last integral and integration over F0, this inequality
takes the form

∫
F0

|∇xw|2 dx ≤ sinh2 k0d + νd

2ν

∫
W0

|∇x u(x, y)|2 dxdy.

This and (4.39) combine to give

ν

∫
F0

|u|2 dx ≤ 1+ ε

2

(
1+ νd

sinh2 k0d

) ∫
W0

|∇x u|2 dxdy

+ 1+ ε−1

2

(
1− νd

sinh2 k0d

) ∫
W0

|uy|2 dxdy.

The choice

ε = sinh2 k0d − νd

sinh2 k0d + νd
,

which is positive by the definition of k0, simplifies the last inequality to

ν

∫
F0

|u|2 dx ≤
∫

W0

|∇u|2 dxdy. (4.40)
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Finally, the combination of (4.40) with (4.36) produces

ν

∫
F
|u|2 dx ≤

∫
W0

|∇u|2 dxdy + 1

2

∫
W∞
|uy|2 dxdy.

Comparing this with (4.32), one immediately finds that ∇u = 0 in W∞,
and as u is analytic∇u vanishes throughout W. Then (4.32) shows that u = 0
on F , which substituted into the free surface boundary condition gives that
uy = 0 on F . Now, application of the uniqueness theorem for the Cauchy
problem for the Laplace equation proves the theorem.

Let us discuss what novelty the theorem proven for any position of the
shell – surface piercing, totally immersed, and bottom-standing – comprises
when compared with other theorems. For a surface-piercing shell, the theo-
rem shows that there are obstacles, separating a bounded portion of the free
surface from infinity and such that the uniqueness theorem is valid for all
frequencies in the three-dimensional problem. For two other cases mentioned
above, the theorem also extends the uniqueness results given in Chapter 2,
where uniqueness criteria are given for cases of totally submerged bodies and
curved bottom.

Let us consider other geometries for which the method applied provides
the uniqueness theorem. First we note that in the case of infinite depth, one
simply has to use

w(x) =
∫ 0

−∞
u(x, y) eνydy

instead of (4.33). Now we subject to further analysis the uniqueness conditions
(i)–(iii). Condition (i) is crucial for defining w throughout R

2\�, but it can
be weakened in two directions as follows. Consider a finite number of rigid
vertical cylinders extending throughout the depth, and having such smooth
horizontal cross sections that their projections on the x plane are contained
within �. Then F0 becomes a smooth multiply connected domain, but (4.38)
still holds, and hence our considerations remain valid. Also, a finite number of
shells is admissible if projections of their contours on the x plane are disjoint,
and each of them lies outside the others.

Condition (ii) is not necessary, and any edge bounding the shell inside W
might be an arbitrary smooth curve because (4.30) remains true in this case
(see Maz’ya and Rossmann [227]). Even a shell extending throughout the
depth is allowed, but such a shell must have a hole so that W is a connected
fluid domain. Also, condition (iii) can be replaced by a requirement that �
is a piecewise smooth curve without cusps, but this involves more technical
details.
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4.2.1.2. Vertical Barriers

Here L = {−∞ < x <∞;−d < y < 0} and S is the boundary curve in the
(x, y) plane of any vertical barriers within water; the water domain W is there-
fore that part of L outside S̄. First, we consider two rigid vertical barriers,
so that their wetted surfaces occupy the lines S± = {x = ±b;−a± < y < 0},
0 < a± < d. The free surface of the fluid is F = {|x | �= b; y = 0} = F0 ∪
F∞, where the portion of the free surface that extends to infinity is F∞ =
{|x | > b; y = 0}, and the portion between the barriers is F0 = {|x | < b;
y = 0}.

For the particular case of two barriers, the homogeneous Neumann bound-
ary condition on S± becomes

ux (+b ± 0, y) = 0 on S+, ux (−b ± 0, y) = 0 on S−. (4.41)

As in Subsection 4.2.1.1, the boundary of the water domain is not smooth,
and we have to take into account the condition that the kinetic and potential
energy is locally finite. Then it follows from the general theory of elliptic
boundary value problems in piecewise smooth domains (see [227]) that u is
continuous throughout W̄ and at the submerged barrier tips we have

|∇u(x, y)| = O
(
ρ−1/2

)
as ρ → 0,

where ρ is the distance of a point (x, y) ∈ W from that tip. Also, in each
corner between a barrier and the free surface

|∇u(x, y)| = O(1) as ρ → 0,

where ρ is the distance of a point (x, y) ∈ W from that corner.
As in Subsection 4.2.1.1, it is convenient to consider

w(x) =
∫ 0

−d
u(x, y) cosh k0(y + d) dy,

which is given throughout F and satisfies wxx + k2
0w = 0 there. The general

solution of this equation is

w(x) = C1 cos k0x + C2 sin k0x,

and hence from the radiation condition we get (see Subsection 3.2.1)

w(x) = 0 for x ∈ F∞.

Now the continuity of wx across x = ±b follows as above from (4.41), the
local asymptotics near tips and corner points, and harmonicity of u. Hence
the boundary condition wx = 0 for |x | = b accompanies the equation for w
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on F0. Then the same considerations as in Subsection 4.2.1.1 lead to the
following theorem.

For two surface-piercing barriers the homogeneous water-wave problem
has only a trivial solution.

In fact, this result holds for more geometries than two surface-piercing
barriers. The proof does not depend in any way on the positions of the bar-
riers on the lines x = ±b. Thus the water-wave problem has only a trivial
solution for any configuration of barriers lying on these vertical lines. The
only requirement is that at least one of the lines has one or more gaps as the
analytic continuation argument breaks down without a gap in at least one of
the lines. Moreover, this result holds in the case of infinite depth, for which
the only known explicit solution for two surface-piercing structures was given
by Levine and Rodemich [195], who considered the problem of scattering by
a pair of identical barriers.

Let us turn to the problem of three symmetrically arranged rigid surface-
piercing barriers. Their wetted surfaces occupy the lines

S± = {x = ±b;−a < y < 0}, S0 = {x = 0;−a0 < y < 0},
with 0 < a, a0 < d. The free surface of the fluid is

F = {x �= 0,±b; y = 0} = F∞ ∪ F−0 ∪ F+0,

where F∞ = {|x | > b; y = 0} is the portion of the free surface that extends to
infinity, and F±0 = {0 < ±x < ±b; y = 0} are the portions between the bar-
riers. The water domain is W = L\{S̄− ∪ S̄0 ∪ S̄+}. The boundary conditions
on the rigid barriers are

ux (+b ± 0, y) = 0 on S+, ux (±0, y) = 0 on S0,

ux (−b ± 0, y) = 0 on S−.

Again, conditions prescribing the asymptotic behavior near tips and corner
points must hold.

Since the geometry is symmetric about the y axis, it is possible to split u
into a sum of symmetric and antisymmetric potentials. It is obvious that the
symmetric solution u(+) defined by u(+)(−x, y) = u(+)(x, y) satisfies

u(+)
x (0, y) = 0 on −d < y < 0.

Hence the symmetric case is just a special case of the two-barrier problem
in which one barrier, corresponding to the line of symmetry for the three-
barrier problem, extends throughout the depth. Thus the following result is
established immediately.
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For a symmetric arrangement of three barriers, the homogeneous water-
wave problem has no symmetric solution other than a trivial one.

4.2.2. Two Cylinders Symmetric About a Vertical Plane

Here we consider the two-dimensional problem for finite (as shown in
Fig. 4.7) as well as infinite water depths. Let two surface-piercing bodies
occupy the domains D+ and D− and be symmetric about the y axis (see
Fig. 4.7). We assume that D± is contained between straight lines through
the end points of the wetted boundaries S±, a vertical line through the end
point (±b, 0) nearest to the y axis, and a line making an angle β with the free
surface through the other point. This angle β is equal to π/4, if the depth is
infinite. For the finite depth case β = π/2− arctan p, where p is a positive
root of equation (3.38). For the sake of simplicity one can take β = 45◦2/3 in
the latter case, since this angle is larger than all angles arising from (3.38). In
the next subsection we consider the case of finite depth in detail in the form
that allows the subsequent tending of the depth to infinity.

As in Subsection 4.2.1, we have to note that, generally speaking, the bound-
ary of the water domain is not smooth, since a surface-piercing body meets
the free surface transversally. Thus the reader has to take into account the
description of singular behavior of the velocity field in a vicinity of such an
intersection (see the introductory remarks to Subsection 3.1.1).

4.2.2.1. Water of Finite Depth

As usual, W denotes the domain

{−∞ < x < +∞,−d < y < 0}\(D̄+ ∪ D̄−), 0 < d ≤ +∞,

occupied by water. That part of the free surface (water domain) contained
between the vertical lines through (±b, 0) is labeled F0 (W0). The remainder
of the free surface exterior to the bodies is denoted by F∞, and the part of

✲

✻

F∞ F∞

y

(b, 0)(−b, 0)

W∞ D− D+

S− S+

W∞

x

W0

F0

β

Figure 4.7.
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W contained between F∞, the bottom (if the depth is finite), and the lines
making an angle β with the horizontal through the end points of S± is labeled
W∞.

As is shown in Subsection 2.2.1, a solution u to the homogeneous water-
wave problem satisfies the following condition∫

W
|∇u|2 dxdy + ν

∫
F0∪F∞

|u|2 dx <∞,

which means that the kinetic and potential energy are finite. Moreover, without
loss of generality u may be considered to be real.

Using the symmetry of W we can decompose u into the sum of a sym-
metric part u(+) and an antisymmetric part u(−) so that

u(±)(x, y) = ±u(±)(−x, y).

It clearly follows that

u(+)
x (0, y) = 0, u(−)(0, y) = 0. (4.42)

Symmetric and antisymmetric solutions, u(+) and u(−), respectively, may
be considered simultaneously; thus in what follows, each formula contain-
ing ± must be considered as two formulae for two different problems.

As is shown in Subsection 3.2.2.1, the condition that D+ ∪ D− lies between
the lines at an angle β to the horizontal implies the inequality

ν

∫
F∞

∣∣u(±)
∣∣2 dx ≤

∫
W∞

∣∣∇u(±)
∣∣2 dxdy, (4.43)

since u(+) and u(−) are solutions to the homogeneous water-wave problem.
Applying Green’s theorem to u(±) we get∫

W

∣∣∇u(±)
∣∣2 dxdy = ν

∫
F0∪F∞

∣∣u(±)
∣∣2 dx . (4.44)

As in Subsection 4.2.1, we consider a simple wave component of order zero
for u(±), but only on the inner part of the free surface F0. More specifically, we
first assume that d <∞, in which case the coefficient of the simple zero-order
component is as follows:

w(±)(x) =
∫ 0

−d
u(±)(x, y) cosh k0(y + d) dy.

It was shown in Subsection 3.2.1 that this function satisfies w(±)
xx +

k2
0w

(±) = 0. Then (4.42) yields

w(±)(x) = C± cos
(

k0x − π

4
± π

4

)
for −b < x < b,
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where C± are arbitrary constants. Integration by parts in

C± cos
(

k0x − π

4
± π

4

)
=

∫ 0

−d
u(x, y) cosh k0(y + d) dy (4.45)

leads to

u(±)(x, 0) sinh k0d = k0C± cos
(

k0x − π

4
± π

4

)
+

∫ 0

−d
u(±)

y (x, y) sinh k0(d + y) dy.

Applying Cauchy’s inequality with ε to the right-hand side and the Schwarz
inequality to the last integral, we obtain∣∣u(±)(x, 0)

∣∣2 sinh2 k0d ≤ (1+ ε)k2
0C2

± cos2
(

k0x − π

4
± π

4

)
+ (1+ ε−1)

sinh2 k0d − νd

2ν

∫ 0

−d

∣∣u(±)
y (x, y)

∣∣2 dy, (4.46)

where the following identity has been used:

∫ 0

−d
sinh2 k0(y + d) dy = sinh2 k0d

2ν
− d

2
.

Alternatively, from (4.45), we have

−k0C± sin
(

k0x − π

4
± π

4

)
=

∫ 0

−d
ux (x, y) cosh k0(y + d) dy,

which, after application of the Schwarz inequality, implies that

k2
0C2

± sin2
(

k0x − π

4
± π

4

)
≤ sinh2 k0d + νd

2ν

∫ 0

−d

∣∣u(±)
x (x, y)

∣∣2 dy. (4.47)

Let us assume that the inequality

∓ sin 2k0b ≥ 0 (4.48)

is true. This is equivalent to the condition

∫ b

0
cos2
(

k0x − π

4
± π

4

)
dx ≤

∫ b

0
sin2
(

k0x − π

4
± π

4

)
dx .
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Integrating (4.46) and (4.47) over F0 and using the preceding inequality, we
obtain

ν

∫
F0

∣∣u(±)(x, 0)
∣∣2 dx ≤ (1+ ε)

sinh2 k0d + νd

2 sinh2 k0d

∫
W0

∣∣u(±)
x

∣∣2 dxdy

+ (1+ ε−1)
sinh2 k0d − νd

2 sinh2 k0d

∫
W0

∣∣u(±)
x

∣∣2 dxdy.

The choice

ε = sinh2 k0d − νd

sinh2 k0d + νd
,

which is positive by the definition of k0, simplifies the last inequality to

ν

∫
F0

∣∣u(±)(x, 0)
∣∣2 dx ≤

∫
W0

∣∣∇u(±)
∣∣2 dxdy,

which when added to (4.43) produces

ν

∫
F0∪F∞

∣∣u(±)
∣∣2 dx ≤

∫
W0∪W∞

∣∣∇u(±)
∣∣2 dxdy.

This contradicts (4.44) unless u(±) ≡ 0 in W. Thus, the following theorem is
proved.

Let u(±) be a solution to the homogeneous water-wave problem satisfying
(4.42). If (4.48) holds with the upper (lower) sign, then u(+) [u(−)] vanishes
identically in W, having finite depth and satisfying the conditions listed at the
beginning of this section.

Note that the assumption that the bottom is flat under S+ ∪ S− and under
inclined lines bounding W∞ is superfluous. These two straight segments can
be replaced by arbitrary curves, which are symmetric about the y axis and
have no parts within W0 ∪W∞. Further discussion of (4.48) is given in the
next subsection for the case of deep water.

4.2.2.2. Deep Water

Letting d →∞, we note that the left-hand side in (4.48) vanishes, and
k0 → ν. Thus, (4.48) takes the form ∓ sin 2νb ≥ 0, which is equivalent to

π (m + 1/4± 1/4) ≤ νb ≤ π (m + 3/4± 1/4) , m = 0, 1, . . . . (4.49)

Hence we arrive at the following theorem.
Let W have infinite depth, and the conditions listed above hold. If u(±)

satisfies the homogeneous water-wave problem, (4.42) is true, and νb satisfies
(4.49), then u(±) is trivial.
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A direct proof of this theorem is similar to the proof given above, where

w(x) =
∫ 0

−∞
u(x, y) eνy dy

should be used.
It immediately follows from the last theorem that both u(+) and u(−) vanish

identically in W, when

νb = mπ/2, m = 1, 2, . . . . (4.50)

We note that values of νb given by (4.50) for which the homogeneous problem
has only a trivial solution are exactly the eigenvalues of the two-dimensional
sloshing problem in an infinitely deep basin between vertical walls x = ±b.

Now, let us demonstrate that the last theorem cannot be essentially im-
proved in view of the following assertion (see Subsection 4.1.1).

Every interval of uniqueness for symmetric solution contains a subinterval
such that nontrivial antisymmetric solutions to the homogeneous problem do
exist for certain geometries and values of νb in this subinterval.

By (4.49) u(+) is unique for

π (m + 1/2) ≤ νb ≤ π (m + 1), m = 0, 1, . . . . (4.51)

According to the second theorem in Subsection 4.1.1, u(−)
m+1 given by (4.1) and

(4.2) provides the trapped mode potential for a structure, whose boundary is
given by (4.6) where

V (1)
− = V (2)

− ∈ (0,Si(2πm + 2π )).

Thus, we have a certain family of symmetric trapping structures. Denoting
by (b, 0) the right innermost end point of such structure, we see that it lies
between the greatest zero, xmax of v(−)

m+1(x, 0), and the source point (a−, 0),
where νa− = π (m + 1). By (4.10) νxmax > π (m + 1/2). Hence, the values
of νb, producing non-uniqueness examples in the antisymmetric case, belong
to a subinterval of (4.51).

The same result is valid for structures trapping the first three symmetric
modes, and it can be verified in the same way. There is numerical evidence
(see Figs. 4.1 and 4.2) that a similar result holds for higher symmetric modes.

4.2.2.3. On the Significance of John’s Condition for Uniqueness

Here we are concerned with the following consequence of the uniqueness
theorem proven in Subsection 4.2.2.2.

The interval (π/2, π ) is free of point eigenvalues of the symmetric water-
wave problem provided two geometric conditions hold: (i) John’s condition
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on the inner part of the free surface and (i i) the condition on exterior parts of
the free surface, which is similar to that of John with rays inclined at π/4 to
the vertical instead of vertical ones.

The aim of the present subsection is to investigate the proposition contrary
to this assertion, which says the following.

If there is a nondimensionalized (multiplied by b) point eigenvalue of the
symmetric water-wave problem in (π/2, π), then either (i) or (i i) is violated.

In fact, we will be concerned with the violation of (i). The idea is to
construct such a pair of surface-piercing bodies, trapping a symmetric mode
with νb ∈ (π/2, π ), that this pair does not satisfy (i). For this purpose two
dipoles are placed on the x axis, and, they are positioned so that the waves
radiating from each cancel at infinity. Here we restrict ourselves to the interval
(π/2, π ) for the sake of simplicity only; the same approach works for other
intervals (4.49), but we leave details to the reader.

As in Subsection 4.1.1, two functions are needed for formulation of the
main result. We define the first of them as follows:

u(x, y) = 1

2ν

[
Gx

(
x, y;−π

ν
, 0
)
− Gx

(
x, y;

π

ν
, 0
)]

, (4.52)

where G is the two-dimensional Green’s function defined in Subsection 1.2.1.
The choice of the dipole points cancels the integrals along indentations in the
definition of G in (4.52), and one immediately obtains that

u(x, y) = 1

ν

∫∞
0

k

k − ν
eky
[
sin k
(

x − π

ν

)
− sin k

(
x + π

ν

)]
dk

=
∫∞

0

k

k − 1
ekνy [sin k(νx − π )− sin k(νx + π )] dk,

where the integrands are bounded because the singularities in the denomina-
tors coincide with zeros of the numerators. Thus, u(x, y) is a real harmonic
function in the lower half-plane R

2
− even with respect to x , and the free

surface boundary condition holds for it on {x �= ±π/ν, y = 0}. Further, one
immediately obtains that

u(x, y) = 1

ν

[
x + π/ν

(x + π/ν)2 + y2
− x − π/ν

(x − π/ν)2 + y2

]
+

∫∞
0

sin k(νx − π )− sin k(νx + π )

k − 1
ekνy dk.

The properties of last integral are similar to those derived for integrals in
Subsection 4.1.1.2. In particular, the integral is bounded as z →±π/ν and
decays as |z| → ∞. So u has finite kinetic and potential energies in every
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water domain W that does not contain a neighborhood of the dipole points
(±π/ν, 0).

The second required function is defined as follows:

v(x, y) =
∫∞

0

k

k − 1
ekνy [cos k(νx − π )− cos k(νx + π )] dk

= 1

ν

[
y

(x + π/ν)2 + y2
− y

(x − π/ν)2 + y2

]
+

∫∞
0

cos k(νx − π )− cos k(νx + π )

k − 1
ekνy dk; (4.53)

that is, v is a harmonic function conjugate to u. Equivalently, v is the stream
function corresponding to the velocity potential u, and having an arbitrary
constant term equal to zero.

The function v allows us to construct a family of water domains W, so
that u satisfies the homogeneous water-wave problem in W, and this domain
does not satisfy (i). In fact, any streamline (a level line of v) may be used
as S+ (see Fig. 4.7 for the notation), if it has the following two properties. It
connects with the positive x axis on either side of the dipole point (π/ν, 0).
The angle directed into W between the streamline and the positive x axis is
acute on the left of (π/ν, 0). On Fig. 4.8(b) a number of streamlines hav-
ing these properties are plotted (the bold point marks the dipole position);
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Figure 4.8.
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on Fig. 4.8(a) the corresponding part of the graph of v(x, 0) is shown for
convenience. Since v(x, y) is an odd function with respect to x , the reflec-
tion of S+ in the y axis is also a streamline, which we take as S−. Now, let
us formulate the theorem concerning the existence of streamlines with these
properties.

For every level V > 0 there exists only one streamline,

S+(V ) = {(x, y) : v(x, y) = V }, (4.54)

with all internal points in {x > 0, y < 0} and the end points (x (±)
V , 0) such

that x (±)
V > 0, ±(x (±)

V − π/ν) > 0, and x (−)
V ν > 2π/3. For every streamline

S+(V ) John’s condition does not hold on the left of x (−)
V .

We note that x (−)
V = b for the water domain W having S+(V ) and its re-

flection in the y axis as the wetted rigid contours. Thus we have

2π/3 < νb = νx (−)
V < π

for W defined by this streamline. Since u given by (4.52) delivers a symmetric
eigenfunction in this domain W, condition (i) is violated in the proposition
under consideration. Numerical calculations demonstrate that some of con-
structed examples also violate (ii), whereas the others satisfy this condition
(see Fig. 4.8). The question about the existence of an example, contradicting
the uniqueness theorem and such that (i) holds and (ii) is violated, is still an
open question.

We begin the proof of properties for stream lines by noting that these lines
must have end points either on the free surface or at infinity (like those in Sub-
section 4.1.1.2). It follows from the asymptotics of G (see Subsection 1.2.1)
that the nodal lines, that is, the loci, where v = 0 are the only streamlines
going to infinity. These lines divide the water domain into subdomains, each
containing a family of contours with the same properties. Thus we have to
consider the behavior of the function v(x, 0) and of the nodal lines of v(x, y)
in the quadrant {x > 0, y < 0}.

The theorem’s proof uses a number of simple lemmas. We formulate them
as needed, and their proofs are given at the end of the present subsection.

1. The function v(x, 0) has only one positive zero ξ0. It belongs to (2π/3ν,
π/ν), and ±v(x, 0) > 0 for ±(x − ξ0) > 0, x �= π/ν.

This lemma is illustrated in Fig. 4.9, where the graph of v(x, 0) is shown
by a solid line, and the right arrow marks the point 2π/3 in nondimensional
coordinates.

2. The function vx (x, 0) has only one positive zero ξ1. It belongs to (x∗, 2π/
3ν), where νx∗ = arcsin(4e)−1. Moreover,±vx (x, 0) > 0 for±(x − ξ1) > 0,
x < π/ν, and vx (x, 0) < 0 for x > π/ν.
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This lemma is also illustrated in Fig. 4.9, where the graph of ν−1vx (x, 0)
is shown by a dashed line, and the left arrow marks the point νx∗ in non-
dimensional coordinates.

From Lemma 2, it follows that v(x, 0) increases and decreases strictly
monotonically in intervals (ξ0, π/ν) and (π/ν,+∞), respectively. From
Lemma 1 v(x, 0) > 0 only in these intervals of the positive x axis, and hence
a streamline emanating from the x axis at a point of the first interval reenters
this axis on the right of the dipole point and encloses this point inside. These
streamlines form the family (4.54), which proves the first assertion of the
theorem.

To complete theorem’s proof we have to show that for the streamlines
(4.54) John’s condition does not hold on the left-hand side. The latter is true
if

vx (x, 0)

vy(x, 0)
< 0 when x ∈

(
ξ0,

π

ν

)
.

This is a consequence of Lemma 2 and the following lemma.
3. The function vy(x, 0) is strictly negative for x ∈ (0, π/ν).
See Fig. 4.9, where the graph of ν−1vy(x, 0) is shown by alternating dashes

and points.
In addition to the results obtained above, it is of worth to consider the

behavior of nodal lines v(x, y) = 0 at infinity. We remind the reader that
v(x, y) is an odd function with respect to x , and hence the negative y axis is a
nodal line. The following lemma guarantees the absence of saddle points on
the negative y axis.

4. The function vx (0, y) is strictly negative for y ≤ 0.
This lemma does not allow the nodal line emanating from (ξ0, 0) to intersect

the negative y axis. Thus this line is confined within the quadrant {x > 0,
y < 0}, and its behavior at infinity can be derived from another representation
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for v:

v(x, y) = νy

(νx + π )2 + (νy)2
− νy

(νx − π )2 + (νy)2

+ 2π Re
∫∞

0

eik dk

(k + νz)2 − π2
. (4.55)

The latter is a consequence of (4.53) and the following lemma.
5. For y, η ≤ 0 we have

∫∞
0

cos k(x − ξ )

k − ν
ek(y+η) dk + πeν(y+η) sin ν(x − ξ ) = Re

∫∞
0

eik dk

k + ν(z − ζ̄ )
.

Integrating by parts in (4.55) we get

v(x, y) = 4π Im
∫∞

0

eik(k + νz) dk

[(k + νz)2 − π2]2
. (4.56)

Another integration by parts leads to the asymptotic formula:

v(x, y) ∼ 4πx(x2 − 3y2)

ν3(x2 + y2)3
as |z| → ∞.

It means that the nodal line approaches the straight line y = −3−1/2x + c as
x →+∞. We determine the coefficient c by using the two-term asymptotic
formula for v:

v = 4πx
(x2 + y2)(x2 − 3y2)− 12y(x2 − y2)

(x2 + y2)4
+ O(|z|−5),

which requires two integrations by parts in (4.56). Finally, the asymptote of
the nodal line can be written as y = −3−1/2x − 1 (see Fig. 4.10).
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Figure 4.10.
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Proof of Lemmas

Proof of Lemma 1. Let us demonstrate that v(x, 0) < 0 for x ∈ (0, 2π/3ν].
From 3.354.2 and 3.722.7 in Gradshteyn and Ryzhik [96], we get

∫+∞
0

cos ak

k − 1
dk =

∫+∞
0

ke−ak

1+ k2
dk − π sin a, a > 0. (4.57)

Then for x ∈ (0, π/ν) we have

v(x, 0) = I (x)− 2π sin xν, I (x) =
∫+∞

0

k
[
e(xν−π )k − e−(xν+π )k

]
1+ k2

dk.

(4.58)
It is obvious that I ′(x) > 0, and hence I (x) is a nonnegative increasing func-
tion. Thus we get for x ∈ (0, 2π/3ν]

I (x) ≤ I (2π/3ν) ≤ e−1
∫+∞

0

e(1−π/3)k

1+ k2
dk < e−1

∫+∞
0

dk

1+ k2
= π

2e
,

because ek−1 ≥ k for k ≥ 0. Then v(x, 0) < 0 for x ∈ [x∗, 2π/3ν], where
νx∗ = arcsin(4e)−1, so that 2π sin xν ≥ π/2e in this interval.

Now, let us prove that v(x, 0) < 0 for x ∈ (0, x∗]. Assuming the contrary
and taking into account that v(0, 0) = 0, we note that then there exists ξ ∈
(0, x∗) such that vx (ξ, 0) = 0. This is impossible because

vx (x, 0) < 2πν{[π2 − (x∗ν)2]−1 − cos x∗ν} < 0 for x ∈ (0, x∗],

and this inequality follows from

vx (x, 0)= 2πν{[π2 − (xν)2]−1 − cos xν} − ν

∫+∞
0

e(xν−π )k + e−(xν+π )k

1+ k2
dk,

(4.59)

which is valid for x ∈ (0, π/ν).
We have that v(x, 0) < 0 for x ∈ (0, 2π/3ν] and v(x, 0) →+∞ as x →

π/ν. Hence, v(x, 0) vanishes at some point ξ0 ∈ (2π/3ν, π/ν).
To complete the proof we have to show that there is only one zero of

v(x, 0). Using (3.27) we get that

v(x, 0) =
∫+∞

0

k
[
e(π−xν)k − e−(π+xν)k

]
1+ k2

dk > 0 for x > π/ν.

Moreover, when xν ∈ [2π/3, π), the inequalities

−cos xν ≥ 1

2
,

∫+∞
0

e(xν−π )k + e−(xν+π )k

1+ k2
dk ≤ π,
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and (4.59) imply that

vx (x, 0) ≥ 2πν[π2 − (xν)2]−1 > 0.

This guarantees that there exists only one zero.

Proof of Lemma 2. It follows from the proof of Lemma 1 that vx (x, 0) > 0
for x ∈ (2π/3ν, π/ν), and vx (x, 0) < 0 for x ∈ (0, x∗) ∪ (π/ν,+∞). Thus
there exists at least one zero ξ1 of vx (x, 0) in the interval (x∗, 2π/3ν). To
complete the proof we find it sufficient to show that vxx �= 0 in this interval.
Differentiating (4.59), and comparing the result with v(x, 0), we get that

vxx (x, 0) = −ν2v(x, 0)+ 4πxν3

[π2 − (xν)2]2
.

Since v(x, 0) < 0 in (x∗, 2π/3ν),

vxx >
4πxν3

[π2 − (xν)2]2
> 0

in this interval, which proves the assertion.

Proof of Lemma 3. Let us differentiate (4.53) with respect to y, and then put
y = 0. Applying (4.57) to the result, we obtain that for x ∈ (0, π/ν),

vy(x, 0)=− 4πν2x

[π2 − (xν)2]2
− 2πν sin νx + ν

∫∞
0

k
[
e(xν−π )k − e−(xν+π )k

]
1+ k2

dk.

(4.60)

From here and (4.58) it follows that

vy(x, 0) = νv(x, 0)− 4πν2x

[π2 − (xν)2]2
.

Then Lemma 1 implies that vy(x, 0) < 0 for x ∈ (0, ξ0].
Further, the integral in (4.60) can be estimated as follows:

∫∞
0

k
[
e(xν−π )k − e−(xν+π)k

]
1+ k2

dk <

∫∞
0

ke(xν−π)k

1+ k2
dk

≤ 1

2

∫∞
0

e(xν−π)k dk = 1

2(π − xν)
,

and we get that

vy(x, 0) < − 4πν2x

[π2 − (xν)2]2
+ ν

2(π − xν)
= ν

2[π2 − (xν)2]2
P(xν),

(4.61)
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where P(t) = π3 − t3 + π2t − π t2 − 8π t . It is easy to see that

P ′(t) = −8π + π2 − 2π t − 3t2 < 0 for t > 0,

and P(2π/3) = −16/3π2 + 25/27π3 < 0. Then P(xν) < 0 for x > 2π/
3ν > ξ0. This and (4.61) guarantee that vy(x, 0) < 0 for x ∈ (ξ0, π/ν), which
completes the proof because it was shown above that vy(x, 0) < 0 for x ∈
(0, ξ0].

Proof of Lemma 4. It follows from (4.53) that

vxy(0, y)− νvx (0, y) = 4πν2 3(yν)2 − π2

[π2 + (yν)2]2
.

Considering vx (0, y) as unknown in this differential equation, we get

vx (0, y) = eνy

{
vx (0, 0)+ 4πν

∫ 0

yν

π2 − 3t2

(t2 + π2)3
e−t dt

}
. (4.62)

From (4.59) it follows that

vx (0, 0) = 2ν

π
− 2πν − 2ν

∫∞
0

e−πk

1+ k2
dk < −2πν. (4.63)

The second term in braces in (4.62) can be estimated as follows:

4πν
∫ 0

yν

π2 − 3t2

(t2 + π2)3
e−t dt ≤ 4πν

∫ 0

−π/√3

π2 − 3t2

(t2 + π2)3
e−t dt

≤ 4πνeπ/
√

3
∫ 0

−π/√3

π2 − 3t2

(t2 + π2)3
dt = νeπ/

√
3 3
√

3

4π2
< 2πν,

because the integrand is positive only for t ∈ (−π/√3, 0). Combining the
last estimate with (4.62) and (4.63) completes the proof.

Proof of Lemma 5. It obviously follows from the residue theorem that
∫∞

0

cos k(x − ξ )

k − ν
ek(y+η) dk + πeν(y+η) sin ν(x − ξ )

= Re
∫
�+

exp{−ik(z − ζ̄ )}
k − ν

dk,

where �+ is the contour going along the positive half-axis and indented above
atν. By deforming�+ into the ray going to the origin through k = −(z − ζ̄ )−1,
we arrive at the required integral after changing the integration variable.
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4.2.3. Axisymmetric Toroidal Bodies

A structure, axisymmetric about the y axis and with submerged volume D
and wetted surface S, floats in the free surface of water (both infinite and finite
depth will be considered). As usual, the water domain is denoted by W, and
the free surface by F . The structure is toroidal in shape so that the free surface
is in two distinct parts; the outer free surface is denoted by F∞, and the inner
free surface of radius b is denoted by F0. The cross section of geometry is
sketched in Fig. 4.7 (see Subsection 4.2.2), where D+ and D− are left and
right cross section of D, respectively, and the horizontal bottom should be
omitted for deep water. We will use notation shown in Fig. 4.7, taking into
account that all plane domains in the free surface and volume domains in the
lower half-space are axisymmetric. Hence, it is convenient to use horizontal
polar coordinates (r, θ ) defined by

x1 = r cos θ, x2 = r sin θ.

The value of a (dihedral) angle β will be specified below.
The uniqueness results for deep water are proved in Subsection 4.2.3.1.

In Subsection 4.2.3.2, we compare them with examples of trapped modes
constructed in Subsection 4.1.2. The case of water having finite depth is
treated in Subsection 4.2.3.3.

4.2.3.1. Deep Water

First we assume that β = π/2. Consider modes of the form

un(r, θ, y) = u(n)(r, y) cos nθ, n = 0, 1, . . . , (4.64)

satisfying the homogeneous water-wave problem. Separation of variables
allows modes with sin nθ variation, but these are simply rotations about the
axis of symmetry of those in (4.64). Define

wn(r, θ) =
∫ 0

−∞
un(r, θ, y)eνy dy, n = 0, 1, . . . .

Then by the Laplace equation and the free surface boundary condition we get
(cf. Subsection 3.2.1) (∇2

x + ν2
)
wn = 0 in F. (4.65)

As is shown in Subsection 3.2.1.2, wn = 0 in F∞, and so (see Subsection
3.2.1.3)

ν

∫
F∞
|un|2 dx ≤ 1

2

∫
W∞

∣∣∣∣∂un

∂y

∣∣∣∣2 dxdy ≤ 1

2

∫
W∞
|∇un|2 dxdy. (4.66)
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Now, for modes of the form specified by equation (4.64),

wn(r, θ ) = w(n)(r ) cos nθ, n = 0, 1, . . . ,

and so from (4.65)

d2w(n)

dr2
+ 1

r

dw(n)

dr
+
(
ν2 − n2

r2

)
w(n) = 0, n = 0, 1, . . . ,

for 0 < r < b. Thus, for solutions un that are nonsingular on r = 0,

w(n)(r ) = Cn Jn(νr ), n = 0, 1, . . . ,

where Cn is a constant, or, for 0 ≤ r < b,

Cn Jn(νr ) =
∫ 0

−∞
u(n)(r, y)eνy dy, n = 0, 1, . . . . (4.67)

Here Jn denotes the Bessel function of order n.
The aim now is to obtain a further bound involving the kinetic energy of

the fluid motion within W0. This is proportional to
∫

W0

|∇un|2 dxdy

=
∫

W0

{∣∣u(n)
r

∣∣2 cos2 nθ + n2

r2

∣∣u(n)
∣∣2 sin2 nθ + ∣∣u(n)

y

∣∣2 cos2 nθ

}
r dr dθdy

= (1+ δn0)π
∫ b

0
r dr

∫ 0

−∞

{∣∣u(n)
r

∣∣2 + n2

r2

∣∣u(n)
∣∣2 + ∣∣u(n)

y

∣∣2} dy, (4.68)

where δnm is the Kronecker delta. For later use it is also noted that

(1+ δn0)π
∫ b

0
r dr

∫ 0

−∞

{∣∣u(n)
r

∣∣2 + n2

r2

∣∣u(n)
∣∣2 + ∣∣u(n)

y

∣∣2} dy

=
∫

W0

{∣∣u(n)
r

∣∣2 + n2

r2

∣∣u(n)
∣∣2 + ∣∣u(n)

y

∣∣2} cos2 nθ r dr dθdy, (4.69)

that is cos2 nθ and sin2 nθ yield the same result in the θ integration.
Bounds will be obtained separately for each of the three terms on the right-

hand side of (4.68). Squaring both sides of (4.67) and applying the Schwarz
inequality yields

[Cn Jn(νr )]2 ≤
∫ 0

−∞

∣∣u(n)
∣∣2 dy

∫ 0

−∞
e2νy dy = 1

2ν

∫ 0

−∞

∣∣u(n)
∣∣2 dy. (4.70)
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Integration by parts in (4.67) gives

u(n)(r, 0) = νCn Jn(νr )+
∫ 0

−∞
u(n)

y (r, y)eνy dy,

and hence∣∣u(n)(r, 0)
∣∣2 ≤ 2

{
ν2 [Cn Jn(νr )]2 +

[∫ 0

−∞
u(n)

y (r, y)eνy dy

]2
}
.

Application of the Schwarz inequality to the last integral yields

ν
∣∣u(n)(r, 0)

∣∣2 ≤ 2ν3 [Cn Jn(νr )]2 +
∫ 0

−∞

∣∣u(n)
y

∣∣2 dy. (4.71)

Finally, differentiation of equation (4.67) with respect to r gives

νCn J ′n(νr ) =
∫ 0

−∞
u(n)

r (r, y)eνy dy,

and after squaring and another application of the Schwarz inequality, this
leads to

2ν3[Cn J ′n(νr )]2 ≤
∫ 0

−∞

∣∣u(n)
r

∣∣2 dy. (4.72)

The inequalities (4.70)–(4.72) may be combined to give
∫ 0

−∞

{∣∣u(n)
r

∣∣2 + n2

r2

∣∣u(n)
∣∣2 + ∣∣u(n)

y

∣∣2} dy ≥ 2ν3[Cn J ′n(νr )]2

+ n2

r2
2ν [Cn Jn(νr )]2+ ν

∣∣u(n)(r, 0)
∣∣2− 2ν3 [Cn Jn(νr )]2

= ν
∣∣u(n)(r, 0)

∣∣2 − 2ν3C2
n

{[
1− n2

(νr )2

]
[Jn(νr )]2 − [J ′n(νr )]2

}
,

and so, if it is now assumed that∫ b

0
r

{[
1− n2

(νr )2

]
[Jn(νr )]2 − [J ′n(νr )]2

}
dr ≤ 0, (4.73)

it follows that

ν

∫ b

0

∣∣u(n)(r, 0)
∣∣2 r dr ≤

∫ b

0
r dr

∫ 0

−∞

{∣∣u(n)
r

∣∣2 + n2

r2

∣∣u(n)
∣∣2 + ∣∣u(n)

y

∣∣2} dy.

Multiplying the last inequality by cos2 nθ and integrating over all θ yields the
new inequality [see equations (4.68) and (4.69)]:

ν

∫
F0

|un|2 dx ≤
∫

W0

|∇un|2 dxdy.
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When this is combined with (4.66), it yields

ν

∫
F
|un|2 dx ≤

(∫
W0

+1

2

∫
W∞

)
|∇un|2 dxdy. (4.74)

An application of Green’s theorem gives [cf. (4.44)]

ν

∫
F
|un|2 dx =

∫
W
|∇un|2 dxdy,

which contradicts (4.74) unless un vanishes identically.
Inequality (4.73) may be simplified as follows. Integration by parts gives
∫ νb

0
µ[J ′n(µ)]2 dµ = νbJn(νb)J ′n(νb)−

∫ νb

0
Jn(µ)[J ′n(µ)+ µJ ′′n (µ)] dµ

= νbJn(νb)J ′n(νb)−
∫ νb

0

(
n2

µ
− µ

)
[Jn(µ)]2 dµ,

where the differential equation for Jn has been used to simplify the integral.
Using this last result in (4.73) yields

Jn(νb)J ′n(νb) ≥ 0,

which is satisfied provided

jn,m ≤ νb ≤ j ′n,m+1, (4.75)

where jn,m denotes the mth zero of Jn and j ′n,m denotes the mth zero of J ′n
(see Section 9.5 in Abramowitz and Stegun [1]). If n = 0, then m = 1, 2, . . . .
If n ≥ 1, then m = 0, 1, . . . , with jn,0= 0.

The above calculation has led to the following theorem.
Consider the axisymmetric fluid domain W illustrated in Fig. 9.1 with

β = π/2; that is, the torus D is strictly bounded by two vertical cylinders
that intersect D at the free surface F; the inner cylinder has radius b. For
a given azimuthal mode number n, let (4.75) be satisfied for some value of
the nondimensional frequency parameter νb. Then, for this value of νb, the
water-wave problem has only trivial solutions in the form of (4.64).

The zeros of the Bessel functions and their derivatives are tabulated in [1],
Table 9.5. Further, the asymptotic behaviors of the zeros (formulae 9.5.12 and
9.5.13 in [1]) are

jn,m =
(

m + n

2
− 1

4

)
π

− 4n2 − 1

8 (m + n/2− 1/4)π
+ O

(
1

m3

)
as m →∞,
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and

j ′n,m+1 =
(

m + n

2
+ 1

4

)
π

− 4n2 + 3

8 (m + n/2+ 1/4)π
+ O

(
1

m3

)
as m →∞.

Hence, for a given azimuthal mode number n, the intervals in νb for which
uniqueness has been established are asymptotically of lengthπ/2. Conversely,
the intervals in which trapped modes may be sought are also asymptotically
of length π/2.

For nonaxisymmetric modes, n ≥ 1, there is an interval of uniqueness for
νb ∈ [0, j ′n,1]. The length of this interval increases asymptotically (see 9.5.16
in [1]) according to

j ′n,1 = n
[
1+ O

(
n−2/3
)]
, as n →∞.

For the axisymmetric mode (n = 0), the above theorem may be improved
because from (3.60) with M defined by (3.59), we have the following for
β ∈ [β0, π/2]:

ν

∫
F∞
|u0|2 dx ≤

∫
W∞
|∇u0|2 dxdy,

and as is noted in Subsection 3.2.2.4 one can take the angle 52◦ as β0. Using
the last inequality instead of (4.66) in (4.74) proves the theorem under weaker
assumption than β = π/2. Thus, the uniqueness of the axisymmetric mode is
established for a wider class of geometries than for other modes. Of course,
this property is guaranteed only when νb satisfies (4.75) with n = 0.

4.2.3.2. Comparison of the Uniqueness Results with Examples
of Trapped Modes

The latter are constructed in Subsection 4.1.2, and it is shown there that John’s
condition is not satisfied for these examples on the side directed to infinity.
Despite this the trapped modes constructed are entirely consistent with the
uniqueness assertions proved.

For the axisymmetric case, n = 0, this consistency may be readily demon-
strated by using the Stokes stream function v0; see equations (4.22) and (4.22)
in Subsection 4.1.2. Stream surfaces that can be interpreted as the surface of
a structure leave the free surface in r > c and reenter the free surface again
in r < c. Therefore, the inner free-surface radius (b in Fig. 4.7) of any struc-
ture must certainly be less than c. Further, in r > c the stream function de-
creases monotonically from a positive value v0(c + 0, 0) [equation (4.25) in
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Subsection 4.1.2] at the ring source to zero as r →∞. A stream surface em-
anating from the free surface in r > c will therefore have a positive value of
the stream function. This stream surface returns to the free surface in r < c at
another ring with the same positive value of the stream function. The smallest
possible inner free surface radius corresponds to a zero value of the stream
function, and a lower bound may be obtained as follows. On the free sur-
face and inside the ring source, the stream function is [equation (4.26) in
Subsection 4.1.2]

v0(r, 0) = 4π2ν2cr J1(νr )Y0(νc)− 8ν2cr
∫∞

0
I1(µr )K0(µc)

µ dµ

µ2 + ν2
,

where c satisfies J0(νc) = 0. Now,
∫∞

0
I1(µr )K0(µc)

µ dµ

µ2 + ν2
> 0 for r > 0,

because I1(µr ) and K0(µc) are both positive definite for µr, µc > 0, and
v−(c) > 0 from the results of Subsection 4.1.2 [equations (4.25) and (4.27)].
Also, the zeros of J1 and Y0 interlace with those of J0 (see 9.5.2 in Abramo-
witz and Stegun [1]), and J1(νc) and Y0(νc) have the same sign so that
J1(νc)Y0(νc) > 0. Hence, as r is reduced from the source radius c, v0(r, 0)
will certainly become negative when J1(νr ) passes through a zero and so the
inner radius νb must be greater than the first zero of J1, or equivalently the
first zero of J ′0, below νc. Hence, for trapped modes to exist it is necessary
that the inner radius b of the structure satisfies

j ′0,m < νb < j0,m, m = 1, 2, . . . . (4.76)

Thus, the following result has been proved.
Axisymmetric trapped modes of the form (4.21) with n = 0 can be found

only in the intervals (4.76). Moreover, for every m ≥ 2 the interval (4.76)
contains a subinterval adjacent to j ′0,m which is free of such modes.

Clearly, the intervals defined by (4.76) are complementary to those in
(4.75), in which uniqueness has been established for geometries satisfying
John’s condition on the inner part of the free surface.

A more detailed picture is given in Fig. 4.11, which shows numerical
calculations of the values of νb corresponding to the intervals of existence for
trapped modes constructed by using a single ring source (dashed lines). Also
shown are the intervals for uniqueness given in (4.75) (solid lines). The integer
n is the azimuthal wave number. Axisymmetric modes (n = 0) are considered
first. The left-hand point of each trapped-mode interval corresponds to a zero
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n =  0

n =  1

n =  2

n =  3

0

1.84  2.03  2.51          3.83          5.33  5.41  5.75       7.02     8.54

3.05  3.34  3.84           5.14         6.71    6.81   7.16

4.20  4.56  5.09            6.38             8.02

0.98              2.40       3.83  3.87    4.24       5.52         7.02  7.06  7.39

νb

Figure 4.11.

in the free-surface stream function (see above and Subsection 4.1.2), and this
is easily found numerically. The corresponding right-hand point of the interval
corresponds to the stream surface that emerges from the ring source in the
plane y = 0, and with the stream function having the value v0(c + 0, 0); see
equation (4.25) in Subsection 4.1.2. The point on the free surface in r < c
with this value of the stream function is also easily located numerically.

For nonaxisymmetric modes (n ≥ 1) the end points of the intervals are
located by stream-surface tracing using equation (4.28) or (4.29). The left-
hand end of the interval corresponds to the dividing surface that separates
stream surfaces that surround the source point from those that do not (see
Fig. 4.6). The dividing ring radius on the free surface is estimated by tracking
a number of stream surfaces up to the free surface from great depth. This gives
only an estimate of the appropriate ring radius, and the corresponding numbers
in Fig. 4.11 may have errors of up to 0.02. As before, the corresponding right-
hand point of the interval corresponds to the stream surface that emerges from
the ring source in the plane y = 0, and this stream surface can be followed
accurately. In Fig. 4.11, it may also be noted that, for n = 1, 2, 3, the length
of the first interval containing trapped modes is approximately of length 0.5.

It is apparent from Fig. 4.11 that there are intervals in νb, for which there
may be uniqueness for all modes (disregarding for the moment the require-
ment that John’s condition must be satisfied). For example, for n = 1 no
trapped modes have been found for νb ∈ (2.51, 3.05), whereas uniqueness of
the solution has been established in this interval for all other modes. However,
it should be pointed out that in the equivalent two-dimensional problem of
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two-surface piercing bodies, Linton and Kuznetsov [207] have found evidence
of modes trapped by bodies violating John’s condition within the region for
which uniqueness is predicted by the theory that requires John’s condition.

4.2.3.3. Water of Finite Depth

Let a water domain W be bounded below by a horizontal bottom {y = −d},
where d > max{−y : (x, y) ∈ S}, and let β = π/2. Then, the uniqueness the-
orem similar to that obtained for deep water is true. However, the nondimen-
sional spectral parameter in (4.75) should be k0b, where k0 is the unique
positive root of k0 tanh k0d = ν. To derive the corresponding inequality for
modes of the form (4.64), one has to consider

wn(r, θ ) =
∫ 0

−d
un(r, θ, y) cosh k0 ydy, n = 0, 1, . . . ,

which gives (∇2
x + k2

0)wn = 0 instead of (4.65). Combining considerations
applied in Subsection 4.2.2.1 with those in Subsection 4.2.1 (we leave the
calculations to the reader), one arrives at (4.75), where νb is replaced by k0b,
which proves the result.

4.2.4. Water Domains Without Mirror Symmetry

In the beginning of this chapter it was pointed out that in the absence of mirror
symmetry of the water domain, uniqueness results for surface-piercing cylin-
ders are much less general than for symmetric domains. This is a consequence
of technical difficulties arising in this situation, which must be overcome in
a rather tricky way. As in the previous subsection we begin with the case of
deep water and provide (in Subsection 4.2.4.1) an upper bound for the interval
of ν within which the uniqueness theorem holds. We discuss this bound in
Subsection 4.2.4.2 and generalize it in Subsection 4.2.4.3, where different
geometries, having finite depth and a limited class of depth variations, are
considered. In all cases an upper bound of the uniqueness interval depends
on the geometry of the water domain.

4.2.4.1. Upper Bound for the Uniqueness Interval: The Case
of Deep Water

Let the two bodies occupy domains D+ and D−, and let them be contained
inside semicircles of radius r+ and r−, respectively, each centered on the
x axis. Moreover, we assume that each circumscribing semicircle begins at
the inner water-line point of the corresponding body; thus the distance h be-
tween the semicircles is also the distance between the bodies. Label the outer
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water-line points by P±. Let F0 be the part of the free surface between the
bodies, and that outside be F∞; also let Fe

∞ and W e be the parts of F∞ and
W, respectively, that are external to to the semicircles bounding D± (see Fig.
4.12).

We can choose the origin in the x axis between the bodies so that these
semicircles will coincide with coordinate τ lines of the bipolar system (σ, τ ):

x = a sinh τ

cosh τ − cos σ
, y = a sin σ

cosh τ − cos σ
. (4.77)

For this purpose we have to find (see, for example, Section 10.1 in Morse
and Feshbach [251]) positive constants b±, d±, and a such that

a = r− sinh d− = r+ sinh d+, b+ + b− = h,

b− + r− = r− cosh d−, b+ + r+ = r+ cosh d+.

One can easily verify that this system of equations has a unique solution such
that

cosh d± − 1 = h2 + 2hr±
2r±(r+ + r− + h)

. (4.78)

Without loss of generality we can assume that r− ≥ r+, and so d− ≤ d+. Our
aim is to prove the following theorem.

Let D− ∪ D+ be enclosed between two rays emanating from P− and P+
at an angle π/2− β to the vertical. Let also

D± ⊂ {[x ∓ (b± + r±)]2 + y2r2
± y < 0}.

If the inequality

2− cosec2β >
h2 + 2hr−

2r+(r+ + r− + h)
(4.79)

holds, then the homogeneous water-wave problem has only a trivial solution
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for all values ν > 0, which do not exceed

2(2− cosec2)(r+ + r− + h)r+ − (h2 + 2hr−)

2πr+ [h(h + 2r−)(h + 2r+)(h + r+ + r−)]1/2 . (4.80)

As usual we begin the proof by noting that
∫

W
|∇u|2 dxdy = ν

∫
F0∪F∞

|u|2 dx (4.81)

for a solution of the homogeneous water-wave problem.
The mapping x + iy !→ σ + iτ [see (4.77)] conformally maps the lower

half-plane into the strip {−π < σ < 0,−∞ < τ < +∞}. By the hypothesis
of the theorem the rectangle % = {−π < σ < 0,−d− < τ < +d+} is the
image of W e, which is contained in the image of W. Furthermore, the image
of F0 is the side {σ = π,−d− < τ < +d+}, and {σ = 0,−d− < τ < +d+}
is the image of Fe

∞, a subset of the image of F∞.
Let us denote by v(σ, τ ) the function obtained from u(σ, τ ) by the confor-

mal transformation (4.77). Then for τ ∈ (−d−, d+) we have

v(−π, τ ) = v(0, τ )−
∫ 0

−π
vσ (σ, τ ) dσ,

and so

|v(−π, τ )|2 ≤ 2

{
|v(0, τ )|2 +

∣∣∣∣∫ 0

−π
vσ (σ, τ ) dσ

∣∣∣∣2
}
.

Applying the Schwarz inequality and integrating we find that

∫+d+

−d−
|v(−π, τ )|2 dτ ≤ 2

{∫+d+

−d−
|v(0, τ )|2 dτ + π

∫
%

|vσ (σ, τ )|2 dσdτ

}
.

(4.82)

Also

ν

∫
F0

|u|2 dx = νa
∫+d+

−d−

|v(−π, τ )|2
cosh τ + 1

dτ ≤ νa

2

∫+d+

−d−
|v(−π, τ )|2 dτ.

By (4.82) and the invariance of the Dirichlet integral with respect to a
conformal mapping, we therefore obtain

ν

∫
F0

|u|2 dx ≤ νa

{∫+d+

−d−
|v(0, τ )|2 dτ + π

∫
W e
|∇u|2 dxdy

}
. (4.83)
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As d+ ≥ d−, we have

νa
∫+d+

−d−
|v(0, τ )|2 dτ ≤ νa(cosh d+ − 1)

∫+d+

−d−

|v(0, τ )|2
cosh τ − 1

dτ

= ν(cosh d+ − 1)
∫

Fe+
|u|2 dx .

As u satisfies the homogeneous problem, we have |u| = O(|x |−1) as |x | →
∞ (see Subsection 2.2.1). Hence, |v(0, τ )| = O(|τ |) as τ →∞, and so the
middle integration is proper.

Noting that straight vertical lines down from Fe
∞ do not intersect S, we

can apply John’s inequality (see Subsection 3.2.1.3):

ν

∫
Fe∞
|u|2 dx ≤ 1

2

∫
W e∞
|∇u|2 dxdy,

where W e
∞ is the part of W e covered by the above-mentioned vertical lines.

Now (4.83) takes the form

ν

∫
F0

|u|2 dx ≤
[

1

2
(cosh d+ − 1)+ νaπ

] ∫
W e
|∇u|2 dxdy. (4.84)

We can use the estimate

ν

∫
F∞
|u|2 dx ≤ 1

2
cosec2β

∫
W c
|∇u|2 dxdy, (4.85)

where W c is the subset of W covered with two families of F∞ (by the hypoth-
esis made, such rays do not intersect S). To prove (4.85) we have to apply the
method developed in Subsection 3.2.2.1, replacing the angle π/4 by β.

Substituting (4.84) and (4.85) into (4.81), we can write
∫

W
|∇u|2 dxdy ≤ 1

2
[cosec2β + cosh d+ − 1+ 2νaπ ]

∫
W
|∇u|2 dxdy.

(4.86)

For M = 2πνa + cosh d+ − 1, there will be a contradiction in (4.86) if
M< 2− cosec2β, unless ∇u ≡ 0, and so u ≡ 0, since u → 0 as |x | → ∞.
As W c and W e

∞ are never the whole of W, such a conclusion will also be true
if M = 2− cosec2β. This proves uniqueness provided ν does not exceed the
value of (4.80), where the results of (4.78) and

a = [b+(b+ + 2r+)]1/2, with b+ = r+(cosh d+ − 1),

have been used.
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4.2.4.2. Discussion of the Upper Bound (4.80)

The main idea of the proof in Subsection 4.2.4.1 is to estimate the potential
energy of the inner part F0 of the free surface through the potential energy
of Fe

∞, and the kinetic energy of W e [see the inequalities (4.82)–(4.84)]. For
this purpose the transformation (4.77) was used; other transformations may
lead to other uniqueness theorems.

The theorem proved in Subsection 4.2.4.1 shows that the lower bound for
eigenvalues for ν will depend on r±, as well as h and β. Examples of non-
uniqueness constructed in Subsection 4.1.1 confirm this assertion. Geometries
in these examples violate the hypothesis made in Subsection 4.2.4.1, and the
corresponding eigenvalues occur below the bound (4.80).

Another point to be emphasized is that for given two surface-piercing
bodies D±, it is not immediately clear how r± should be chosen so as to
achieve the best (that is, the largest) bound for ν. Clearly the geometry imposes
minimum values on r±, and the constraint (4.79) must be satisfied, but in fact,
it is always possible to increase the radii of the circumscribing semicircles.
So, we now consider the optimization of the bound (4.80) over the allowable
values of r± with r− ≥ r+.

When r+ = r− = r , the fraction (4.80) simplifies to

2cr − h

2πr (h2 + 2hr )1/2
, where c = 2− cosec2β. (4.87)

It is straightforward to show that (4.87) has a maximum at

r = r̄ (c) = h [3+ (9+ 4c)]1/2

4c
.

It is also possible to show that the bound (4.80), when it is viewed as a function
of r+ for fixed r− in the range r+ < r−, is maximized in one of two ways,
and this depends on whether r− > hr∗(c) or r− ≤ hr∗(c) where r∗(c) is the
positive root of the following cubic equation:

4cr3 + (2c − 14)r2 − 8r − 1 = 0.

For r− ≤ hr∗ the optimum value of (4.80) occurs for r+ = r−, and so (4.87)
applies. However, for r− > hr∗ the optimum value of r0 of r+ is determined
by a cubic equation whose coefficients involve c and r− in a complicated
way. Calculations show that r0 varies little over a large range of values of
r− > hr∗.

These results are illustrated in Fig. 4.13 for c = 1. Corresponding diagrams
for other values of c < 1 look remarkably similar provided that cr+ and cr−
are used as axes. The technique for locating the optimum values of r± is as
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Figure 4.13.

follows. Given any first guess of r±, adjust r+ closer to the arrowed line, and
then move in the direction of the arrows once on this line. The optimum is
found when this procedure reaches the minimum value of r+, r−, or both
imposed by the geometry.

Let us illustrate the improvement that is achieved by use of the optimum
value r0 of r+ in (4.80), compared with the simple bound (4.87) for which
r+ = r− = r . For this purpose the case r− = 12h has been studied for c = 1
and c = 2/3, that is, β = π/2 and β = π/3. For c = 1 with r0 = 3.50068h,
the bound is improved by over 18%; and for c = 2/3 for which r0 = 5.20445h,
the improvement is nearly 8.5%.

It is also possible to let r− tend to infinity in (4.80); this is useful for the
problem of a single body in the presence of a (overhanging) cliff. This results
in the bound

cr+ − h

2πr+(h2 + 2hr+)1/2
,

provided that h < cr+. More details on the case of a single two-dimensional
body in the presence of a straight coastline parallel to the body are given in
Subsection 4.2.4.3.

Another limit that can be considered is to let h tend to zero; in this
limit both the bounds (4.80) and (4.87) become infinite, and so uniqueness
holds at all frequencies provided (4.79) is satisfied, which gives cosec2β ≤ 2.
This therefore recovers a special case of the uniqueness theorem proved in
Subsection 3.2.1.

As the proof in Subsection 4.2.4.1 depends on the relative position and
size of the semicircles circumscribing the pair of surface-piercing bodies, the
bound (4.80) is the same for any pairs with the same water-line intersections
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also contained within the semicircles. Hence, the problem of two horizontal
strips in the free surface has the same bound as the problem of two half-
immersed circles of diameters equal to the strip lengths. The extended aux-
iliary integral identity obtained in Subsection 3.2.3 allows us to improve the
method developed here, but this material is treated in detail below.

4.2.4.3. Further Results

Here we present several uniqueness theorems obtained with the help of the
technique developed in Subsection 4.2.4.1 and its modifications.

Example 1: A Single Body in Water of Finite Depth Near a Coastline

The water depth is assumed to be equal to d everywhere except for a neighbor-
hood of the origin (the shoreline), where the bottom B meets the x axis (see
Fig. 4.14). The surface-piercing body D+ with wetted surface S is contained
in a semicircle of radius r+ centered on the x axis. Moreover, we assume that
the body is in contact with its bounding semicircle at the water-line position
nearest the origin, that is, at x = h. The other water-line intersection of the
body be denoted by P+.

Let there exist a number r− > r+ + h such that the semicircle of radius
r− centered on the x axis and with one end at the origin belongs to W̄ . The
part of the free surface between the body and the shoreline is denoted F0,
and that part to the right of P+ is F∞. In addition, Fe

∞ and W e are the parts
of F∞ and W, respectively, that are between the semicircles of radius r±. At
last, we assume that for some β ≤ π/2, a straight line down from P+ at an
angle β to F∞ does not intersect D+, and it intersects B outside the region of
depth variations. We note that it is advantageous to use as large a value of β
as possible.

✢
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✲

✻

❄

✻
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❆
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Figure 4.14.
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Let the above-listed geometric conditions hold, and let

M =
[

1− sin(2k0d cotβ)

cotβ sinh 2k0d

] [
1+ hr−

r+(r− − r+ − h/2)

]
,

where for β = π/2 the expression in the first set of brackets should be under-
stood as a limit as β → π/2.

If the inequality M < 2 sin2 β is valid, then the homogeneous water-wave
problem has only a trivial solution for all ν > 0, which do not exceed

(2− Mcosec2β)

2πr−

[
(r− − h/2)(r− − r+ − h/2)

h(2r+ + h)

]1/2

. (4.88)

Let us discuss this upper bound and possible improvement resulting from
another transformation.

1. It is easily verified that M is a monotonically decreasing function of r−,
and that (4.88) consequently increases with r−. Hence the best upper bound
is produced by choosing the largest possible value of r−; that is, by expanding
that semicircle until it touches the bottom B.

Let r1 be the radius of the smallest semicircle, centered on the x axis, that
circumscribes D+. As a function of r+, M has a minimum at

r+ = (2r− − h)/4 = r2,

say, and thus the upper bound (4.88) is a decreasing function of r+ for r+ ≥ r2.
Hence, if r1 ≥ r2, then the optimum value of (4.88) is produced by choosing
r+ = r1, whereas if r1 < r2, the optimum choice will lie in [r1, r2).

It is interesting to consider two limiting cases of the problem in Fig. 4.14,
first as the depth becomes large, and then as the body D+ approaches the coast-
line. If we let d tend to infinity, then r− can tend to infinity simultaneously,
and from (4.88) we get the upper bound

2r+ sin2 β − (r+ + h)

2πr+(h2 + 2hr+)1/2
sin2 β

for the values of ν that are not point eigenvalues. One can easily see that M
tends to

1− sin(2k0d cotβ)

cotβ sinh 2k0d
as h → 0.

In this case the upper bound (4.88) for the values ν not in the point spec-
trum tends to infinity, and in the limit as h → 0 we have the special case of
the uniqueness theorem in Subsection 3.2.1; the inequality for M takes the
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form

sin(2k0d cotβ)

cotβ sinh 2k0d
> cos 2β

in this situation.
2. It is worth noting that other coordinate transformations can be used in

place of a bipolar system of the type of (4.77) in order to try to improve the
bound (4.88). Such transformations do not have to be conformal mappings
and we consider the transformation (x, y) !→ (ρ, θ) given by

x = A + ρ(B + cos θ ), y = ρ sin θ, (4.89)

where A and B are constants at our disposal. The lower half-plane becomes
{−π < θ < 0, 0 < ρ <∞}, andρ = const gives a circle of radiusρ centered
at (A + Bρ, 0). Referring back to Fig. 4.14, we see that we have a suitable
mapping for the water domain with constants A and B that satisfy

A + Br+ = r+ + h, A + Br− = r−.

Thus we have

A = hr−
r− − r+

, B = r− − r+ − h

r− − r+
.

It is easily shown that, for r− > r+ + h/2, the inequalities

h < A < h + 2r+, −1 < B < 1

hold with B and r+ + h − A taking the same sign as r− − h − r+. Hence, we
get the following for Jacobian in the lower half-plane:

∂(x, y)

∂(ρ, θ )
= ρ(1+ B cos θ ) �= 0.

Note that this Jacobian vanishes when ρ = 0, that is, at (A, 0). If the body
D+ does not have the same water-line intersection as the smaller semicircle,
it is possible that this point can be in F∞. However, the transformation (4.89)
is not needed inside the smaller semicircle, so the method will still work even
if the transformation can be singular in the closure of the water domain.

We have ∂x/∂ρ = B + cos θ , and θ = 0 (θ = π ) corresponds to F∞ (F0).
Then

ν

∫
F0

|u|2 dx = (1− B)ν
∫ r−

r+
|v(ρ,−π )|2 dρ,

ν

∫
Fe∞
|u|2 dx = (1+ B)ν

∫ r−

r+
|v(ρ, 0)|2 dρ,

where v(ρ, θ ) = u(x, y).
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We follow the approach used in Subsection 4.2.4.1 for deriving

ν

∫
F0

|u|2 dx ≤ 2ν
1− B

1+ B

∫
Fe∞
|u|2 dx + 2πν(1− B)

∫ r−

r+

∫ 0

−π
|vθ |2 dθdρ.

Since |vθ |2 ≤ [(xθ )2 + (yθ )2]|∇u|2 = ρ2|∇u|2, we have

∫ r−

r+

∫ 0

−π
|vθ |2 dθdρ ≤

∫ r−

r+

∫ 0

−π
|∇u|2 ∂(x, y)

∂(ρ, θ )

ρ dρdθ

1+ B cos θ

≤ r−
1∓ B

∫
W e
|∇u|2 dxdy.

Here the upper (lower) sign corresponds to r− > r+ + h (r− < r+ + h) and
so
∫

W
|∇u|2 dxdy ≤ ν

(
1+ 2

1− B

1+ B

) ∫
Fe∞
|u|2 dx + 2πνr−

∫
W e
|∇u|2 dxdy.

Hence we arrive at the following assertion.
The uniqueness holds if

M ′

2 sin2 β
+ 2πνr− ≤ 1, (4.90)

where

M ′ =
[

1− sin(2k0d cotβ)

cotβ sinh 2k0d

](
1+ 2

1− B

1+ B

)
.

It is easily seen that M ′ is a monotonically increasing function of r+ for
r+ < r− − h/2, and that the upper bound for ν from (4.90) consequently
decreases with r+. Then, the best upper bound is achieved by using the smallest
possible value of r+, namely r1.

As a function of r−, M ′ is monotonically decreasing. Hence, the upper
bound for ν is increasing for r+ + h/2 < r− ≤ r+ + h. It can be shown that
the optimum choice for r−, ignoring constraints of the geometry, depends on
the quantity

D = 1− sin(2k0d cotβ)

cotβ sinh 2k0d
− 2h sin2 β

4r+ + 7h
.

If D < 0, then choose r− = r+ + h, whereas if D > 0, then the best upper
bound occurs for some r− > r+ + h.

The transformation (4.89) does not fail for r− = r+ + h (unlike bipolar
coordinates). In this case B = 0 and (r, θ ) are plane polar coordinates with
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center at (r−, 0), allowing us to establish the uniqueness for

0 < ν ≤ 2 sin2 β − M ′

4π (r+ + h) sin2 β
,

provided M ′ < 2 sin2 β, where

M ′ = 3

[
1− sin(2k0d cotβ)

cotβ sinh 2k0d

]
.

This is clearly an improvement over the previous corresponding result.

Example 2: Two Bodies in Water of Finite Depth

We consider the finite-depth water layer extending to both x = ±∞. For sim-
plicity, we first restrict our attention to the case of uniform depth. Moreover,
we consider only the case in which two bodies are symmetric about a vertical
line (without loss of generality, it is the y axis). The right half of this geom-
etry arises when one replaces the curvilinear part of B in Fig. 4.14 by two
straight segments: the vertical one, Bv , having length d and directed along
the negative y axis; and the horizontal one, constituting with the rest of B (it
is horizontal) a half-line Bh = {x > 0, y = −d}.

Under this condition we can split the solution u of the homogeneous bound-
ary value problem in the symmetric water domain into two parts: u(+) is sym-
metric, and u(−) is antisymmetric with respect to the y axis (cf. Subsection
4.2.2). These latter functions can be investigated in the half W of the whole
water domain (W is shown in Fig. 4.14, where amendments described above
should be made). The function u(+) must satisfy the homogeneous water-
wave problem in W. The function u(−) must satisfy all the same conditions
except for the bottom boundary condition. The latter is to be replaced by two
conditions:

∂u(−)/∂n = 0 on Bh ∪ S, u(−) = 0 on Bv. (4.91)

For the function u(+), the theorem formulated for Example 1 is obviously
valid. The same is true for the function u(−) because conditions (4.91) allow
us to prove the equipartition of energy similarly to the Neumann boundary
condition on B. Hence we obtain the following proposition.

Let two surface-piercing bodies be floating in water of constant depth d.
Let these bodies be symmetric about a vertical line distance h from each of
them. If the right-hand body satisfies the conditions of the first assertion for
Example 1 with r− = d, then the homogeneous water-wave problem has only
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a trivial solution for all ν > 0 that do not exceed

(2− Mcosec2β)

2πd

[
(d − h/2)(d − r+ − h/2)

h(2r+ + h)

]1/2

,

provided

M =
[

1− sin(2k0d cotβ)

cotβ sinh 2k0d

] [
1+ hd

r+(d − r+ − h/2)

]
is less than 2 sin2 β.

This proposition essentially complements the result proven for u(+) in
Subsection 4.2.2, because here the uniqueness is guaranteed in an interval
beginning at zero, unlike the first interval provided by the inequality (4.48)
with a minus sign. As far as u(−) is concerned, it is difficult to check whether
the last proposition adds anything new to the first interval of uniqueness
defined by (4.48) with a plus sign.

Example 3: Three Bodies in Water of Finite Depth

The bodies D± are contained in semicircles of radii r±, centered on the x
axis. The body D0 lies between the arcs O+Q+ and O−Q−, which each have
radius d, and intersect the x axis at right angles. As in Subsection 4.2.4.1,
each body D± must be in contact with its bounding semicircle at one water-
line intersection, which in this case is the one nearest the body D0. The other
water-line intersections are denoted by P±.

The parts of the mean free surface between D± and D0 are labeled F (±)
0 ,

and they are of length h±, respectively. The remaining parts of the mean free
surface between P± and x = ±∞ are denoted by F (±)

∞ . Straight lines P±R±
at an angle β± to F (±)

∞ must not intersect D±. Finally, any depth variations that
exist must be between R− and R+, and they must be below the semicircles of
radius d. The corresponding geometry is shown in Fig. 4.15 for the case of a
flat bottom, and the following proposition holds for it.

Let the above-listed geometric conditions hold along with the inequalities
d > r± + h±/2 and (1+ A±)C± < 1, where

A± = dh±
r±(d − r± − h±/2)

, C± = 1

2 sin2 β±

[
1− sin(2k0d cotβ±)

cotβ± sinh 2k0d

]
.

Then the homogeneous water-wave problem has only a trivial solution for all
positive values of ν, which do not exceed

1−max±{(1+ A±)C±}
πd B

,
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where

B = max± {B±} = max±

[
2h±r± + h2

±
(d − h±/2)(d − r± − h±/2)

]1/2

.

Under the hypothesis of the proposition, the proof in Subsection 4.2.4.1
can be adapted to the present geometry by repeating the estimates twice. In
the case that involves D±, the semicircles of radii d and r± must replace r−
and r+, respectively. Also, h is replaced by h±.

Letting d →∞ in the obtained proposition, one gets an assertion for three
surface-piercing bodies in deep water.

Let the bodies D± satisfy the assumptions made at the beginning of the
present subsection, and let the body D0 lie between the vertical lines through
the points O±. Let the water domain W have infinite depth. If the inequality

max±

{
r± + h±

r± sin2 β±

}
< 2

holds, then the homogeneous water-wave problem has only a trivial solution
for all ν > 0, which do not exceed

1−max± {(r± + h±)/(2r± sin2 β±)}
π max±

{
(2h±r± + h2

±)1/2
} .

In conclusion, we note that since the two problems involving D+ and D−
are dealt with separately, there is no reason why the (uniform) depths for large
|x | should not take different values d± at±∞, provided always that the region
of depth variation is between R+ and R−, and below the larger semicircle in
each problem. Of course, this also means that k0 takes different values k±0 in
the two problems.
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4.2.5. Toroidal Bodies Without Axial Symmetry

In this subsection we consider the three-dimensional water-wave problem for
a surface-piercing toroidal body of arbitrary shape, that is, without assump-
tion about axial symmetry. We use the technique developed in the previous
section and based on coordinate transformations. We shall use two different
transformations, because one of them is only appropriate to the infinite-depth
case, but usually gives a better bound than the other. The second transforma-
tion can also be used in the finite-depth case. In Subsection 4.2.5.1, we start
with obtaining an upper bound for the uniqueness interval in the case of the
deep-water problem and discuss this bound in the end. Another bound for the
case of deep water is given in Subsection 4.2.5.2; also, we compare it with
the first bound and outline a modification needed for water of finite depth.

It is convenient to use horizontal polar coordinates (r, θ ) defined by

x1 = r cos θ, x2 = r sin θ.

We denote the surface-piercing toroidal body (its wetted surface) by D (S).
Let D be contained in a half of a circular torus:

(r − r+ − h)2 + y2 = r2
+, y < 0

for some positive constants r+ and h. Thus, the half-torus has ring diameter
2r+, and it encloses a “pool” of diameter 2h. As usual, the water domain is
denoted by W, and F∞ (F0) denotes the external (internal) free surface.

We assume that the internal water-line intersection of the body is the same
as that of the half-torus, namely the circle r = h. We also suppose that D
satisfies John’s condition; that is, no vertical line down from the free surface
intersects the body (nor a region of depth variation in the finite-depth case).
Notice, however, that it is not necessary to assume D to be axisymmetric.

4.2.5.1. Deep Water

The aim of this subsection is to prove the following uniqueness theorem.
Let the above geometric conditions hold, and let h < r+

√
2. Then the

homogeneous water-wave problem has only a trivial solution for all ν > 0
less than or equal to

2r2
+ − h2

2πr+[h(2r+ + h)3]1/2
. (4.92)

In order to prove this theorem we use the toroidal coordinates (σ, θ, τ ):

(x1, x2) = a sinh τ

cosh τ − cos σ
(cos θ, sin θ ), y = a sin σ

cosh τ − cos σ
(4.93)
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(see, for example, Section 10.3 in Morse and Feshbach [251]). The mapping
(x1, x2, y) !→ (σ, θ, τ ) maps the lower half-space {y < 0} into the following
semi-infinite parallelepiped

{−π < σ < 0, 0 ≤ θ < 2π, 0 ≤ τ <∞},
and the surface τ = const is the image of torus

(r − a coth τ )2 + y2 = (a cosech τ )2.

Thus, in order to map the half-torus, which contains D, into one of these
coordinate surfaces, we have to find positive constants a and d0 such that

r+ = a cosech d0, h + r+ = a coth d0

which gives cosh d0 = 1+ h/r+, and a = (h2 + 2hr+)1/2.
In what follows, it is convenient to write

A = sinh τ sin σ, B = cosh τ cos σ − 1, C = cosh τ − cos σ.

Then, A2 + B2 = C2, and taking into account that x = (x1, x2), we have

xσ = −a A

C2
(cos θ, sin θ ), xθ = a sinh τ

C
(−sin θ, cos θ ),

xτ = −aB

C2
(cos θ, sin θ ), yσ = aB

C2
, yθ = 0, yτ = −a A

C2
.

It is well known that (σ, θ, τ ) are orthogonal coordinates, and the Lamé con-
stants hσ , hθ , and hτ are given by

hσ =
(|xσ |2 + y2

σ

)1/2 = a

C2
(A2 + B2)1/2 = a

C
,

hθ =
(|xθ |2 + y2

θ

)1/2 = a sinh τ

C
,

hτ =
(|xτ |2 + y2

τ

)1/2 = a

C2
(B2 + A2)1/2 = a

C
.

Hence,

∂(x, y, z)

∂(σ, θ, τ )
= hσhθhτ = a3 sinh τ

C3
.

Also, {σ = 0} is the image of {x2 + y2 > a2, y = 0}, which contains F∞, and
{σ = −π} is the image of {x2 + y2 < a2, y = 0}, which contains F0. Thus,
we have the following on F :

dx = a2 sinh τ

C2
dθdτ = a2 sinh τ

(cosh τ ∓ 1)2
dθdτ,
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where plus (minus) must be used on F0 (F∞). In fact, F0 corresponds to

{σ = −π, 0 ≤ τ < d0},
and similarly

{σ = 0, 0 ≤ τ < d0}
corresponds to Fe

∞, which is the part of F∞ external to the half-torus. In
addition, the part of the water domain external to the half-torus will be denoted
by W e, and that corresponds to {−π < σ < 0, 0 ≤ τ < d0}. Thus,

ν

∫
F0

|u|2 dx = νa2
∫ d0

0

∫ 2π

0
|u(−π, θ, τ )|2 sinh τ

(cosh τ + 1)2
dθdτ

≤ νa2

4

∫ d0

0

∫ 2π

0
|u(−π, θ, τ )|2 sinh τ dθdτ. (4.94)

As in Subsection 4.2.4.1, we have

|u(−π, θ, τ )|2 ≤ 2

{
|u(0, θ, τ )|2 + π

∫ 0

−π
|uσ |2 dσ

}
. (4.95)

Hence,

ν

∫
F0

|u|2 dx ≤ νa2

2

∫ d0

0

∫ 2π

0
|u(0, θ, τ )|2 sinh τ dθdτ (4.96)

+ πνa2

2

∫ d0

0

∫ 2π

0

∫ 0

−π
|uσ |2 sinh τ dσ dθdτ. (4.97)

We can form an upper bound of (4.96) by

νa2

2
(cosh d0 − 1)2

∫ d0

0

∫ 2π

0
|u(0, θ, τ )|2 sinh τ

(cosh τ − 1)2
dθdτ

= ν

2
(cosh d0 − 1)2

∫
Fe∞
|u|2 dx .

To bound (4.97) we observe that

|uσ |2 ≤ h2
σ |∇u|2 = a2

C2
|∇u|2.

So, a suitable bound is as follows:

πνa4

2

∫ d0

0

∫ 2π

0

∫ 0

−π
|∇u|2 sinh τ

C2
dσdθdτ

= πνa

2

∫ d0

0

∫ 2π

0

∫ 0

−π
|∇u|2 C

∂(x, y, z)

∂(σ, θ, τ )
dσdθdτ = πνa

2

∫
W e
|∇u|2 C dxdy

≤ πνa

2
(cosh d0 + 1)

∫
W e
|∇u|2 dxdy. (4.98)
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As usual, Green’s theorem shows that there is equipartition of energy in
the homogeneous water-wave problem:∫

W
|∇u|2 dxdy = ν

∫
F
|u|2 dx . (4.99)

Then (4.96)–(4.99) together give∫
W
|∇u|2 dxdy ≤ ν

∫
F∞
|u|2 dx + ν

2
(cosh d0 − 1)2

∫
Fe∞
|u|2 dx

+ πνa

2
(cosh d0 + 1)

∫
W e
|∇u|2 dxdy. (4.100)

As the toroidal body satisfies John’s condition, the estimate derived in Sub-
section 3.2.1 applies:

ν

∫
F∞
|u|2 dx ≤ 1

2

∫
W c
|∇u|2 dxdy, (4.101)

where W c is the part of W covered by vertical lines down from F∞. Hence,
(4.100) becomes∫

W
|∇u|2 dxdy <

[
1

2
+ 1

4
(cosh d0 − 1)2 + πνa

2
(cosh d0 + 1)

]
×

∫
W
|∇u|2 dxdy,

since Fe
∞ ⊆ F∞, W c ⊆ W , and W e ⊆ W . The last inequality will clearly be

a contradiction if

1/2(cosh d0 − 1)2 + πνa(cosh d0 + 1) ≤ 1, (4.102)

unless ∇u ≡ 0, and so u ≡ 0, because u → 0 as r →∞. Note that equality
is included in (4.102), since W c is never the whole of W. Rearranging (4.102),
we obtain the upper bound (4.92), which completes the proof.

Let us look at the bound (4.92) in the limit as h → 0. The limit body would
have no internal free surface. Then the water-wave problem should be unique
for all frequencies by the result in Subsection 3.2.1. This is confirmed by the
behavior of (4.92), which tends to infinity like

[8πr+h]−1/2 as h → 0.

The same behavior has the upper bound as r+ → ∞ for fixed h. Moreover,
as (4.92) has zero for h = r+

√
2, it is clear the bound achieves a maximum for

some finite r+. This maximum occurs for r+ = rm = (1+√6/2)h. Hence,
if the geometry allows it, the choice r+ = rm should be made; otherwise the
minimum possible r+ should be chosen.
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Note that the coordinate transformation (4.93) is singular at τ = ∞, which
is the polar circle {r = a, y = 0}, and part of this may be in the external free
surface F∞, if the body D does not have the same water-line area as the
half-torus. However, the transformation is not needed inside the half-torus, so
the method will still work even if τ can be infinite in the closure of the water
domain.

There are two weaknesses of the simple bound (4.92). One is that it is
nonpositive for a toroidal body with h ≥ r+

√
2, so that nothing can be said

about uniqueness if the pool diameter is large enough. The second lies in the
fact that the bound (4.95), and hence what follows, involves integrating with
respect to σ for fixed θ and τ , and hence along a semicircle in a given half-
plane of constant θ . In order to construct the bound on the potential energy
for free-surface points close to the origin, the semicircle used must be very
large, and must therefore involve large depth. Consequently, this construction
cannot be used in any finite depth of water, no matter how large the depth is.

In order to get around these two difficulties, we use another construction
of the bound on the potential energy.

4.2.5.2. Another Bound

Here we consider the coordinates (r, θ, α) given by

(x1, x2) = [A + ρ(B + cosα)] (cos θ, sin θ ), y = ρ sinα. (4.103)

Here A and B are constants at our disposal. These coordinates can be de-
rived by rotating around the vertical axis (and relabeling) the second set of
coordinates [see (4.89)] used in Subsection 4.2.4 to construct a bound in the
two-dimensional finite-depth case.

The surface ρ = const > 0 is the torus (r − A − Bρ)2 + y2 = ρ2. Thus,
the half-torus that contains D is the surface {ρ = r+,−π < α < 0}, provided
A + Br+ = r+ + h. We also consider a torus of radius r− > r+ + h/2 that
touches the vertical axis at the origin provided A + Br− = r−. We easily find
that

A = hr−
r− − r+

, B = 1− h

r− − r+
, (4.104)

and hence h < A < h + 2r+ and −1 < B < 1, with B and (r+ + h − A)
taking the same sign as r− − h − r+.

Under the transformation (x1, x2, y) !→ (ρ, θ, α), the surface F0 maps to

{α = −π, r+ < ρ ≤ r−},
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and

{α = 0, r+ < r < r−}
is the image of Fe

∞, which is, in this subsection, the part of F∞ between
the two tori. As usual, a bound for the potential energy at each point of F0

except the origin can be constructed by integration along a semicircle in water
corresponding to constant values of ρ and θ . The origin, which is a singularity
of (4.103) and (4.93), can be deleted from F0 without changing the potential
energy integral.

We have

∂(x1, x2, y)

∂(ρ, θ, α)
= ρ(1+ B cosα)[A + ρ(B + cosα)].

The region of interest here is {r+ < ρ < r−,−π < α < 0}. As |B| < 1, this
Jacobian does not vanish between the two tori; also

dx = (1± B)[A + ρ(B ± 1)] dρdθ on F,

where plus (minus) should be taken on F∞ (F0). Now following the scheme
given in Subsection 4.2.5.1 [see (4.94)–(4.97)], we obtain from (4.99)

∫
W
|∇u|2 dxdy ≤

[
1

2
+ h2

(2r+ + h)(2r− − 2r+ − h)
+ 2πνCr−

]
×

∫
W
|∇u|2 dxdy. (4.105)

Therefore, we have the following theorem.
Let the geometric conditions described in Subsection 4.2.5.1 hold. In

addition, let there exist a number r− such that

2r− > 2r+ + h + 2h2

2r+ + h
, (4.106)

and the half-torus (r − r−)2 + y2 = r2
−, y ≤ 0 belongs to the closure of the

water region. Then the homogeneous water-wave problem has only a trivial
solution for all ν > 0, which do not exceed

1

4πCr−

[
1− 2h2

(2r+ + h)(2r− − 2r+ − h)

]
, (4.107)

where C = 1 when r− ≥ r+ + h and

C = (1− B)/(1+ B) = h/(2r− − 2r+ − h) when r− < r+ + h.

Here B is given in (4.104).
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This theorem is stated for deep water, in which case the geometry imposes
no upper limit on the value of r−. The lower limit on r− given by (4.106)
ensures that the bound (4.107) is positive, and (a fortiori), that the torus
ρ = r− contains the torus ρ = r+.

Let us compare the upper bounds (4.92) and (4.107), which both apply
for deep water. The latter bound contains the parameter r−, which can be
chosen, subject to (4.106), and this is useful. Choosing r− = r+ + h, so that
the tori have concentric cross section, we get that B = 0. Hence, uniqueness
is proved for

0 < ν ≤ 2r+ − h

4π (2r+ + h)(r+ + h)
,

provided r+ > h/2.
Even this simple bound can be used in cases in which (4.92) cannot, namely

for a greater range of r+/h. However, the bound (4.107) is not subject to any
restriction on r+ and gives a useful bound even for sufficiently small values
of r+. Furthermore, (4.107) can be optimized with respect to r−, giving

0 < ν ≤ νm =
[
(m2 + 2h2)1/2 − h

√
2
]2

2πm3
, (4.108)

where m = 2r+ + h. This optimum is achieved by using

2r−
m
=
[

1−
(

2h2

m2 + 2h2

)1/2
]−1

.

This optimized upper bound (4.108) is particularly useful when (4.92) and
(4.107) do not apply, that is, for r+ < h/2. In fact, as r+ → 0 we have m → h,
so νm = (5− 2

√
6)/(2πh) is achieved by using 2r− = (3+√6)h.

The bound (4.108) can also be optimized as a function of r+. A single
maximum occurs for m2 = 6h2; that is, r+ = (

√
6− 1)h/2 and this gives

νm ≤ (6πh
√

6)−1.
Let us consider modifications needed for the finite-depth case. The bound

(4.101) is in this case replaced by

ν

∫
F∞
|u|2 dx ≤ M1

2

∫
W c
|∇u|2 dxdy,

where

M1 = 1− 2k0d

sinh 2k0d
,

and k0 is the unique positive root of k0 tanh k0d = ν. This revised bound
changes (4.105), and so uniqueness will follow for all ν > 0, which do not
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exceed

1

4πCr−

[
2− M1

{
1+ 2h2

(2r+ + h)(2r− − 2r+ − h)

}]
.

This will be nonnegative provided r− can be found such that

2r− > 2r+ + h + 2M1h2

(2− M1)(2r+ + h)
.

As the positions of the bottom B and the body D impose restrictions on
r−, it may occur that no value of r− can be found to use in this proof of
uniqueness. In particular, if d ≤ r+ + h/2, then this uniqueness proof cannot
be used.

4.3. Bibliographical Notes

4.1. Presumably, the first application of the inverse method in the linear theory
of water waves was made by Troesch [319]. He had found some conical and
hyperboloid containers along with the corresponding frequencies and modes
in the sloshing problem. Roseau [299], Chapter 8, developed the inverse
method for the problem of water oscillations in an infinite channel of variable
depth.

Using the inverse procedure, McIver [230] constructed the first example
of trapped waves in the two-dimensional water-wave problem. Her example
is given by our function u(+)

1 . Other examples considered in Subsection 4.1.1
have been considered by Kuznetsov, and Porter has supplied the numerical
examples (these results are unpublished). McIver and McIver [240] gener-
alized the construction from [230] to the axisymmetric problem (see Sub-
section 4.1.2). Structures trapping higher azimuthal modes were obtained
numerically by Kuznetsov and McIver [169].

Other results on trapped modes. Recently, McIver [232] produced con-
vincing numerical evidence that a pair of totally submerged two-dimensional
bodies, which are symmetric about a vertical axis and support a trapped mode,
does exist. Another example of a totally submerged trapping structure was
obtained by McIver and Porter [234], who produced numerical evidence that
trapping frequencies exist for submerged tori having elliptical meridional
cross section. Numerical evidence of modes trapped by a pair of surface-
piercing bodies in the presence of a submerged body is obtained by Evans
and Porter [83].

Newman [266] numerically performed a hydrodynamic analysis of the
McIver toroid constructed in [240] and discovered that added mass, damping,
and elevation of the free surface in the moon pool inside the toroid demonstrate



4.3. Bibliographical Notes 213

singular behavior in the resonant regime. McIver and Newman [241] modified
the approach developed in [240] and [169] in order to construct nonaxisym-
metric trapping structures in the three-dimensional water-wave problem.

4.2. The uniqueness theorems presented in Subsection 4.2.1 were published
in papers by Kuznetsov and Maz’ya [168] (the case of shell) and Kuznetsov,
McIver, and Linton [170] (the case of barriers). In connection with the latter
paper, it should be mentioned that numerous papers treating various aspects
of problems involving vertical barriers are surveyed by Evans [72], Evans and
Porter [81], Chakrabarti [37], and Mandal and Banerjea [213].

The uniqueness theorem for water of infinite depth presented in Subsec-
tion 4.2.2.2 was published by Linton and Kuznetsov [207], and Kuznetsov
generalized it for water of finite depth (this unpublished result is given in
Subsection 4.2.2.1). The proposition in Subsection 4.2.2.3 that is contrary to
a particular case of the uniqueness theorem for deep water was obtained by
Motygin and Kuznetsov [256].

The uniqueness result in Subsection 4.2.3.1, valid for all azimuthal modes
in deep water, is borrowed from the work [169] by Kuznetsov and McIver.
The generalization of the uniqueness property in the axisymmetric problem
to a wider class of geometries presented at the end of Subsection 4.2.3.1 is
a straightforward consequence of the energy inequality published in a note
by Kuznetsov and Simon [176]. The finite-depth uniqueness theorem in Sub-
section 4.2.2.3 has not been published before. The results in Subsection 4.2.4
were published in the papers [174, 175] by Kuznetsov and Simon, but the
simpler upper bound (4.87) had originally appeared in the note [153] by
Kuznetsov. In Subsection 4.2.5, the results of the preprint [306] by Simon
and Kuznetsov are presented.



5

Horizontally Periodic Trapped Waves

The most well-known trapped mode in the theory of water waves is the simple
exponential solution derived by Stokes [313]. It describes a wave over a
uniformly sloping beach that can travel unchanged in the direction of the
shoreline, and that decays exponentially to zero in the seaward direction.
The Stokes edge wave is characterized by being confined to or trapped by
the boundary, in this case the beach, despite the fact that the fluid region is
unbounded. Little interest was shown in this solution for over a 100 years.
Thus Lamb [179], p. 447, states “it does not appear that the type of motion here
referred to is very important.” Only in the last forty years or so have further
examples of such trapped modes been discovered, and it was recognized that
“there is now considerable evidence which indicates that edge waves are
common in occurrence and practical use” (see Le Blond and Mysak’s book
[183], p. 227). Thus the aim of the present chapter is to review many papers
representing a considerable progress in the investigation of edge waves and
other types of trapped modes that have occurred during the past twenty-five
years. The material here is to a great extent borrowed from a survey paper
by Evans and Kuznetsov [75], but we also cover new results published since
1995, when that paper was written.

The Stokes solution is an eigenfunction corresponding to a point eigenvalue
below the continuous spectrum of the Laplacian operator satisfying certain
boundary conditions in an unbounded domain. General results on the nature
of the spectrum in unbounded domains are few and involve deep analysis,
and it is for this reason that the consideration of trapped modes has attracted
the attention of many mathematicians.

Like the Stokes edge wave, all trapped modes we are going to describe in
the present chapter are periodic (or can be continued periodically) in one of
two horizontal directions. It is interesting to note that for some geometries the
results of this chapter are the same as those obtained in the previous chapters
for the two-dimensional problem. Besides, there are geometries for which
some new effects arise.

214
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We conclude our this introductory remarks by noting that the basis of our
consideration is the same classical linearized theory of water waves as in the
other four chapters of Part 1. Meanwhile, for sufficiently long waves it is pos-
sible to adopt the linearized shallow-water equations as a starting point, and
this simplification enables a number of explicit solutions for trapped modes
or edge or shelf waves to be constructed for particular bottom geometries.
Such long waves are of considerable importance in oceanography, and many
observations of these waves exist. We shall not be concerned with such so-
lutions here because an excellent review of the subject was already given by
Mysak [257].

The plan of the chapter is as follows. In Section 5.1, we describe notations
(they are distinguished from those in the previous chapters) and remind the
reader of the governing equations. After that we give a brief description of
two distinct types of trapped modes: the first embracing generalizations of
the Stokes edge waves to arbitrary bottom shapes and submerged horizontal
cylinders and including modes for pairs of surface-piercing cylinders, and
the second introducing the relatively new possibility of trapped modes near
vertical cylinders in channels.

In Section 5.2, the latest results on edge waves are described, including
a summary of recent existence and uniqueness proofs and a description of
methods for estimating bounds on the allowable frequencies of edge waves.

Section 5.3 is concerned with trapped modes above submerged horizontal
cylinders or protrusions on the bottom. A description of a recent existence
proof and a method for determining lower bounds on the eigenfrequencies
are presented. The latter method also provides the uniqueness theorem for
a certain class of bottom obstructions. Similar questions of uniqueness and
trapped modes for surface-piercing cylinders are considered in Section 5.4.

In Section 5.5, some recent papers dealing with trapped modes in wave
channels containing vertical cylinders are described. The aim is to indicate
methods for constructing solutions for particular cylinders and to describe a
general existence proof for a class of vertical cylinders.

5.1. Two Types of Trapped Modes

In what follows we use notations that distinguish from those in the previ-
ous chapters. First, Cartesian axes are denoted (x, y, z), and they are chosen
so that y is directed vertically upward and x and z are in the plane of the
unperturbed free surface. Since problems under consideration are stated in
one or other cross section of a water domain, we reserve the letter W for the
corresponding cross section, and F , S, and B denote cross sections of the free
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surface, of immersed bodies or/and walls, and of the bottom, respectively. We
write &(x, y, z, t) for a time-dependent velocity potential, which satisfies the
Laplace equation

&xx +&yy +&zz = 0 (5.1)

in the domain occupied by water. The linearized free surface condition has
the form

&t t + g&y = 0 (5.2)

on the corresponding part of {y = 0}. Since we are interested only in time-
harmonic eigensolutions, we impose the homogeneous Neumann condition
on rigid boundaries,

∂&/∂n = 0, (5.3)

where n is the unit normal directed into water.
Equations (5.1)–(5.3) form the basis for particular problems formulated in

this subsection. They describe two distinct physical situations when the de-
pendence upon z or y may be eliminated, leaving two-dimensional problems
that may have trapped mode solutions.

First, we state problems for geometries allowing us to separate the z co-
ordinate (see Subsection 5.1.1). These problems describe the edge waves
(Section 5.2), trapped modes above submerged obstacles (Section 5.3), and
oblique waves trapped by surface-piercing structures (Section 5.4). Second,
we consider channels having vertical walls and containing vertical cylinders
extending throughout the depth (see Subsection 5.1.2). In this situation the
dependence on the y coordinate may be removed. Apparently, this evident
classification has been proposed explicitly in the survey paper by Evans and
Kuznetsov [75].

5.1.1. Modes Trapped by Surfaces with Horizontal Generators

Let water contain an obstruction having constant cross section in the z direc-
tion. This might be immersed cylinders or a bottom topography varying with
x such as a sloping beach. Then solutions to (5.1)–(5.3), corresponding to
waves of frequency ω and wavenumber k traveling along the obstruction can
be sought in the form

&(x, y, z, t) = φ(x, y) cos(kz − ωt). (5.4)

It follows by substituting (5.4) into (5.1)–(5.3) that the function φ(x, y),
defined on a two-dimensional domain W that is a cross section of water
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orthogonal to the z axis, satisfies the following boundary value problem:

φxx + φyy = k2φ in W, (5.5)

φy − νφ = 0 on F, (5.6)

∂φ/∂n = 0 on S ∪ B. (5.7)

Here F , S, and B denote parts of the boundary ∂W , lying in the free surface,
and in the solid surfaces of immersed bodies and of the bottom, respectively,
and ν = ω2/g.

The problem of (5.5)–(5.7) is a spectral problem, in the sense that one of
the parameters involved (ν or k2) should be treated as a spectral parameter
(eigenvalue), which is to be found simultaneously with the corresponding non-
trivial solution (eigenfunction). It makes no difference which of the parameters
is considered to be the eigenvalue and is to be determined in terms of the other
which is to be prescribed. Both approaches are equivalent and will be applied
in what follows.

We say that a certain eigenvalue belongs to the continuous spectrum of the
problem if the corresponding eigensolution φ has an infinite energy norm, so
that the wave mode has infinite energy per unit length of the z axis. When
the energy norm of φ is finite, the corresponding value of the spectral pa-
rameter is said to be a point eigenvalue or a point of the point spectrum. In
this latter case the energy of the wave mode is finite per unit length of the
z axis, and the mode or wave is said to be trapped. In application to water
waves, notions of continuous spectrum and of point eigenvalues (they are
well known in spectral operator theory) were introduced in the paper by
Jones [127].

The same problem (5.5)–(5.7) arises when water waves are considered
in a channel that is infinitely long in the x direction and has vertical walls
z = ±b. The latter are spanned by a solid obstruction with horizontal gener-
ators. In this case W denotes the longitudinal section of the channel parallel
to the walls, and the velocity potential can be taken, for example, in the
form

&(x, y, z, t) = Re{φ(x, y)eiωt }cos kz,

where kb = nπ (n = 1, 2, . . .) to ensure that (5.7) is satisfied on the channel
walls. A similar solution with a sine dependence upon z is also possible,
provided kb = (2n − 1)π/2, (n = 1, 2, . . .).

Another physical situation described by (5.5)–(5.7) is as follows. Let in-
finitely long cylinders be immersed in water and let the crests of waves make
a nonzero angle θ with the plane normal to the generators of the cylinders.
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If waves have components of the wavenumber ν (= 2π/λ, where λ is the
wavelength) given by k and l in directions parallel to and normal to the
generators of the cylinders, respectively, then k = ν sin θ , l = ν cos θ , so that
l = (ν2 − k2)1/2 with k < ν = ω2/g. An example of application of such a
problem is provided by Bolton and Ursell [29].

Finally, there is one more case leading to the same problem, namely the
case of waves propagating without change of shape along a uniform channel of
arbitrary cross section. This problem is not considered in the present chapter
and we restrict ourselves to a couple of references: Rosenblat [300] and
Groves [99]. In the latter paper, the author also considers channels of non-
uniform cross section. It should be mentioned that Groves and Lesky [100]
extend results from [99] and study the evolutionary problem of waves in a
channel caused by time-harmonic surface pressure.

5.1.2. Modes Trapped by Vertical Cylinders in Channels

Let the obstruction be a vertical cylinder extending throughout the depth of
water, and let S be the boundary of the cylinder’s cross section. We denote
by W a cross section of fluid orthogonal to the y axis, and we assume that W
does not depend on y. Then the depth dependence may be removed from the
problem by writing

&(x, y, z, t) = φ(x, z) cosh k(y + d) cosωt, (5.8)

where in order to satisfy (5.2) k is chosen to be the real positive root of

ω2 = gk tanh kd, (5.9)

where d is the depth of the channel. Substituting (5.8) into (5.1) and (5.3),
we obtain

φxx + φzz + k2φ = 0 in W, (5.10)

∂φ/∂n = 0 on S, (5.11)

φz = 0 on z = ±h. (5.12)

Here the channel walls are described by

{−∞ < x < +∞,−d ≤ y ≤ 0, z = ±h}.
In considering possible trapped waves we shall be concerned with cylinders

that are symmetric about the center line of the channel, and we shall seek
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solutions which are antisymmetric about the center line so that

φ(x, z) = −φ(x,−z), (x, z) ∈ W,

from which it follows that

φ = 0, on z = 0 outside S. (5.13)

We shall seek solutions of (5.10)–(5.13) having finite energy in W.
The problem (5.10)–(5.13) also describe possible trapped acoustic modes

in a two-dimensional waveguide. Examples of constructive methods for find-
ing solutions of these equations for particular cylinders and the description
of a general existence proof are given in Section 5.5.

5.2. Edge Waves

This section is devoted to a special geometry, when the free surface cross
section is of the form

F = {(x, y) : x > 0, y = 0},
and W is a subdomain of the quadrant {(x, y) : x > 0, y < 0}. An important
example of the bottom shape in this case is an explicitly given curve

S = {(x, y) : x ≥ 0, y = −d(x)}, d(0) = 0, d(x) > 0 for x > 0. (5.14)

Since in this case the boundary of the water domain contains a straight
coastline (the z axis), separating F and S, the trapped modes occurring for
this geometry are usually termed edge waves.

A sloping beach with

d(x) = x tanα, 0 < α < π/2 (5.15)

in (5.14) is the simplest case, for which edge waves exist. The first example of
edge wave modes over a sloping beach was found as early as 1846 by Stokes.
It took 105 years before other edge wave modes for this simple geometry were
found. Thus in June 1951 Ursell announced some new edge wave modes at
an NBS Symposium (see [324]). The following year he published a paper
[325], which in addition to his analytical results presented experimental data
confirming the existence of these new edge wave modes.

Now, almost 150 years after Stokes, the problem of edge waves over
a sloping beach has got a final solution in the paper [144] by Komech,
Merzon, and Zhevandrov. They have demonstrated that Stokes’ and Ursell’s
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edge waves are the only trapped modes over a sloping beach having finite
energy (see also Merzon’s brief presentation [243], where a certain additional
restriction on smoothness of modes is made). These modes and a sketch of the
considerations made by Komech et al. are given in Subsection 5.2.1, where a
brief description of some other results is also given.

In this connection it should be mentioned that Lehman and Lewy [185]
have demonstrated the uniqueness of edge waves in the class of functions
bounded throughout water. More precisely, they proved that there is never
more than one bounded solution, and such a solution cannot be zero at the
beach. However, their result is restricted to the angles α �= π/(2m) with
integer m.

Recently, an extensive review of other geometries that permit the exis-
tence of edge waves was published by Bonnet–Ben Dhia and Joly [30]. They
considered three types of bottom curve S, depending upon its behavior in a
vicinity of the edge:

1. Cliff: S = {(x, y) : x = 0,−d0 ≤ y ≤ 0} ∪ S0, where d0 > 0 and S0 =
{(x, y) : x ≥ 0, y = −d(x)}, d(0) = d0, d(x) > 0 for x ≥ 0.

2. Tangential bottom: d ′(0) = 0 for h in (5.14), but x2−ε/d(x) = O(1) as
x → 0, where ε > 0.

3. Transversal bottom: d in (5.14) satisfies d(x) ∼ x tanα as x → 0.

The function d(x) is assumed to be constant at infinity; that is, d(x) =
d∞ = const for x ≥ x∞ > 0. Precise restrictions on the smoothness of d are
given by Bonnet–Ben Dhia and Joly [30], but for our purposes it is sufficient
to assume that d is piecewise continuously differentiable.

For these geometries a necessary and sufficient condition is obtained for
the existence of at least one edge wave mode for all values of frequency ω

with the square of wavenumber k2 being considered as the spectral parameter.
A review of these results by Bonnet–Ben Dhia and Joly [30] is given

in Subsection 5.2.2, along with a description of earlier results obtained by
Grimshaw [98], Evans and McIver [79], and McIver and Evans [238].

5.2.1. Edge Waves on a Sloping Beach

In his report on recent researches in hydrodynamics, Stokes [313] proposed
the following very simple formula:

φ0(x, y) = exp{−k(x cosα − y sinα)}, (5.16)

which gives an eigensolution to (5.5)–(5.7) in W described by (5.14) and
(5.15) (sloping beach domain), provided the corresponding point eigenvalue
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ν0 has the form

ν0 = k sinα. (5.17)

Here k is considered as an arbitrary parameter, on which the spectral parameter
ν and eigenfunction depend.

Since φ0 decays exponentially at infinity, then it has a finite norm in the
Sobolev space H 1(W ). The solution (5.16) and (5.17) has another remarkable
property in that it satisfies the boundary condition (5.6) throughout the water
domain.

In a breakthrough paper [325], Ursell writes down the Stokes’ eigen-
solution (5.16) and (5.17), notes that values ν ≥ k belong to the continuous
spectrum (as was demonstrated by Peters [285] shortly before), and proposes
the following formulae for a finite sequence of eigensolutions:

νn = k sin(2n + 1)α, n = 1, 2, . . . , such that (2n + 1)α ≤ π/2, (5.18)

φn(x, y) = φ0(x, y)

+
n∑

m=1

Amn( exp{−k[x cos(2m − 1)α + y sin(2m − 1)α]}

+ exp{−k[x cos(2m + 1)α − y sin(2m + 1)α]}), (5.19)

where

Amn = (−1)m
n∏

r=1

tan(n − r + 1)α

tan(n + r )α
.

Ursell gives no derivation of (5.18) and (5.19), and only a brief discus-
sion follows these formulae. He notes that the Stokes eigenvalue ν0 decreases
with α, and that when α reaches a critical angle π/6, the second point eigen-
value appears and also decreases with α. A new point eigenvalue appears at
α = π/10, and so on. The remainder of the paper is devoted to a detailed
description of his experiments.

It was not until 1958 that a systematic approach to the sloping beach
problem for arbitrary 0 < α ≤ π was carried out. It was Roseau who, in his
extensive paper [298], obtained solutions in the form of integrals by solving
certain functional difference equations. His integrals in the complex plane,
resembling those obtained in the inversion of the Laplace transform, can be
shown to include the solutions (5.16)–(5.19) as a particular case. Roseau also
produced further edge wave solutions in the form of integrals, but these are
all unbounded at the edge, and moreover, have infinite energy.

Subsequently, Whitham [359] simplified Roseau’s method in order to de-
termine the bounded solutions systematically. Evans [70] showed that the
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same method could be exploited for the sloping beach problem with the more
general beach condition:

∂φ/∂n + lφ = 0 on F, 0 < l < k.

He was able to reproduce the solution for this case, stated by Greenspan [97].
Shortly after that, Packham [274] showed how the same results could be
obtained more economically by using the ideas of Williams [363]. In another
paper, Evans [69] described two possible mechanisms for the excitation of
edge waves over a sloping beach.

The question as to whether (5.16)–(5.19) give all eigensolutions to (5.5)–
(5.7), having finite H 1(W ) norm, was recently finally resolved in a compre-
hensive paper by Komech et al. [144]. Their new approach to the problem
enables them not only to derive the formulae (5.16)–(5.19) but also to prove
uniqueness of these solutions in the class of functions having finite energy.
What follows is a brief sketch of the work [144] (see also Merzon’s paper
[243], containing his talk given at the Third Conference on Wave Propagation
in 1995, where a superfluous additional condition is imposed).

The first step is the following change of variables:

(x1, x2) = f (x, y), where x1 = k(x + y cotα), x2 = −ky/sinα.

Hence, f is a one-to-one mapping of W onto the first quadrant

Q = {(x1, x2) : x1, x2 > 0}.

The problem (5.5)–(5.7) in the new variables takes the following form:

1

sin2 α

(
∂2

∂x2
1

+ ∂2

∂x2
2

− 2 cosα
∂2

∂x1∂x2

)
u = u in Q, (5.20)

−cotα
∂u

∂x1
+ 1

sinα

∂u

∂x2
+ λu = 0 when x1 > 0, x2 = 0,

(5.21)

1

sinα

∂u

∂x1
− cotα

∂u

∂x2
= 0 when x1 = 0, x2 > 0.

(5.22)

The function u(x1, x2) = φ( f −1(x1, x2)) is the representation of the velocity
potential in the new coordinates. The condition that φ ∈ H 1(W ) is naturally
equivalent to the requirement that u ∈ H 1(Q).
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The solutions (5.16)–(5.19) are equivalent to the following solutions of the
spectral problem (5.20)–(5.22) with λ as the spectral parameter:

un(x1, x2) = exp{−(x1 cosα + x2)}

+
n∑

m=1

Amn( exp{−[x1 cos(2m − 1)α + x2 cos 2mα]}

+ exp{−[x1 cos(2m + 1)α + x2 cos 2mα]}) (5.23)

with eigenvalue

λn = sin(2n + 1)α, n = 0, 1, 2, . . . , such that (2n + 1)α ≤ π/2. (5.24)

Here Amn (1 ≤ m ≤ n) are the same coefficients as in (5.19).
The main result of Komech et al. is as follows:
All point eigenvalues of (5.20)–(5.22) are given by (5.24), and (5.23) gives

the corresponding eigenfunctions.
Let us outline the proof’s scheme. An application of the Fourier trans-

form in the complex domain reduces (5.20)–(5.22) to an equivalent algebraic
problem. This algebraic problem can be rewritten in the following equivalent
form.

Find all λ > 0, such that there exists a nontrivial function v(w) with the
following properties:

1. v(w) is analytic in the strip 0 < Imw < π .
2. v(2iπ − w) = v(w) when −α < Imw < π + α.
3. v(w)(coshw− λ)− v(w+ 2iα)[cosh(w+ 2iα)+ λ] = 0 when −α <

Imw < π − α.

The latter property resembles the functional difference equations occurring
in Roseau [298]. It can be shown that the last problem has nontrivial solutions
if and only if λ is given by (5.24), and these solutions correspond to (5.23).
However, the verification takes more than fifteen pages of hard analysis in
[144], to which the interested reader is referred for details. It should also be
mentioned that the technique developed in [144] has a much wider area of
application (see Zhevandrov and Merzon [369] and references cited therein).

In conclusion of this subsection, it should be said that oblique waves over
a plane beach were considered by Ehrenmark [61, 62].

5.2.2. Water Having Constant Depth at Infinity

The main part of this subsection is devoted to results obtained by Bonnet–
Ben Dhia and Joly [30]. The method applied in this paper is rather general. It
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exploits the fact that water has constant depth at infinity, which allows the use
of the separation of variables in this part of the water domain. The same idea
was earlier used by Aranha [2], who investigated the trapped mode problem
for a cylinder submerged in water of finite depth.

First, we recall that the problem (5.5)–(5.7) is to be solved in the water
domain W bounded from below by the given bottom curve S:

y = −d(x), d(x) > 0 for x > 0, d(x) = d∞ for x ≥ x∞ > 0.

The domain W is infinite in the direction of the positive x axis, but it is
bounded in the opposite direction, since the free surface F and the bottom S
meet at the edge placed at the origin. Let We be a semi-infinite strip

{(x, y) : x > h,−d∞ < y < 0},
where h > x∞. By S′ we denote the “artificial boundary”

{(x, y) : x = h,−d∞ < y < 0},
and Wh = W \W̄ e. Hence, the boundary ∂Wh consists of three parts:

S′, Fh = F ∩ {x < h}, Sh = S ∩ {x < h}.
Separation of variables in We allows us to reduce the original problem

(5.5)–(5.7) to another problem in the bounded domain Wh . As a first step in
this direction we introduce the following functions:

un(ν, y) =
{
α0 cosh k0(y + d∞), n = 0,

αn cos kn(y + d∞), n = 1, 2, . . . .
(5.25)

Here k0 is the only positive root of the equation k tanh kd∞ = ν, and kn

is the only root in the interval (nπ − π/2, nπ + π/2) of the equation
k tan kd∞= − ν (cf. Subsection 1.1.2). The constants αn (n = 0, 1, . . .) are
chosen to normalize the functions un(ν, y).

It is a well-known result from the spectral theory of ordinary differential
operators that the family (5.25) forms an orthonormal basis in L2(−d∞, 0).
Now, with the help of this family, separation of variables in We can be carried
out.

Ifφ ∈ H 1(W ) is a solution to (5.5)–(5.7), then the following representation

φ(x, y) =
∞∑

n=N

anun(ν, y) exp{−βn(x − h)} (5.26)

holds for (x, y) ∈ We.Here N = N (k2, ν) is the smallest nonnegative integer,
such that µn > −k2, where µ0 = −k2

0, and µn = k2
n for n ≥ 1. Furthermore,
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βn = (µn + k2)1/2 and

an =
∫ 0

−d∞
φ(h, y)un(ν, y) dy. (5.27)

It is clear that the series (5.26) and all its derivatives converge uniformly.
Moreover, (5.26) gives an explicit representation of the solution in the exterior
domain We in terms of coefficients an , which depend only upon the trace of φ
on the artificial boundary S′.

An equivalent statement of the trapped modes problem can now be given,
which only involves the restriction of the function φ to the bounded domain
Wh and its boundary Sh ∪ Fh ∪ S′.

Find φ ∈ H 1(Wh), satisfying

∇2φ − k2φ = 0 in Wh, (5.28)

φy − νφ = 0 on Fh, (5.29)

∂φ/∂n = 0 on Sh, (5.30)

φx + T (k2)φ = 0 on S′. (5.31)

The last condition contains a nonlocal operator depending upon the spectral
parameter k2 (ν is here considered as an arbitrary parameter), and this operator
is given as follows:

[T (k2)φ](y) =
∞∑

n=N

βnanun(ν, y).

This operator depends on k2 through N (k2, ν) and βn . Formula (5.27) for the
coefficients an demonstrates the nonlocality of this operator.

Nevertheless, the usual tools of linear operator theory (see, for example,
books by Birman and Solomyak [27] and Reed and Simon [296]) can be
applied to investigate (5.28)–(5.31). A coercive symmetric bilinear form and
a corresponding self-adjoint operator can be associated with this problem,
and consequently, the min-max principle holds.

We begin with the statement of some general results, which follow from the
application of this technique. After that, some more specific results for each
of three geometries described above (cliff, tangential bottom, and transversal
bottom) will be summarized.

General results are as follows.

1. At least one trapped mode exists for any ν, if and only if the following
inequality is true: ∫∞

0
[d(x)− d∞] dx < 0.
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2. At least one edge wave exists for sufficiently large values of ν, when

d− ≡ min{d(x) : x ≥ 0} < d∞. (5.32)

3. For sufficiently small ν, at most one trapped mode exists.
4. The number of edge waves is finite for any ν.
5. The function ν !→ k(ν) from the dispersion relation for trapped modes

increases with ν.
6. If d (1)(x) ≤ d (2)(x) for x ≥ 0, then the inequality

k(1)
m (ν) ≤ k(2)

m (ν)

holds for the eigenvalues of the same modes having the same frequency.
Moreover, if d (1)

∞ = d (2)
∞ , then for the total number of trapped modes

the following inequality is true:

N (1)(ν) ≥ N (2)(ν) for all ν > 0.

7. If k1(ν) > k0, then k2
1 is a simple eigenvalue and the corresponding

eigenfunction φ1 can be chosen to be nonnegative in W.

Special results for different geometries are as follows.

1. Cliff. For this geometry there exists only one edge wave for sufficiently
large values of ν, and the fundamental eigenvalue k2

1(ν) satisfies the
inequalities

0 ≤ k2
1(ν)− k2

0 ≤
4ν2 exp{−4νd−}

1− 4 exp{−2νd−} ,

where d− is defined by (5.32).
2. Tangential bottom. In this case, the function d(x) is assumed to satisfy

x2−ε/d(x)= O(1) as x → 0, where 0 < ε < 1. The exact result can
be formulated as follows:
There exists an increasing sequence ν1, ν2, . . . , νm, . . . , such that
νm →∞ as m →∞, and for ν ≥ νm the number of point eigenvalues
is greater or equal to m.
Hence, the total number of trapped modes is infinite. The sequence in
the theorem can be chosen as follows:

νm = [γm tanh(γmd∞)]2 , where γm = (C1 + C2m2)(2−ε)/[2(1−ε)],

and C1, C2 are certain constants.
In his papers [325] and [338], Ursell also conjectured the above for-
mulated behavior for the number of trapped edge modes in this case.
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3. Transversal bottom. For this geometry the behavior of d(x) is assumed
to be in the form d(x) ∼ x tanα as x → 0, and the following results
are true: (i) for sufficiently large values of ν, there exist at least M(α)
trapped modes, where M(α) is the Ursell number, that is, the greatest
integer n, such that (2n − 1)α < π/2; and (i i) if the depth profile
d(x) satisfies the inequality d(x) ≥ min(x, d∞), then at most one edge
wave exists for all ν > 0. Hence, exactly one trapped mode exists for
large ν.

Merzon and Zhevandrov [244] extended the results formulated above by
constructing asymptotic expansions for frequencies of modes trapped by a
beach of nonconstant slope as the longshore wave number tends to infinity.
For a beach of constant slope their formulae coincide with those of Ursell
given earlier in Subsection 5.2.1. Another generalization of Ursell’s result on
edge waves over a beach of constant slope is concerned with modes trapped by
the so-called gently sloping beach when d(x) << 1. The asymptotic formulae
for the corresponding trapped-mode frequencies were heuristically derived
by Shen, Meyer, and Keller [304] and justified by Miles [247] under an ad-
ditional restriction excluding one particular case. Subsequently, Zhevandrov
[368] not only proved the formulae from [304] but also obtained a uniform
asymptotic expansion for eigenfunctions. Another approach to waves over a
gently sloping beach was developed by Sun and Shen [315].

An interesting explicit solution for a transversal bottom has been given by
Wehausen and Laitone [354] in the following form:

φ(x, y) = e−kx cosβ cosh K (y + d)

cosh K d
, where K = k sinβ.

It satisfies (5.5), has finite energy, and satisfies (5.6) provided ν = K tanh K d.
In addition, (5.7) is satisfied on S to be determined from dy/dx = −d ′(x)=
φy/φx , which integrates to

sinh K (y + d)

sinh K d
= exp{−kx sinβ tanβ}.

Thus, d(x) has initial slope ν secβ/k and increases monotonically to d∞= d.
Note that by letting d →∞ we recover the Stokes edge wave (5.16) with
β = α.

Now we turn to a different approach developed by Grimshaw [98] that
allows us to obtain a lower bound for eigenfrequencies of edge waves. Let
us suppose that d(x) describing the bottom profile satisfies the following
conditions: (i) d(x) → 1 as x →∞, and (i i) d ′(x) ≥ M [1− d(x)] ≥ 0,
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where M is a positive constant. The last condition implies that

1− d(x) ≥ exp{−Mx}.
Then the following assertion holds.

If a trapped mode exists for such a geometry, the following inequality holds
for k and ν in (5.5) and (5.6), respectively:

ν > m tanh m, where m2 = M
[
(k2 + M2/4)1/2 − M/2

]
. (5.33)

The comparison method used to prove (5.33) is a powerful analytic tool
(see, for example, the book [292] by Protter and Weinberger). Another in-
teresting application of this method is given by McIver and Linton [233],
who demonstrated with its help the nonexistence of trapped modes for some
acoustic waveguides.

In his paper [98], Grimshaw begins derivation of (5.33) with the identity

|∇φ|2 + k2φ2 = ψ2|∇v|2 + v2ψ(k2ψ − ∇2ψ)+ ∇ · (v2ψ∇ψ),

where φ = ψv. Integrating this identity over Wh = W ∩ {x < h} and apply-
ing the divergence theorem, one arrives at∫

Wh

(|∇φ|2+ k2φ2) dxdy− ν

∫
Fh

φ2 dx

=
∫

Fh

vψ(ψy − νψ) dx +
∫

Wh

[ψ2|∇v|2+ v2ψ(k2−∇2ψ)] dxdy

+
∫

S′
ψψxv

2 dy−
∫

Sh

v2ψ
∂ψ

∂n
ds.

Let the comparison function ψ satisfy the conditions

ψ > 0 in W̄ = W ∪ F ∪ S, (5.34)

∇2ψ − k2ψ ≤ 0 in W, (5.35)

∂ψ/∂n ≤ 0 on S, (5.36)

ψy − ν ′ψ ≥ 0 on F, (5.37)

ψx/ψ = O(1) as x →∞. (5.38)

Then, the last integral identity implies∫
Wh

(|∇φ|2 + k2φ2) dxdy − ν

∫
Fh

φ2 dx ≥
∫

S′

ψx

ψ
φ2 dy

+ (ν ′ − ν)
∫

Fh

v2ψ2 dx . (5.39)
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Let φ be an edge wave; then the left-hand side of (5.39) tends to zero as
h →∞. The first term on the right-hand side also tends to zero as h →∞,
because of (5.38) and the finite energy property of φ. Hence,

ν ≥ ν ′. (5.40)

In view of the properties of d(x) let us choose

ψ(x, y) = cosh m(y + 1) exp
{− (k2 − m2)1/2x

}
as a comparison function with m defined in (5.33). Then, ψ satisfies (5.34)
and (5.38), and (5.35) and (5.37) have the form of equalities with

ν ′ = m tanh m. (5.41)

Moreover, (5.36) holds from condition (ii), and the choice of m. So (5.33)
follows from (5.40) and (5.41).

Another important property – the principle of monotony – was discovered
by McIver and Evans [238] to hold for edge waves in the same way as it is
true for sloshing problem (see, for example, Moiseyev’s work [249] for the
basic theory of sloshing). It can be formulated as follows:

Let edge waves exist for domains W (i) (i = 1, 2), such that

W (1) ⊂ W (2), but F (1) = F (2) = {(x, y) : x > 0, y = 0}.
Let ν(i) (i = 1, 2) be the frequency of the fundamental mode with wavenumber
k in the domain W (i); then ν(1) ≤ ν(2).

This assertion is in some sense the inverse of 5) and 6) in the list of general
results obtained by Bonnet–Ben Dhia and Joly [30].

To conclude this section, we should note that the theoretical results are in
good agreement with the numerical ones. For example, Evans and McIver
[238] numerically examined the predictions for the number of edge waves
over a rectangular shelf given by Jones’ [127] theory. It proves possible to
obtain a formula numerically for the number of trapped modes, which gives
this number for all values of frequency; the theoretical formula only predicts
to within one for certain ranges of frequency.

5.3. Trapped Modes Above Submerged Obstacles

The first paper demonstrating the existence of trapped modes other than edge
waves was published by Ursell [323] in 1951. He demonstrated the possibility
of trapped modes traveling along the top of a totally submerged horizontal
circular cylinder of infinite extent, in infinitely deep water. In his proof, based
on multipole expansions and infinite determinants, Ursell had to impose the
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restriction that the radius of the cylinder should be sufficiently small. This
restriction was removed by Jones [127] in 1953. He considered cylinders of
arbitrary cross section with symmetry about vertical axis. In his article, based
on deep results in the theory of unbounded operators, the existence of trapped
modes in water waves is given as an application of more general theorems
concerning the spectrum of the Laplacian with certain boundary conditions
on semi-infinite domains. The presentation in [127] is extremely condensed,
which makes the paper difficult to follow.

The basic idea was to divide the semi-infinite domain into two parts: a
finite domain with a purely point spectrum and a smaller semi-infinite domain,
and to generalize to semi-infinite domains the theorem, which is well-known
for finite domains, that the eigenvalues increase as the size of the region is
diminished. Jones was able to obtain a number of interesting theorems on
the spectrum of the Laplace operator in a fifteen-page article. At least half a
dozen papers can be listed rediscovering his theorems.

In 1988, Aranha [2] simplified the approach of Jones by introducing arti-
ficial boundaries, which reduce the problem in an infinite domain to another
problem in a finite domain. This technique was demonstrated in Subsection
5.2.2, where it was applied to the edge wave problem. It should be mentioned
that Aranha was unaware of Jones’ results, which are referred to only in a
footnote.

Another method based on potential theory and comparison theorems was
proposed by Ursell [338] in 1987. An outline of this method is given in
Subsection 5.3.1 for the case of a horizontal cylinder of arbitrary cross section
immersed in deep water. The advantage of this method is that it makes no
difference between water of infinite and finite depth. However, the formulae
are not so cumbersome in the case of infinite depth. In connection with trapped
waves caused by a submerged cylinder, another work to be cited is that of
Aranha [3] concerning a nonlinear mechanism for the excitation of trapped
modes above submerged cylinders.

One more geometry for which trapped modes exist is where the water is
of uniform depth apart from a protrusion. This geometry models an ocean
of finite depth with an underwater mountain ridge. The existence of trapped
modes in this case was first demonstrated by Jones [127] in 1953 for a pro-
trusion symmetric about a vertical axis. Arbitrary protrusions were treated by
Garipov in 1965, and an exposition of his results is given in §34 of Lavrentiev
and Chabat’s book [182]. Since the methods of Jones and Garipov are similar
to the approach developed in Subsection 5.2.2 and based on the linear oper-
ator theory, we restrict our considerations to other results for water of finite
depth with a locally uneven bottom.
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The method used for this purpose involves a version of the auxiliary inte-
gral identity (see Subsection 2.2.3). This identity proves to be an appropriate
analytic tool in many different problems arising in the linear theory of sur-
face waves. Apart from those considered above and below, we mention two
more. A lower bound for sloshing frequencies is obtained in Kuznetsov’s
paper [157]. In another work [162], he demonstrates the absence of trapped
modes when a surface-piercing cylinder spans vertical walls of a channel
and is contained within vertical lines drawn downward from the cylinder’s
intersection points with the free surface – the so-called John condition (see
Subsection 3.2.1).

In Subsection 5.3.2, we give two applications of the auxiliary integral
identity to the problem of trapped waves. First, the nonexistence of trapped
modes is shown for channels with bottom obstructions (a by-product result in
Vainberg and Maz’ya’s paper [347], concerned mainly with the water-wave
problem in three and two dimensions). Second, a lower bound for the eigen-
frequencies of modes trapped by bottom protrusions is given, as announced
by Kuznetsov [159].

A number of authors have numerically considered the question of trapped
modes over a submerged obstacle. Thus McIver and Evans [238] used the
Ursell formulation from [323] for the submerged horizontal circular cylin-
der and directly computed zeros of the infinite determinant corresponding
to trapped modes frequencies. Their results suggested that for any size of
cylinder and any depth of submergence there is always at least one trapped
mode, and that the number of such modes increases as the top of the cylinder
approaches the free surface. For a depth of submergence greater than about
1.07 times the radius, only a single mode exists. These results were extended
by Porter and Evans [291] (see also [80]), who addressed the case of modes
trapped by an arbitrary configuration of multiple submerged circular cylin-
ders. They used a combination of multipole expansion methods and addition
theorems for Bessel functions to derive an infinite algebraic system. Again, its
vanishing determinant depending on geometric and wave parameters locates
trapped modes frequencies. The following effect of multiple cylinders can be
conjectured from numerical results. Let N identical cylinders, each support-
ing a total of Q trapped modes, be centered on a vertical plane and equally
spaced. Then the number of trapped modes present for large enough cylinder
separations is equal to NQ. Linton and Evans [203] used a matched eigen-
function expansion method to compute the trapped modes above a submerged
horizontal thin plate. Their results suggested that trapped waves, which were
antisymmetric about the midpoint of the plate, also exist, a result not previ-
ously given by any of the existence proofs.
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Confirmation of this result was provided by Parsons and Martin [283], who
showed how to compute the trapped waves over a symmetric curved convex-
upward thin plate in infinitely deep water by using hypersingular integral
equations. By considering different limiting cases they obtained agreement
with both the submerged flat plate results of Linton and Evans [203] and the
submerged cylinder results of McIver and Evans [238].

A rigorous proof of the existence of trapped modes antisymmetric with
respect to the center of a submerged horizontal flat plate was recently provided
in Fernyhough’s thesis [85].

5.3.1. Trapped Waves Above Submerged Cylinders

Here we consider the problem (5.5)–(5.7) in a water domain W , which is a
part of the half-plane {y < 0}, lying outside the closed smooth curve S placed
below the free surface

F = {(x, y) :−∞ < x < +∞, y = 0}.
We shall be concerned with solutions φ having the finite energy norm and so
describing trapped modes.

Following the method proposed by Ursell [338], we reduce the spectral
problem (5.5)–(5.7) with ν as spectral parameter to an operator spectral prob-
lem in the space L2(−∞,+∞). The corresponding operator is a bounded
integral operator with a symmetric kernel. The first step is the construction
of Green’s function g(x, y; ξ, 0) with the following properties:

(∇2 − k2)g = 0 in W, ∂g/∂n = 0 on S,

gy = 0 on F except at (ξ, 0),

g(x, y; ξ, 0)− K0
{
k[(x − ξ )2 + y2]1/2

}
is bounded as (x, y) → (ξ, 0),

g(x, y; ξ, 0) decays as x2 + y2 →∞ and ξ is bounded.

Here K0(z) is the modified Bessel function having a logarithmic singularity
when z = 0 and decaying exponentially at infinity.

Let x = X (s), y = Y (s) be parametric equations of S, where s is the arc
length along the curve. By choosing Green’s function in the form

g(x, y; ξ, 0) = K0
{
k[(x − ξ )2 + y2]1/2

}
+

∫
S

m(s)
[[

K0
((
k{[x − X (s)]2 + [y − Y (s)]2}1/2

))
+ K0
((
k{[x − X (s)]2 + [y + Y (s)]2}1/2

))]]
ds, (5.42)



5.3. Trapped Modes Above Submerged Obstacles 233

Ursell arrives at the Fredholm integral equation for the unknown density m(s):

−πm(s ′)+
∫

S
m(s)

∂

∂n

[[
K0
((
k{[x − X (s)]2 + [y − Y (s)]2}1/2

)
+ K0
(
k{[x − X (s)]2 + [y + Y (s)]2}1/2

))]]
ds

= − ∂

∂n
K0
{
k[(x − ξ )2 + y2]1/2

}
.

This equation is uniquely solvable. Hence, Green’s function g(x, y; ξ, 0)
exists and has the representation (5.42).

The second step is the reduction of (5.5)–(5.7) to a spectral operator prob-
lem in L2(−∞,+∞). Consider the following potential,

(Vµ)(x, y) = 1

π

∫+∞
−∞

µ(ξ ) g(x, y; ξ, 0) dξ,

where µ ∈ L2(−∞,+∞). Then, Vµ satisfies (5.5) and (5.7). By the usual
property of a single-layer potential we have that

∂(Vµ)/∂y = µ on F.

From here and from (5.6), we see that Vµ is a trapped-mode potential if and
only if

µ(x) = ν

π

∫+∞
−∞

µ(ξ ) g(x, 0; ξ, 0) dξ ; (5.43)

that is, µ must be an eigenfunction corresponding to the eigenvalue ν of the
operator

(V0µ)(x) = 1

π

∫+∞
−∞

µ(ξ ) g(x, 0; ξ, 0) dξ.

This operator is bounded, symmetric, and positive. Consequently, its spectrum
is real. Moreover, the eigenvalues corresponding to the point spectrum can
lie only between ‖V0‖−1 and k.

The main result is that at least one point eigenvalue ν exists below the
cutoff k, that is, the lower bound of the continuous spectrum. The proof is
based on the following comparison theorem (compare with the monotony
principle for edge waves from McIver and Evans [238] mentioned earlier).

Suppose that the curve S(1) lies inside S(2), and the eigenvalue problem
(5.5)–(5.7) for S(1) or, equivalently, (5.43) for S(1), has p characteristic val-
ues k > ν

(1)
1 ≥ · · · ≥ ν(1)

p . Then the same problem for S(2) has at least p
characteristic values, and ν(1)

s > ν(2)
s (s = 1, 2, . . . , p).
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Since a small circle can be placed inside the arbitrary closed curve S,
then there exists at least one trapped mode for S, since the existence of such
modes for small circles was proved earlier by Ursell [323]. Using an integral
identity similar to that of Grimshaw [98], Motygin [254] obtained bounds for
the trapped-mode frequencies.

5.3.2. Bottom Obstacles: Uniqueness and Trapped Waves

The aim of this subsection is to show how a version of the auxiliary integral
identity applies to the investigation of the problem (5.5)–(5.7) in a strip W
with locally uneven bottom B, which coincides with {y = −d∞} at infinity.
So, the free surface is

F = {(x, y) :−∞ < x < +∞, y = 0}.
First, we briefly remind the reader of the derivation of the auxiliary integral

identity. We restrict ourselves to a version of this identity to be used here (see
Subsection 2.2.3 for the general case). Let V be a vector field in W̄ with
real components (V1, V2), which are uniformly Lipschitz functions. Further-
more, let

V1 = −x, V2 = 0 on F. (5.44)

We define a matrix Q = [Qi j ] with elements

Qi j = (1+ ∇ · V)δi j −
(
∂Vi

∂x j
+ ∂Vj

∂xi

)
, 1 ≤ i, j ≤ 2,

where x = x1, y = x2, and δi j is the Kronecker delta. We assume that

(Qv) · v ≥ 0 in W̄ for all v ∈ ]]R2, (5.45)

so that Q is a nonnegative matrix on W̄ .
The following version of identity (see Subsection 2.2.3 for the general

case),

∇ · [(2V · ∇φ−φ)∇φ] = (2V · ∇φ−φ)∇2φ− (Q∇φ) · ∇φ+∇ · (|∇φ|2V),

can be easily verified by direct calculation. Integrating this over W and using
the divergence theorem along with (5.5)–(5.7) and (5.44), one arrives at
∫

W
(Q∇φ) · ∇φ dxdy +

∫
S
|∇φ|2 V · n ds = k2

∫
W

(2φV · ∇φ − φ2) dxdy,

where n is the unit normal on S directed into W . Integrating by parts in the
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last integral and taking into account (5.44) again, we get
∫

W
(Q∇φ) · ∇φ dxdy +

∫
S
(|∇φ|2 + k2φ2) V · n ds

= −k2
∫

W
φ2(1+ ∇ · V) dxdy. (5.46)

We note that, if V satisfies (5.44), (5.45), and

C(V) = min{V · n : (x, y) ∈ S} > 0, (5.47)

then it follows from (5.46) that φ is identically zero in W̄ ; that is, a uniqueness
theorem is true for (5.5)–(5.7), if the following quantity

A(V) = max{−(1+∇ · V) : (x, y) ∈ W̄ } (5.48)

is nonpositive. A very simple example of V and corresponding geometry with
the uniqueness property was proposed by Vainberg and Maz’ya [347]. The
vector field must have components (5.44) not only on F , but throughout W̄ .
Then A(V) = 0, and Q is a nonnegative matrix as is shown in Example 2,
Subsection 3.2.3.1. For (5.47) to hold, the bottom topography must be as
follows: (i) no part of B must lie above {y = −d∞}; (ii) for the appropriately
chosen y axis the curve B ∩ {x > 0, y < −d∞} is a one-to-one image of an
interval on the y axis, and the same is true for the curve B ∩ {x < 0, y <

−d∞} and the same interval on the y axis.
The y axis positioning is essential in (ii), because the inequality (5.47)

depends on it strongly for the vector field V chosen. The same conditions were
shown to guarantee uniqueness in the two-dimensional water-wave problem
(see Subsections 2.2.4 and 2.2.5).

In the rest of this section we are concerned with the following water cross-
sectional domain:

W = {(x, y) :−∞ < x < +∞,−d(x) < y < 0}.
Here d(x) is an arbitrary smooth positive function, such that d(x) = d∞ =
const for |x | ≥ x∞ > 0, and

0 < min{d(x) :−∞ < x < +∞} < d∞.

Hence, S = {(x, y) :−∞ < x < +∞, y = −d(x)}.
The existence of trapped waves for such a geometry was investigated at

the papers mentioned at the beginning of this chapter. In particular, Garipov
demonstrated (see §34 in Lavrentiev and Chabat’s book [182]) the existence
of eigenfrequencies for sufficiently large values of k, which is regarded as an
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arbitrary parameter in his approach. Moreover, it follows from his consider-
ations that if

0 < d(x) ≤ d∞ for all−∞ < x < +∞,

then for each k > 0 at least one trapped mode exists below the cut off; that is,
the corresponding eigenvalue belongs to the interval (0, k tanh kd). Our aim
here is to derive a lower bound for the eigenvalues under the assumption that
A(V) defined by (5.48) is a positive number. Then by (5.45) and (5.47), we
obtain from (5.46) that

C(V)
∫

S
(|∇φ|2 + k2φ2) ds ≤ A(V)k2

∫
W
φ2 dxdy.

Hence,

A(V)
∫

W
|∇φ|2 dxdy + C(V)k2

∫
S
φ2 ds ≤ A(V)

∫
W

(|∇φ|2 + k2φ2) dxdy.

Thus, according to (5.5)–(5.7) we obtain
∫

W
|∇φ|2 dxdy + k2 C(V)

A(V)

∫
S
φ2 ds ≤ ν

∫
F
φ2 dx .

From here it follows that

min

{
1, k2 C(V)

A(V)

}[∫
W
|∇φ|2 dxdy + d−1

m

∫
S
φ2 ds

]
≤ ν

∫
F
φ2 dx,

(5.49)

where dm = max{d(x) :−∞ < x < +∞}.
Now let us write

φ(x, 0) = φ(x,−d(x))+
∫ 0

−d(x)
φy(x, y) dy.

Then the Schwarz inequality yields

φ2(x, 0) ≤ 2

{
φ2(x,−d(x))+

[∫ 0

−d(x)
φy(x, y) dy

]2
}

≤ 2

{
φ2(x,−d(x))+ dm

∫ 0

−d(x)
φ2

y(x, y) dy

}
.

After integration over F we get

(2dm)−1
∫

F
φ2 dx ≤

∫
W
|∇φ|2 dxdy + d−1

m

∫
S
φ2 ds.



5.4. Waves in the Presence of Surface-Piercing Structures 237

Combining this inequality with (5.49) one finds that

2νdm ≥ min{1, k2dmC(V)/A(V)} (5.50)

This inequality gives a lower bound for the eigenvalue ν corresponding to
the fundamental trapped mode. For values below this bound the uniqueness
theorem holds.

Consider the following example of a vector field satisfying (5.44) and
(5.45) and having (5.48) positive for any domain W in the half-plane y < 0:

V = (−x,−qy), 0 < q ≤ 2.

Then the following assertion is true:
Let q ∈ (0, 2] exist, such that

Cq = min{−∂(x2 + qy2)/∂n : (x, y) ∈ S} > 0. (5.51)

Then, the first eigenvalue ν satisfies

min{2, k2dmCqq−1} ≤ 4νdm .

An example of S satisfying (5.51) can be constructed as follows. Let

d(x) =
{

ax2 + h∞ − b when |x | < (b/a)1/2,

h∞ when |x | ≥ (b/a)1/2,

where a, b > 0 and d∞/b > 2/q with q ∈ (0, 2]. Then,

Cq = 2(qd∞ − 2b)(1+ 4ab)−1/2 > 0.

In this case (5.50) takes the form

2νd∞ ≥ min

{
1,

k2d∞(d∞q − 2b)

q(1+ 4ab)1/2

}
.

Some other examples of V and B, providing lower bounds for point
eigenvalues, can easily be constructed.

5.4. Waves in the Presence of Surface-Piercing Structures

Here we consider the problem (5.5)–(5.7) as a spectral problem, in which ν

is to be determined as an eigenvalue for a given value of parameter k, and
the corresponding nontrivial solution φ must have a finite energy norm. The
presentation follows the paper [173] by Kuznetsov et al. and considerations
are mainly restricted to water domains of infinite depth, but some results for
the finite-depth water are also formulated.
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As early as 1929, it was shown by Havelock [107] that in the deep-water
case the cutoff frequency existed. In other words, there is a positive lower
bound of the continuous spectrum, which is equal to k. After it was discov-
ered that trapped modes do exist below the cutoff frequency in the presence
of totally submerged cylinders (see Subsection 5.3.1), it took forty years to
recognize that such trapped waves could not take place, when a cylinder is
partially immersed in water, at least if its cross section satisfies John’s con-
dition. Only in 1991, in an appendix to [235], did McIver give a proof of this
proposition (see Subsection 5.4.1.1 in the following paragraphs), assuming
that there is a single surface-piercing cylinder. The result was achieved by
consideration of an integral, resembling the simple wave of order zero in
Subsection 3.2.1.

In 1992, Simon [305] extended the uniqueness theorem for the below-
cutoff case in two directions. He considered the finite-depth water, and he
also applied a technique using nonvertical lines as in Simon and Ursell’s
work [307] on uniqueness in the two-dimensional problem (see Subsection
3.2.2.1).

Later on, it was realized (see Subsection 5.4.1.1), that the proof in [235]
gave the result for multiple cylinders each satisfying John’s condition. This
result has also been extended to the above-cutoff case (k < ν), generalizing,
at the same time, the two-dimensional theorem in Subsection 4.2.2. The nec-
essary amendments and supplements are given in Subsection 5.4.1.2. As in
Subsection 4.2.2, a pair of cylinders, symmetric about the midplane between
them, each satisfying John’s condition, is considered. It occurs that solutions
to symmetric and antisymmetric problems are unique, when the parameter lb
belongs to complementary intervals. Here 2b denotes the distance between
the innermost points of intersection of the bodies with the free surface (see
Fig. 4.7), and l = (ν2 − k2)1/2.

We also extend the two-dimensional results, concerning waves trapped by
a two-body surface-piercing structure. In Subsection 5.4.2.1, we outline the
construction of the corresponding examples for k < ν, based on utilizing an
appropriate source/source or source/sink combination positioned in the x axis
so as to cancel out the waves at infinity. The resulting wave field is computed,
and it is shown that certain pairs of field lines intersect the x axis twice and
enclose the sources. They can therefore be regarded as rigid cylindrical cross
sections, and together with the resulting wave field they provide examples of
trapping structures and waves.

In Subsection 5.4.3, a proof is given for the existence of such structures
and waves for sufficiently small k/ν. For any value of k/ν, examples of
trapping structures and waves are obtained by Motygin [252], who gives a
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proof of existence as well as numerical construction, which are based on
using dipoles as in Subsection 4.2.2.3, where this method is applied to the
two-dimensional water-wave problem.

5.4.1. Uniqueness Theorems

In this subsection we prove uniqueness theorems for both below and above
the cutoff.

5.4.1.1. Uniqueness Below the Cutoff

First, we shall prove the following assertion.
When ν < k, the problem (5.5)–(5.7) in deep water has only a trivial

solution for any finite number of surface-piercing bodies, provided that they
individually satisfy John’s condition.

We recall that the latter condition means that each surface-piercing body
is totally confined within a pair of vertical lines drawn downward from the
points of intersection of the body with the free surface. The proof is a fairly
straightforward extension of John’s original proof for a single surface-piercing
body in a strictly two-dimensional flow (see Subsection 3.2.1), and it was
given by McIver [235], Appendix A.

Let Wac = W ∩ {−a < x < a, 0 < y < c}, where a, c are large enough
to contain all wetted rigid contours within Wac. Then, the divergence theorem
gives

∫
Wac

∇ · (φ̄ ∇φ) dxdy =
∫
∂Wac

φ̄
∂φ

∂n
ds,

where n denotes outward normal. From here, after use of (5.5), we get
∫

Wac

(|∇φ|2 + k2|φ|2) dxdy =
∫
∂Wac

φ̄
∂φ

∂n
ds. (5.52)

It follows from Havelock’s paper [107] that any solution satisfying (5.5)
and (5.6) for k > ν, for which ∂φ/∂n is prescribed on any number of surface-
piercing cylinders, is such that the sum of kinetic and potential energies per
unit length of the z axis is finite; that is,∫

W
|∇φ|2 dxdy + ν

∫
F
|φ|2 dx <∞.

Then taking the limit a, c →∞, and using (5.6) and (5.7), reduces (5.52) to∫
W

(|∇φ|2 + k2|φ|2) dxdy = ν

∫
F
|φ|2 dx . (5.53)
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Now, for any (x, 0) ∈ F , we take the expression

∫ 0

−∞
φy(x, y)eνy dy, (5.54)

which resembles the simple wave of order zero in Subsection 3.2.1 but con-
tains the y derivative instead of the velocity potential itself. Integrating by
parts, we obtain

φ(x, 0) =
∫ 0

−∞
(νφ + φy)eνy dy,

whence

|φ(x, 0)|2 ≤
∫ 0

−∞
(νφ + φy)2 dy

∫ 0

−∞
e2νy dy

= 1

2ν

[∫ 0

−∞
(ν2|φ|2 + |φy|2) dy + ν|φ(x, 0)|2

]
,

where the last term on the right-hand side has come from writing 2φφy =
∂φ2/∂y. The above is simply

ν|φ(x, 0)|2 ≤
∫ 0

−∞
(ν2|φ|2 + |φy|2) dy,

which when substituted into (5.53) gives
∫

W
(|∇φ|2 + k2|φ|2) dxdy ≤

∫
W c

(ν2|φ|2 + |φy|2) dxdy,

where W c is the part of W covered by vertical lines from F downward. Then,

(k2 − ν2)
∫

W
|φ|2 dxdy ≤ 0.

Since k > ν, then φ ≡ 0, and there are no trapped modes possible; that is, the
uniqueness is proved.

The important point to notice here is that the proof is independent of the
number of surface-piercing bodies and the spacing between them; the only
restriction is that all bodies must satisfy John’s condition. Also, this condition
allows one to prove the following uniqueness theorem below the cutoff.

The problem (5.5)–(5.7) in water of finite depth d has only a trivial solution
below the cutoff, that is, for ν < k tanh kd, when there is any finite number of
surface-piercing bodies, individually satisfying John’s condition.



5.4. Waves in the Presence of Surface-Piercing Structures 241

This follows from Simon’s considerations in [305], where

∫ 0

−d
φy sinh k(y + d) dy

is used instead of (5.54) as a starting point.
We conclude this section with several remarks on the case of a single

surface-piercing body. First, let the depth be infinite. Under this assumption,
Simon [305] has established uniqueness for a single body confined between
straight lines drawn at the angle β to the downward vertical from the points of
intersection of the body with the free surface provided that ν < k cosβ. This
bound for the range of ν/k, where the uniqueness theorem holds for bodies
having parts strictly below the free surface, depends on β and is optimal,
since ν/k = cosβ for the Stokes edge wave (see Subsection 5.2.1, where
α = π/2− β). For a single surface-piercing body satisfying John’s condition,
Kuznetsov [162] has given a unified uniqueness proof that is valid for both
ν < k and ν > k. It is based on using the extended auxiliary integral identity,
which is derived in Subsection 5.3.2.

Second, the case of finite-depth water and a single body contained between
straight lines described above has also been considered by Simon [305]. He
obtained the following condition:

ν ≤ k cosβ tanh(kd secβ),

which guarantees the uniqueness of solution to (5.5)–(5.7).

5.4.1.2. Uniqueness Above the Cutoff

First we note that many results, proven for the two-dimensional water-wave
problem, remain true for the problem (5.5)–(5.7) in the above cutoff case
ν > k. In particular, a solution to (5.5)–(5.7) decays at infinity, so that it has
finite kinetic and potential energies. Furthermore, John’s method for proving
uniqueness is still applicable to (5.5)–(5.7), provided there is a single surface-
piercing body satisfying his geometric condition. So, we will use these facts
without repeating their proofs.

Here, we restrict ourselves to the case of deep water, containing a pair
of bodies, that are symmetric about the y axis and that each satisfy John’s
condition (the corresponding geometry is that shown in Fig. 4.7, where one
has to put β = π/2 and to drop out the horizontal bottom). The water region
interior (exterior) to vertical lines, bounding the bodies from inside (outside),
is denoted by W0 (W∞) as labeled in Fig. 4.7.
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Our aim is to generalize the uniqueness result in Subsection 4.2.2. Since
the geometry is symmetric and the problem is homogeneous, we may consider
the symmetric and antisymmetric potentials separately by writing

φ(±)(x, y) = ±φ(±)(−x, y), (5.55)

where the superscript+ (−) refers to symmetric (antisymmetric) mode. This
clearly gives

φ(+)
x (0, y) = 0, φ(−)(0, y) = 0, (5.56)

and we need only consider x ≥ 0 with the extension to x < 0 coming from
(5.55).

Following the pattern in Subsection 4.2.2, we introduce

a(±)(x) =
∫ 0

−∞
φ(±)(x, y)eνy dy. (5.57)

Then, a(±)
xx = (k2 − ν2)a(±) = −l2a(±). The solution of this satisfying (5.55)

is as follows:

a(±) = C± cos (lx − π/4± π/4) for (x, 0) ∈ F0, (5.58)

and

a(±)(x) = C1 cos lx + C2 sin lx, for (x, 0) ∈ F∞

for some constants C±, C1, and C2. However, as in the two-dimensional
problem, we get

lim
|x |→∞

a(±)(x) = 0,

and hence,

a(±) ≡ 0 for (x, 0) ∈ F∞.

Then John’s method leads to the following inequality:

ν

∫
F∞

∣∣φ(±)(x, 0)
∣∣2 dx ≤ 1

2

∫
W∞

∣∣∇φ(±)
∣∣2 dxdy. (5.59)

Now substituting (5.58) into (5.57) gives

C± cos
(

lx − π

4
± π

4

)
=

∫ 0

−∞
φ(±)(x, y)eνydy for (x, 0) ∈ F0. (5.60)

In the same way as in Subsection 4.2.2, we get from here the following two
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inequalities:

ν
∣∣φ(±)(x, 0)

∣∣2 ≤ 2ν3C2
± cos2

(
lx − π

4
± π

4

)
+

∫ 0

−∞

∣∣φ(±)
y (x, y)

∣∣2 dy,

(5.61)

and

2νl2C2
± sin2

(
lx − π

4
± π

4

)
≤

∫ 0

−∞

∣∣φ(±)
x (x, y)

∣∣2 dy. (5.62)

Also, (5.60) implies that

2νC2
± cos2

(
lx − π

4
± π

4

)
≤

∫ 0

−∞

∣∣φ(±)(x, y)
∣∣2 dy,

which was not necessary when the two-dimensional case was considered in
Subsection 4.2.2. After integrating (5.61) over F0, we apply the last inequality
and obtain that

ν

∫
F0

∣∣φ(±)(x, 0)
∣∣2 dx ≤ 2ν(k2 + l2)C2

±

∫
F0

cos2
(

lx − π

4
± π

4

)
dx

+
∫

W0

∣∣φ(±)
y

∣∣2 dxdy ≤ k2
∫

W0

∣∣φ(±)
∣∣2 dxdy +

∫
W0

∣∣φ(±)
y

∣∣2 dxdy

+ 2νl2C2
±

∫
F0

cos2
(

lx − π

4
± π

4

)
dx .

The last integral can be estimated by using (5.62), provided the following
inequality,

∫ b

0
cos2
(

lx − π

4
± π

4

)
dx ≤

∫ b

0
sin2
(

lx − π

4
± π

4

)
dx, (5.63)

holds. Thus we have

ν

∫
F0

∣∣φ(±)(x, 0)
∣∣2 dx ≤ k2

∫
W0

∣∣φ(±)
∣∣2 dxdy +

∫
W0

∣∣∇φ(±)
∣∣2 dxdy.

This estimate and (5.59) combine to give

ν

∫
F

∣∣φ(±)(x, 0)
∣∣2 dx ≤ k2

∫
W0

∣∣φ(±)
∣∣2 dxdy +

∫
W0∪W∞

∣∣∇φ(±)
∣∣2 dxdy,

and this contradicts (5.53) unless φ(±) ≡ 0 in W . Thus (5.63) guarantees
uniqueness. From (5.63) one immediately obtains the uniqueness intervals and
hence the following theorem is proved, which is analogous to the uniqueness
theorem in Subsection 4.2.2.2:
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Figure 5.1.

Let W have infinite depth, and other geometric conditions formulated in
the beginning of this subsection hold. If φ(±) satisfies (5.5)–(5.7) and (5.56),
then it is trivial when

π (m + 1/4± 1/4) ≤ lb ≤ π (m + 3/4± 1/4). (5.64)

Both uniqueness theorems (just formulated, and that for the below-cut-off
case in Subsection 5.4.1.1, to which the geometric assumptions of the present
subsection must be added) are illustrated in Fig. 5.1. It shows regions of
(lb, k/ν) parameter space where uniqueness is guaranteed. They are rectan-
gles marked by plus (minus) signs for symmetric (antisymmetric) modes, and
the quadrant above k/ν = 1. On the vertical segments separating the rectan-
gles, uniqueness is guaranteed for both modes. The shaded blades are related
to examples of non-uniqueness to be considered in Subsection 5.4.2.

5.4.2. Examples of Trapped Waves

In this subsection we construct examples of trapping structures and the corre-
sponding wave fields (Subsection 5.4.2.1), and we illustrate these examples
numerically in Subsection 5.4.2.2. A brief discussion of the numerical pro-
cedure is also given there.

5.4.2.1. Construction of Non-Uniqueness Examples

The time-harmonic potential caused by a line source lying in the free sur-
face at (x, y)= (ξ, 0) and periodic in the z coordinate with wavenumber k
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may be written in the form Re {G(x, y, ξ )e−iωt e±ikz}. Then G satisfies

(∇2 − k2)G = 0 for y < 0,−∞ < x < +∞, (5.65)

G y − νG = 0 for y = 0, x �= ξ, (5.66)

G(x, y, ξ ) ∼ − log ρ as ρ2 = (x − ξ )2 + y2 → 0, (5.67)

∇G(x, y, ξ ) → 0 as y →−∞. (5.68)

Green’s function satisfying equations (5.65)–(5.68) plus a radiation condition
is given by Ursell [329], and after an elementary change of variable it takes
the form

G(x, y, ξ ) = 2
∫
�−(|k|)

µeµy

(µ2 − k2)1/2(µ− ν)
cos
[
(µ2 − k2)1/2(x − ξ )

]
dµ,

(5.69)

where the contour �−(|k|) runs along the real axis fromµ = |k| and is indented
from below at the pole µ = ν. It is clear that the two-dimensional Green’s
function for a source in the free surface is recovered by taking k = 0 (see
Subsection 1.2.1). It is convenient to make a change of variable lτ = (µ2 −
k2)1/2, where l2 = ν2 − k2; whence

G(x, y, ξ ) = 2
∫
�

ν + (k2 + l2τ 2)1/2

l(τ 2 − 1)
exp
{

y(k2+ l2τ 2)1/2
}

cos l(x − ξ )τ dτ,

where � denotes the contour coinciding with the positive half-axis indented
below at τ = 1. Putting k/ν = sin θ for θ ∈ [0, π/2), we get

G(x, y, ξ )

= 2
∫
�

sec θ + (tan2 θ + τ 2)1/2

τ 2 − 1
exp
{
ly(tan2 θ + τ 2)1/2

}
cos l(x − ξ )τ dτ.

(5.70)

In the same way as in Subsection 1.2.1, it can be shown that

G(x, y, ξ ) ∼ 2π isec θeνyeil|x−ξ | as |x − ξ | → ∞. (5.71)

So, by taking a combination of two sources or a source and a sink at certain
separations, it is possible to cancel the waves at infinity. Let us write the
potential as the combination

φ(±)
n (x, y) = 1/2

{
G
[
x, y, a(±)

n

]± G
[
x, y,−a(±)

n

]}
, n = 1, 2, . . . ,

(5.72)

where

la(±)
n = (n − 1/4∓ 1/4)π. (5.73)
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Here, the subscript n refers to the mode number, and the superscript + (−)
refers to the symmetric (antisymmetric) mode. Thus, φ(+)

1 represents the first
symmetric mode, φ(−)

1 the first antisymmetric mode and so on. Then, (5.71)
and (5.73) ensure that no waves are radiated to infinity by φ(±)

n .
By (5.73) the contributions to (5.72) from two indentations in (5.70) cancel,

and the velocity potential is real and is given by

φ(±)
n (x, y) =

∫∞
0

sec θ + (τ 2 + tan2 θ )1/2

τ 2 − 1
exp
{
ly(τ 2 + tan2 θ )1/2

}
× {cos l

[
x − a(±)

n

]
τ ± cos l

[
x + a(±)

n

]
τ
}

dτ. (5.74)

Here the integration is taken along the whole real τ axis in usual sense, because
(5.73) guarantees that there is a removable singularity of the integrand at
τ = 1.

The expression (5.74) is convenient for the computation of the field lines
that are tangential to the flow; that is, if n is a local normal to the field line,
then it satisfies ∇φ(±)

n · n = 0. A pair of field lines, each having both ends on
the x axis so that they enclose the singularity points, can be interpreted as a
rigid cross section of two cylinders. They form a structure providing a non-
uniqueness example, because the wave field given by (5.74) is a nontrivial so-
lution to the homogeneous boundary value problem outside of these cylinders
(cf. Section 4.1, where the same technique is applied to the two-dimensional
problem with k = 0). In Subsection 5.4.3, it is proved that this construction
actually gives non-uniqueness examples, at least for sufficiently small k/ν.

5.4.2.2. Numerical Results

If a field line is given by y= f (x), then it satisfies f ′(x) = φ(±)
y /φ(±)

x . How-
ever, for numerical computations it is better to parameterize field lines by
writing

dy

ds
= ∂φ(±)

n (x, y)

∂y
,

dx

ds
= ∂φ(±)

n (x, y)

∂x
. (5.75)

To gain a sufficient degree of accuracy when numerically solving this
first-order system of differential equations, we find it sufficient to apply a
fourth-order Runge–Kutta scheme with a step size of 0.01. The accuracy of
the calculations can be checked in the following way. By starting a field line
at a point on the x axis to the right of the source, we arrive at the x axis to
the left of the source point, completing a particular field line. This process
is reversed, with the field line started from the same point that the previous
calculation had finished. This should give the same field line, and indeed the



5.4. Waves in the Presence of Surface-Piercing Structures 247

final point is accurate to within four decimal places of the original starting
point in all cases considered in the next subsection. Only for starting points
close to the source point more care has to be taken to account for rapidly
varying gradients and high body curvatures.

Another important part of the numerical process is the computation of the
integral in (5.74). For moderate or large values of l|y|, the exponential factor in
the integrand allows the integral to be computed efficiently. For small values of
l|y|, and indeed, for ly = 0, the integral is not so easily computed. For this, the
upper limit of infinity is truncated to a value of T , say. The remainder is then
approximated by the leading-order asymptotic form of the integrand, which is(

sec θ

τ 2
+ 1

τ

)
elyτ
[
cos l
(
x − a(±)

n

)
τ ± cos l

(
x + a(±)

n

)
τ
]

as τ →∞.

The integral of this expression between T and +∞ has an analytic form:

sec θ

T
Re
(
E2
{
l
[|y| − Ci

(
x − a(±)

n

)]
T
}+ E2

{
l
[|y| − Ci

(
x + a(±)

n

)]
T
})

+Re
(
E1
{
l
[|y| − Ci

(
x − a(±)

n

)]
T
}+ E1

{
l
[−y − Ci

(
x + a(±)

n

)]
T
})
,

where En(z) and Ci (z) are the exponential and cosine integrals, respectively.
By carefully choosing T and combining the result of the truncated integral
with the contribution from the leading-order asymptotic remainder, we find
it possible to achieve an accuracy of at least six decimal places in the cal-
culation of the potential, which is sufficient for the accuracy required in the
computation of the field lines.

A further important check on the numerical scheme can be made by com-
paring the results obtained from this method when k = 0 with those obtained
in Section 4.1 for the two-dimensional examples of non-uniqueness, where
the conjugate stream function is defined and can be used to find streamlines
directly. An agreement to within four decimal places is obtained. This gives
us confidence in the results for k > 0.

Let us turn next to the results of the computations. Thus, Figs. 5.2–5.4
show field lines computed from (5.74) and (5.75) with n = 1 and the plus
sign chosen for different values of k/ν. Namely, for the field lines of φ(+)

1 in
Figs. 5.2, 5.3, and 5.4 this parameter is equal to 0, 1/2, and 0.99, respectively.
In each case, the solid line is a limiting field line in the sense that it and
all field lines interior to it enter the source position and cannot therefore be
interpreted as delivering a non-uniqueness example.

Figure 5.2 is the special case of k = 0 considered in Section 4.1. Note that
any of the field lines exterior to the limiting field line may be replaced by a
rigid cylinder cross section, which increases in size as the innermost point of
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intersection of the field line with the x axis approaches the origin. The situation
is quite different for k > 0, as Figs. 5.3 and 5.4 illustrate. Here the field line
shown dotted and labeled D is a dividing field line that tends to infinity. All
field lines to the left of this also extend to infinity, whereas all field lines to the
right, up to but excluding the solid field line, intersect the free surface again
beyond the source point and may be replaced by a rigid cross section. It is
now clear that in Fig. 5.2 (when k = 0), the streamline x = 0 is just a special
case of the unique dividing field line, which arises in each case for k > 0.
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Figure 5.3.
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An interesting interpretation of this is to regard any field line to the left
of the dividing field line D as a rigid boundary and any of the field lines to
the right, up to the limiting field line, as a rigid cylinder thereby producing
trapped modes above the cutoff in the vicinity of a surface-piercing cylinder
and a curved beach of particular shapes.

Of course, the simpler interpretation in which one of the field lines, inter-
secting the x axis twice and being exterior to the limiting solid field line, is
regarded as a rigid cylindrical cross section, together with another one of the
corresponding field lines from the mirror image set in x < 0, provides, just
as in the case k = 0 studied in Section 4.1, an example of a trapped mode in
the water domain exterior to both cylinders.

In Figs. 5.5 and 5.6, the spacing of the two sources is widened to the next
value, which produces no waves; that is, we have n = 2 and the plus sign
in (5.74) and (5.75). Figure 5.5 presents the strictly two-dimensional flow
considered in Section 4.1. We see that the region lx, ly ≥ 0 is separated by
a dividing streamline labeled D, such that streamlines to its right starting at
the x axis up to the limiting streamline all intersect the x axis again beyond
the source position, and any one of them may be regarded as a cylinder
cross section. Again, all streamlines to the left of D intersect the free surface
twice and any one may be regarded as a cylinder cross section. Thus now we
can have the existence of symmetric trapped modes in the vicinity of four
surface-piercing cylinders, once a reflection in the y axis has been made.
In contrast, choosing one streamline inside D as a cylinder can provide us
with trapped modes near three surface-piercing cylinders. In Fig. 5.6, where
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k/ν = 1/2, similar arguments apply, the only difference being that the single
dividing streamline for k = 0 has split into two dividing field lines, between
which all field lines go to infinity.

Figures 5.7 and 5.8 give examples of non-uniqueness involving the closest
spacing of a source/sink combination, which produce cancellation of the wave
field at infinity; that is, n = 1 and the minus sign is chosen. Here, in Fig. 5.7 for
k = 0, we have for the first time a dividing streamline extending to infinity
that is not the negative y axis. Streamlines to the right and exterior to the
limiting streamline enter the x axis on either side of the source position, and
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Figure 5.6.
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they may be chosen as cylinder cross sections whereas all streamlines to the
left enter the y axis normally and together with their image in the y axis can
be chosen to represent a symmetric cylinder cross section. In Fig. 5.8 for the
same n and sign, we have k/ν = 1/2, and similar arguments apply except
for the presence of a second dividing field line extending to infinity. All field
lines between the two dividing field lines also go to infinity, and the case
k = 0 may be regarded as a special case, when the two dividing field lines
close up to form the single dividing streamline.
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It is possible, by considering larger values of n, to construct an increas-
ing number of separate surface-piercing cylinders for which trapped modes
occur. For a description of this procedure in the two-dimensional problem,
see Section 4.1.

Finally, we shall bring together our main conclusions by returning to
Fig. 5.1. We have already explained the rectangular regions in terms of the
results in Subsection 5.4.1. We turn next to the narrow shaded blade-type
regions. These form the boundaries of the parameter regions, within which
non-uniqueness examples of various cylinder geometries can be constructed
by using the technique of Subsection 5.4.2.1. To interpret the shaded regions,
consider the first such region labeled +1. Based on numerical solution of
(5.75), and using (5.74) with n = 1 and the upper plus sign, examples of
non-uniqueness in the form of symmetric trapped modes can be found for all
k/ν and lb within the shaded region. This is consistent with the first rectan-
gular region, in which no antisymmetric trapped modes exist. All subsequent
shaded regions alternatively describing regions where symmetric and anti-
symmetric trapped modes can be constructed, using increased spacings of
sources and sinks, are consistent with the rectangular regions of uniqueness.
Notice how the shaded regions all approach the source position as k/ν → 1,
a result suggested by Fig. 5.4, where k/ν = 0.99.

5.4.3. Non-Uniqueness for Small k

In the previous section we gave various examples of non-uniqueness obtained
by computing the field lines by using (5.73)–(5.75). Although these numerical
results are convincing, it is desirable to provide a proof of non-uniqueness for
k > 0. In Section 4.1 we were assisted in doing this in the case k = 0, because
there was an explicit expression for the streamlines of the flow, unlike here
where a proof for general k > 0 appears more difficult. We content ourselves
to a proof for sufficiently small k using the function φ

(+)
1 . Specifically, we

shall show that for each member of the family of cross sections in x > 0 with
k = 0, which intersect the x axis twice and also enclose the source point,
there exists a unique cross section having the same point of intersection with
the x axis to the right of the source point, which also intersects the x axis in
x > 0 and to the left of the source point provided k is sufficiently small. It is
clear from Figs. 5.2 and 5.3 that it is desirable to choose the starting point on
the right of the source point, since if we started from the left of it for k > 0,
the existence of a dividing field line could prevent the curve from intersecting
the free surface again if k is not small enough.
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Thus, with φ
(+)
1 given by (5.73) and (5.74), we seek a curve v(x, y; k)=

const, satisfying the equation

∇v · ∇φ(+)
1 = 0 for x, y > 0, (5.76)

and having end points (x±, 0), such that

±[x± − a(+)
1 (k)

]
> 0, (5.77)

and we write a(+)
1 (k) to emphasize that this value depends on k.

In Section 4.1, it was shown that for k = 0, there is a constant B be-
longing to (0, π/2), such that for every b > 0, satisfying νb < B, a unique
curve vb(x, y; 0) = C(b) exists and satisfies (5.76) and (5.77) with x− = b,
where C(b) is a constant equal to vb(x+, 0, 0). Furthermore, if b1 < b2, then
x (1)
+ > x (2)

+ , where (x (i)
+ , 0) is the right-hand end point of vbi (x, y; 0) = C(bi ),

i = 1, 2. The family vb(x, y; 0) = C(b) just consists of the streamlines of the
harmonic function conjugate to φ

(+)
1 .

The ray {x > a(+)
1 (0), y = 0} is not a characteristic of equation (5.76) or its

equivalent system (5.75) for k = 0, where n = 1 and the plus sign is chosen
because y = 0 is not a field line (streamline) for the harmonic conjugate to
φ

(+)
1 (see Subsection 4.1.1.2).

By (5.73) and the definition of l, the source point a(+)
1 (k) approaches

a(+)
1 (0) from the right as k → 0. Hence, for every choice of b (= x−) and the

corresponding right end point x+(b), it is possible to ensure that a(+)
1 (k) <

x+(b) for sufficiently small k.
Now, from (5.69), (5.72), and (5.73) it can be shown that φ(+)

1 satisfies a
Lipschitz condition with respect to k. Since |k| and (µ2 − k2)1/2 are Lipschitz
functions, the only difficulty when demonstrating that the Green’s function
given by (5.69), and hence φ

(+)
1 , has the same property arises from the inte-

gration over an infinite interval. This can be overcome in a straightforward
way by dividing (0,+∞) into two parts. The integral over a finite interval is
certainly a Lipschitz function, and the dividing point can be chosen properly
to estimate the integral over an infinite interval by |k1 − k2|. Thus we have that∣∣∇φ(+)

1 (x1, y1; k1)−∇φ(+)
1 (x2, y2; k2)

∣∣≤ A(|k1− k2| + |x1− x2| + |y1− y2|)
holds for a certain constant A.

Then, for sufficiently small k, the ray {x > a(+)
1 (k), y = 0} is also not a

characteristic of equation (5.76) or the system (5.75) for that value of k. In
particular, the same is true for the ray {x > x+(b), y = 0}.
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Figure 5.9.

We complement (5.76) with the following initial condition v(x, 0; k) =
C(b), where x = x+(b); that is, start both curves for k = 0 and k > 0 at the
same right end point. The Cauchy problem for (5.76) has a solution, which is
unique in a neighborhood of (x+(b), 0) (see, for example, Zachmanoglou and
Thoe [366], Theorem 4.1). Furthermore, since (5.76) is equivalent to the
autonomous system (5.75) with n = 1 and the plus sign chosen, the solu-
tion may be extended to the domain described by 0 < s <∞ since s is
the arc length along the integral curve (see, for example, Petrovski [287],
p. 164).

Finally, we apply a theorem on parameter dependence of solutions of
differential equations (see Hille [114], Theorem 3.4.1) to show that

|vb(x, y; 0)− v(x, y; k)| ≤ k|eAs − 1|,
where A is the constant arising in the Lipschitz condition and s is the arc
length. It follows, by fixing s, that the two curves can be made as close as
we please by choosing k to be sufficiently small. An illustration of this is
given in Fig. 5.9, where the field lines for φ(+)

1 , each starting from a right end
point lx = 2, are plotted for k/ν = 0, 0.1, and 0.2. It can be seen how the
perturbed curve for small k, starting from the same right end point, varies
from the curve for k = 0.

5.5. Vertical Cylinders in Channels

It was shown in Subsection 5.1.2 that if the depth dependence can be removed,
as is the case for a fixed vertical cylinder extending throughout the depth, the
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resulting two-dimensional equation to be satisfied is the Helmholtz equation
(5.10), which also describes small acoustic perturbations. Although Ursell’s
proof of existence of trapped modes along the top of a completely submerged
horizontal cylinder in deep water was well known within the water-wave
community, it was some forty years before it was recognized that trapped
modes also could exist in two-dimensional acoustic waveguides, since no
uniqueness theorem was available for this situation.

In the case of a horizontal submerged cylinder, trapped modes are found
only under the assumption thatω2/g = ν < k, where k is the longshore wave-
number. The latter value is a cutoff frequency (corresponding to the boundary
of the continuous spectrum), beyond which no waves can propagate away
from the cylinder. By analogy, in the case of a vertical cylinder in a channel,
the imposition of condition (5.13) ensures that here too a cutoff in frequency
occurs. In this case k, playing a different role, is related to the frequency
through (5.9), and no waves can propagate away from the cylinder provided
k < π/(2h).

A proof of existence for a vertical circular cylinder of sufficiently small
radius can now be developed by precisely the method originally given by
Ursell for the submerged horizontal circular cylinder.

Of course there is nothing special about the geometry of the circular cylin-
der. For example, the case of a vertical cylinder of rectangular cross section
parallel to the channel walls can be considered by matching eigenfunction
expansions in appropriate rectangular regions in much the same way as was
done by Evans and McIver [79] in obtaining numerical results for edge waves
over a continental shelf. Thus Evans and Linton [76] numerically show that
there also existed at least one trapped mode, and that other modes appeared
as the size of the rectangular cylinder increased in the direction parallel to
the walls. Following this, Evans [71] proved that for a vertical thin plate po-
sitioned on the midplane and parallel to the channel walls, a trapped mode
existed for sufficiently wide plates. A numerical scheme for determining
trapped modes near a vertical cylinder of arbitrary cross section was devel-
oped by Linton and Evans [204] through the construction of an appropriate
Green’s function and the numerical solution of a homogeneous Fredholm
integral equation of the second kind. The results confirmed the earlier numer-
ical predictions for the special cases of circular or rectangular cross-section
cylinders.

Because of the condition (5.13) imposed on z = 0 outside S, all of the
above problems give rise to trapped modes having eigenfrequencies below
the cutoff. However, in Evans, Linton, and Ursell [78], it was proved that
trapped modes also occurred near an off-center plate and, since condition
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(5.13) no longer applied, the trapped mode frequency was embedded in the
continuous spectrum because k2 is an eigenvalue for all k > 0 with corre-
sponding eigenfunction exp{±ikx}. A general existence proof for trapped
modes near a cylinder of fairly general cross section was given in Evans,
Levitin, and Vassiliev [74]. Further details of the methods used in some of
these problems are presented in Subsection 5.5.1. Recently, another approach
to this problem was developed by Kamotskii and Nazarov [129].

In the very recent past, interest in waves, trapped in waveguides by vertical
obstacles, has been awakened because of their connection with the so-called
Rayleigh–Bloch surface waves along periodic gratings. This interest grew
up from the following problem, which is important in applications of the
water-wave theory to ocean engineering: to calculate wave forces caused by
incident waves on a large but finite number of vertical cylinders in the ocean.
In particular, Maniar and Newman [214] demonstrated that at certain fre-
quencies the exiting forces on those cylinders near the center of a large
number of identical bottom-mounted circular cylinders in a linear array be-
come extremely large, compared with the force on an isolated cylinder. These
frequencies are very close to those of trapped modes around a single cylinder
in the corresponding waveguide. Prompted by this, Evans and Porter in a se-
ries of papers obtained a substantial body of numerical results in this direction.
In [80], they extended the ideas of Callan, Linton, and Evans [35] to consider
trapped modes existing in a vicinity of any number of circular cylinders, hav-
ing different radii and placed on the center line of a channel. It was found that
in the general case as many modes existed as there were cylinders present.
The second paper [82] by Evans and Porter gives convincing numerical evi-
dence for the existence of an additional isolated point eigenvalue embedded in
the continuous spectrum in the problem involving one circular cylinder on the
center line. In the third paper [290], Porter and Evans numerically determined
what types of cylinder cross sections can support Rayleigh–Bloch waves
(similar, but less general results were obtained by Utsunomiya and Eatock
Taylor [344]). In this connection, it should be mentioned that Davies and
Parnovski [43] rigorously proved a number of conditions, under which trapped
waves do and do not exist in the presence of two cylinders placed sym-
metrically about the center of the waveguide. Another approach to numer-
ical construction of waves trapped by certain structures in waveguides and
diffraction gratings was developed by McIver, Linton, and McIver [239].
Their method is similar to that described in Chapter 4 for obtaining two-
dimensional trapping structures and structures having axial symmetry (also
see Subsection 5.4.2). This technique is to take solutions of (5.10), satisfying
the required conditions on the vertical walls and having the proper decay
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at infinity, and then to identify field lines, which can be interpreted as the
boundary of a structure.

5.5.1. General Vertical Cylinders: Existence of Trapped Waves

Here we give an outline of the results obtained by Evans et al. [74] for
fairly general-shaped vertical cylinders in channels with the antisymmetry
condition (5.13) imposed. The method involves the use of an extension of
the well-known Rayleigh quotient characterization for the lowest eigenvalue
of differential operators on bounded domains where the spectrum is purely
discrete, to differential operators on unbounded domains having combined
discrete and continuous spectra. The proof is restricted to cross sections of
cylinders that are piecewise smooth and symmetric about z = 0, and that
intersect the x axis at x = ±a, so that we need only consider the cross section
W+ of the water region orthogonal to the y axis, with 0 < z < h.

We introduce the space C∞ of infinitely differentiable functions at all the
interior points of W+, as well as up to the whole boundary of W+, and we
consider the subspace C̃∞

0 of functions belonging to C∞, which also satisfy
the boundary condition ψ(x, 0) = 0 for |x | > a, and ψ(x, y) = 0 uniformly
over 0 ≤ z ≤ h for sufficiently large |x |. For any two functions ψ1, ψ2,∈ C̃∞

0

we can define the following inner product:

(ψ1, ψ2) =
∫

W+
ψ1ψ̄2 dxdz +

∫
W+
∇ψ1 · ∇ψ̄2 dxdz.

Hence, for any function ψ ∈ C̃∞
0 the corresponding norm is defined as

follows:

‖ψ‖ =
∫

W+
|ψ |2 dxdz +

∫
W+
|∇ψ |2 dxdz.

The closure of the space C̃∞
0 is the Hilbert space H̃ 1

0, equipped with the same
inner product and norm. Since C̃∞

0 is dense in H̃ 1
0, it means that we can

work in the more convenient smaller space C̃∞
0 . Then we have the following

fundamental result whose general form can be found in, for example, Birman
and Solomyak’s book [27].

Let

λ0 = inf

∫
W+ |∇ψ |2 dxdz∫

W+ |ψ |2 dxdz
,

where the infimum is taken over ψ ∈ C̃∞
0 , such that ψ does not vanish iden-

tically (in fact, almost everywhere).
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Then λ0 ≤ ' = π2/4h2, where 2h is the width of the channel. Further-
more, if λ0 < ', then λ0(= −k2) is the smallest eigenvalue of the problem
described by equations (5.10)–(5.13), and if λ0 = ' there are no eigenvalues
of the problem below the continuous spectrum [',+∞).

Notice that we seek the infimum among functions, which satisfy (5.13),
but do not necessarily satisfy (5.11), since if λ0 < ', then all of the equations
(5.10)–(5.13) are automatically satisfied.

To show that λ0 <' we introduce the following function:

((x, z) = χ
( x

A

)
sin

π z

2h
,

where A is a certain positive constant and χ is a smooth cutoff function with
the following properties:

χ(x) = 1 for |x | ≤ 1, 0 < χ (x) < 1 for 1 < |x | < 2,

χ(x) = 0 for |x | ≥ 2.

An example of χ is given in Evans et al. [74]. It can now be shown by
elementary analysis that∫

W+
|∇(|2 dxdz <

π2

4h2

∫
W+
|(|2 dxdz,

from which it follows immediately that a point eigenvalue k = k0 < π/(2h)
exists. The proof is easily extended to the case of a thin vertical plate on the
midplane, and also to the case in which the channel walls contain identical
symmetric indentations.

All of the problems discussed in this section can be regarded as problems in
the linear acoustic theory. The existence of trapped modes, termed acoustic
resonances in the acoustics literature, is well known and appears to have
been studied first by Parker [281] for the case of a thin plate, in a series of
papers, both experimental and theoretical. For an excellent review of acoustic
resonances, see Parker and Stoneman [282].

5.5.2. Particular Geometries

In this subsection we survey a number of particular geometries providing the
existence of trapped modes.

5.5.2.1. A Vertical Circular Cylinder

In this case equations (5.10)–(5.13) hold with (5.11) replaced by

∂φ/∂r = 0 on r = (x2 + z2)1/2 = a, (5.78)

where a is the cylinder’s radius.
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A fundamental solution, satisfying (5.10) and (5.13), is as follows:

H (1)
2n+1(kr ) sin(2n + 1)θ, where x = r cos θ, z = r sin θ.

This can be modified by adding an integral term chosen so that the result-
ing expression φ2n+1(r, θ ) satisfies (5.12). A solution is now sought in the
following form:

φ =
∞∑

n=0

anφ2n+1(r, θ ).

Then (5.78) leads to the homogeneous infinite system of equations

am +
∞∑

n=0

Bmnan = 0, m = 0, 1, . . . ,

for the unknown am . The matrix of this system has elements

Bmn =
J ′2m+1(ka)

Y ′2n+1(ka)
Amn,

where J2m+1 and Y2n+1 are Bessel functions, and

Amn = − 2

π
(−1)m+n Re

∫∞
−∞

e−γ h sinh(2n + 1)µ sinh(2n + 1)µ sinh γ h

γ cosh γ h
dt,

γ =
{

(t2 − k2)1/2 for |t | > k,

−i(k2 − t2)1/2, for |t | < k,
t = k coshµ.

It can be shown that∑
m

∑
n

|Bmn| <∞ for a/d < 1.

This ensures that "N , the determinant of the truncated system, converges
uniformly as N →∞ to "∞, the determinant of the infinite system.

A careful analysis now shows that "∞ vanishes if

a/d → 0, kd → π/2

simultaneously, so that

kd ∼ π

2

[
1− π4

8

(a

d

)4
]
.

Numerical computation of "N for increasing N suggests that in fact there
exists a single trapped-mode frequency for all a/d ≤ 1.
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5.5.2.2. A Thin Vertical Plate on the Midplane of the Channel

For problems involving vertical cylinders on the midplane of the channel
having long middle sections parallel to the channel walls, it is possible to
establish a simple approximate expression for the frequency of trapped modes.
For such a cylinder symmetric about the origin, having length 2a >> 1, the
simple solution

φ = 2A cos kx = A(eikx + e−ikx )

satisfying (5.10)–(5.12) holds away from the ends. However, the first wave
term on the right-hand side, on reaching the end x = a, will be totally re-
flected [since k < π/(2h)] with a complex reflection coefficient R, satisfying
|R| = 1. This coefficient is approximately equal to that corresponding to a
wave, being reflected from the end x = a of the semi-infinite cylinder ob-
tained by extending the end x = −a out to x = −∞.

For consistency then we require

2A cos kx = B
[
eik(x−a) + Re−ik(x−a)

]
,

from which it follows that R = e−2ika is the equation determining the trapped-
mode frequency. For a general vertical cylinder of semi-infinite extent in x ,
the coefficient R is not known, but in the case of a thin semi-infinite barrier,
the solution can be shown, for example, by using the Wiener-Hopf technique,
to be R = −e−2iβ , where

β =
∞∑

n=1

[
arctan

(
k

κn

)
− arctan

(
k

kn

)]
,

and

κn =
[(

n − 1

2

)2
π2

4
− k2

]1/2

, kn =
[(nπ

d

)2
− k2

]1/2

.

Then, an approximation to the trapped modes is provided by solving the
equation

π/2− β = ka + nπ,

where n is an integer. Since β is independent of a, it is easily shown that
this equation has solutions, and that the number of solutions increases with
increasing a/h.

This approximation forms the basis for a rigorous proof of the existence
theorem for trapped modes, given by Evans [71] in the case of a thin plate
of sufficiently large width 2a. This proof also confirms the accuracy of the
above approximation. The same idea was used by Linton and Evans [203]
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to obtain an estimate for the trapped-mode frequencies above a submerged
horizontal plate as described in Section 5.3.

5.5.2.3. Truncated Cylinders

Trapped modes also occur when vertical cylinders do not extend throughout
the water depth. Thus Linton and Evans [205] used the multipole method
to consider both radiation and scattering problems for truncated cylinders
in channels. They were primarily concerned with computations of hydro-
dynamic characteristics rather than trapped modes. However, it is clear that
the existence of an antisymmetric trapped mode implies a non-uniqueness of
the corresponding sway problems, in which the cylinder makes small hor-
izontal oscillations in a direction normal to the channel walls. This non-
uniqueness is manifested by a singularity in the added mass coefficient at
the trapped-mode frequency in contrast to sharp (but finite) spikes in both
the added mass and damping coefficients at frequencies corresponding to
cross modes in the channel. Linton and Evans [205] found clear numerical
evidence for trapped modes both for truncated cylinders intersecting the free
surface and also for bottom-mounted completely submerged cylinders, for
all drafts and depths of submergence. In the former case, as the draft in-
creased and the clearance beneath the cylinder reduced, the trapped mode
approached the expected value for a cylinder extending throughout the depth.
However, this limit was not approached by reducing the clearance above the
bottom-mounted cylinder, which is evidently a non-uniform limit on physical
grounds. A fuller discussion of the implication of trapped-mode frequencies
on hydrodynamic characteristics of bodies in channels is given in Linton and
Evans [206].

5.5.2.4. Trapped Modes Near Vertical Periodic Coastlines

A novel example of a trapped mode is obtained by considering the possible
wave field in the vicinity of a vertical coastline consisting of a periodic array of
rectangular blocks. Once again the depth can be extracted so that the problem
is identical to a diffraction grating problem in acoustics. The possibility of
trapped modes is now equivalent to the question as to whether in the diffraction
grating context Rayleigh–Bloch surface waves can exist in isolation in the
absence of an incoming or reflected wave. According to Wilcox (see his book
[362], pp. 11–12), no general criteria are known on the shape of the grating for
such surface waves to exist. However, if the Neumann condition is replaced
by the Dirichlet condition, then it appears that no surface waves or trapped
modes exist. This result can be compared with recent results of McIver and
Linton [233], who have considered a variety of problems for vertical cylinders
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in channels and showed the nonexistence of trapped modes when the Dirichlet
condition is imposed on the cross section of the cylinders.

An approximation method based on an idea of Whitehead [358] was used
by Hurd [121] to estimate the frequencies of trapped modes in terms of the
geometric parameters in the special case, when the blocks reduced to a pe-
riod array of thin barriers. This problem was considered afresh by Evans and
Linton [77], who were able to prove the existence of trapped modes or edge
waves traveling in the direction of the coastline, for sufficiently long barriers.
The method used was based on the modified residue calculus technique, fa-
miliarized by Mittra and Lee [248], and used by Evans [71] for the vertical
plate in the channel described in Subsection 5.5.2.2. Accurate numerical re-
sults for the periodic rectangular blocks were recently obtained by Evans and
Fernyhough [73], using a Galerkin approximation to an integral equation rep-
resentation of the solution. It is unlikely that there is anything special about the
rectangular geometry, and one would expect that similar edge waves solutions
exist for more general periodic coastlines. It is possible that the method used to
derive the general existence proof for vertical cylinders in channels, described
in Subsection 5.5.1, could be adapted to the array with a general period.
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Ship Waves on Calm Water
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Green’s Functions

As in the case of time-harmonic waves (see Chapter 1), we begin with the
simplest model, replacing a ship by a point source in the uniform forward
motion in calm water. The corresponding velocity potential is sometimes re-
ferred to as the Kelvin source, but to keep the terminology unified we call it
the Green’s function in what follows. Similar to the theory of time-harmonic
waves developed in Part 1, the theory of ship waves presented here relies
essentially on Green’s functions. They are of importance not only for proving
solvability theorems (see Chapters 7 and 8) but also for constructing exam-
ples of trapped waves (nontrivial solutions to homogeneous boundary value
problems) in Section 8.4.

The three-dimensional Green’s function of a point source in deep water
is considered in detail in Sections 6.1 and 6.2. General facts about the three-
dimensional Green’s function are considered in Section 6.1 and the far-field
expansions for Green’s function and the corresponding elevation of the free
surface are obtained in Section 6.2. Two-dimensional Green’s functions are
treated in Section 6.3, which we begin with the simpler case of deep water
(Subsection 6.3.1). For water of finite depth, which will be referred to as
shallow water, we consider Green’s function in Subsection 6.3.2. There is an
essential difference between Green’s functions describing sources in deep and
shallow water because in the latter case the velocity field behind the moving
line source has two different regimes depending on whether or not the forward
speed U exceeds the critical value

√
gd (d is the depth of unperturbed water

and g is the acceleration caused by gravity). As usual, bibliographical notes
are collected in the last section, which is Section 6.4.

6.1. Three-Dimensional Problem of a Point Source in Deep Water

In this section, we consider Green’s function G describing a point source in the
uniform forward motion in calm water of infinite depth. In Subsection 6.1.1,
we define G as a solution of two particular boundary value problems (for

265
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a submerged source and a source placed on the free surface), and we give
an explicit integral representation for G. A heuristic derivation of the repre-
sentation is given in Subsection 6.1.2. In Subsection 6.1.3, we prove that G
solves the corresponding boundary value problems. The asymptotic behavior
at infinity of the double integral involved in Green’s function representation is
investigated in Subsection 6.1.4. The detailed analysis of the asymptotic be-
havior of Green’s function at infinity is given in Section 6.2. Subsection 6.1.5
is concerned with the question of uniqueness.

6.1.1. Statement of the Problem; Explicit Representations

6.1.1.1. Statement of the Problem

We use rectangular coordinates (x, y, z) having the origin in the free surface,
the y axis directed downward and attached to the source, and so moving
forward uniformly along the x axis at the speed U . Let the source be placed at

(0, y0, 0) ∈ R
3
− = {−∞ < x, z < +∞, y ≤ 0}.

If y0 < 0 (the case of submerged source), then Green’s function G(x, y, z; y0)
must satisfy

∇2G = −4πδ(0,y0,0) (x, y, z) in R
3
−,

Gxx + νG y = 0, when y = 0, (6.1)

where ν = g/U 2 and g is the acceleration caused by gravity. If the source is
placed on the free surface; that is, y0 = 0, then instead of (6.1) we have to solve

∇2G = 0 in R
3
−,

Gxx + νG y = 4πδ(0,0) (x, z) when y = 0. (6.2)

In either case, the following conditions at infinity should be imposed:

sup
x,z
|G| → 0 as y →−∞,

∫+∞
−∞
|G(x, 0, z; y0)|2 dz → 0 as x →+∞.

(6.3)

These conditions mean that the velocity field decays with the depth and on
each horizontal line in the free surface tending to infinity in the direction of
the source motion. It will be shown in the following paragraphs that these
conditions guarantee the uniqueness of Green’s function.
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From the hydrodynamic point of view, the velocity potential G solving
(6.1) represents a sink, that is, a source of strength −1, but it is commonly
accepted to call such solutions sources.

6.1.1.2. Integral Representation of Green’s Function

The representation under consideration involves two integrals, and the first
of them is a double integral of the following form:

I2 (x, y, z) = 2ν

π
Re

∫+∞
−∞

∫
�α

exp{y
√
ζ 2 + τ 2 + i |x | ζ + i zτ }
ν
√
ζ 2 + τ 2 − ζ 2

dζdτ.

(6.4)

Here �α is the ray ζ = σeiα in the complex ζ plane, where σ > 0, 0 < α ≤
π/4 and the branch of

√
ζ 2 + τ 2 is chosen so that

Re
√
ζ 2 + τ 2 ≥ 0. (6.5)

Below we will show that the integral (6.4) converges when y < 0, does not
depend on α, and can be written in the following form:

I2 (x, y, z) = −2ν

π
Re lim

ε→+0

∫π/2

−π/2

∫∞
0

exp{yk+ i |x | k cos θ+ i zk sin θ}
k cos2 θ − ν + iε

dkdθ.

(6.6)

In what follows, we understand I2(x, 0, z) as the limit of I2(x, y, z) given
by (6.4) as y →−0. The existence of this limit will be demonstrated in
Subsection 6.1.4.

Representation of Green’s function also involves a single integral

I1 (x, y, z)

= −4νH (−x) Im
∫+∞
−∞

exp{νy(1+ t2)+ iν (x + t z)
√

1+ t2} dt, (6.7)

where H is the Heaviside function defined as follows:

H (−x) = 1 for x < 0, H (−x) = 0 for x ≥ 0.

In order to formulate the main result of the present section, we introduce the
following notation. By R = [x2 + (y − y0)2 + z2]1/2 we denote the distance
between the source point and a point of observation (x, y, z) ∈ R

3
−; also R0 =

[x2 + (y + y0)2 + z2]1/2 denotes the distance between (x, y, z) and the mirror
reflection of the source point in the free surface.
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The boundary value problem (6.1) and (6.3) has one and only one solution
G. If y + y0 < 0, then

G (x, y, z; y0) = R−1 − R−1
0 + I2 (x, y + y0, z)+ I1 (x, y + y0, z) . (6.8)

It should be noted that if y0 < 0, then (6.8) is valid in the whole R
3
− and

solves (6.1) and (6.3). If y0 = 0, then (6.8) solves (6.2) and (6.3), where
G(x, 0, z; 0) and the corresponding derivatives on y = 0 are understood as
the limits as y →−0 and their existence is a consequence of the following
assertion.

For Green’s function G(x, y, z; y0) solving (6.1) and (6.3), there exists
the limit G(x, y, z; 0) as y0 →−0, and the latter function solves (6.2) and
(6.3). The convergence of G(x, y, z; y0) and its derivatives is uniform on any
compact subset of R

3
−.

6.1.2. Formulae for Green’s Function: Heuristic Derivation

6.1.2.1. Derivation of (6.8)

A solution of (6.1) and (6.3) is sought in the following form:

G(x, y, z; y0) = R−1 − R−1
0 + v(x, y, z; y0), (6.9)

and so v must satisfy

∇2v = 0 in R
3
−,

vxx + νvy = −2νy0
(
x2 + y2

0 + z2
)−3/2

when y = 0. (6.10)

Let us consider the Fourier transform of v with respect to x and z:

v̂ (ζ, y, τ ; y0) =
∫+∞
−∞

∫+∞
−∞

v (x, y, z; y0) e−i xζ−i zτ dxdz. (6.11)

From (6.10) we get

(−ζ 2 − τ 2)v̂ + v̂yy = 0, y < 0,

−ζ 2v̂ + νv̂y = 4πν exp{y0

√
ζ 2 + τ 2}, y = 0, (6.12)

where the right-hand-side term in the second equation is the Fourier trans-
form of the corresponding term in the second equation of (6.10). In order to
demonstrate this, let us find the inverse Fourier transform F−1h of

h = 4π (ζ 2 + τ 2)−1/2 exp{−ε
√
ζ 2 + τ 2}.
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By (k, θ ) and (r, ϕ) we denote polar coordinates in (ζ, τ ) plane and in (x, z)
plane, respectively. Then

F−1h = 1

π

∫+∞
−∞

∫+∞
−∞

(ζ 2 + τ 2)−1/2 exp{−ε
√
ζ 2 + τ 2 + i xζ + i zτ } dζdτ

= 1

π

∫ 2π

0

∫+∞
0

exp{−εk + ikr cos (θ − ϕ)} dkdθ

= 1

π

∫ 2π

0

dθ

ε − ir cos(θ − ϕ)

= 1

π

∫ 2π

0

dθ

ε − ir cos θ
= ε

π

∫ 2π

0

dθ

ε2 + r2 cos2 θ
+ ir

π

∫ 2π

0

cos θdθ

ε2 + r2 cos2 θ
.

The last integral is equal to zero, and for evaluating the next to the last one
the new variable u = tan θ should be used. This leads to the equation giving
F−1h:

1

π

∫+∞
−∞

∫+∞
−∞

(ζ 2 + τ 2)−1/2 exp{−ε
√
ζ 2 + τ 2 + i xζ + i zτ } dζdτ

= 2[r2 + ε2]−1/2. (6.13)

Differentiating this with respect to ε and putting −ε = y0, we see that the
right-hand-side term in the second equation (6.12) is the Fourier transform of
the corresponding term in the second equation (6.10).

Now solving the first equation in (6.12), we obtain that

v̂ = C1(ζ, τ, y0) exp{y
√
ζ 2 + τ 2} + C2(ζ, τ, y0) exp{−y

√
ζ 2 + τ 2}.

From (6.9) and the first condition (6.3), it follows that C2 = 0, and so

v̂ = C1(ζ, τ, y0) exp{y
√
ζ 2 + τ 2}. (6.14)

Substituting this into the second equation (6.12), we get

(−ζ 2 + ν
√
ζ 2 + τ 2)C1 (ζ, τ, y0) = 4πν exp{y0

√
ζ 2 + τ 2}.

Then C1(ζ, τ, y0) can be obtained by dividing both sides of the last equality
by ζ 2 − ν

√
ζ 2 + τ 2. Since this function vanishes at the origin and along a

certain curve, such a division is impossible, but reasoning heuristically and
doing this, we find that

C1(ζ, τ, y0) = 4πν exp{y0

√
ζ 2 + τ 2}

ν
√
ζ 2 + τ 2 − ζ 2

.
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Now (6.14) and (6.11) produce

v(x, y, z; y0) = ν

π

∫+∞
−∞

∫+∞
−∞

exp{(y + y0)
√
ζ 2 + τ 2 + i xζ + i zτ }

ν
√
ζ 2 + τ 2 − ζ 2

dζdτ.

(6.15)

Let us represent this integral as a sum of two integrals over the half-planes
ζ > 0 and ζ < 0. Changing variables (ζ, τ ) !→ (−ζ,−τ ) in the second inte-
gral, we see that these two integrals are complex conjugate, and therefore,

v(x, y, z; y0) = 2ν

π
Re

∫+∞
−∞

∫+∞
0

exp{(y+ y0)
√
ζ 2+ τ 2+ i xζ+ i zτ }

ν
√
ζ 2+ τ 2 − ζ 2

dζdτ.

(6.16)
The integrand is an analytic function of ζ branching at ζ = ±iτ and having
poles at

ζ = ±ν
[

1±√1+ 4ν−2τ 2

2

]1/2

, (6.17)

where ζ 2 − ν
√
ζ 2 + τ 2 vanishes. Hence the integrand is a single-valued func-

tion on the ζ plane cut along the imaginary axis from ±iτ to infinity. In the
half-plane Re ζ > 0, the integrand has only one pole at

ζ0 = ν

[
1+√1+ 4ν−2τ 2

2

]1/2

,

and we understand (6.16) in the following sense:

v(x, y, z; y0)= 2ν

π
Re

∫+∞
−∞

∫
�

exp{(y + y0)
√
ζ 2 + τ 2 + i xζ + i zτ }√

ζ 2 + τ 2 − ζ 2
dζdτ,

(6.18)
where the contour � goes along the half-axis ζ > 0 indented above at ζ = ζ0.

If x ≥ 0, then � can be replaced by �α because eixζ is bounded on �α in
this case. Hence, v coincides with I2(x, y + y0, z), and (6.9) implies (6.8) for
x ≥ 0 because I1 = 0 in this case.

If x < 0, then replacing � in (6.18) by the complex conjugate path �̄, we
see that the residue theorem applied at ζ = ζ0 gives that

v(x, y, z; y0)= 2ν

π
Re

∫+∞
−∞

∫
�̄

exp{(y + y0)
√
ζ 2 + τ 2 − i |x | ζ + i zτ }

ν
√
ζ 2 + τ 2 − ζ 2

dζdτ

+ 4ν Im
∫+∞
−∞

ζ0

ν2 − 2ζ 2
0

exp

{
(y + y0)

√
ζ 2

0 + τ 2

+ i xζ0 + i zτ

}
dτ. (6.19)
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Since there is only the real part of the double integral in (6.19), we replace
this integral by its complex conjugate and change the variable as follows:
τ !→ −τ in the latter integral. Then we transform � into �α and note that the
double integral in (6.19) is equal to I2(x, y + y0, z). Thus we have

v = I2(x, y + y0, z)+ I1(x, y + y0, z), for x < 0,

because the single integral in (6.19) reduces to I1(x, y + y0, z) after the vari-
able is changed: τ !→ νt

√
1+ t2. Together with (6.9) this leads to (6.8) in the

case x < 0.
Changing the paths of integration above is not justified, and a rigorous

proof that the integrals in (6.4) and (6.6) are convergent will be given in
Subsection 6.1.3 along with proving that (6.8) solves (6.1) and (6.3).

6.1.2.2. Equivalence of (6.4) and (6.6)

Considerations are still heuristic here and rigorous proofs will be given in the
next subsection. We shall show that

fε = (1− iε)ν
√
ζ 2 + τ 2 − ζ 2, where ε > 0,

is not equal to zero for 0 ≤ arg ζ ≤ π/4, and so we can write (6.4) in the form

I2 (x, y, z) = 2ν

π
Re lim

ε→+0

∫+∞
−∞

∫
�α

exp{y
√
ζ 2 + τ 2 + i |x | ζ + i zτ }

(1− iε)ν
√
ζ 2 + τ 2 − ζ 2

dζdτ.

If ε > 0, then we can replace �α by the real semiaxis �0 in the last integral.
Then it remains for us to write the integral by using polar coordinates.

6.1.3. Justification of the Formulae for Green’s Function

6.1.3.1. Convergence and Smoothness of Integrals I2 and I1

Let us show that (6.4) is a convergent integral and that it coincides with (6.6).
Let us also demonstrate that (6.8) solves problems (6.1), (6.3) and (6.2), (6.3).
We begin with the following assertion.

If y < 0, then (6.4) is a convergent integral that does not depend on
α ∈ (0, π/4]. Moreover, for y < 0 formulae (6.4) and (6.6) define the same
function I2 and it is infinitely smooth for x �= 0. At last, in order to calculate
the derivatives of I2 with respect to y and z, one may differentiate the inte-
grand in (6.4) or (6.6). The same is true for the derivatives with respect to x
if x �= 0.
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To prove this assertion, we need some estimates for the integrand. First we
note that ∣∣ei |x |ζ+i zτ

∣∣ ≤ 1 when 0 ≤ arg ζ ≤ π/4. (6.20)

Also, for 0 ≤ arg ζ ≤ π/4 we have Re ζ 2 ≥ 0, and so

|ζ 2 + τ 2| ≥ max(|ζ |2 , |τ |2) ≥ 1/2(|ζ |2 + |τ |2) (6.21)

for any real τ and 0 ≤ arg ζ ≤ π/4. Therefore,

Re
√
ζ 2 + τ 2 = |ζ 2 + τ 2|1/2 cos

arg (ζ 2 + τ 2)

2
≥ 1√

2

√
|ζ |2 + |τ |2 cos

π

4

=
√
|ζ |2 + |τ |2

2
when 0 ≤ arg ζ ≤ π

4
. (6.22)

From here it follows that

exp{y
√
ζ 2 + τ 2 + i |x | ζ + i zτ } ≤ exp{y

√
|ζ |2 + |τ |2/2} (6.23)

for 0 ≤ arg ζ ≤ π/4.
Let us now estimate the integrand’s numerator in (6.4). If

ζ = eiασ, σ ≥ 0, 0 ≤ α ≤ π/4,

then we have that 0 ≤ arg(ζ 2 + τ 2) ≤ 2α, and so

0 ≤ arg
√
ζ 2 + τ 2 ≤ α, −2α ≤ arg(e−2iα

√
ζ 2 + τ 2) ≤ −α.

Combining these inequalities with (6.21), we get that

|Im{e−2iα
√
ζ 2 + τ 2}| ≥ sinα

2

√
|ζ |2 + |τ |2.

Hence,

|ν
√
ζ 2 + τ 2 − ζ 2| = |νe−2iα

√
ζ 2 + τ 2 − σ 2| ≥ |Im{νe−2iα

√
ζ 2 + τ 2} − σ 2|

= ν |Im{e−2iα
√
ζ 2 + τ 2}| ≥ ν sinα

2

√
|ζ |2 + |τ |2

when 0 ≤ arg ζ ≤ π

4
. (6.24)

In the same way one obtains the following for 0 ≤ arg ζ ≤ π/4:

|ζ 2 − (1− iε)ν
√
ζ 2 + τ 2| ≥ ν sin(α + γ )

2

√
|ζ |2 + |τ |2, (6.25)

where γ = arctan ε.
Estimates (6.23) and (6.24) imply that (6.4) is a convergent integral and

the fact that the derivatives of I2 with respect to y, z and with respect to
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x when x �= 0 can be obtained by differentiating the integrand. Combining
these estimates with the fact that the integrand is analytic in ζ , one proves that
I2 is independent of α ∈ (0, π/4]. Estimates (6.23), (6.25) justify that (6.4)
and (6.6) are equivalent (this was discussed in Subsection 6.1.2.2) and allow
us to differentiate I2 given by (6.6) simply differentiating the integrand.

It is obvious that (6.7) defines an infinitely differentiable function I1 in the
half-space y < 0 when x �= 0. Derivatives of I2 and I1 may have jumps at
x = 0, but I2 + I1 is infinitely differentiable throughout the half-space y < 0,
in particular on the plane x = 0.

In order to prove this assertion we note that (6.23) and (6.24) imply that
derivatives of I2 have limits as x →±0, and for any n1, n2, and n3 we
have

lim
x→±0

∂n1
x ∂n2

y ∂n3
z I2

= 2ν

π
Re

∫+∞
−∞

∫
�α

(±iζ )n1 (
√
ζ 2+ τ 2)n2 (iτ )n3 exp{y

√
ζ 2+ τ 2 + i zτ }

ν
√
ζ 2 + τ 2 − ζ 2

dζdτ.

(6.26)

Hence for even n1 we have that [∂n1
x ∂n2

y ∂n3
z I2] = 0, where [·] denotes the jump

at x = 0 of the function in the square brackets. Using (6.23), we find it is easy
to verify that the same relation holds for I1 as well.

Now let n1 be odd. From (6.23) and (6.24) it follows that (6.26) can be
considered as an iterated integral. Then we can replace �α in the inner integral
by the contour � used in (6.18), and after that the integral can be replaced by
its complex conjugate because we consider only the real part of it in (6.26).
Thus we get

lim
x→−0

∂n1
x ∂n2

y ∂n3
z I2

= 2ν

π
Re

∫+∞
−∞

∫
�̄

(iζ )n1 (
√
ζ 2 + τ 2)n2 (−iτ )n3 exp{y

√
ζ 2 + τ 2 − i zτ }

ν
√
ζ 2 + τ 2 − ζ 2

dζdτ.

We change the variable τ !→ −τ in the last integral and replace the integral
over �̄ by the integral over � plus the difference of the integrals evaluated with
the help of the residue theorem applied at ζ = ζ0. Again replacing � by �α ,
we obtain the following for odd n1:[
∂n1

x ∂n2
y ∂n3

z I2
]

= 4 Im
∫+∞
−∞

(iζ0)n1
(√

ζ 2
0 + τ 2

)n2(iτ )n3
ζ0 exp

{
y
√
ζ 2

0 + τ 2 + i zτ
}

ν2 − 2ζ 2
0

dζdτ.



274 Green’s Functions

It remains for us to change the variable τ !→ νt
√

1+ t2 in the last integral
in order to see that this integral and the jump at x = 0 of the corresponding
derivative of I1 defined by (6.7) have opposite signs.

6.1.3.2. Verification of the Laplace Equation and the Free Surface
Boundary Condition

The considerations above make it easy to verify that for y < 0 we have

∇2(I1 + I2) = 0, (6.27)(
∂2

x + ν∂y
)

(I1 + I2)

= 2ν

π
Re

∫+∞
−∞

∫
�α

exp{y
√
ζ 2 + τ 2 + i |x | ζ + i zτ } dζdτ. (6.28)

Since the integrand in (6.28) has no singularities between �α and the half-axis
ζ > 0, we can replace �α by the latter half-axis. If x < 0, then we substitute
the complex conjugate integral and change the variable τ !→ −τ . This leads
to formula (6.28), where �α and |x | are replaced by the half-axis ζ > 0 and
x , respectively. After that, one can apply the argument demonstrating the
equivalence of (6.15) and (6.16), and so we have the following for y < 0:(
∂2

x + ν∂y
)

(I1 + I2) = ν

π

∫+∞
−∞

∫+∞
−∞

exp{y
√
ζ 2 + τ 2 + i xζ + i zτ } dζdτ.

(6.29)

For y = y0 the right-hand side in (6.29) is the inverse Fourier transform of
the right-hand-side term in the second equation of (6.12). It was shown in
Subsection 6.1.2.1 that this transform is equal to the right-hand-side term in
the second equation of (6.10), and so we get that for y + y0 < 0,(

∂2
x + ν∂y

)
[I1(x, y + y0, z)+ I2(x, y + y0, z)]

= −2ν(y + y0)[x2 + (y + y0)2 + z2]−3/2. (6.30)

Now we are in a position to show that G satisfies (6.1) and (6.2). Let
y0 < 0; then

∇2 R−1 = −4πδ(0,y0,0)(x, y, z), ∇2 R−1
0 = 0.

Therefore, the first equation of (6.1) follows from (6.8) and (6.27). The second
equation of (6.1) is a direct consequence of (6.8) and (6.30). If y0 = 0, then
(6.8) implies that

G = I2(x, y, z)+ I1(x, y, z),
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and so the first equation of (6.2) coincides with (6.27) and the second one
follows from (6.30) by virtue of a direct calculation using the theory of dis-
tributions.

6.1.3.3. Verification of Conditions at Infinity and Continuity
of G as y0 → 0

In Subsection 6.1.4, we give an asymptotic expansion for I2 at infinity. In
particular, it implies that

|I2(x, y + y0, z)| < C/R for R > 1, y + y0 ≤ 0. (6.31)

From (6.7), it follows that

|I1(x, y + y0, z)| ≤ 4ν
∫+∞
−∞

eν(y+y0)(1+t2) dt = 4
√
νπeν(y+y0) |y + y0|−1/2 .

(6.32)

Since I1 contains H (−x) as a factor, I1 is equal to zero for x > 0, and so
(6.3) follows from (6.8), (6.31), and (6.32). Thus, the fact that (6.8) solves
(6.1)–(6.3) will be established after (6.31) is proved in the next subsection.

Since I1 + I2 is a smooth function, it follows from (6.8) that

G(x, y, z; y0) → G(x, y, z; 0) as y0 →−0 when y < 0.

Moreover, the convergence is uniform on any compact subset of R
3
− as well

as the convergence of all derivatives.

6.1.4. Behavior of the Double Integral at Infinity

6.1.4.1. Statement of the Result

Here we are concerned with proving the following assertion.
Let I2(x, y, z) be given by (6.4) for y < 0, and let I2(x, 0, z) be the limit

of I2(x, y, z) as y →−0. Then the asymptotic expansion

I2(x, y, z) ∼
∞∑
j=1

ρ− j f j

(
x

ρ
,

y

ρ
,

z

ρ

)
, where f1 = 2, (6.33)

holds for y ≤ 0 as ρ =
√

(x2 + y2 + z2) →∞; f j are infinitely smooth
functions of their arguments.
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Expansion (6.33) is uniform; that is, for any N ≥ 1 there exists CN such
that ∣∣∣∣∣I2 −

N∑
j=1

ρ− j f j

∣∣∣∣∣ ≤ CNρ
−(N+1), where ρ > 1, y ≤ 0. (6.34)

The asymptotic expansion (6.33) is differentiable with respect to x, y, and z
if x �= 0; the expansions for derivatives are also uniform.

Our proof is based on the following formula:

I2 (x, y, z) = 2ν

π
Re

∫π/2

−π/2

∫+∞
0

exp{S (θ, ω) kρ + iπ/4}
ν f (θ )− ik cos2 θ

dkdθ, (6.35)

where ω = (ω1, ω2, ω3) is equal to (|x | , y, z) /ρ,

f (θ ) =
√

i cos2 θ + sin2 θ, Re f (θ ) ≥ 0, (6.36)

and

S(θ, ω) = f (θ )ω2 +
(−1√

2
+ i√

2

)
ω1 cos θ + iω3 sin θ. (6.37)

In order to obtain (6.35) one has to substitute α = π/4 and ζ = σeiπ/4 into
(6.4) and to use the polar coordinates (k, θ ) in the plane (σ, τ ).

Note that (6.22)–(6.24) imply that

Re f (θ ) >
1

2
, |ν f (θ )− ik cos2 θ | > ν

√
2

4
, Re S(θ, ω)ρ <

y

2
< 0.

(6.38)

Let

Q = 2ν

π

{
1

ν f (θ )− ik cos2 θ
− 1

ν f (θ )

N∑
j=0

[
ik cos2 θ

ν f (θ )

] j
}
. (6.39)

Then (6.35) takes the following form:

I2 =
N+1∑
j=1

Jj + J̃ , (6.40)

where

Jj = Re
∫+π/2

−π/2

∫+∞
0

2

π f (θ )

[
ik cos2 θ

ν f (θ )

] j−1

eS(θ,ω)kρ+iπ/4 dkdθ, (6.41)

J̃ = Re
∫+π/2

−π/2

∫+∞
0

Q(θ, ω)eS(θ,ω)kρ+iπ/4 dkdθ. (6.42)
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Our aim is to show that Jj , where j = 1, 2, . . . , give the terms in (6.33) and
J̃ corresponds to the remainder.

6.1.4.2. Estimate for the Remainder

Let us demonstrate that J̃ does not contribute to the sum in (6.34). For achiev-
ing this we have to estimate J̃ in a specific way in different subregions of R

3
−.

In order to single out these subregions we fix ε0 > 0 such that

|S(θ, ω)| > 1/10 when |sin θ | ≥ 1/3, (6.43)

|Sθ (θ, ω)| > 1/10 when |sin θ | ≤ 2/3 (6.44)

for |ω1| + |ω2| < ε0. The existence of ε0 follows from the continuity of |S|
and |Sθ |. We also have to take into account the fact that these functions tend
to | sin θ | and | cos θ | respectively as |ω1| + |ω2| → 0.

First, we assume that |ω1| + |ω2| ≥ ε0; then we integrate by parts with
respect to k in (6.42) and do this N + 1 times. Since (6.39) and (6.38) imply
that Q and ∂ j

k Q, 1 ≤ j ≤ N , do vanish for k = 0 and that the integrand decays
exponentially as k →∞, we have the following after integration by parts:

J̃ = Re
∫+π/2

−π/2

∫+∞
0

[−ρS(θ, ω)]−(N+1) ∂
N+1 Q

∂k N+1
eS(θ,ω)kρ+iπ/4 dkdθ. (6.45)

Noting that the (N + 1)th derivative with respect to k vanishes for the second
term on the right-hand side in (6.39), we write (6.45) in the following form:

J̃ =C Re
∫+π/2

−π/2

∫+∞
0

(
i cos2 θ

ρS

)N+1

(ν f − ik cos2 θ )−N−2eSkρ+iπ/4 dkdθ.

(6.46)

Without loss of generality one may assume that N ≥ 3. Then from (6.46) and
(6.38) it follows that

| J̃ | ≤ Cρ−(N+1)
∫+π/2

−π/2

∫+∞
0

∣∣∣∣cos θ

S

∣∣∣∣N+1 ∣∣∣∣ cos2 θ

ν f − ik cos2 θ

∣∣∣∣2 dkdθ. (6.47)

For estimating the integrand in (6.47), we note that ω1 ≥ 0 and ω2 ≤ 0, and
so (6.37) and the first inequality ( 6.38) produce

Re S(θ, ω) ≤ −
(

1

2
|ω2| + 1√

2
ω1 cos θ

)
≤ −1

2
(|ω2| + ω1 cos θ )
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for |θ | ≤ π/2. Thus,∣∣∣∣ S(θ, ω)

cos θ

∣∣∣∣ ≥ 1

2

( |ω2|
cos θ

+ ω1

)
≥ 1

2
(|ω2| + ω1) ≥ ε0

2
. (6.48)

Further, the second relation of (6.38) implies that∣∣∣∣ cos2 θ

ν f (θ )− ik cos2 θ

∣∣∣∣ = 1

k

∣∣∣∣ ik cos2 θ − ν f + ν f

ν f (θ )− ik cos2 θ

∣∣∣∣
= 1

k

∣∣∣∣ ν f

ν f (θ )− ik cos2 θ
− 1

∣∣∣∣ ≤ C

k
.

Combining this with the first and second inequalities (6.38), we obtain that∣∣∣∣ cos2 θ

ν f (θ )− ik cos2 θ

∣∣∣∣ ≤ C

1+ k
. (6.49)

From (6.47), (6.48), and (6.49) it follows that

| J̃ | < Cρ−N−1 when |ω1| + |ω2| ≥ ε0. (6.50)

In order to estimate J̃ when |ω1| + |ω2| ≤ ε0, let us introduce an infinitely
differentiable cutoff function η = η(θ ) such that η = 1 if | sin θ | ≤ 1/3 and
η = 0 if | sin θ | ≥ 2/3. Then we represent J̃ in the form J̃ = J̃ 1 + J̃ 2, where
J̃ j , j = 1, 2, are given by (6.42) having in the integrand the additional factors
η(θ ) and 1− η(θ ), respectively. Since (6.43) is valid on the support of 1− η,
J̃ 2 can be estimated in the same way that J̃ was estimated above, and similarly
to (6.50) we get

| J̃ 2| ≤ Cρ−N−1 when |ω1| + |ω2| ≤ ε0. (6.51)

Now we introduce another infinitely differentiable cutoff function ξ = ξ (k)
such that ξ = 1 for k < 1 and ξ = 0 for k > 2. Again, we represent J̃ 1 in
the form J̃ 1,1 + J̃ 1,2, where J̃ 1,1 and J̃ 1,2 are given by (6.42) having in the
integrand the additional factors η(θ )ξ (k) and η(θ )[1− ξ (k)], respectively.
Integrating by parts with respect to θ , we have

J̃ 1,1 = Re
∫+π/2

−π/2

∫+∞
0

ξ (k)
ηQ(θ, ω)

Sθ (θ, ω)
Sθ (θ, ω)eSkρ+iπ/4 dkdθ

= Re
∫+π/2

−π/2

∫+∞
0

ξ (k)

−kρ

(
ηQ

Sθ

)
θ

eSkρ+iπ/4 dkdθ,

because η = 0 when θ = ±π/2. Repeating this procedure N + 1 times, we
obtain the integral whose integrand does not exceed Cρ−N−1 for k ≤ 2, be-
cause (6.44) estimates Sθ on the support of η and Q has zero of order N + 1
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at k = 0 [see (6.39)]. Since ξ (k) = 0 for k > 2, it follows that

| J̃ 1,1| ≤ Cρ−N−1 when |ω1| + |ω2| ≤ ε0. (6.52)

A similar argument is applicable to J̃ 1,2, but one has to integrate by parts
N + 2 times. Since Q and its derivatives with respect to θ do not exceed Ck N

for k > 1 [see (6.39)], we get the integral whose integrand does not exceed
Cρ−N−2k−2 for k > 1 and contains the factor 1− ξ (k) vanishing for k < 1.
Hence

| J̃ 1,2| ≤ Cρ−N−2 when |ω1| + |ω2| ≤ ε0.

Combining this with (6.50)–(6.52), we arrive at the final estimate

| J̃ | ≤ Cρ−N−1, where ρ > 1, y < 0. (6.53)

Note that the integrand in (6.39) depends smoothly on y, and therefore the
estimates above justify the existence of the limit of J̃ as y →−0 and the
validity of (6.53) for that limit value.

6.1.4.3. Properties of Coefficients in the Asymptotic Expansion (6.33)

Our aim is to prove the following assertion.
Functions (6.41) given for {ρ > 0, y < 0} have infinitely differentiable

extensions into {ρ > 0, y ≤ 0}. These functions are homogeneous of the
order − j .

Since integral (6.41) converges in {ρ > 0, y < 0} as a result of (6.38), the
homogeneity of Jj follows after the change of variables k !→ ρ−1k1 in (6.41).
In order to prove that Jj are smooth functions, we write (6.41) in the form

Jj =
∫+∞
−∞

∫+∞
−∞

1

π
√
ζ 2 + τ 2

(
ζ 2

ν
√
ζ 2 + τ 2

) j−1

× exp{y
√
ζ 2 + τ 2 + i xζ + i zτ } dζdτ, (6.54)

which is equivalent to (6.41). This can be verified in the same way as the
equivalence of (6.28) and (6.29).

Let us prove the smoothness of functions (6.54) by induction. For J1, this
is a consequence of (6.13), which implies that J1 = 2ρ−1 and justifies the
leading term in (6.33). Since (6.54) implies that

ν∂y J j+1 = −∂2
x J j for j ≥ 1 (6.55)
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and Jj are homogeneous functions, then

Jj+1 = −1

ν

∫ y

−∞
∂2

x J j dy.

Combining this with the homogeneity of Jj , we get that Jj+1 is an infinitely
smooth function in {ρ �= 0, y ≤ 0}, if Jj has this property. Since the smooth-
ness of J1 was proved, all functions Jj are infinitely smooth.

We note that (6.34) holds because (6.40) can be written as

I2 =
N∑

j=1

Jj + (JN+1 + J̃ ), (6.56)

and the last two terms can be estimated by virtue of (6.53). Thus the first part of
the theorem formulated in Subsection 6.1.4.1 is proved. In Subsection 6.1.3,
it was demonstrated that if y < 0 and x �= 0, then (6.35) has infinitely many
derivatives with respect to x , y, and z; for their calculation it suffices to
differentiate the integrand. One can verify that the asymptotic expansions for
derivatives of I2 can be obtained in the same way as those for I2. Moreover,
these expansions coincide with the corresponding derivatives of (6.33).

6.1.5. Uniqueness of Green’s Function

For demonstrating the uniqueness of Green’s function, it is sufficient to prove
the following assertion.

The following boundary value problem,

∇2u = 0 in R
3
−, (6.57)

uxx + νuy = 0 when y = 0, (6.58)

sup
x,z
|u(x, y, z)| → 0 as y →−∞,

∫+∞
−∞
|u(x, 0, z)|2 dz → 0 as x →+∞ (6.59)

has only a trivial solution.
Applying the Fourier transform with respect to x and z, we see that

û(ζ, y, τ ) must satisfy

û yy − (ζ 2 + τ 2)û = 0 for y < 0,

and so

û = C1(ζ, τ )ey
√

ζ 2+τ 2 + C2(ζ, τ )e−y
√

ζ 2+τ 2
for y ≤ 0, (6.60)
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where C1 and C2 are distributions. Let us show that no term, increasing as
y decreases, appears on the right-hand side in (6.60); that is, C2 = 0. From
(6.59), it follows that there exists h < 0 such that |u| ≤ 1 for y ≤ h. Let
ϕ = ϕ (x, z) = u(x, h, z). A bounded solution of the Laplace equation in the
half-space y ≤ h is uniquely determined by the Dirichlet data, that is, by ϕ,
and this solution has the form of convolution with respect to x and z of ϕ
and φ = (2π )−1(∂/∂y)[x2 + (y − h)2 + z2]−1/2. Hence û is the product of
the Fourier transforms of ϕ and φ. Since φ̂ can be found by using (6.13), we
have

û = (2π )−2ϕ̂(ζ, τ )e(y−h)
√

ζ 2+τ 2
for y ≤ h,

and so

û y −
√
ζ 2 + τ 2û = 0 for y ≤ h. (6.61)

Substituting (6.60) into (6.61), we get√
ζ 2 + τ 2e−y

√
ζ 2+τ 2

C2(ζ, τ ) = 0 for y ≤ h,

which implies that C2(ζ, τ ) = Cδ(0,0)(ζ, τ ), where C is a constant. Then we
can add−Cδ(0,0)(ζ, τ ) to the coefficient C1 in (6.60) and put C2 = 0. Finally,
(6.60) takes the form

û = C1(ζ, τ )ey
√

ζ 2+τ 2
for y ≤ 0. (6.62)

From (6.58), it follows that

−ζ 2û + νû y = 0 when y = 0.

Combining this with (6.62), we obtain the following equation:

(−ζ 2 + ν
√
ζ 2 + τ 2)C1(ζ, τ ) = 0 (6.63)

for determining C1(ζ, τ ). Finding ζ from the equation ζ 2 = ν
√
ζ 2 + τ 2, we

see that the set of real roots consists of the origin and two smooth curves l±
given as follows:

ζ = ±ζ (τ ), where ζ (τ ) = ν

[
1+√1+ 4ν−2τ 2

2

]1/2

.

Then (6.63) shows that C1(ζ, τ ) is a linear combination of Dirac’s measures
placed at the origin and on l±. More precisely, we write

C1(ζ, τ ) = αδ(0,0)(ζ, τ )+ µ+(τ )δ−ζ (τ ) (ζ )+ µ−(τ )δ+ζ (τ )(ζ ), (6.64)

where α is a constant and µ±(τ ) are distributions on l± .
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Let v (x, τ ) denote the Fourier transform of u (x, 0, z) with respect to z.
From (6.62) and (6.64) we have that

v (x, τ ) = 1√
2π

[
αδ(τ )+ µ+(τ )eiζ (τ )x + µ−(τ )e−iζ (τ )x

]
, (6.65)

and the second condition of (6.59) implies
∫+∞
−∞
|v(x, τ )|2 dτ → 0 as x →+∞. (6.66)

Let us demonstrate that

p = p(x, τ ) = µ+(τ )eiζ (τ )x + µ−(τ )e−iζ (τ )x (6.67)

is equal to zero when τ �= 0. Let us fix an arbitrary b > 0; then (6.65) and
(6.66) give that

‖p‖L2(b−1<|τ |<b) → 0 as x →+∞.

Hence for any ε > 0 there is T such that for any x ≥ T we have

‖p‖L2(b−1<|τ |<b) < ε sin(ν/M), where M = max
|τ |≤b

ζ (τ ). (6.68)

Let us put x = T and x = T + M−1 in (6.67) and consider the resulting two
equations as a system for µ±. The matrix A of the system has the form

A =
[

exp{iζ (τ )T } exp{−iζ (τ )T }
exp{iζ (τ )(T + M−1)} exp{−iζ (τ )(T + M−1)}

]
.

The determinant D of this system is equal to −sin[ζ (τ )M−1], and so |D| ≥
sin(ν/M) for |τ | ≤ b because ν ≤ ζ (τ ) ≤ M for such values of |τ |. Therefore,
the elements of the inverse matrix A−1 do not exceed sin−1(ν/M). Hence,

|µ±(τ )| ≤ sin−1(ν/M){|p(T, τ )| + |p(T + M−1, τ )|} for |τ | ≤ b.

Combining this with (6.68), we obtain

‖µ±‖L2(b−1<|τ |<b) ≤ 2ε.

Since b and ε are arbitrary, this means that µ±(τ ) = 0 for τ �= 0. Now (6.65)
shows that v is a linear combination of δ(τ ) and its derivatives. The coefficients
of this linear combination are polynomials of x . Then (6.66) implies that these
coefficients are zeros, and so α = 0 and µ±(τ ) = 0. Now we get from (6.64)
that C1 = 0, and this leads to u = 0 in view of (6.62), which completes the
proof.
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6.2. Far-Field Behavior of the Three-Dimensional Green’s Function

In this section we study the asymptotic behavior of waves generated by the
Kelvin wave source at infinity. For this purpose we use the velocity potential G
obtained in the previous section and expressed by virtue of double and single
integrals. It was demonstrated that the contribution of the double integral
I2 is negligibly small at infinity (see Subsection 6.1.4), and so waves are
described by the single integral I1 defined by (6.7) in Subsection 6.1.1.2. It is
well known that Kelvin’s source generates two systems of waves confined to
Kelvin’s angle between two vertical half-planesϕ = π ± arcsin 1/3, whereϕ
is the polar angle on the free surface in the coordinate system moving together
with the source point. Amplitudes and frequencies of these waves depend on
the angle formed with the direction of the forward motion. The frequencies
of these two systems of waves coincide on the boundary of Kelvin’s angle,
and the velocity potential is described in terms of the Airy function there (see
Ursell [326]).

Furthermore, Ursell noted in [326] and [328] that the far-field behavior of
these two systems of waves is non-uniform in the neighborhood of a source’s
track. In fact, the amplitude of one of the wave systems and of the remainder
tend to infinity as ϕ → π and y = 0 (that is, when both the source and ob-
servation point are on the free surface and the observation point approaches
the source’s track). At the same time, for ϕ = π and y < 0 (that is, when
the observation point is placed strictly below the source’s track), one obtains
that the amplitude of the same wave system vanishes and the remainder is
bounded and decays at infinity. Ursell’s description (see [326]) of the far-
field behavior is based on the steepest descent method. It occurs that within
Kelvin’s angle there are two saddle points and each of them is responsible
for its own wave system. When two saddle points merge the standard method
fails to provide the result, and for describing asymptotic behavior near the
boundary of Kelvin’s angle uniformly with respect to ϕ the Airy function is
required. When the observation point approaches the source’s track, one of
the saddle points goes to infinity, and so for obtaining a uniform asymptotic
formula it is essential to determine the contribution of this infinitely remote
saddle point. This requires the introduction of a special wave localized near
the source’s track. Such a wave was introduced in the work [229] by Maz’ya
and Vainberg, and combining it with the two systems described above, one
obtains a uniform far-field asymptotic representation with a remainder that is
shown to be bounded and to decay uniformly at infinity.

Green’s function of the Neumann–Kelvin problem has also a singularity on
the source’s track when the source is placed on the free surface (see Ursell’s
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paper [339], where this singularity is described in the case when the distance
between the observation point and the source is finite). Since we are interested
in the asymptotic behavior in the far field, the results in the present section
and those in [339] do not follow from each other but are complementary.

6.2.1. Formulation of the Results

For the sake of brevity we assume the parameter ν to be equal to one through-
out the present section, but this does not lead to loss of generality. It fact, let
G(ν) denote Green’s function in the case of arbitrary ν > 0, and G we will
use for Green’s function of the Neumann–Kelvin problem in which ν = 1,
and so G = G(1). Then one immediately finds that

G(ν)(x, y, z; y0) = νG(νx, νy, νz; νy0),

which allows us to reformulate the asymptotic results obtained for G and its
derivatives in terms of G(ν) and the corresponding derivatives.

According to the first assertion in Subsection 6.1.1.2, we have the following
for y + y0 < 0:

G(x, y, z; y0) = R−1 − R−1
0 + I2(x, y + y0, z)+ I1(x, y + y0, z), (6.69)

where

R =
√

x2 + (y − y0)2 + z2, R0 =
√

x2 + (y + y0)2 + z2,

and

I1(x, y, z) = −4H (−x)Im
∫∞
−∞

exp{y(1+ t2)+ i(x + t z)
√

1+ t2} dt.

(6.70)

Here H (−x) = 1 for x < 0 and H (−x) = 0 for x ≥ 0. The double integral I2

is given by (6.4) in Subsection 6.1.1.2, but the contribution of I2 to the wave
pattern is negligible (it was demonstrated in Subsection 6.1.4 that I2 decays
at infinity sufficiently fast), and so we are going to investigate only the wave
integral I1 here.

First, we recall that both I1 and I2 do not define smooth functions for
y + y0 < 0 and x = 0, but I1 + I2 is an infinitely differentiable function
(see Subsection 6.1.3.1), and so G − R−1 is infinitely differentiable when
y + y0 < 0. Furthermore, (6.69) is meaningless when y + y0 = 0 because
I1 defined by (6.70) is a divergent integral if y = 0. Hence, for y + y0 = 0,
Green’s function must be understood as the limit value of G(x, y, z; y0) as
y + y0 →−0, and this is possible as follows from the first and second the-
orems formulated below. In fact, these theorems imply that G − R−1 is a
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smooth function throughout the region, where y + y0 ≤ 0, from which a
half-line

l = {y + y0 = 0, ϕ = π}
(that is, source’s track) is removed.

Our main aim is to obtain an asymptotic expansion, which is uniform with
respect to ϕ and y, for the wave integral

I1(x, y + y0, z) as r =
√

x2 + z2 →∞.

For this purpose we introduce functions describing frequencies and ampli-
tudes of propagating waves. Let

ϕ0 = arctan
√

2/4 = arcsin 1/3.

Then Kelvin’s angle is defined by |ϕ − π | < ϕ0, and for ϕ within this angle
we introduce

t±(ϕ) = −cotϕ

4
(1±
√

1− 8 tan2 ϕ), (6.71)

τ±(ϕ) = t2
±(ϕ)+ 1, (6.72)

S±(ϕ) =
√
τ±(ϕ) (cosϕ + t±(ϕ) sinϕ) , (6.73)

a±(ϕ) = −4
√

2π

[
τ±(ϕ)

1− 9 sin2 ϕ

]1/4

. (6.74)

It is obvious that t−, τ−, S−, and a− are infinitely differentiable functions
when |ϕ − π | < ϕ0. In contrast, t+, τ+, S+, and a+ are singular at ϕ = π ,
and these singularities can be characterized by noting that

t(ϕ) = t+(ϕ) sinϕ, τ (ϕ) = τ+(ϕ) sin2 ϕ,

S(ϕ) = S+(ϕ) |sinϕ| , a(ϕ) = a+(ϕ) |sinϕ|1/2 (6.75)

are infinitely differentiable functions such that

t(π ) = 1/2, τ (π ) = 1/4, S(π ) = −1/4, a(π ) = −4
√
π.

Setting

A(ϕ) = S+(ϕ)+ S−(ϕ)

2
, B(ϕ) =

{
3[S+(ϕ)− S−(ϕ)]

4

}2/3

, (6.76)

we see that these functions defined for |ϕ − π | < ϕ0 can be extended analy-
tically to a certain neighborhood of ϕ = π ± ϕ0. This follows directly from
(6.71)–(6.73), or it can be obtained from general results (see the second
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theorem formulated below in Subsection 6.2.3). When A and B are considered
for |ϕ − π | > ϕ0, they are understood as such extensions.

By v we denote the Airy function

v(t) = 1

2
√
π

∫+∞
−∞

exp

{
i

(
t x + x3

3

)}
dx, (6.77)

and O(R−β0 ) denotes any function u = u(x, y + y0, z) defined in the half-
space y + y0 ≤ 0 and such that

|u| ≤ C R−β0 for R0 ≥ 1,

where C is a constant that does not depend on x , y + y0, and z.
Let us formulate and discuss the main results of the present section.
Let δ > 0 be sufficiently small and ε > 0. Then for any y0 ≤ 0 the following

asymptotic formulae hold for G as R0 →∞:

1. If |y + y0| ≥ εr or |ϕ − π | > ϕ0 + ε, then

G = R−1 + R−1
0 + O

(
R−2

0

)
. (6.78)

2. If |y + y0| < r and |ϕ − π | < ϕ0 − ε, then

G = R−1 + R−1
0

+ r−1/2
∑
±

a±(ϕ) exp{(y + y0)τ±(ϕ)} sin
(

S±(ϕ)r ± π

4

)
+ O
(
R−3/2

0

)
. (6.79)

3. If |y + y0| < r and |ϕ − π ± ϕ0| < δ, then

G = R−1 + R−1
0

+ 4
√

2π

[
B(ϕ)

1− 9 sin2 ϕ

]1/4

Re
∑
±

[τ±(ϕ)]1/4

× exp{(y+ y0)τ±(ϕ)+ i A(ϕ)r}

×
{

ir−1/3v
[−B(ϕ)r2/3

]± r−2/3 v
′ [−B(ϕ)r2/3

]
√

B(ϕ)

}
+ O
(
R−4/3

0

)
.

(6.80)

Here τ±, S±, a±, A, and B are defined by (6.71)–(6.74) and (6.76).
The meaning of (6.80) should be explained. Since for |ϕ − π | < ϕ0 we

have that B(ϕ) > 0 and τ±(ϕ) > 0, the right-hand side in (6.80) is defined
uniquely for |ϕ − π | < ϕ0. If |ϕ − π | ≥ ϕ0, then the right-hand side in (6.80)
is understood as an analytic extension with respect to ϕ. The existence of such
an extension follows from three facts: (i) B is an analytic function of ϕ in the
neighborhood of ϕ = π ± ϕ0; (ii) B has first-order zeros at these points; and
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(iii) τ±(π ± φ0) = 3/2 and u(λ) = λ1/4 exp{(y + y0)λ} is an analytic function
in the neighborhood of λ = 3/2. Therefore,

u[τ+(ϕ)]+ u[τ−(ϕ)], {u[τ+(ϕ)]− u[τ−(ϕ)]}/
√

B(ϕ)

are analytic functions of φ in a neighborhood of ϕ = π ± ϕ0. All above facts
follow from formulae (6.71)–(6.73) and (6.76) or can be obtained from general
considerations (see the second proposition in Subsection 6.2.3).

Let us discuss the theorem formulated above. First, it means that

G1 = G − R−1 − R−1
0

decreases rapidly with the depth (more precisely, as y + y0 →−∞), and in
the half-space upstream, that is, as R0 →∞ for x > 0; see (6.78). Second, in
the half-space downstream (for x < 0), waves are mainly localized within a
dihedral angle (Kelvin’s angle) formed by vertical planes intersecting the free
surface along ϕ = π ± ϕ0. Outside of this angle, G1 decreases rapidly with
the distance from the source; see (6.78). Strictly inside Kelvin’s angle, there
are two wave systems whose frequencies depend on ϕ, and these waves decay
rapidly with the depth; see (6.79). The frequencies of waves are S+(ϕ)/2π
and S−(ϕ)/2π , and they coincide at the boundary of Kelvin’s angle.

Since S+, a+, and τ+ are singular at ϕ = π , the amplitude and frequency of
the corresponding wave tend to infinity as ϕ → π when y + y0 = 0, but the
amplitude of this wave vanishes for ϕ = π and y + y0 < 0, as was pointed
out by Ursell as early as in 1960 (see [326]). The singularity of the wave under
consideration in a neighborhood of the ray l = {y + y0 = 0, ϕ = π} (that is,
in a neighborhood of the source’s track) is characterized by (6.79) and by
the fact that (6.75) determines smooth functions. From (6.79) and (6.75) one
obtains that the wave’s form in a neighborhood of l is as follows:

a(ϕ)√|sinϕ| exp

{
(y + y0)τ (ϕ)

sin2 ϕ

}
sin

(
S(ϕ)

|sinϕ|r +
π

4

)
,

where a, τ , and S are infinitely differentiable functions, and

a(π ) = −4
√
π, τ (π ) = −S(π ) = 1/4.

We emphasize that the remainder in (6.79) decreases uniformly in all direc-
tions at infinity.

Formula (6.79) does not hold in a neighborhood of two half-planes ϕ =
π ± ϕ0, and so the Airy function and its derivative are used in the asymptotics
of G there [see (6.80)].

Formulae expressing the asymptotic behavior of G can be differentiated
everywhere excluding a neighborhood of l because the derivatives of the
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remainder term are singular on l. However, these singularities are more weak
than the singularities of the derivatives of terms in the asymptotic expan-
sion. In the next two assertions, we give asymptotic expansions of ∇G and
Gx (x, 0, z; y0); the latter is equal (up to a constant factor) to the elevation of
the free surface. These asymptotic expansions for the region inside Kelvin’s
angle contain not only the derivatives of corresponding terms in the asymp-
totic expansion of G, but also additional terms. Outside a neighborhood of
the source’s track, these additional terms decay rapidly at infinity, and so they
correspond to a wave propagating to infinity along the track. The remainder
terms in these expansions are continuous and decay at infinity uniformly with
respect to all variables.

In order to formulate the next theorem we need three functions defined for
ξ ≤ 0:

D1(ξ ) = d2
(
σeξσ

2)
dσ 2

∣∣∣∣∣
σ=1

, (6.81)

D2(ξ ) = d2
(
σ 2eξσ

2)
dσ 2

∣∣∣∣∣
σ=1

,

D3(ξ ) = d4
(
σeξσ

2)
dσ 4

∣∣∣∣∣
σ=1

. (6.82)

It is obvious that these functions are bounded and decay exponentially as
ξ →−∞.

For any y0 ≤ 0 and ε > 0, we have the following as R0 →∞:

1. If |y + y0| ≥ εr or |ϕ − π | > ϕ0 + ε, then

∇G = ∇(R−1 + R−1
0

)+ O
(
R−3

0

)
. (6.83)

2. If |y + y0| < r and |ϕ − π | < ϕ0 − ε, then

∇G = ∇R−1

+ Im

{
r−1/2

∑
±

H±(ϕ)a±(ϕ)

× exp

{
(y + y0) τ±(ϕ)+ i S±(ϕ)r ± iπ

4

}
+
√
π

|z|3/2 H (x, y + y0, z)

× exp

{
y + y0 + i S+(ϕ)r + iπ

4

}}
+ O
(
R−3/2

0

)
.
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3. If |y + y0| < r , |ϕ − π ± ϕ0| < δ, and δ is sufficiently small, then

∇G = ∇R−1+ 4
√

2π

[
B(ϕ)

1− 9 sin2 ϕ

]1/4

Re
∑
±

H±(ϕ)q±+ O
(
R−4/3

0

)
,

where by q± we denote the expression under the sign
∑
± in (6.80).

In 2 and 3, t±, τ±, S±, and a± are given by (6.71)–(6.74), and we use the
following vector functions:

H±(ϕ) = [i
√
τ±(ϕ), τ±(ϕ), i t±(ϕ)

√
τ±(ϕ)],

H (x, y + y0, z) =
(

2 |z|
r

D1,−i D2 + |z|
2r2

D3, D2 sign z + i z

2r2
D3

)
,

where D j = D j ((y + y0)t2
+(ϕ)) and D j ( j = 1, 2, 3) are defined in (6.81) and

(6.82).
It is easy to verify that

H±(ϕ) exp{(y + y0) τ±(ϕ)+ i S±(ϕ)r} = ∇ exp{(y + y0) τ±(ϕ)+ i S±(ϕ)r},

and that for |z| > εr , the term containing H (x, y + y0, z) (see 2) has the same
order as the remainder.

The asymptotic behavior of Gx (x, 0, z; y0), which is equal (up to a constant
factor) to the elevation of the free surface, is an immediate corollary of the last
theorem. It is convenient to put down the corresponding formulae, assuming
that ρ =

√
x2 + y2

0 + z2 →∞, and so the source’s depth of submergence
|y0| can also tend to infinity.

Let δ > 0 be sufficiently small and ε > 0; then we have the following as
ρ →∞:

1. If |y0| > εr or |ϕ − π | > ϕ0 + ε, then Gx (x, 0, z; y0) = O(ρ−3).
2. If |y0| < r and |ϕ − π | < ϕ0 − ε, then

Gx (x, 0, z; y0) = r−1/2
∑
±

√
τ±(ϕ)a±(ϕ)ey0τ±(ϕ) cos

(
S±(ϕ)r ± π

4

)
+ r−1 2

√
π

|z|1/2 D1[y0t2
+(ϕ)]ey0 sin

[
S+(ϕ)r + π

4

]
+ O
(
ρ−3/2

)
.

3. If |y0| < r and |ϕ − π ± ϕ0| < δ, then

Gx (x, 0, z; y0)= 4
√

2π

[
B(ϕ)

1− 9 sin2 ϕ

]1/4

Re
∑
±

τ±(ϕ)q± + O
(
ρ−4/3

)
.
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Here t±, τ±, S±, and a± are given by (6.71)–(6.74), respectively; D1 is de-
fined in (6.81); and by q± we denote the expression under the sign

∑
± in

(6.80).
In the following subsections, we prove two theorems formulated above.

6.2.2. Reduction to an Oscillatory Integral

By F = Fh(r, ϕ, y) (we recall that x = r cosϕ and z = r sinϕ) we denote
the following integral:

F =
∫∞
−∞

f (t, y) exp{ir (cosϕ + t sinϕ)
√

t2 + 1} dt, (6.84)

where f (t, y) = h(t)ey(t2+1) and h ∈ C∞(R) is such that

h(t) = d±|t |α + O(|t |α−2) as t →±∞, (6.85)

and the asymptotics can be differentiated. If y = 0 and α is large, then F is a
divergent integral, and so F |y=0 must be understood as the limit in (6.84) as
y →−0. The existence of this limit will be established in Subsections 6.2.4–
6.2.7.

If x �= 0, then the function defined by (6.70) and its gradient can be ex-
pressed in terms of the oscillatory integral (6.84) as follows:

I1 = −4H (−x) Im F |h=1, (6.86)

∇ I1 = −4H (−x) Im F |h=(i
√

t2+1, t2+1, i t
√

t2+1). (6.87)

These formulae combined with (6.69) and results in Subsection 6.1.4.1 reduce
proving two theorems formulated in the previous subsection to the study of
asymptotics as r →∞ for F when x < 0. It is obvious that the function h
given by (6.86) and the components of the vector h given by (6.87) satisfy
(6.85), and in Subsections 6.2.4–6.2.7 we are concerned with the asymptotic
behavior of (6.84). For this purpose we apply the method of stationary phase
described in Subsection 6.2.3, and the crucial notion of this method is the
so-called point of the stationary phase.

Let S denote the phase function in (6.84); that is,

S =
√

t2 + 1 cosϕ + t
√

t2 + 1 sinϕ, (6.88)

and so points of the stationary phase are determined by the following equation:

St = (t2 + 1)−1/2[t cosϕ + (1+ 2t2) sinϕ] = 0. (6.89)
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We assume that cosϕ < 0 because the factor H (−x) in (6.86) and (6.87)
vanishes for x < 0. Equation (6.89) has no solutions when |ϕ − π | > ϕ0 or
cosϕ < 0. On the contrary, there are two points t = t±(ϕ) of stationary phase
when ϕ is within Kelvin’s angle |ϕ − π | < ϕ0 and ϕ �= π . These points are
given by (6.71). The function t− is infinitely smooth when |ϕ − π | < ϕ0, and
the same is true for t+ when ϕ �= π , but t+(ϕ) →∓∞ as ϕ → π ± 0 whereas
t−(ϕ) → 0 as ϕ → π . As ϕ → π + ϕ0, two points of the stationary phase
merge at t±(π + ϕ0) = −√2/2, and the point of merging is t±(π − ϕ0) =√

2/2 as ϕ → π − ϕ0.
By S± = S±(ϕ) we denote the value of (6.88) at t±(ϕ); see (6.73), where

these functions are described explicitly.

6.2.3. Stationary Phase Method

In this subsection we recall facts concerning the method of the stationary phase
used for the investigation of (6.84). Many theoretical and applied problems
require evaluation of the asymptotic behavior as r →∞ for functions defined
as an oscillatory integral:

I (r ) =
∫ b

a
f (t)eir S(t) dt, where f, S ∈ C∞(R), Im S = 0. (6.90)

In the case of superposed waves, f is the amplitude and S is the phase. What
is important is not the phase’s values (the more so because adding a multiple
of 2π does not change the integrand), but the frequency r St/2π . If St �= 0
and r →∞, then there are only high-frequency oscillations. The method
of stationary phase allows us to find an asymptotic expansion for (6.90).
Moreover, the method is applicable to multidimensional integrals as well.
Below we give without proofs an account of the results related to the one-
dimensional case required for our purposes in the present section. Proofs and
multidimensional generalizations can be found elsewhere (see, for example,
Fedoryuk [84] and Vainberg [345]).

We will assume that f vanishes near a and b. Also, let f as well as S
depend smoothly on a parameter ϕ ∈ ", where " is a closed segment, and so

I (r, ϕ) =
∫ b

a
f (t, ϕ)eir S(t,ϕ) dt, Im S = 0, (6.91)

where f, S ∈ C∞(R×"), f = 0 when t /∈ [a + ε, b − ε] for a certain
ε > 0.

Let us define some notions used in what follows. If St (t, ϕ) = 0 for t =
t(ϕ), then t(ϕ) is called a point of stationary phase, and such a point is called
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nondegenerate when Stt (t(ϕ), ϕ) �= 0. Let

Q(t, ϕ) = |S(t, ϕ)− S(t(ϕ), ϕ)|
(t − t(ϕ))2

,

where t(ϕ) is a point of stationary phase. By ‖ f ‖k we denote the norm of f
in the Banach space Ck([a, b]); that is,

‖ f ‖k = max
0≤ j≤k

max
a≤t≤b

∣∣ f ( j)(t)
∣∣ .

The first assertion is concerned with the case of nondegenerate points of
stationary phase.

1. Let S have only one stationary point t = t(ϕ) in [a, b] for each ϕ ∈ ",
and let this point be nondegenerate. Then we have the following for
any N:

I = exp{ir S(t(ϕ), ϕ)}
N∑

k=0

ak(ϕ)r−k−1/2 + O
(
r−N−3/2

)
. (6.92)

Here ak ∈ C∞(") (k = 0, . . . , N ) have the following form:

ak = )(k + 1)

(2k)!
exp

{
i
π (2k + 1)

4
sign Stt (t(ϕ), ϕ)

}
×
[

d2k

dt2k

{
f (t, ϕ)[Q(t, ϕ)]−k−1/2

}]
t=t(ϕ)

, (6.93)

where )(·) is the gamma function. The reminder term in (6.92) does
not exceed

C(a, b, S) ‖ f ‖2N+2 r−N−3/2,

and this expansion admits differentiation with respect to r and ϕ.
2. The one-term formula (6.92) is as follows:

I = exp
{

ir S(t(ϕ), ϕ)+ i
π

4
sign Stt (t(ϕ), ϕ)

}
× f (t(ϕ), ϕ)

√
2π

|Stt (t(ϕ), ϕ)| r + O
(
r−3/2
)
.

3. If for each ϕ ∈ " the phase S has several stationary points t = t j (ϕ),
j = 1, . . . , j0, in [a, b] and all of these points are nondegenerate, then
the asymptotic expansion for I has the form of a sum whose terms are
given in (6.92), but t(ϕ) = t j (ϕ).

The next statement gives the asymptotic expansion for (6.91) when S has
two nondegenerate stationary points merging at t = t ′ as ϕ → ϕ′.
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Let S be an analytic function of (t, ϕ) in a neighborhood of (t ′, ϕ′) and

St (t
′, ϕ′) = Stt (t

′, ϕ′) = 0

whereas

α1 = Stϕ(t ′, ϕ′) < 0, α2 = Sttt (t
′, ϕ′) > 0.

Then there exist δ1 > 0 and δ > 0 such that the following assertions hold.

1. No stationary point exists in the interval |ϕ − ϕ′| < δ1 when ϕ′ − δ <

ϕ < ϕ′. If ϕ′ < ϕ < ϕ′ + δ, then S has exactly two stationary points
t = t±(ϕ) in the interval |t − t ′| < δ1, and t± are analytic functions of
ψ = √ϕ − ϕ′ in a neighborhood of ψ = 0. Functions A and B de-
fined for ϕ ∈ (ϕ′, ϕ′ + δ) by (6.76), where S±(ϕ) = S(t±(ϕ), ϕ), have
analytic continuations into the interval |ϕ − ϕ′| < δ.

2. If t ′ ∈ (a, b), where b − a < δ1 and |ϕ − ϕ′| < δ, then the following
asymptotic expansion holds for (6.91) as r →∞:

I = eir A(ϕ)

{
v
(−B(ϕ)r2/3

) N∑
j=0

b j1(ϕ)r−1/3− j

+ v′
(−B(ϕ)r2/3

) N∑
j=0

b j2(ϕ)r−2/3− j

}
+ O
(
r−4/3−N

)
,

where v is the Airy function (6.77) and b j1 and b j2 are analytic func-
tions of ϕ. The expansion admits differentiation with respect to r
and ϕ.

3. If t+ is chosen so that t+(ϕ) > t−(ϕ), then coefficients in the leading
terms of expansions are as follows:

b01(ϕ) =
√

2π f B1/4 (Stt )
−1/2
∣∣
t=t+(ϕ)

+
√

2π f B−1/4 (−Stt )
−1/2
∣∣
t=t−(ϕ),

b02(ϕ) = −i
√

2π f B−1/4 (Stt )
−1/2
∣∣
t=t+(ϕ)

+ i
√

2π f B1/4 (−Stt )
−1/2
∣∣
t=t−(ϕ),

where the branches of all roots are chosen so that the roots are positive
for ϕ > ϕ′

Note that ±Stt |t=t±(ϕ) > 0 when ϕ > ϕ′.
The propositions formulated in this subsection will be applied below for

the investigation of (6.84). Also, the last proposition can easily be modified so
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that it is applicable when α1 > 0 or α2 < 0. For this purpose one has simply
to replace ϕ by −ϕ and to consider the complex conjugate integral.

6.2.4. Estimates Outside of Kelvin’s Angle

In this subsection, we are concerned with proving the following lemma.

1. If y ≤ −1, then |F | ≤ Cey.
2. Let ε > 0; then F is a continuous function when

y ≤ 0, x2 + z2 �= 0, ϕ0 + ε < |ϕ − π | ≤ π/2, (6.94)

and for any N ≥ 0 there exists C = C(ε, N ) such that

|F | ≤ C (1+ |y|)N/2 eyr−N (6.95)

for r > 1 and ϕ, y specified in (6.94).

It is obvious that point 1 is true, and so we begin with proving that F is
continuous when conditions (6.94) hold.

Let D be a set in R
3 in which (y, ϕ, t) are the coordinates, and let ψ be an

infinitely smooth function defined in D and such that∣∣∂ j
t ψ
∣∣ ≤ C j |t |s− j

holds for any j , where C j is independent of point (y, ϕ, t) ∈ D. By Ms(D)
we denote a space consisting of such functions, and we take

D = {y ≤ 0, ϕ0 + ε ≤ |ϕ − π | ≤ π/2, |t | ≥ 1}.

Since the phase function (6.88) is such that St �= 0 in D and St ∼ 2t sinϕ as
|t | → ∞ [see (6.89)], we see that (St )−1 ∈ M−1(D).

Let us demonstrate that

eyt2 ∈ M0(D). (6.96)

Since

∂
j

t eyt2 =
∑

0≤m≤ j

Cm, j ymt2m− j eyt2
, Cm, j = const, (6.97)

and |x |m ex is a bounded function when x = yt2 ≤ 0, we have that∣∣∂ j
t eyt2 ∣∣ ≤ C j |t |− j for −∞ < t < +∞, y ≤ 0, (6.98)
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and so (6.96) is proved. Since Cm, j = 0 for 2m < j , it follows from (6.97)
that ∣∣∂ j

t eyt2 ∣∣ ≤ C j |y| j/2 for −∞ < t < +∞, y ≤ 0 (6.99)

(this will be used later on).
Let us split F into a sum F1 + F2, where Fj ( j = 1, 2) are given by (6.84),

but the corresponding integrands are multiplied by χ j (t). Here χ1 ∈ C∞

is such that χ1(t) = 1 for |t | ≥ 2 and χ1(t) = 0 for |t | ≤ 1, and χ2(t) =
1− χ1(t). For estimating F1 we multiply and divide the integrand by i Str ,
and integrating by parts we get

F1 = 1

r

∫
|t |>1

ey+i Sr ∂

∂t

(
−χ1heyt2

i St

)
dt, y < 0.

Repeating this procedure N times, N > (1+ α)/2, we obtain

F1 = r−N
∫
|t |>1

ey+i Sr ∂

∂t

(−1

i St

∂

∂t

)N−1
(
−χ1heyt2

i St

)
dt, y < 0. (6.100)

Since h ∈ Mα(D) according to (6.85), we get from (6.96) that χ1heyt2 ∈
Mα(D). Multiplication by (St )−1 maps Ms(D) into Ms−1(D) because (St )−1 ∈
M−1, and ∂t has the same property. Hence the second factor in the integrand
in (6.100) belongs to Mα−2N (D), and so it is majorized by C |t |γ , where γ =
α − 2N < −1 because N > (1+ α)/2. Therefore, (6.100) is a converging
integral and the convergence is uniform on (6.94). This implies that F1 is a
continuous function there and it satisfies (6.95) for N > (1+ α)/2. Moreover,
there is no factor (1+ |y|)N/2 in the right-hand side in (6.95) for F1. It is clear
that this estimate also holds for smaller values of N .

Let us turn to estimating F2. Since the domain of integration is finite in this
case (|t | ≤ 2), we see that in the procedure described above, the derivatives of
(St )−1 and χ2h are continuous and uniformly bounded for ϕ and y specified
in the lemma’s formulation. Also, the derivatives of eyt2

satisfy (6.99). Thus
F2 is continuous, and integrating term by term, one arrives at (6.95) for F2,
which completes the proof.

6.2.5. Asymptotic Behavior Inside Kelvin’s Angle

The following lemma provides the asymptotic behavior of (6.84) strictly
inside Kelvin’s angle, but outside of a neighborhood of the source’s track.
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Let ε ≥ 0 and N be an arbitrary nonnegative integer; then for ϕ satisfying
ε ≤ |ϕ − π | ≤ ϕ0 − ε, we have that

F =
∑
±

exp{yτ±(ϕ)+ i S±(ϕ)r}
N∑

j=0

a±j (ϕ, y)r−1/2− j

+ (1+ |y|)N+1ey O
(
r−3/2−N

)
(6.101)

holds for (6.84) as r →∞. Here a±j (ϕ, y) are polynomials in y whose orders
are less than or equal to 2 j and coefficients are infinitely differentiable func-
tions of ϕ. Moreover,

a±0 (ϕ, y) = −1/4h(t±(ϕ))a±(ϕ)e±iπ/4. (6.102)

The definitions of t±, τ±, S±, and a± are given by (6.71)–(6.74). In the
proof of this lemma, we obtain a slightly better estimate for the remainder
term in (6.101). Namely, one may replace (1+ |y|)N+1 by (1+ |y|)N/2+1, but
we do not use this improvement in what follows. The formulated more rough
estimate allows us to use formulae (6.101) and (6.102) for values of ϕ close
to ϕ = π (see the assertion formulated in Subsection 6.2.7).

We begin the proof by noting that for ε > 0 there exists t0 > 1 such that
the points of the stationary phase t±(ϕ) [see (6.71)] satisfy

2t−1
0 < t±(ϕ) < t0 for ε ≤ |ϕ − π | ≤ ϕ0 − ε. (6.103)

Let us split F into a sum F1 + F2 + F3 in which F1, F2, and F3 are ob-
tained by multiplying the integrand in (6.84) by χ1(t/t0), χ2(t0t), and χ3(t) =
1− χ1(t/t0)− χ2(t0t), respectively. Here χ1(t) and χ2(t) are the functions
defined in the proof of the lemma in Subsection 6.2.4. It is obvious that for ϕ
under consideration, t±(ϕ) lie outside of the supports of χ1(t/t0) and χ2(t0t);
that is, St �= 0 on the supports of these functions. Let us change the definition
of D given in the proof of the lemma in Subsection 6.2.4 and set

D = {y ≤ 0, ε ≤ |ϕ − π | ≤ ϕ0 − ε, |t | ≥ t0}.
Then St �= 0 in D, and so F1 and F2 can be estimated in the same way as in
the proof of the lemma in Subsection 6.2.4. Hence, F1 + F2 is defined for ϕ
and y specified in the lemma’s formulation. Moreover, F1 + F2 is continuous
and (6.95) holds for it for these values of ϕ and y. Replacing N by N + 2 in
that estimate, we find that F1 + F2 satisfies the estimate for the remainder on
the right-hand side of (6.101), and so the contribution of F1 + F2 is negligible
when one considers the asymptotics of F .

Let us turn to F3, whose integrand has a compact support. Therefore, F3

is defined and continuous for all y ≤ 0, and the method of stationary phase is
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applicable. It was mentioned above that S has two stationary points t = t±(ϕ)
defined by (6.71) for ϕ under consideration. At these stationary points we
have

Stt |t=t±(ϕ) = ±
√

1− 9 sin2 ϕ

τ± (ϕ)
�= 0, ε ≤ |ϕ − π | ≤ ϕ0 − ε. (6.104)

That is, the points of the stationary phase are nondegenerate. Now the required
assertion follows from the first proposition in Subsection 6.2.3, if one takes
into account that f in F3 has the form

f = χ3(t)h(t)ey(t2+1), (6.105)

and χ3(t±(ϕ)) = 1, which follows from (6.103). Also, estimating the remain-
der term, one has to take into account that χ3(t)h(t) in (6.105) depends on
y belonging to the half-axis y ≤ 0, which is not a compact set. However,
the remainder arising when one applies the method of stationary phase can
be estimated (see the first proposition in Subsection 6.2.3) by means of the
derivatives of f with respect to t having orders less than or equal to 2N + 2
and by the derivatives of phase that does not depend on y. From (6.98), it
follows that these derivatives are bounded by Cey on the support of χ3. Hence
F3 satisfies (6.101), where the factor (1+ |y|)N+1 can be omitted in the re-
mainder. It was shown above that F1 + F2 does not exceed the remainder in
(6.101), which means that (6.101) is valid for F1 + F2 + F3. Thus the proof
is complete.

6.2.6. Asymptotics Near the Boundary of Kelvin’s Angle

The aim of this subsection is to prove the following result.
There exists δ > 0 such that for |ϕ − π ± ϕ0| < δ, y ≤ 0, and an arbitrary

integer N ≥ 0, we have the following as r →∞:

F = eir A(ϕ)

[
v
(−B(ϕ)r2/3

) N∑
j=0

b j1(ϕ, y)r−1/3− j

+ v′
(−B(ϕ)r2/3

) N∑
j=0

b j2(ϕ, y)r−2/3− j

]
+ (1+ |y|)1+N/2ey O

(
r−4/3−N

)
, (6.106)

where v is the Airy function (6.77), A and B are given by (6.76), and b j1 and
b j2 are bounded infinitely differentiable functions.
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The one-term formula is as follows:

F = −i
√

2π

[
B(ϕ)

1− 9 sin2 ϕ

]1/4∑
±

h(t±(ϕ))q±(ϕ, y, r )

+ (1+ |y|) ey O
(
r−4/3
)
, (6.107)

where q± are the expressions under the sign
∑
± in (6.80).

Since estimating (6.84) is similar for |ϕ − π + ϕ0| < δ and |ϕ − π − ϕ0|<
δ, we restrict ourselves to the case |ϕ − π + ϕ0| < δ. Let us introduce χi ∈
C∞(R), i = 1, 2, 3 as follows:

χ3(t) = 1 for |t −
√

2/2| < γ � 1, χ3(t) = 0 for |t −
√

2/2| > 2γ ;

χ2(t) = 1− χ3(|t |) for |t | ≤
√

2/2, χ2(t) = 0 for |t | >
√

2/2;

χ1 = 1− χ2 − χ3.

We split (6.84) into a sum F = F1 + F2 + F3, where Fj is obtained by mul-
tiplying the integrand by χ j (t), j = 1, 2, 3. We noted above that the points
of stationary phase t±(ϕ) tend to

√
2/2 as ϕ → π − ϕ0. Taking δ > 0 to be

sufficiently small, we find that t±(ϕ) fall within a γ /2 neighborhood of
√

2/2
when |ϕ − π + ϕ0| < δ. Then St �= 0 on supports of χ1 and χ2, and so F1

and F2 can be estimated in the same way as in the proof of the lemma in
Subsection 6.2.4. Hence, these integrals are defined and continuous for all
ϕ and y specified in the lemma’s formulation and their contribution to the
asymptotics of F is negligible.

Since one integrates over a finite segment in F3, this integral can be treated
by means of the method of stationary phase; one has to apply the version
involving the phase S(t, ϕ) that depends on the parameter ϕ and has two
nondegenerate stationary points t±(ϕ) merging into t±(π − ϕ0) = √2/2 as
ϕ → π − ϕ0. One can easily verify that

St = Stt = 0, Sϕt < 0, Sttt > 0, for ϕ = π − ϕ0, t =
√

2/2.

Noting that δ > 0 can be chosen arbitrarily small, one obtains the required as-
sertion as a direct consequence of the second proposition in Subsection 6.2.3.
It remains for us to remark that the dependence on y in the integrand in F3 cre-
ates no difficulties because the coefficients of the corresponding expansion
and the estimate for the remainder can be written by using the derivatives
in the same way as in the proof of the lemma in Subsection 6.2.5. It was
noted there that by (6.98) these derivatives are bounded by Cey . The proof is
complete.
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6.2.7. Asymptotic Behavior Near the Source’s Track

In this subsection we extend the result obtained in Subsection 6.2.5 to the
case in which ϕ is close to π .

1. The asymptotic expansions (6.101) and (6.102) hold for y ≤ 0 and ϕ

satisfying |ϕ − π | ≤ ϕ0 − ε, and remainders decay uniformly at in-
finity when N ≥ α − 1/2, where α is defined in (6.85). Furthermore,
a−j (ϕ, y) is a polynomial in y, its order is less than or equal to 2 j , and
coefficients are infinitely smooth functions of ϕ;

a+j (ϕ, y) = b j (ϕ, yt2
+(ϕ)) |t+(ϕ)|α− j+1/2 , (6.108)

where b j is a polynomial of the second argument, its order is less than
or equal to 2 j , and coefficients are bounded functions.

2. If α ≤ 2, then for y ≤ 0 and |ϕ − π | < ϕ0 − ε we have that

F = −r−1/2

4

∑
±

h(t±(ϕ))α±(ϕ) exp

{
yτ±(ϕ)+ i S±(ϕ)r ± iπ

4

}
+ d

√
2π

2
r−3/2 |2 sinϕ|1/2−α exp

{
y + i S+(ϕ)r + i3π

4

}
×
[

d2

dσ 2

(
σαeyt2

+(ϕ)σ 2)+ i | sinϕ|
2r

d4

dσ 4

(
σαeyt2

+(ϕ)σ 2)]
σ=1

+ (1+ |y|)3ey O
(
r−3/2
)
. (6.109)

Here d = d+ if sinϕ > 0 and d = d− if sinϕ < 0, where d± are con-
stants in (6.85), and t±, τ±, S±, and a± are defined by (6.71)–(6.74).

Before proving this assertion, we should make several remarks.
First, from (6.108) and (6.71), it follows that for j < α + 1/2 the coef-

ficients a+j (ϕ, y)eyt2
+(ϕ) in (6.101) are, generally speaking, singular on the

line {ϕ = π, y = 0}. Since |x |m e−x is bounded when x = yt2
+(ϕ) ≤ 0, these

coefficients are bounded for j ≥ α + 1/2 and tend to zero as ϕ → π for
j > α + 1/2.

Second, if |ϕ − π | > ε, then the middle term on the right-hand side in
(6.109) (it contains r−3/2) has the same estimate at infinity as the remainder,
but it is impossible to omit this term because it tends to infinity as ϕ → π .
Despite the fact that this term and the leading one have singularities, the
remainder decays uniformly at infinity.

Third, for α ≤ 3/2 the second term in the braces in (6.109) can be omitted
because it does not exceed Ceyr−5/2 when combined with the factor preceding
the braces. Here C does not depend on ϕ and y. The same reasoning shows
that one can put d = 0 for α ≤ 1/2.
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Turning to the proof, we note that according to the lemma proven in Sub-
section 6.2.5 it is sufficient to prove the present assertion under the assumption
that |ϕ − π | ≤ ε for a certain ε > 0. Let us show that ε can be chosen so small
that for |ϕ − π | ≤ ε we have

|t+ (ϕ)| > 8, |t−(ϕ)| < 1/2, (6.110)

and for a certain γ > 0 the following inequality holds:

|St | > γ (1+ |t sinϕ|) when 1 ≤ |t | ≤ 1/2 |t+(ϕ)| or |t | > 2 |t+(ϕ)|.
(6.111)

Since |t+(ϕ)| → ∞ and t−(ϕ) → 0 as ϕ → π , it is not difficult to satisfy
(6.110). Further, (6.89) implies that for |t | ≥ 1,

|St | ≥
∣∣∣∣cosϕ + 1+ 2t2

t
sinϕ

∣∣∣∣ ≥ |cosϕ| −
∣∣∣∣1+ 2t2

t
sinϕ

∣∣∣∣
≥ |cosϕ| − |sinϕ| − 2 |t sinϕ| , (6.112)

and similarly,

|St | ≥
∣∣∣∣1+ 2t2

t
sinϕ

∣∣∣∣− |cosϕ| ≥ 2 |t sinϕ| − |cosϕ|

≥ 1

3
(1+ |t sinϕ|)+

(
5

3
|t sinϕ| − 4

3

)
. (6.113)

Let 1 ≤ |t | ≤ |t+(ϕ)|/2; then (6.71) implies that |t+(ϕ)| < | cotϕ|/2.
Hence, 1 ≤ |t | ≤ | cotϕ|/4, and (6.112) yields

|St | > 1/2 |cosϕ| − |sinϕ| ≥ γ1 for 1 ≤ |t | ≤ |t+(ϕ)| /2,

where γ1 > 0 if ε is sufficiently small. On the other hand, we have the fol-
lowing for the same t :

1+ |t sinϕ| ≤ 1+ 1/4 |cosϕ| ≤ 5/4,

and so (6.111) is valid for 1 ≤ |t | ≤ |t+(ϕ)| /2 (we may put γ = 4γ1/5).
Now let |t | > 2 |t+(ϕ)|; then according to (6.71) we have that

|t+(ϕ) sinϕ| → 1/2 as ϕ → π.

If ε is sufficiently small to guarantee that |t+(ϕ) sinϕ| > 2/5 holds for
|ϕ − π | < ε, then |t sinϕ| > 4/5 and the second term is nonnegative on the
right-hand side in (6.113). Hence, (6.111) is a consequence of (6.113) for
|t | ≥ 2 |t+(ϕ)| (where γ = 1/3). Thus there exists ε > 0 such that (6.110)
and (6.111) are valid for |ϕ − π | ≤ ε.
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Let χ j ∈ C∞(R) ( j = 1, 2, 3) be such that

χ3(t) = 1 for 1/2 ≤ t ≤ 2, χ3(t) = 0 for t < 1/3 and for t > 3;

χ2(t) = 1 for |t | < 1, χ2(t) = 0 for t > 2;

χ1(t, ϕ) = 1− χ2(t)− χ3[t/t+(ϕ)].

Splitting F into a sum F1 + F2 + F3, where Fj has the form (6.84), but the
integrand is multiplied by χ j , let us investigate each Fj .

From (6.110) it follows that

χ1 = 0 for |t | ≤ 1 and for |t+(ϕ)| /2 ≤ |t | ≤ 2 |t+(ϕ)| .
That is, (6.111) holds on the support of χ1. Therefore, we can estimate F1

by using the scheme applied for proving the lemma in Subsection 6.2.4. The
only difference is that the following set,

{y ≤ 0, |ϕ − π | ≤ ε, 1 ≤ |t | ≤ |t+(ϕ)| /2 or |t | ≥ 2 |t+(ϕ)|} ,
must be used instead of D. Moreover, now (St )−1 belongs to M0(D) instead
of M−1(D) (this will be shown below). Consequently, for estimating F1, we
find it necessary to integrate by parts N times in F1, where N > α + 1. In
order to complete the proof that the contribution of F1 to the asymptotics of
F is negligible, it remains for us to show that (St )−1 ∈ M0(D).

For demonstrating this we note that ∂ j
t (1/St ) is a linear combination of

functions having the form

k−1∏
p=1

(
∂
αp
t S
)

(St )k
, where αp ≥ 2,

k−1∑
p=1

αp − k = j − 1.

Besides (6.88) implies that for |ϕ − π | ≤ ε and |t | ≥ 1,∣∣∂n
t S
∣∣ ≤ Cn(|t |1−n + |t |2−n| sinϕ|).

This and (6.111) give that on D,∣∣∣∣∂ j
t

(
1

St

)∣∣∣∣ ≤ C j (1+ |t sinϕ|)−k
k−1∏
p=1

(|t |1−αp + |t |2−αp | sinϕ|)

≤ C j |t |k−1−* αp = C j |t |− j ,

and so (St )−1 ∈ M0(D).
Since one integrates over a finite interval (|t | ≤ 2) in F2, the first propo-

sition formulated in Subsection 6.2.3 can be applied to F2. For |ϕ − π | ≤ ε,
there is a single point of stationary phase strictly inside the integration inter-
val. This point is nondegenerate, and so the asymptotics of this integral has
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the form (6.101), where the terms on the right-hand side containing t−, S−,
and a−j must be omitted. This can be obtained in the same way as the asymp-
totic expansion (6.101) for F3 in the proof of the lemma in Subsection 6.2.5,
but the difference is that now the integration interval contains only one point
of stationary phase instead of two such points. Moreover, a slightly different
estimate arises for the remainder. We noted in the proof in Subsection 6.2.5
that the remainder is estimated by the t derivatives of f whose orders are less
than or equal to 2N + 2. According to (6.99) these derivatives do not exceed
C(1+ |y|)N+1ey , which characterizes the dependence on y of the remainder
in (6.101).

Substituting t = σ t+(ϕ) into F3, one obtains the following form of this
integral, which is usual in the stationary phase method:

e−y F3 = |t+(ϕ)|α+1
∫

l
f exp{i

√
σ 2 + t−2

+ (ϕ)[cosϕ + σ t+(ϕ) sinϕ]k} dσ.

(6.114)

Here ϕ �= π , l = {1/3 ≤ |σ | ≤ 3}, k = r |t+(ϕ)| → ∞ as r →∞ (and also
as ϕ → π ), and

f = χ3(σ ) |t+(ϕ)|−α h(σ t+(ϕ))e
ζσ2

, ζ = yt2
+(ϕ). (6.115)

By virtue of (6.71) and (6.85) one obtains that

f = χ3(σ )h̃e
ζσ2

for 1/3 ≤ |σ | ≤ 3 and |ϕ − π | ≤ ε,

where

h̃ = |t+(ϕ)|−α h(σ t+(ϕ)) = d̃|σ |α + O(sin2 ϕ) as ϕ → π, (6.116)

and

d̃ = d+ for σ sinϕ > 0, d̃ = d− for σ sinϕ < 0.

Thus h̃ (and hence f ) is infinitely differentiable when 1/3 ≤ |σ | ≤ 3 andπ −
ε ≤ ϕ < π , and it can be smoothly extended as ϕ → π − 0. This function has
the same properties when 1/3 ≤ |σ | ≤ 3 and π < ϕ ≤ π + ε, but, generally
speaking, h̃ has different limiting values as ϕ → π − 0 and ϕ → π + 0.
Taking into account these properties of h̃, we shall study the asymptotics of
(6.114) separately for π − ε ≤ ϕ ≤ π and for π ≤ ϕ ≤ π + ε.

According to (6.71), the phase function in (6.114) is infinitely smooth when
|ϕ − π | ≤ ε. In old variables, the point of stationary phase on the support of
χ3 is t = t+(ϕ), and so σ = 1 is such a point in new variables. One can easily
verify that this point of stationary phase is nondegenerate. Then the first
proposition formulated in Subsection 6.2.3 can be applied to (6.114) when
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either π − ε ≤ ϕ < π or π < ϕ ≤ π + ε, and in the same way as (6.101)
was derived for F3 in Subsection 6.2.5 we obtain the following asymptotic
expansion for (6.114) when ϕ �= π :

e−y F3 = |t+(ϕ)|α+1

{
eζ+i S+(ϕ)r

N∑
j=0

b j (ϕ, ζ ) [r |t+(ϕ)|]− j−1/2

+ O
[
r |t+(ϕ)| ]−N−3/2

}
. (6.117)

Here ζ = yt2
+(ϕ) and b j are polynomials in ζ having orders less than or equal

to 2 j . The remainder in (6.117) is estimated uniformly in ζ and ϕ, which
can be obtained in the same way as the similar assertion for F3 in the proof
of the lemma in Subsection 6.2.5 (the only difference is that we have ζ here
instead of y in Subsection 6.2.5). Since f [see (6.115)] and the phase are
smooth functions of ϕ, all b j in (6.117) have limits as ϕ → π ± 0, and for
the remainder O(λ−N−3/2), where λ = r |t+(ϕ)|, the following estimate∣∣O(λ−N−3/2

)∣∣ ≤ Cλ−N−3/2, λ > 1

holds uniformly in ζ and ϕ. Here C is independent of ζ and ϕ for ζ ≤ 0 and
|ϕ − π | ≤ ε. Since |t+(ϕ)| → ∞ as ϕ →∞, we have that

|t+(ϕ)|α+1
∣∣O [r |t+(ϕ)|]−N−3/2

∣∣ ≤ Cr−N−3/2

if N ≥ α − 1/2, and therefore, the first assertion of the lemma formulated
in this subsection is a corollary of (6.117) combined with the asymptotic
expansion for F2 and the estimate for F1.

Let us turn to proving the second assertion formulated at the beginning
of the present subsection. For finding the leading term in (6.101) when ϕ is
close to π , one has to take into account that |t+(ϕ)| → ∞ as ϕ → π . Let us
determine the asymptotic behavior of bk [see (6.117)] as ϕ → π ± 0. First,
eζbk is given by (6.93), where f and S are those in (6.114). From (6.71) it
follows that S is a smooth function of sin2 ϕ and σ = 1 is the stationary point
of S for all ϕ. Therefore, S has the form

S(σ, ϕ) = S(1, ϕ)+ (σ − 1)2g(σ, sin2 ϕ),

where g is a smooth function and one can easily check that g(σ, 0) = 1/2.
Hence, we have that

S(σ, ϕ)− S(1, ϕ) = (σ − 1)2

2
[1+ O(sin2 ϕ)] as sinϕ → 0, (6.118)



304 Green’s Functions

where O(sin2 ϕ) depends also on σ . Since χ3(σ ) = 1 in a neighborhood of
σ = 1, (6.115), (6.118), and (6.93) imply that

eζbk(ϕ, ζ ) = )(k + 1/2)

(2k)!
exp

{
iπ (2k + 1)

4

}
×
{

d2k

dσ 2k
h̃(σ, ϕ)eζσ

2[
2k+1/2 + O(sin2 ϕ)

]}
σ=1

as ϕ → π,

(6.119)

where h̃ satisfies (6.116). From (6.116) it follows that

h̃(σ, ϕ) = dσα + O(sin2 ϕ) as ϕ → π, σ > 0,

where d is defined in the lemma’s formulation. Since eζσ
2

and its derivatives
with respect to σ are uniformly bounded for ζ ≤ 0, (6.119) implies that as
ϕ → π ,

eζb1(ϕ, ζ ) = d
√

2π

2
ei3π/4

[
d2

dσ 2

(
σαeζσ

2)]
σ=1

+ O(sin2 ϕ), (6.120)

eζb2(ϕ, ζ ) = d
√

2π

8
ei5π/4

[
d4

dσ 4

(
σαeζσ

2)]
σ=1

+ O(sin2 ϕ), (6.121)

where the remainders are estimated uniformly in ζ . From (6.71) we have that

|t+(ϕ)| = 1

2 |sinϕ| + O(sinϕ) as ϕ → π. (6.122)

In order to obtain the leading term in (6.101) for |ϕ − π | < ϕ0 − ε in such
a form that the remainder decreases uniformly as r →∞, one has to proceed
as follows: first, to use (6.101), where N = 2 (in this case the remainder
decreases uniformly according to the just-proven part of the lemma); second,
to move the following sum

2∑
j=1

exp{yt2
−(ϕ)+ i S−(ϕ)r}a−j r−1/2− j

arising in the expansion into the remainder (these terms decrease as r →∞
uniformly in ϕ and y because t−, S−, and a−j are smooth); and third, to replace
eζb j and |t+| in

2∑
j=1

eζ+i S+(ϕ)r a+j r−1/2− j =
2∑

j=1

eζb j (ϕ, ζ )ei S+(ϕ)r |t+(ϕ)|α− j+1/2 r−1/2− j
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by the leading terms in their asymptotics given by (6.120)–(6.122) (the arising
error is estimated by Cr−3/2, where C is independent of ϕ and ζ ≤ 0).

A result of this procedure is the leading term in the asymptotics for F given
by (6.109). This completes the lemma’s proof.

6.2.8. Concluding Remarks

Combining formulae (6.86)–(6.87) with lemmas proven in Subsections 6.2.4–
6.2.7, one obtains asymptotic expansions at infinity downstream for I1 and
for its derivatives. These expansions, the result in Subsection 6.1.4 showing
that I2 decays at infinity, and (6.69) yield that the theorems formulated in
Subsection 6.2.1 hold for x �= 0. Then they are also valid for x = 0 because
G − 1/R ∈ C∞ for y + y0 < 0 (see the beginning of Subsection 6.2.1) and
the asymptotic expansions obtained are uniform with respect to all horizontal
directions and the depth.

6.3. Two-Dimensional Problems of Line Sources

In the present section we consider two-dimensional Green’s functions. We re-
call (see the Conventions subsection in the Introduction) that two-dimensional
problems describe wave motions parallel to a certain plane, that is, invariant
with respect to translation in the direction orthogonal to that plane. Therefore,
two-dimensional Green’s functions correspond to straight horizontal source-
lines. First, a line source in deep water is treated in Subsection 6.3.1; then,
the case of a line source in shallow water is treated in Subsection 6.3.2.

6.3.1. Line Source in Deep Water

In this subsection, we consider in detail Green’s function describing the uni-
form forward motion of a line source in deep water. In Subsection 6.3.1.1, the
corresponding boundary value problem is given and a couple of equivalent
representations are derived. Properties of Green’s function are investigated in
Subsection 6.3.1.2.

6.3.1.1. Boundary Value Problem and Derivation
of Explicit Representations

We consider a two-dimensional stream of infinite depth about a source or,
equivalently, the uniform forward motion of a submerged source at a con-
stant speed U . Let the source be positioned at a point (ξ, η), η < 0, of the
Cartesian coordinate system (x, y) moving together with the source. The
induced steady-state velocity field is described by Green’s function G(x, y;
ξ, η), which must be a solution of the following boundary value problem
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in R
2
− = {(x, y) : −∞ < x < +∞, y < 0}:

∇zG = −2πδζ (z) in R
2
− , (6.123)

Gxx + νG y = 0 when y = 0, (6.124)

sup
z∈R2

−

|∇z (G(z, ζ )+ log |z − ζ |)| <∞, (6.125)

lim
x→+∞ |∇G(z, ζ )| = 0. (6.126)

Here z = x + iy and ζ = ξ + iη are used for the sake of brevity. The main
aim of the present subsection is to prove the following assertion.

The unique (up to an arbitrary constant term) solution of (6.123)–(6.126)
is given by

G(z, ζ ) = −
[

log(ν|z − ζ |)+ log(ν|z − ζ̄ |)

+ 2
∫∞

0

cos k(x − ξ )

k − ν
ek(y+η)dk + 2πeν(y+η) sin ν(x − ξ )

]
.

(6.127)

Here the integral is understood as the Cauchy principal value. Another rep-
resentation for G has the following form:

G(z, ζ ) = −Re

{
log(ν[z − ζ ])+ log(ν[z − ζ̄ ])+ 2

∫∞
0

eit dt

t + ν(z − ζ̄ )

}
.

(6.128)

First, let us show that (6.127) and (6.128) are equivalent. Using the path
of integration �− going along the positive real k axis and indented below at
k = ν (see Fig. 1.1), we have∫∞

0

cos k(x − ξ )

k − ν
ek(y+η)dk + πeν(y+η) sin ν(x − ξ )

= Re
∫
�−

exp{−ik(z − ζ̄ )}
k − ν

dk.

In order to show that the last integral is equal to the integral in (6.128),
we replace �− by the path � emanating from k = 0 and passing through k =
−(z − ζ̄ )−1. This is possible because both points z − ζ̄ and−(z − ζ̄ )−1 belong
to the lower half-plane and the integrand has no poles there. Also, it is essential
that exp{−ik(z − ζ̄ )} decays at infinity in the lower half-plane between �−
and �. Changing the integration variable k !→ −t/(z − ζ̄ ), we arrive at the
required integral on the right-hand side in (6.128), which completes the proof
of equivalence of (6.127) and (6.128).
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In order to derive (6.128), a solution of (6.123)–(6.126) is sought in the
form of the so-called complex potentialw, which is a holomorphic function in
{Im z ≤ 0}\{ζ } and such that G = Rew. Using the following representation,

w(z, ζ ) = −{log(z − ζ )+ H (z, ζ )},
we replace the original problem by the problem of finding H (z, ζ ), which is
holomorphic in the half-plane Re z < 0. For choosing H so that Rew satisfies
(6.124), we put

F(z) = i
dw

dz
− νw, (6.129)

and we note that

F(z) = − i

z − ζ
+ ν log(z − ζ )+ H1(z, ζ ),

where H1 is another holomorphic function in Im z < 0. The reason for intro-
ducing F is that it satisfies a simpler boundary condition

Im F = 0 when y = 0. (6.130)

In fact, (6.124) is equivalent to

Re

{
d2w

dz2
+ iν

dw

dz

}
= 0 when y = 0,

and this can be written as

Im dF/dz = 0 or Im dF/dx = 0 when y = 0,

and so (6.124) and (6.130) are equivalent because w and F are defined up to
an arbitrary constant term.

In view of (6.130), F can be analytically extended to the upper half-plane
by the Schwarz reflection principle:

F(z) = − i

z − ζ
+ i

z − ζ̄
+ ν log{(z − ζ )(z − ζ̄ )} + H2(z),

where H2 is an entire function such that Im H2 = 0 when y = 0. Thus, if w
is a solution of (6.129) with F just defined, then Rew satisfies (6.123) and
(6.124). We choose H2 to be equal to zero, thus guaranteeing (6.125) and
(6.126) to hold (see the first assertion in Subsection 6.3.1.2). Thus w must be
a solution to

i
dw

dz
− νw = − i

z − ζ
+ i

z − ζ̄
+ ν log{(z − ζ )(z − ζ̄ )} (6.131)
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in the whole z plane. The solution of (6.131) is as follows:

w(z, ζ ) = − log(z − ζ )(z − ζ̄ )− 2
∫∞

0

eit dt

t + ν(x − ζ̄ )
. (6.132)

In fact, the logarithmic term in (6.132) solves (6.131) with i(z − ζ̄ )−1 replaced
by−i(z − ζ̄ )−1 on the right-hand side. Hence, it remains for us to verify that

w1(z) = −2
∫∞

0

eit dt

t + ν(z − ζ̄ )

is a solution to

i
dw1

dz
− νw1 = 2i

z − ζ̄
.

This follows from the fact that w1 can be represented in the form of convolu-
tion of 2i(z − ζ̄ )−1 and a fundamental solution of the differential operator in
(6.131). In order to obtain such a representation one has to change the variable
t →−νt in the integral for w1.

The uniqueness of Green’s function is established in the following lemma.

Let u ∈ C2(R2
−) be a harmonic function in R

2
−, and let it satisfy

uxx + νuy = 0 when y = 0, sup
y<0
|∇u(x, y)| <∞.

Then

u(x, y) = k1eν(y+i z) + k2eν(y−i z) + k3x + k4. (6.133)

If additionally |∇u| → 0 as x →+∞, then u = const.

For the proof we consider w such that uxx + νuy in R
2
− and w(x, y) =

−w(x,−y) when y > 0. Since w(x, 0) = 0, the Schwarz reflection principle
yield that w is harmonic in R

2. Then

π |w(z)|=
∣∣∣∣∫ |z1−z|<1

w(z1) dx1dy1

∣∣∣∣
≤
∣∣∣∣∣
∫
|z1−z|<1

y1<0

(
ux1x1 + νuy1

)
dx1dy1

∣∣∣∣∣
+
∣∣∣∣∣
∫
|z1−z̄|<1

y1<0

(
ux1x1 + νuy1

)
dx1dy1

∣∣∣∣∣ .
Integrating ux1x1 with respect to x1, we find that C sup |∇u| is a bound for |w|,
and so w is uniformly bounded in R

2. Hence, w = const, which vanishes in
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view of the boundary condition w(x, 0) = 0; that is,

uxx + νuy = 0 in R
2
−.

Taking into account that ∇2u = 0 in R
2
−, we get

uyy − νuy = 0 in R
2
−,

and so u(x, y) = c1(x)+ c2(x)eνy . Using the harmonicity of u again, we
arrive at (6.133). The last assertion of the lemma immediately follows from
(6.133). The proof is complete.

6.3.1.2. Properties of Green’s Function

The following assertion contains an asymptotic representation of G at in-
finity, and thus it completes the proof of the theorem formulated in Sub-
section 6.3.1.1.

Let |ζ | < const; then the following asymptotic formula holds as |z| → ∞:

G(z, ζ ) = −2 log(ν|z|)− 4πH (−x)eν(y+η) sin ν(x − ξ )+ ϕ(x, y),

where H is the Heaviside function. Also, the estimates

ϕ = O(|z|−1), |∇ϕ| = O(|z|−2)

are true.
First we assume that x > 0, which implies that

2|t + ν(z − ζ̄ )| ≥ |t + νx − νξ | + ν|y + η|
≥ t + νx − ν|ξ | + ν|y| ≥ t + ν(|z| − |ζ |).

This and the equality
∫∞

0

eit dt

t + ν(z − ζ̄ )
= i

z − ζ̄
+ i

∫∞
0

eit dt

[t + ν(z − ζ̄ )]2

lead to the required asymptotic formulae for G and ∇G as |z| → ∞ in the
quadrant {x > 0, y < 0}.

Let us turn to the case x < 0. The same considerations lead to the required
result after using

∫∞
0

eit dt

t + ν(z − ζ̄ )
= 2π ie−iν(z−ζ̄ ) −

∫ 0

−∞

eit dt

t + ν(z − ζ̄ )
.

Below we consider some properties of Green’s function in the case in
which the source point is placed on the free surface, that is, η = 0. One can
easily see that the integrals in (6.127) and (6.128) are convergent for η = 0
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and (x − ξ )2 + y2 �= 0, and so these representations for G remain valid. We
begin with an expansion holding for y, η ≤ 0.

For y,η ≤ 0 we have G(z, ζ ) = log |z − ζ̄ | − log |z − ζ | − g(z, ζ ), where

g(z, ζ ) = −2 Re

{
log(ν[z − ζ̄ ])

∞∑
m=1

[−iν(z − ζ̄ )]m

m!

+ exp{−iν(z − ζ̄ )}
(
γ − π i

2
+

∞∑
m=1

[iν(z − ζ̄ )]m

m!m

)}
. (6.134)

Here γ = 0.5772 . . . is Euler’s constant.
After changing the variable t !→ τ − ν(z − ζ̄ ), one obtains that the integral

in (6.128) is equal to

− exp{−iν(z − ζ̄ )}
∫ ν(z−ζ̄ )

+∞
eiτ dτ

τ
.

From 8.230 in Gradshteyn and Ryzhik [96] and Section 5.2 in Abramowitz
and Stegun [1], it follows that the last integral is equal to

Ci(ν[z − ζ̄ ])− i Si(ν[z − ζ̄ ]).

Replacing this combination of the sine and cosine integrals by an expansion
into power series (see 8.232 in [96]), we get

G(z, ζ ) = −Re

{
log(ν[z − ζ ])+ log(ν[z − ζ̄ ])

− 2 exp
{−iν(x − ζ̄ )

} [
log(ν[z − ζ̄ ])+ γ − π i

2

+
∞∑

m=1

(−1)m

(
[ν(z − ζ̄ )]2m

2m(2m)!
− i

[ν(z − ζ̄ )]2m−1

(2m − 1)(2m − 1)!

)]}
.

This can be written as follows:

G(z, ζ ) = −Re

{
log(ν[z − ζ ])− log(ν[z − ζ̄ ])

+ 2 (1− exp{iν(z − ζ̄ )}) log(ν[z − ζ̄ ])

− 2 exp{−iν(z − ζ̄ )}
[
γ − π i

2
+

∞∑
m=1

[iν(z − ζ̄ )]m

m!m

]}
.

Substituting the series of the first exponential function, we arrive at (6.134)
for g(z, ζ ).



6.3. Two-Dimensional Problems of Line Sources 311

Three consequences of the last assertion are as follows. First, the equality

G(x, y; ξ, 0) = g(x, y; ξ, 0)

holds and so Green’s function has no singularity when the source point is
placed on the free surface. However, the gradient of Green’s function has a
logarithmic singularity as the following formula shows:

|∇g| = O[ν log(ν|z − ζ̄ |)] as ν|z − ζ̄ | → 0. (6.135)

Second, when one substitutes η = 0 into (6.134) and then differentiates
the result with respect to x , the following formula arises:

Gx (x, y; ξ, 0) = 2ν
∞∑

m=0

(−νr )m

m!

{(
ϕ − π

2

)
cos m

(
ϕ + π

2

)

+
[

log(νr )− )′(m + 1)

)(m + 1)

]
sin m

(
ϕ + π

2

)}
, (6.136)

where reiϕ = (x − ξ )+ iy, ϕ ∈ [−π, 0]. Finally, from here we obtain the
jump formula for Green’s function on the free surface:

lim
x→ξ±0

Gx (x, 0, ξ, 0) = πν(−2± 1). (6.137)

The next lemma, resulting from integration by parts, is essential for esti-
mating the gradient of Green’s function as ν →∞.

The asymptotic formula

Re
∫∞

0

eit dt

t + ν(z − ζ̄ )
= Re

N−1∑
k=1

(k − 1)!

[
i

ν(z − ζ̄ )

]k

+ O[(ν|z − ζ̄ |)−N ]

holds as ν|z − ζ̄ | → ∞.

6.3.2. Line Source in Shallow Water

Unlike the water-wave problem for which wave patterns of sources are sim-
ilar in deep and shallow water (only quantitative differences occur in the
behavior of the corresponding Green’s functions, as is demonstrated in Sub-
section 1.2.1), the Neumann–Kelvin problem demonstrates more compli-
cated behavior of Green’s function. It depends essentially on the parameter
νd = gd/U 2 related to the so-called Froude number, which is a similarity pa-
rameter in the theory of wave-making resistance (see, for example, Newman
[262]).
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6.3.2.1. Boundary Value Problem and Its Explicit Solution

Let L be a strip {(x, y) ∈ R
2 : d < y < 0}, and for η ∈ (−h, 0) let (ξ, η) be

the projection of a line source on the (x, y) plane. The corresponding velocity
potential G(z, ζ ) usually referred to as Green’s function must satisfy the
following boundary value problem:

∇2
z G = −2πδζ (z) in L , (6.138)

Gxx + νG y = 0 when y = 0, (6.139)

G y = 0 when y = −d, (6.140)

lim
|x |→

sup
−∞
|∇G| <∞, lim

x→+∞ |∇G| = 0. (6.141)

In what follows, λ0 denotes the unique positive root of ν tanh λd = λ existing
only when νd > 1. This wavenumber characterizes waves behind the source
as the following theorem shows.

For νd �= 1 the unique (up to an arbitrary constant term) solution to
(6.138)–(6.141) is as follows:

G(z, ζ ) = − log |z − ζ | − log |z + 2id − ζ̄ | + πν(x − ξ )

νd − 1

+ H (νd − 1)
2πν cosh λ0(y + d) cosh λ0(η + d)

λ0(νd − cosh2 λ0d)
sin λ0(x − ξ )

+ 2
∫∞

0

[
k + ν

k
e−kd cos k(x − ξ ) cosh k(y + d) cosh k(η + d)

ν sinh kd − k cosh kd

+ e−kd

k
− ν

(νd − 1)k2

]
dk. (6.142)

Here −d ≤ y ≤ 0, −d < η < 0, H is the Heaviside function, and the inte-
gral is understood as the Cauchy principal value at k = λ0. Moreover, the
integrand is regularized so that it has a finite limit as k → 0.

Relations (6.138)–(6.140) can easily be verified by direct calculation for
G given by (6.142). The validity of (6.141) follows from the first assertion in
Subsection 6.3.2.2 and the uniqueness of G is a consequence of the following
lemma.

Let u ∈ C2(L) be a harmonic function in L satisfying the following bound-
ary conditions:

uxx + νuy = 0 when y = 0, uy = 0 when y = −d,
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and such that supL |∇u| <∞. If νd �= 1, then

u(x, y) = c1 + c2x + H (νd − 1) cosh λ0(y + d)[c3eiλ0x + c4e−iλ0x ],

where H is the Heaviside function.
Let us consider u(·, y) as a distribution belonging to S′(Rx ) and depending

smoothly on y. Then the Fourier transform û(σ, y) is in S′(Rσ ) for −d ≤
y ≤ 0 and satisfies the following boundary value problem:

û yy − σ 2û = 0 for −d < y < 0,

νû y − σ 2û = 0 when y = 0,

û y = 0 when y = −d.

Solving the differential equation in a wider class of distributions D′(Rσ ), we
get

û = C1(σ )eσ y + C2(σ )e−σ y, where C1,C2 ∈ D′(Rσ ).

From the last boundary condition we obtain that

û = A(σ ) cosh σ (y + d), A ∈ D′(Rσ ). (6.143)

Now the first boundary condition gives

A(−σ 2 cosh σd + νσ sinh σd) = 0.

Here the second factor is an even function of σ having a zero of the second
order at σ = 0. Moreover, this function does not vanish on the half-axis
σ > 0 when νd < 1; if νd > 1, then this function has only one simple zero
at σ = λ0. These facts imply that A has the following form:

A(σ ) = C1δ(σ )+ C2δ
′(σ )+ H (νd − 1) [C3δ(σ − λ0)+ C4δ(σ + λ0)] ,

where δ is Dirac’s measure on the σ axis. The last expression combined with
(6.143) proves the lemma.

Results obtained here suggest that two cases of the Neumann–Kelvin prob-
lem must be distinguished for shallow water. We will speak about a subcritical
flow (problem) when νd > 1 and there exists the wavenumber λ0 correspond-
ing to propagating free waves on the surface of stream having a constant depth.
When the opposite inequality νd < 1 holds, there are no propagating waves
and a flow (and the Neumann–Kelvin problem) is called supercritical.

According to this definition the infinite-depth flow is always subcritical.
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6.3.2.2. Properties of Green’s Function

As in Subsection 6.3.1.2, we first formulate the lemma concerning the asymp-
totic behavior of G at infinity.

Let |ξ | < const and |x | → ∞. Then

G(x, y; ξ, η) = 2πH (−x)

[
ν(x − ξ )

νd − 1

+ H (νd − 1)
2ν cosh λ0(y + d) cosh λ0(η + d)

λ0(νd − cosh2 λ0d)

× sin λ0(x − ξ )

]
+ ϕ(x, y)

holds, where ϕ = O(|x |−1) and |∇ϕ| = O(|x |−2).
This lemma is a consequence of results in Sections 2, 5, and 8 of Bochner’s

book [28]; also, the following assertion should be taken into account.
For −d ≤ y,η ≤ 0, another representation of Green’s function is true:

G(z, ζ ) = −log |x − ζ | + log |z − ζ̄ | + g(z, ζ ),

where

g(z, ζ ) = πν(x − ξ )

νd − 1
+ 2I (x, y; ξ, η)

+ H (νd − 1)
2πν cosh λ0(y + d) cosh λ0(η + d)

λ0(νd − cosh2 λ0d)
sin λ0(x − ξ )

and the function

I (x, y; ξ, η) =
∫∞

0

{
cos k(x − ξ )

e−kd

k

[
cosh k(y + η + d)

+ (k + ν) cosh k(y + d) cosh k(η + d)]

ν sinh kd − k cosh kd

]
− ν

(νd − 1)k2

}
dk

is continuous in L̄ × L̄ .
In order to obtain I from (6.142), it is sufficient to notice that

log |z − ζ̄ | + log |z + 2id − ζ̄ |

= 2
∫∞

0

e−kd

d
[1− cos k(x − ξ ) cosh k(y + η + d)] dk,

which is a consequence of 3.951.8 in Gradshteyn and Ryzhik [96] (see also
integral representations of logarithms in Subsection 1.2.1). Since the integrand
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in I is bounded by C(d)k−2 as k →∞, this integral converges uniformly and
is a continuous function.

The function G(x, 0; ξ, 0) is continuous for −∞ < x, ξ < +∞; also,

lim
x→ξ±0

∂G

∂x
(x, 0; ξ, 0)

= πν

[
1

νd − 1
± 1+ H (νd − 1)

2 cosh2 λ0d

νd − cosh2 λ0d

]
. (6.144)

The first assertion follows immediately from the representation obtained in
the previous lemma. The same representation gives the following after simple
manipulation:

∂G

∂x
(x, 0; ξ, 0) = πν

νd − 1
+ 2

∂ I

∂x
(x, 0; ξ, 0)

+ H (νd − 1)
2πν cosh2 λ0d

νd − cosh2 λ0d
cos λ0(x − ξ ),

where

∂ I

∂x
(x, 0; ξ, 0) = −ν

∫∞
0

sin k(x − ξ )

ν tanh kd − k
dk.

Changing the variable of integration, we get that for ±(x − ξ ) > 0,
∫∞

0

sin k(x − ξ )

ν tanh kd − k
dk =

∫±∞
0

sin k dk

ν(x − ξ ) tanh [kd/(x − ξ )]− k
.

Letting x − ξ →±0, and using the well-known formula (see 3.721.1 in
Gradshteyn and Ryzhik [96])

∫±∞
0

sin k

k
dk = ±π

2
,

we obtain

lim
x→ξ±0

(∂ I/∂ξ )(x, 0; ξ, 0) = ±πν/2,

which implies (6.144). It is obvious that (6.144) becomes (6.137) as d tends
to infinity.

6.4. Bibliographical Notes

There are numerous papers treating Green’s functions for sources in the uni-
form motion in three and two dimensions. Here we mention some of them
(mainly more recent works), and other references can be found in the survey
papers by Wehausen and Laitone [354] and Wehausen [353].
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6.1.1. Various representations of Kelvin’s source in deep water are given by
many authors; see the classic survey by Wehausen and Laitone [354] and the
later works on this topic by Bessho [23], Eggers, Sharma, and Ward [63],
Noblesse [268, 270], Euvrard [64], and Newman [264].

The velocity potential for a source point moving in a layer of finite
depth can be found in Kostyukov [147] and in the works mentioned above
([353, 354]).

6.1.2. The derivation of Green’s function for the three-dimensional ship
waves in deep water is given in Havelock [108], Kochin [141], Peters and
Stoker [286], Kostyukov [147], and elsewhere.

6.1.3. The justification of formulae for Green’s function presented here was
not published earlier. Ursell [336] justified Bessho’s representation proposed
in [23].

6.1.4. Asymptotic behavior of the double integral was found by Newman
[264].

6.1.5. To our knowledge, the question of uniqueness has not been considered
earlier for Kelvin’s source.

Other works. Some questions concerning the wave pattern caused by Kelvin’s
source and line distributions of such sources were considered by Bauer [20],
Noblesse [269], Tuck, [320], and Ursell [340], respectively.

6.2. The asymptotic results presented in this section are borrowed from the
work [229] by Maz’ya and Vainberg.

Investigations in this field were initiated in the famous lecture by Kelvin
[134] published in 1887. In this lecture and in a later paper [135], Kelvin
considered the V pattern for waves produced by a moving concentrated pres-
sure applied to the free surface. Further results in this direction were obtained
by Hogner [115, 116], Peters [284], Ursell [339], and Euvrard [64]. These
papers contain the far-field asymptotic expansions uniform in some regions,
in particular in a neighborhood of the boundary of Kelvin’s angle. Paper [229]
concluded this series of works, and the expansions obtained in it are uniform
with respect to the location of the observation point as well as the depth of
submergence of the source. This was achieved by virtue of an additional wave
discovered by the authors and concentrated near the source’s track.

Numerical results. In conclusion of the bibliographical notes on Kelvin’s
source in deep water, we mention several papers treating computational
aspects of the problem. Newman [264] developed a numerical procedure
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greatly facilitating the computation of the double integral. Three other papers
(Newman [265], Clarisse and Newman [38], and Baar and Price [17]) are
concerned with various methods of computation of the single integral.

6.3.1. For deriving Green’s function of the line source in deep water, we apply
the method proposed by Keldysh [131] (see also Keldysh and Lavrentiev
[132], Kochin [141], and Kostyukov [147]). Among other methods used for
this purpose, we mention application of the Fourier transform by Lenoir [187],
who derived the two-dimensional Green’s function for both deep and shallow
water. The proofs of uniqueness and of the asymptotic formula for Green’s
function were given by Vainberg and Maz’ya [346]. The near-field expansion
in Subsection 6.3.1.2 is similar to that obtained by Ursell [335].

6.3.2. The material in this subsection is borrowed from Vainberg and Maz’ya’s
paper [346].



7

The Neumann–Kelvin Problem
for a Submerged Body

As for the water-wave problem investigated in Part 1, it is natural to solve the
Neumann–Kelvin problem by applying integral equation techniques, since
Green’s function is constructed. However, in the theory of ship waves this
approach is less straightforward than in the theory of time-harmonic waves.
First of all, well-posed statements of the two-dimensional Neumann–Kelvin
problem are different for totally submerged and surface-piercing bodies be-
cause certain supplementary conditions should be imposed in the latter case.
Another essential point distinguishes the Neumann–Kelvin problem for a
subcritical flow from the water-wave problem. In fact, any solution to the ho-
mogeneous water-wave problem has a finite energy, but for solutions of the
homogeneous Neumann–Kelvin problem the unconditional validity of this
property is still an open question.

So, using integral equations, we have to rely on the method that does not
involve an a priori knowledge of uniqueness in the boundary value problem.
Such a method was applied to the water-wave problem in Chapters 2 and 3. Its
main features are related to the analyticity of integral operators as functions
of the parameter ν and to the properties of these operators in limiting cases.

As in Part 1, we treat the simplest problem first, and this is the two-
dimensional problem of a body totally submerged in water of infinite depth
(see Section 7.1). This is the only problem for which the most complete result
(the unique solvability for all ν > 0) is obtained for a particular geometry
(when the body is a circular cylinder). In Section 7.2, we turn to the case of
shallow water and begin with results for a subcritical regime that are similar
to those derived for deep water. In Subsection 7.2.2, the supercritical regime
is considered in detail. In the short section, Section 7.3, formulae for the
wave resistance of a submerged cylinder are derived for deep and shallow
water. The three-dimensional problem of a submerged body is treated in
Section 7.4, where the solvability theorem is proved for all ν > 0 except
possibly for a finite number of values. Bibliographical notes are collected
in Section 7.5.

318
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7.1. Cylinder in Deep Water

We consider a uniform stream of infinite depth about an infinitely long, hori-
zontal, submerged cylinder with generators orthogonal to the stream direction,
and so the arising water motion is two dimensional. Let the cylinder’s cross
section be a bounded, simply connected domain D ⊂ R

2
− such that D̄ ⊂ R

2
−.

By S we denote a C3 curve bounding D, and W = R
2
−\D̄ is the cross section

of the water domain. For convenience of reference we recall that a potential
u(x, y) describing the steady-state velocity field in W must satisfy the fol-
lowing boundary value problem (see the Linear Ship Waves section in the
Introduction):

∇2u = 0 in W, (7.1)

uxx + νuy = 0 when y = 0, (7.2)

∂u/∂n = f on S, (7.3)

sup
W
|∇u(x, y)| <∞, lim

x→+∞ |∇u| = 0. (7.4)

We also recall that an arbitrary constant term added to u does not violate the
validity of conditions (7.1)–(7.4).

We begin by establishing the asymptotic behavior at infinity for solutions of
this problem (Subsection 7.1.1). In Subsection 7.1.2, we prove that (7.1)–(7.4)
is solvable for all ν > 0 with a possible exception of a finite set of values. The
uniqueness theorem is proved in Subsection 7.1.3, and the same restriction
on ν is imposed (however, it is possible that a greater set of values should
be excluded). Subsection 7.1.4 is concerned with an auxiliary problem, and
a particular solution of this problem is used in Subsection 7.1.5 for deriving
necessary and sufficient conditions guaranteeing the unique solvability of the
Neumann–Kelvin problem (7.1)–(7.4).

7.1.1. Asymptotic Behavior of Solutions at Infinity

In order to apply a lemma describing the asymptotics of Green’s function, we
need the following assertion on Green’s representation.

Let u ∈ C2(W̄ ) be a solution of (7.1)–(7.4). Then, for z ∈ W ,

u(z) = 1

2π

∫
S

[
u(ζ )

∂G

∂nζ

(z, ζ )− ∂u

∂nζ

G(z, ζ )

]
ds + c,

where c = const.
Let u0 be a function in C2(R2

−) obtained by an arbitrary extension of u
into D. Then−∇2u0 = f in R

2
−, where supp f ⊂ D̄, and (7.2) and (7.4) hold
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for u0. The function

u1(z) = 1

2π

∫
D

G(z, ζ ) f (ζ ) dξdη

has the same properties as u0, and so applying the second assertion in
Subsection 6.3.1.1 to u0 − u1, we get

u0 − u1 = k1eν(y+i x) + k2eν(y−i x) + k3x + k4.

Since (7.4) implies k1 = k2 = k3 = 0, it follows that

u(z) = 1

2π

∫
D

G(z, ζ ) f (ζ ) dξdη + c, for z ∈ W.

Applying Green’s theorem to the last integral, we arrive at the required integral
representation.

The following theorem is a direct consequence of the lemma just proven
and the asymptotic formula obtained for Green’s function in Subsection
6.3.1.2.

Let u ∈ C2(W̄ ) be a solution of (7.1)–(7.4). Then the following asymptotic
formula holds as |z| → ∞:

u(z) = Q log(ν|z|)+ c + ψ(x, y)+ H (−x)(A sin νx + B cos νx)eνy,

where ψ = O(|z|−1), |∇ψ | = O(|z|−2), and Q,A, andB are constants given
by the formulae

Q = π−1
∫

S

∂u

∂n
ds,

A = −2
∫

S

[
u
∂

∂n
(eνy cos νx)− ∂u

∂n
eνy cos νx

]
ds,

B = 2
∫

S

[
u
∂

∂n
(eνy sin νx)− ∂u

∂n
eνy sin νx

]
ds.

The last two constants are proportional to amplitudes of sine and cosine
waves, respectively, representing the wave pattern at infinity downstream.
Furthermore, Qπ/2 is equal to the mean value of the extra rate of flow at
infinity downstream that is due to the presence of a cylinder.

7.1.2. Kochin’s Solvability Theorem

Let us seek a solution to (7.1)–(7.4) in the following form:

u(z) = 1

π

∫
S

G(z, ζ )µ(ζ ) ds + c, (7.5)
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where µ ∈ C1,α(S) is an unknown density. In what follows, we use properties
of the single-layer potential (7.5) without further reference (these properties
and other related material from potential theory are given in Subsection 2.1.1).
We have that u ∈ C2(W̄ ) and satisfies (7.1), (7.2), and (7.4). Also, (7.3) leads
to the Fredholm integral equation:

−µ(z)+ (Tνµ)(z) = f (z) z ∈ S, (7.6)

where the integral operator Tν is defined as follows:

(Tνµ)(z) = 1

π

∫
S
µ(ζ )

∂G

∂nz
(z, ζ ) ds.

Since (see the second assertion in Subsection 6.3.1.2)

G(z, ζ ) = −[log |z − ζ | − log |z − ζ̄ | + g(z, ζ )],

where by virtue of (6.127)

g(z, ζ ) = 2

{
πeν(y+η) sin ν(x − ξ )

+
∫∞

0

[
cos k(x − ξ )

k − ν
eµ(y+η) + 1− ek(y+η) cos k(x − ξ )

k

]
dk

}
,

a straightforward but lengthy calculation gives that

∂G

∂nz
(z, ζ ) = cos(nz, r )

r
− cos(nz, r0)

r0

+ 2ν
∫+∞

x
sin [ν(t − x)− (rt , nz)]

dt

rt
. (7.7)

Here r = |z − ζ |, r0 = |z − ζ̄ |, and rt = [(t − ξ )2 + (y + η)2]1/2; r and r0

are vectors directed to z from ζ and ζ̄ , respectively, and rt is directed from ζ̄

to t + iy; at last, the angle (rt , nz) is measured from nz to rt counterclockwise.
It is known (see, for example, Petrovskii [288]) that the kernel (7.7) belongs
to C(S × S). Also, we notice that (7.7) is an analytic function of ν having its
values in C(S × S).

Aiming to apply the invertibility theorem formulated in Subsection 2.1.2.1,
we have to investigate the integral equation (7.6) as ν tends to zero and +∞.
Thus we begin with the following lemma concerning small values of ν.

For all sufficiently small values ν > 0, the integral equation (7.6) is uni-
quely solvable in C(S).

Let us consider (7.6) for ν = 0:

−µ(z)+ (T0µ)(z) = f0(z), z ∈ S, (7.8)
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where by virtue of (7.7) we have

(T0µ)(z) = 1

π

∫
S
µ(ζ )

∂

∂nz
(log |z − ζ | − log |z − ζ̄ |) ds.

We extend µ and f0 to S′ = {(x,−y) : (x, y) ∈ S} as odd functions of y. Then
(7.8) takes the form of the integral equation corresponding to the Neumann
problem in the domain outside the union of S and S′.

In order to demonstrate that the latter equation has a unique solution, we
consider a solution µ0 of the corresponding homogeneous equation:

−µ0(z)+ 1

π

∫
S∪S′

µ0(ζ )
cos(nz, r )

r
ds = 0.

Then the single-layer potential

−1

π

∫
S∪S′

µ0(ζ ) log |z − ζ | ds (7.9)

is a solution of the homogeneous Neumann problem in the domain outside
of S ∪ S′. Hence, (7.9) is equal to a constant in this domain and also on
S ∪ S′. By the uniqueness theorem for the Dirichlet problem, (7.9) is equal
to the same constant inside the union of S and S′. Now, the jump formula for
the normal derivative [see (2.4) in Subsection 2.1.1] implies that µ0 = 0 on
S ∪ S′. Thus, the unique solvability of (7.8) is a consequence of the Fredholm
alternative.

To complete the proof it is sufficient to show that T − T0 has a small
norm in C(S) for values of ν close to zero. According to the second lemma
in Subsection 6.3.1.2, the kernel of T − T0 is equal to −π−1(∂g/∂nz)(z, ζ ).
Then the required assertion is a consequence of the estimate

(∂g/∂nz)(z, ζ ) = O(ν log(ν|z − ζ̄ |)) as ν → 0

which follows from (6.135).
The next lemma establishes a similar result for another limiting case.
Equation (7.6) is uniquely solvable in C(S) for all sufficiently large

positive ν.
Instead of (7.8), we now consider the integral equation

−µ(z)+ (T∞µ)(z) = f∞(z), z ∈ S, (7.10)

where

(T∞µ)(z) = −1

π

∫
S
µ(ζ )

∂

∂nz
(log |z − ζ | + log |z − ζ̄ |) ds.
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We extend µ and f0 to S′ = {(x,−y) : (x, y) ∈ S} as even functions of y
(cf. with the previous lemma, where the odd extension has been used). Then
(7.10) takes the form of the integral equation corresponding to the Neumann
problem in the domain outside the union of S and S′, and so this equation has
a unique solution as was demonstrated above.

Now we have to show that the norm of T − T∞ is small in C(S) when ν is
sufficiently large. It follows from (6.128) that the kernel of T − T∞ is equal to

−1

π
Re

∂

∂nz

∫∞
0

eit dt

t + ν(z − ζ̄ )
.

This formula yields the required assertion that is a consequence of the last
lemma in Subsection 6.3.1.2.

The two proven lemmas put us in the position to derive the main theorem
about the integral equation (7.6).

Equation (7.6) has a unique solution in C(S) for all ν > 0 with a possible
exception for a finite number of values.

It was noted above that (7.7) is an analytic function of ν having values in
C(S × S), and so the corresponding operator Tν analytically depends on ν.
Therefore, we can apply the invertibility theorem formulated in Subsec-
tion 2.1.2. This theorem guarantees that if there is a single value of ν such
that I − Tν has an inverse operator, then I − Tν is invertible for all ν > 0
except possibly for a sequence tending to infinity. In the first lemma in the
present subsection, it is demonstrated that I − Tν has an inverse for all suf-
ficiently small ν > 0 and we can use the invertibility theorem. Furthermore,
the sequence of exceptional values, for which I − Tν might not be invert-
ible, cannot be infinite because the second lemma means that (I − Tν)−1 does
exist for sufficiently large ν > 0. Thus, the solvability of (7.6) can be lost for
a finite number of values ν at most.

Let us turn to the solvability of the Neumann–Kelvin problem. The last
theorem and facts from the potential theory formulated in Subsection 2.1.1
lead to the following corollary.

The Neumann–Kelvin problem is solvable for all ν > 0 with a possible
exception for a finite number of values and for every f ∈C(S). The normal
derivative on the left-hand side in (7.3) should be understood as the regular
normal derivative.

In conclusion of the present subsection, we note that the more regular right-
hand-side term f in (7.3) provides more regularity of a solution. In particular,
the assertion on the continuity of solutions of integral equations formulated
in Subsection 2.1.1 guarantees that µ ∈ C1,α(S) when f is in the same class.
Substituting such a µ into (7.5), we get u ∈ C2(W̄ ).
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7.1.3. On Uniqueness in the Neumann–Kelvin Problem

Let us consider the problem of the stream running about the cylinder D along
the x axis; that is, the direction of the relative cylinder’s motion is opposite
to that in the original Neumann–Kelvin problem. A solution u′(x, y) of the
new problem must satisfy (7.1)–(7.3) and the first condition (7.4). The second
condition (7.4) should be replaced by the following one:

lim
x→−∞ |∇u′| = 0.

According to the first lemma in Subsection 6.3.1.2, Green’s function for
the new problem has the following form:

G ′(z, ζ ) = G(z, ζ )+ 4πeν(y+η) sin ν(x − ξ ).

If |ζ | < const, then the following asymptotic formula holds as |z| → ∞:

G ′(z, ζ ) = −2 log(ν|z|)+ ϕ′(x, y)+ 4πH (x)eν(y+η) sin ν(x − ξ ),

where ϕ′ = O(|z|−1), |∇ϕ′| = O(|z|−2).
In the same way as in Subsection 7.1.1, one proves that

u′(z) = Q′ log(ν|z|)+ c′ + ψ ′(x, y)+ H (x)(A′ sin νx + B′ cos νx)eνy

(7.11)

as |z| → ∞. Here ψ ′ = O(|z|−1), |∇ψ ′| = O(|z|−2), and for the constants
Q′, A′, and B′ we have the following formulae (cf. similar formulae in Sub-
section 7.1.1):

Q′ = π−1
∫

S

∂u′

∂n
ds, (7.12)

A′ = 2
∫

S

[
u′

∂

∂n
(eνy cos νx)− ∂u′

∂n
eνy cos νx

]
ds,

B′ = −2
∫ [

u′
∂

∂n
(eνy sin νx)− ∂u′

∂n
eνy sin νx

]
ds.

In the next theorem, presenting Green’s formula for solutions of two
Neumann–Kelvin problems, we rely on the fact that the expressions for A′
and B′ are similar to those for A and B but have opposite signs.

Let u be a solution of (7.1)–(7.4) and let u′ be a solution defined in the
present subsection. If

∫
S

f ds =
∫

S
f ′ ds = 0
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for the right-hand-side terms in (7.3) for u and u′, then
∫

W
(u′∇2u − u∇2u′) dxdy =

∫
S

(
u
∂u′

∂n
− u′

∂u

∂n

)
ds. (7.13)

Let Rαβ be a rectangle {|x | < α,−β < y < 0}, containing D̄, and Wαβ =
Rαβ\D̄. By pα0, pαβ , and q±αβ we denote the top, bottom, and right and left
sides, respectively, of Rαβ . Green’s formula for Wαβ is as follows:

∫
Wαβ

(u′∇2u − u∇2u′) dxdy =
∫
∂Wαβ

(
u
∂u′

∂n
− u′

∂u

∂n

)
ds, (7.14)

where n is directed into Wαβ . Let us consider the integral
∫
∂Rαβ

(
u
∂u′

∂n
− u′

∂u

∂n

)
ds.

According to (7.12) and to the assumption made, we have Q′ = 0 in (7.11);
the same is true for u as well. This implies that the integral over pαβ vanishes
as β →∞.

Using the asymptotic formulae for u and u′ in
∫

q+α∞

(
u
∂u′

∂n
− u′

∂u

∂n

)
ds =

∫ 0

−∞
[u′ux − uu′x ]x=+α dy

under assumption that α% 1, we obtain that the last integral is equal to

−c(A′ cos να − B′ sin να)+ O(α−1).

Similarly, the integral over p−α∞ is equal to

−c′(A cos να + B sin να)+ O(α−1).

Finally, we have
∫

pα0

(
u
∂u′

∂n
− u′

∂u

∂n

)
ds = ν−1

∫+α
−α

[uu′xx − u′uxx ]y=0 dx

= ν−1[u(x, 0)u′x (x, 0)− u′(x, 0)ux (x, 0)]x=+α
x=−α,

where the boundary condition (7.2) is applied. Again, the asymptotic formulae
for u and u′ give that the last expression is equal to

c(A′ cos να − B′ sin να)+ c′(A cos να + B sin να)+ O(α−1).

After substituting the obtained expressions into (7.14), we let β →∞ first
and then tend α to infinity. The result of this limiting procedure is the required
formula (7.13).
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Let us turn to the question of existence of u′. Since Green’s functions
G and G ′ and their derivatives have the same singularities, all of the results,
proved in Subsection 7.1.2 for the original Neumann–Kelvin problem, remain
valid for the new statement. Thus u′ does exist for all ν > 0 with a possible
exception of a finite set of values (of course, exceptional sets could be not the
same for two problems). The fact of solvability of the problem, which may be
considered as “adjoint” to (7.1)–(7.4), in the sense of Green’s formula (7.13),
allows us to prove the following uniqueness theorem.

For any ν > 0 with a possible exception of a finite set of values, there is at
most one (up to a constant term) solution of (7.1)–(7.4).

Let us fix ν such that (7.1)–(7.4) is solvable for this value and also u′

does exist for this ν. By u we denote a solution to the homogeneous problem
(7.1)–(7.4). Substituting u into (7.13), we get

∫
S

u
∂u′

∂n
ds = 0.

Since ∂u′/∂n in this orthogonality condition can be taken arbitrarily from the
set of functions satisfying

∫
S

∂u′

∂n
ds = 0

(see assumptions in the previous lemma), we find that u = const on S. Taking
into account that ∂u/∂n = 0 on S, we can apply the theorem that the Cauchy
problem for the Laplace equation has a unique solution. Hence, u = const in
W , which completes the proof.

7.1.4. Auxiliary Problem of the Scattering Type

In order to investigate the unique solvability of the Neumann–Kelvin problem
(7.1)–(7.4) (for the sake of brevity it will be referred to as Problem I) for a given
ν > 0, we first consider another boundary value problem of the scattering type
(we shall call it Problem II).

7.1.4.1. Statement of the Problem; Green’s Function

We say that w(z) is a solution of Problem II if (7.1)–(7.3) and the following
representation,

w(z) = Q log(ν|z|)+ w0(z), (7.15)
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hold for it. Here Q is a certain constant and w0 satisfies

sup
W
|∇w0(z)| <∞ and ∂w0/∂|x | − iνw0 = o(1) as |x | → ∞.

(7.16)
Considerations in Subsection 6.3.1 yield that

E(z, ζ ) = G(z, ζ )− 2π i exp{ν[y + η + i(x − ξ )]} (7.17)

is Green’s function for Problem II; also, for |ζ | ≤ const we have

E(z, ζ ) = −2 log(ν|z|)+ 2π i exp[ν(y + ν + i |x − ξ |)]+ ϕ(z, ζ ) (7.18)

as |z| → ∞, where ϕ = O(|z|−1) and |∇ϕ| = O(|z|−2).

7.1.4.2. Asymptotics at Infinity

In the same way as in Subsection 7.1.1, one obtains the integral representation
for solutions of Problem II:

w(z) = 1

2π

∫
S

[
w(ζ )

∂E

∂nζ

(z, ζ )− ∂w

∂nζ

E(z, ζ )

]
ds.

This result and the asymptotic formula (7.18) lead to the following theorem.
Let w be a solution of Problem II. Then, as z →∞,

w(x, y) = Q log(ν|z|)+D±eν(y±i x) + ψ±(x, y) for ± x > 0.

Here ψ± = O(|z|−1), |∇ψ±| = O(|z|−2), and the constants are given as
follows:

Q = π−1
∫

S

∂w

∂n
ds

D± = i
∫

S

[
∂w

∂n
eν(y∓i x) − w

∂

∂n
eν(y±i x)

]
ds.

7.1.4.3. On Uniqueness in Problem II

Let us begin with a simple technical assertion.
Let w ∈ C1(W̄ ) satisfy the finite energy condition:

∫
y=0
|wx |2 dx +

∫
W
|∇w|2 dxdy <∞. (7.19)

Also, we assume that
∫ 0

−∞
|w(a, y)|2 dy <∞ (7.20)



328 The Neumann–Kelvin Problem for a Submerged Body

for all sufficiently large |a|. Then we have the following:

lim
x→∞ x−1|w(x, 0)|2 = 0, (7.21)

lim
x→∞ x−1

∫ 0

−∞
|w(x, y)|2 dy = 0, (7.22)

lim
y→−∞ y−1

∫+α
−α
|w(x, y)|2 dx = 0 for α > 0, (7.23)

lim inf
x→∞ |x |

[
|wx (x, 0)|2 +

∫ 0

−∞
|∇w(x, y)|2 dy

]
= 0, (7.24)

lim inf
y→−∞ |y|

∫+∞
−∞
|∇w(x, y)|2 dx = 0. (7.25)

Let a be a real number having a sufficiently large absolute value. For y ≤ 0
and x ≥ a we immediately have

|w(x, y)| ≤ 2

{
|w(a, y)|2 + (x − a)

∫ x

a
|wx (x, y)|2 dx

}
. (7.26)

This implies

lim sup
x→+∞

x−1|w(x, 0)|2 ≤ 2
∫∞

a
|wx (x, 0)|2 dx,

and so x−1|w(x, 0)|2 → 0 as x →+∞. In the same way we obtain the result
as x →−∞, which completes the proof of (7.21).

Let us integrate with respect to y the inequality (7.26) divided by x :

lim sup
x→+∞

x−1
∫ 0

−∞
|w(x, y)|2 dy ≤ 2

∫ 0

−∞

∫∞
a
|∇w|2 dxdy.

In order to prove (7.22), we must notice that the right-hand side tends to zero
as a →∞. In the same manner (7.23) can be obtained. This completes the
proof because (7.24) and (7.25) are obvious.

Now we consider an integral identity that will provide the uniqueness
theorem.

Let w ∈ C2(W̄ ) satisfy (7.1), (7.2), (7.15), and (7.16). Then we have

2
∫

W
|wy|2 dxdy +

∫
S

x · n |∇w|2 ds = Re
∫

S
(2xw̄x − w̄)

∂w

∂n
ds, (7.27)

where x = (x, 0).
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One can directly verify that

Re{(2xw̄x − w̄)∇2w} = 2|wy|2 − (x |∇w|2)x − Re∇ · [(2xw̄x − w̄)∇w].

(7.28)

Let Rαβ be the rectangle defined in Subsection 7.1.3. Integrating (7.28) over
Wαβ = Rαβ\D̄, we get

2
∫

Wαβ

|wy|2 dxdy +
∫

S
x · n |∇w|2 ds +

{∫
q−αβ

−
∫

qαβ

}
x |∇w|2 dy

+Re

{∫
qαβ

−
∫

q−αβ

}
(2xw̄x − w̄)wx dy − Re

∫
pαβ

(2xw̄x − w̄)wy dx

+Re
∫

pα0

(2xw̄x − w̄)wy dx = Re
∫

S
(2xw̄x − w̄)

∂w

∂n
ds.

The last term on the left-hand side can be transformed by using the boundary
condition (7.2):

Re
∫

pα0

(2xw̄x − w̄)wy dx = −ν−1Re
∫

pα0

(2xw̄x − w̄)wxx dx

= −ν−1[x |wx (x, 0)|2 − Re w̄(x, 0)wx (x, 0)]x=+α
x=−α. (7.29)

From (7.23) and (7.25), we have the following for a fixed α <∞ and a certain
sequence βk →+∞:

lim
k→∞

Re
∫

pαβk

(2xw̄x − w̄)wy dx = 0.

The integrals over q±αβ , where β = ∞, and the quantity (7.29) tend to zero
for some choice of the sequence αk →∞. Letting βk →∞ first, and then
αk →∞, we arrive at (7.27).

An immediate corollary of (7.27) is the following uniqueness theorem.
Let x · n ≥ 0 on S, and let w ∈ C2(W̄ ) satisfy (7.1), (7.2), the homo-

geneous condition (7.3), and the following conditions:

sup
W
|∇w(x, y)| <∞, lim

|x |→∞
|∇w(x, y)| = 0.

Then w = const in W̄ .
The assumptions made show that Q, A, and B vanish in the asymptotic

formula for w (see Subsection 7.1.4.2), and so w = w0 + const, where w0

satisfies the integral identity (7.27). Since ∂w0/∂n = 0 on S, we get from this
identity that w0(x, y) = w0(x). Now (7.20) implies that w0 = 0 in W̄ .
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It should be noted that a similar argument provides the uniqueness of
a solution in the problem describing a flow about a submerged cylinder in
a channel. Let in a channel having infinite depth the sidewalls z = ±b be
spanned by a submerged cylinder with generators parallel to the z axis. Taking
the velocity potential in the form u(x, y) cos kz, we find that the homogeneous
Neumann condition on the walls is satisfied provided k = πl(l = 1, 2, . . .),
and u must satisfy the two-dimensional boundary value problem:

∇2u = k2u in W, uxx + νuy = 0 when y = 0, ∂u/∂n = f on S,

where W and S are the same as above. In this case the integral identity takes
the following form:

2
∫

W
(|uy|2 + k2|u|2) dxdy +

∫
S

x · n(|∇u|2 + k2|u|2) ds

= Re
∫

S
(2xūx − ū)

∂u

∂n
ds.

This equality implies the uniqueness of solution provided x · n ≥ 0 on S.
Turning to Problem II again, let us show that a solution of the homogeneous

Problem II satisfies the assumptions of the previous theorem.
Let w be a solution of Problem II such that

∫
S ∂w/∂n ds = 0. Then

|D+|2 + |D−|2 = 2 Im
∫

S
w

∂w̄

∂n
ds, (7.30)

where D± are coefficients in the asymptotic formula in Subsection 7.1.4.2.
Let us use the notation applied in the proof of (7.27). From Green’s formula,

it follows ∫
∂Rαβ

(
w̄
∂w

∂n
− w

∂w̄

∂n

)
ds = −

∫
S

(
w̄
∂w

∂n
− w

∂w̄

∂n

)
ds

= 2i Im
∫

S
w

∂w̄

∂n
ds, (7.31)

where n is directed into Wαβ . We are going to let β →∞ first and then
α→∞. The asymptotic formula from Subsection 7.1.4.2 gives

lim
β→∞

∫
pαβ

(
w̄
∂w

∂n
− w

∂w̄

∂n

)
ds = 0.

In the same way, we find that for ±x > 0,

w̄
∂w

∂|x | − w
∂w̄

∂|x | = 2iν|D±|2e2νy + h±(x, y),
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where h± = O(|z|−2 + |z|−1eνy) as |z| → ∞. Hence

lim
α→∞

∫
q±α,∞

(
w̄
∂w

∂n
− w

∂w̄

∂n

)
ds = −i |D±|2,

lim
α→∞[w̄(x, 0)w0(x, 0)− w(x, 0)w̄x (x, 0)]x=+α

x=−α = 2iν(|D+|2 + |D−|2).

The last equality and the boundary condition (7.2) give that

∫
pα0

(
w̄
∂w

∂n
− w

∂w̄

∂n

)
ds = ν−1

∫
pα0

(w̄wxx − ww̄xx ) dx

= ν−1[w̄(x, 0)wx (x, 0)− w(x, 0)w̄x (x, 0)]x=+α
x=−α → 2i(|D+|2 + |D−|2)

as α→∞. This and (7.31)–(7.32) prove (7.30).
The asymptotic formula in Subsection 7.1.4.2 and the last assertion imply

the following theorem.
Let only a trivial solution of the homogeneous Problem II satisfy (7.19).

Then the homogeneous Problem II has only a trivial solution.
An immediate consequence of this result and the previous uniqueness

theorem is as follows.
If x · n ≥ 0 on S, then Problem II can have one solution at most.

7.1.4.4. Existence Theorem for Problem II

Our aim is to prove the following theorem.
If Problem II has no more than one solution, then for any f ∈ C1,α(S)

there exists a unique solution w ∈ C2(W̄ ) of Problem II.
Let us seek a solution in the following form:

w(z) = 1

π

∫
S

E(z, ζ )µ(ζ ) ds, (7.32)

with an unknown density µ ∈ C1,α(S). Then w ∈ C2(W̄ ) and satisfies (7.1),
(7.2), and (7.16). Using the following formula for the normal derivative of
the single-layer potential (7.32) on the side of S directed to W (see Subsec-
tion 2.1.1),

∂w

∂n
(z) = −µ(z)+ 1

π

∫
S

∂E

∂nz
(z, ζ )µ(ζ ) ds,

we get from (7.3) the Fredholm integral equation:

−µ+ Tνµ = f , (Tνµ)(z) = 1

π

∫
S

∂E

∂nz
(z, ζ )µ(ζ ) ds. (7.33)
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Let µ0 be a solution of the homogeneous equation (7.33). Substituting µ0

into (7.32), one obtainsw0, which vanishes in W̄ by the theorem’s assumption.
Moreover, w0 is a continuous function in R

2
− and w0 is harmonic in D.

Hence this function vanishes throughout R
2
−. Then the jump formula for the

normal derivative, see (2.4) in Subsection 2.1.1, implies thatµ0 = 0 on S, and
so the homogeneous equation (7.33) has only a trivial solution. Therefore,
the Fredholm alternative yields that (7.33) is uniquely solvable for any f ∈
C1,α(S). Then (7.32) gives a unique solution of Problem II.

7.1.5. Unique Solvability of the Neumann–Kelvin Problem

The plan of this subsubsection is as follows. First, we investigate the null
space of Problem I (see Subsection 7.1.5.1). Second, we obtain an integral
equation equivalent to Problem I in Subsection 7.1.5.2. At last, a list of equiv-
alent necessary and sufficient conditions providing the existence of a unique
solution of Problem I is given in Subsection 7.1.5.3.

7.1.5.1. On Nontrivial Solutions of the Homogeneous Problem I

The following theorem provides a condition guaranteeing that the null space
of Problem I is one dimensional.

Let only a trivial solution of the homogeneous Problem II satisfy (7.19) (for
example, this is true when x · n≥ 0 on S). Then the homogeneous Problem I
can have at most one nontrivial solution (up to a constant factor and a constant
term).

Let u1 and u2 be two solutions of the homogeneous Problem I. The theorem
in Subsection 7.1.1 shows that the following asymptotic formula holds as
|z| → ∞:

ui (x, y) = ϕi (x, y)+ H (−x)eνy(Ai sin νx + Bi cos νx), (7.34)

where ϕi = O(|z|−1) and |∇ϕi | = O(|z|−2). Let us introduce two vectors
(A1,B1) and (A2,B2) that must be linearly independent. In fact, if one as-
sumes the opposite, then a linear combination of u1 and u2 can be found
giving a solution of the homogeneous Problem II and satisfying (7.19). Since
this combination must be trivial by the theorem’s assumption, we arrive at a
contradiction.

Therefore, a certain linear combination of u1 and u2 must have the asymp-
totic behavior (7.34) with A = −i and B = 1, and so this behavior coincides
with that which a solution of Problem II has in the case when Q = 0,D+ = 0,
and D− = 1 (see the assertion in Subsection 7.1.4.2). Hence, a nontrivial
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solution of the homogeneous Problem II is obtained that contradicts the the-
orem’s assumption.

7.1.5.2. Equivalence of Problem I to an Integral Equation

We recall (see Subsection 7.1.2) that, seeking a solution of Problem I in the
form (7.5), we arrive at the Fredholm integral equation (7.6) for the unknown
density µ ∈ C1,α(S), and the kernel of the corresponding integral operator is
π−1(∂G/∂nz)(z, ζ ). Our aim is to prove the theorem demonstrating equiva-
lence of this equation and Problem I.

Let Problem II be uniquely solvable (for example, when x · n ≥ 0 on S).
Then Problem I and the integral equation (7.6) are equivalent in the following
sense. Any solution of Problem I has a unique representation in the form of
(7.5), where µ satisfies (7.6). Conversely, substituting any solution µ of (7.6)
into (7.5), one obtains a solution of Problem I.

Let u be a solution of Problem I corresponding to f in the Neumann con-
dition (7.3). Using the asymptotic formula for u obtained in Subsection 7.1.1,
we see that

w = u − c − eν(y+i x)(B − iA)/2

solves Problem II (for another boundary function in the Neumann condition).
It was shown in Subsection 7.1.4.4 that this solution has the representation

w(z) = 1

π

∫
S
µ(ζ )E(z, ζ ) ds.

This formula and (7.17) combined produce

u − c − eν(y+i x) (B − iA)

2

=
∫

S
µ(ζ )G(z, ζ ) ds − i

∫
S
µ(ζ ) exp{ν[y + η + i(x − ξ )]} ds,

and so

u(x, y) =
∫

S
µ(ζ )G(z, ζ ) ds + c1eν(y+i x) + c.

Now, substituting the asymptotic formula for G as x →+∞ (see Subsection
6.3.1.2), we get that c1 = 0, because otherwise there is a contradiction with
the asymptotic result in Subsection 7.1.1. Thus we arrive at the required
representation (7.5) for u solving Problem I.
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Since ∫
S
µ(ζ )G(z, ζ ) ds �= const in W for µ �= 0

(see the proof in Subsection 7.1.4.4), we have that (7.5) is unique. The first
part of the theorem is proved and the converse assertion is obvious.

7.1.5.3. Necessary and Sufficient Conditions for the Unique
Solvability of Problem I

Six conditions that are equivalent to the unique solvability and that use various
auxiliary functions are given in the following theorem.

If Problem II is uniquely solvable (for example, when x · n ≥ 0 on S), then
the following assertions are equivalent:

1. Problem I is uniquely solvable (up to a constant term) for any f ∈
C1,α(S).

2. We have that D+ �= 1, where D+ is the constant in the asymptotic
formula at infinity forW solving Problem II in which f = ∂eν(y+i x)/∂n
on S in (7.3).

3. For W defined in 2, we have∫
S
W ∂

∂n
eν(y−i x) ds �= 2ν2

∫
D

e2νy dxdy + i.

4. For W defined in 2, we have that |D−| �= 1.
5. For W defined in 2, we have∣∣∣∣∫

S
W ∂

∂n
eν(y+i x) ds

∣∣∣∣ �= 1.

6. Let µ+ be a solution of

−µ+(z)+ (T µ+)(z) = ∂eν(y+i x)/∂n, z ∈ S, (7.35)

where T is defined in (7.33); then

i
∫

S
µ+eν(y−i x) ds �= −1.

7. For µ+ solving (7.35) we have∣∣∣∣∫
S
µ+eν(y+i x) ds

∣∣∣∣ �= 1.

1 ⇔ 2. Let D+ = 1; then the asymptotic formula for W (see Sub-
section 7.1.4.2) guarantees that W − eν(y+i x) is a nontrivial solution of the
homogeneous Problem I.
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Conversely, let u0 be a nontrivial solution of the homogeneous Problem I.
The assertion in Subsection 7.1.5.1 shows that u0 can be assumed to be real.
The leading terms in the asymptotic representation of u0 as x →−∞ have
the form

1/2(B − iA)eν(y+i x) + 1/2(B + iA)eν(y−i x) + c,

where A and B are real constants. According to the first uniqueness theorem
in Subsection 7.1.4.3, these constants do not vanish simultaneously. Putting

w = 2

B − iA (c − u0)+ eν(y+i x),

we see that

∂w

∂n
= ∂

∂n
eν(y+i x) on S.

It follows from the asymptotic formula in Subsection 7.1.4.2 that w

is a solution of Problem II. Also, D+ = 1 for w, and so w =W because
Problem II has a unique solution.

2 ⇔ 3. From the asymptotic formula in Subsection 7.1.4.2, we have

D+ = −i
∫

S
W ∂

∂n
eν(y−i x) ds + i

∫
S

eν(y−i x) ∂

∂n
eν(y+i x) ds. (7.36)

In order to complete the proof of this item it is sufficient to note that
∫

S
eν(y−i x) ∂

∂n
eν(y+i x) ds =

∫
D
|∇eν(y+i x)|2 dxdy = 2ν2

∫
D

e2νy dxdy.

(7.37)

2 ⇔ 4. From (7.36) and (7.37), we get that

ReD+ = Im
∫

S
W ∂

∂n
eν(y−i x) ds.

Combining this with (7.30), where w =W , we get

|D+|2 + |D−|2 = 2 ReD+, (7.38)

and so D+ = 1 if and only if |D−| = 1.
4 ⇔ 5. Applying to W the assertion obtained in Subsection 7.1.4.2, and

using
∫

S
eν(y+i x) ∂

∂n
eν(y+i x) ds = 1

2

∫
S

∂

∂n
e2ν(y+i x) ds = 0, (7.39)
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we get that

D− = −i
∫

S
W ∂

∂n
eν(y+i x) ds,

which proves the equivalence of 4 and 5.
1 ⇔ 6. The theorem obtained in Subsection 7.1.5.2 shows that the

unique solvability of Problem I is equivalent to the fact that the integral
equation

−µ0 + Tµ0 = 0

has only a trivial solution. The last equation can be written as follows:

−µ0 + T µ0 = −2i

[
∂

∂n
eν(y+i x)

] ∫
S

eν(η−iξ )µ0 ds. (7.40)

Let µ0 be a nontrivial solution of (7.40) (in Subsection 7.1.4.4, it is demon-
strated that this equation is uniquely solvable). Then−µ+ T µ = 0 has only
a trivial solution, and so

K = −i
∫

S
eν(η−iξ )µ0 ds �= 0.

Therefore, K−1µ0 satisfies (7.35); that is, K−1µ0 = µ+. Hence,

i
∫

S
µ+eν(y−i x) ds = ik−1

∫
S
µ0eν(η−iξ ) ds = −1.

Conversely, if

i
∫

S
µ+eν(y−i x) ds = −1,

then (7.35) can be written in the following form:

−µ+ + T µ+ = −2i

[
∂

∂n
eν(y+i x)

] ∫
S
µ+eν(η−iξ ) ds,

which means that −µ+ + Tµ+ = 0. Thus, (7.40) has a nontrivial solution,
and so the unique solvability of Problem I is violated.

5 ⇔ 7. Let µ+ be a solution of (7.35); then

(Vµ+)(z) =
∫

S
µ+(ζ )E(z, ζ ) ds

satisfies (7.3), where f = ∂eν(y+i x)/∂n. Hence, the theorem’s assumption
implies that this potential is equal to W defined in 2. According to the jump
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formula for the normal derivative (see Subsection 2.1.1), we have

2µ+ = ∂(Vµ+)

∂n−
− ∂(Vµ+)

∂n+
,

and so

2
∫

S
µ+eν(y+i x) ds =

∫
S

eν(y+i x) ∂(Vµ+)

∂n−
ds −

∫
S

eν(y+i x) ∂

∂n
eν(y+i x) ds.

(7.41)

Since Vµ+ is a harmonic function in D and Vµ+ =W on S, Green’s theorem
yields

∫
S

eν(y+i x) ∂(Vµ+)

∂n−
ds =

∫
S
W ∂

∂n
eν(y+i x) ds.

This combined with (7.39) and (7.41) produce
∫

S
µ+eν(y+i x) ds =

∫
S
W ∂

∂n
eν(y+i x) ds,

which completes the proof.
The last proof also demonstrates that

iD− =
∫

S
W ∂

∂n
eν(y+i x) ds =

∫
S
µ+eν(y+i x) ds. (7.42)

From (7.38), we see that the absolute value of this number cannot be greater
than one for any contour S. Hence, if for a certain curve S, Problem I has
more than one solution, then the absolute value of (7.42) attains its global
maximum for S.

7.1.6. Unconditional Theorem for a Circular Cylinder

In this subsection, we prove the unique solvability of the Neumann–Kelvin
problem for all ν > 0 in the case of a submerged circular cylinder. The crucial
point is the following lemma.

Let D = {z = x + iy : |z + ia| < R}, where a and R are positive constants
such that a > R. Then a solution u of the homogeneous problem (7.1)–(7.4)
satisfies (7.19) and (7.20).

From Subsection 7.1.1, it follows that

u(z) = H (−x)eνy(A sin νx + B cos νx)+ c + ψ(x, y) as |z| → ∞,
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where ψ = O(|z|−1) and |∇ψ | = O(|z|−2). Therefore, for proving the asser-
tion it is sufficient to verify that

|∇u| = o(1) as x →−∞. (7.43)

For this purpose we consider a stream function v, that is, a harmonic in W
function that is conjugate to u. Since∫

S

∂u

∂n
ds = 0,

v is determined uniquely up to an arbitrary constant term, despite the fact that
W is not a simply connected domain.

Using the Cauchy–Riemann equations, one can readily find that v can be
chosen to satisfy the boundary value problem:

∇2v = 0 in W, (7.44)

vy − νv = 0 when y = 0, (7.45)

v = const on S = {|z + ia| = R}, (7.46)

sup
W
|∇v(x, y)| <∞, lim

x→+∞ |∇v| = 0. (7.47)

Now we shall prove that

|∇v| = o(1) as x →−∞, (7.48)

which is equivalent to (7.43). The conformal mapping

z !→ ζ = (z + ib)/(z − ib), where b = (a2 − R2)1/2,

transforms W into an annulus {h < |ζ | < 1}, where

h = (a2 + R2)1/2 − b

(a2 + R2)1/2 + b
.

Putting w(ζ ) = v(z(ζ )), and conversely, v(z) = w(ζ (z)), we see that w is a
harmonic function in the annulus, and from (7.46), we get that

w = const when ρ = h, (7.49)

where ζ = ρeiθ . Let us determine the boundary condition for w on {ρ = 1}
that is the image of the x axis. It is clear that

vy(x, 0) = |ζ ′(x)|wρ(ζ (x)).

Since ζ ′(z) = −2bi(z − ib)−2, we have

vy(x, 0) = 2b

|x − ib|2 wρ(ζ (x)).
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Now from x = ib(1+ eiθ )/(1− eiθ ), we obtain

|x − ib|2 = 4b2

|eiθ − 1|2 ,

and so we arrive at the following boundary condition:

|eiθ − 1|2wρ − 2bνw = 0 when ρ = 1.

It is convenient to write it in the following form:

(eiθ − 2+ e−iθ )wρ + λw = 0 when ρ = 1, (7.50)

where λ = 2bν.
Seeking w in the form

w = const+
∞∑

n=1

(wneinθ + w−ne−inθ )

(
ρn − h2n

ρn

)
,

we immediately satisfy the Laplace equation and the boundary condition
(7.49). Substituting

wρ =
∞∑

n=1

n(wneinθ + w−ne−inθ )(1+ h2n), where ρ = 1,

into (7.50), we get

(eiθ − 2+ e−iθ )
∞∑

n=1

n(wneinθ + w−ne−inθ )(1+ h2n)

+ λ const+ λ

∞∑
n=1

(wneinθ + w−ne−inθ )(1− h2n) = 0.

Using Wn = wn|n|(1+ h2|n|) for n = ±1,±2, . . . , we write the last equation
in the following form:

(eiθ − 2+ e−iθ )
∑
n �=0

Wneinθ + λ const+ λ
∑
n �=0

Wn|n|−1 1− h2n

1+ h2n
einθ = 0,

which is equivalent to

0 =
∑

n �=0,±1

[
(Wn+1 − 2Wn +Wn−1)+ λ

(
1− h2|n|)

|n|(1+ h2|n|)Wn

]
einθ

+W1 +W−1 + λ const

+
[(

λ
1− h2

1+ h2
− 2

)
W1+W2

]
eiθ+
[(

λ
1− h2

1+ h2
− 2

)
W−1+W−2

]
e−iθ .
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This leads to the algebraic system for Wn:

W1+W−1+ λ const = 0,

{λ[(1− h2)/(1+ h2)]− 2}W±1+W±2 = 0,

Wn+1− 2Wn +Wn−1+
{[
λ
(
1− h2|n|)]/[|n|(1+ h2|n|)]}Wn = 0,

n = ±2,±3, . . . .

Let θ± = arg W±1; then we find from the system that both sequences

{e−iθ+Wn}n≥1, {e−iθ−Wn}n≤−1

are real. Therefore,

w =
∞∑

n=1

Wnζ
n +

∞∑
n=1

W−n ζ̄
n + w0(ζ ) = w+(ζ )+ w−(ζ )+ w0(ζ ),

where w0 is smooth in a neighborhood of ζ = 1. Furthermore, w+ is holo-
morphic and w− is antiholomorphic, and also we have

w±(ζ̄ ) = e2iθ±w±(ζ ).

The decomposition of w induces the corresponding decomposition of

v(z) = v+(z)+ v−(z)+ v0(z) = w+(ζ (z))+ w−(ζ (z))+ w0(ζ (z)).

Since ζ (−z̄) = ζ (z) and ζ (∞) = 1, we get that

v±(−z̄) = e2iθ±v±(z). (7.51)

and |∇v0| = o(1) as |z| → ∞. This and the second condition (7.47) imply
that

|∇(v+ + v−)|2 = |∇(v − v0)|2 = o(1) as x →+∞.

Now, from the identities

|∇v+|2+ |∇v−|2 = 2

(∣∣∣∣∂v+∂z

∣∣∣∣2+ ∣∣∣∣∂v−∂ z̄

∣∣∣∣2
)

= 2

(∣∣∣∣ ∂∂z
(v+ + v−)

∣∣∣∣2+ ∣∣∣∣ ∂∂ z̄
(v+ + v−)

∣∣∣∣2
)
= |∇(v+ + v−)|2,

we obtain that

|∇v±| = o(1) as x →+∞.

Combining this with (7.51), we arrive at (7.48), which completes the proof.
An immediate consequence of the lemma proven is as follows.
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Let S be a circle and let ν be an arbitrary positive number. Then the
boundary value problem (7.1)–(7.4) has one and only one solution (up to a
constant term) for any f in (7.3).

Since (7.19) and (7.29) hold for a solution of the homogeneous Problem I
as is demonstrated above, the uniqueness of solution (up to a constant term)
follows from Subsection 7.1.4.3 because x · n ≥ 0 on S. For the proof of exis-
tence we refer to the integral equation method developed in Subsection 7.1.2.
The solvability of the integral equation (7.6) is a consequence of the unique-
ness of its solution. The last fact follows from the uniqueness in the boundary
value problem.

7.2. Cylinder in Shallow Water

When the fluid depth d is finite, two different cases of the Neumann–Kelvin
problem require separate treatments. We recall that the stream is called sub-
critical if νd = gdU−2 > 1. The results in this case are similar to those in
Section 7.1 and are considered briefly in Subsection 7.2.1. The case of the
supercritical stream when νd < 1 differs essentially from the subcritical one
because there are no waves in both directions from the body. In Subsec-
tion 7.2.2, we consider the problem of the supercritical stream in detail.

7.2.1. Submerged Body in the Subcritical Stream

7.2.1.1. Statement of the Problem, Asymptotics at Infinity,
and Uniqueness

Let the cylinder’s cross section be a bounded simply connected domain D
such that D̄ ⊂ L = {−∞ < x < +∞,−d < y < 0}. As in Section 7.1, we
suppose that ∂D = S is a C3 curve. By W we denote the water domain L\D̄.
In the present case, the statement of the Neumann–Kelvin problem (7.1)–(7.4)
should be complemented by the no-flow condition on the horizontal bottom:

uy = 0 when y = −d. (7.52)

Also, we assume that νd > 1, and therefore, for u ∈ C2(W̄ ) solving the
Neumann–Kelvin problem, the asymptotic formula of the same type as in
Subsection 7.1.1,

u(x, y) = c± + ψ±(x, y)

+ H (−x)[Qx + cosh λ0(y + d)(A sin λ0x + B cos λ0x)],

±x > 0, (7.53)



342 The Neumann–Kelvin Problem for a Submerged Body

holds as |x | → ∞. Hereψ± = O(|x |−1), |∇ψ±| = O(|x |−2), λ0 is the unique
positive root of ν tanh λd = λ, and H is the Heaviside function. Furthermore,

(c+ − c−)(1− νd) = ν

∫
S

[
x
∂u

∂n
− u cos(n, x)

]
ds

and the constants Q, A, and B are as follows:

Q(1− νd) = ν

∫
S

∂u

∂n
ds,

Aλ0(νd − cosh λ0d)

= 2ν
∫

S

{
u
∂

∂n
[cosh λ0(y + d) cos λ0x]− ∂u

∂n
cosh λ0(y + d) cos λ0x

}
ds,

Bλ0(νd − cosh λ0d)

= −2ν
∫

S

{
u
∂

∂n
[cosh λ0(y+ d) sin λ0x]− ∂u

∂n
cosh λ0(y+ d) sin λ0x

}
ds.

This theorem can be proved in the same way as the asymptotic formula in
Subsection 7.1.1. Turning to the question of uniqueness, we have the following
analogs of results and methods in Subsection 7.1.4.3.

Let x · n ≥ 0 on S. If u ∈ C2(W̄ ) is a solution of the homogeneous
Neumann–Kelvin problem and∫

y=0
|ux |2 dx +

∫
W
|∇u|2 dxdy <∞, (7.54)

then u = const in W .
Again, starting from (7.28) and using the free surface boundary condition

and the homogeneous Neumann condition on S, one derives the integral
identity

2
∫

W
|uy|2 dxdy +

∫
S

x · n|∇u|2 ds = 0.

Now the geometric assumption yields the assertion.

7.2.1.2. Problem II

A solution w to the auxiliary problem of the scattering type (referred to as
Problem II; the name Problem I is reserved for the Neumann–Kelvin problem)
must satisfy (7.1)–(7.3), (7.52), and the first condition (7.4), and it must admit
the following representation:

w(x, y) = Q|x | + c sign x + w0(x, y), (7.55)
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where Q and c are certain constants and the radiation condition

lim
|x |→∞

(
∂w0

∂|x | − iλ0w0

)
= 0

holds.
Using the asymptotic formula for Green’s function of Problem I (see Sub-

section 6.3.2.2), we find that Green’s function of Problem II has the following
form:

E(z, ζ ) = G(z, ζ )+ πν(x − ξ )

1− νd

+ 2π i
ν cosh λ0(y + d) cosh λ0(η + d)

λ0(νd − cosh2 λ0d)
exp{iλ0(x − ξ )},

and the asymptotics at infinity for E(z, ζ ) follows from the asymptotic formula
for G(z, ζ ) (see the first assertion in Subsection 6.3.2.2). This allows us to
prove the following theorem in the same way as the corresponding proposition
in Subsection 7.1.4.2.

Let w be a solution of Problem II, and let w0 be defined in (7.55). Then we
have the following as |x | → ∞:

w0(x, y) = D± cosh λ0(y + d)e±iλ0x + ψ±(x, y), ±x > 0, (7.56)

where ψ± = O(|x |−1) and |∇ψ±| = O(x−2). The constants Q, c, and D±
are given by

2Q(νd − 1) = ν

∫
S

∂w

∂n
ds,

2c(1− νd) = ν

∫
S

[
x
∂w

∂n
− w cos(n, x)

]
ds,

D±λ0(νd − cosh2 νd) = iν
∫

S

{
w

∂

∂n
[cosh λ0(y + d)e∓iλ0x ]

− ∂w

∂n
cosh λ0(y + d)e∓iλ0x

}
ds.

The proof of formula analogous to (7.30) differs from that in Sub-
section 7.1.4.3 because of the second term on the left-hand side in (7.55),
and so we prove the following theorem at length.

Let w be a solution of Problem II such that
∫

S ∂w/∂n ds = 0. Then

λ0(cosh2 λ0d − νd)(|D+|2 + |D−|2) = 2ν Im
∫

S
w

∂w̄

∂n
ds. (7.57)
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Green’s identity gives

∫
∂Wα

(
w̄
∂w

∂n
− w

∂w̄

∂n

)
ds = 0,

where Wα = W ∩ {|x | > α} and α is sufficiently large. Using the boundary
conditions on the free surface and bottom, we get

2i Im
∫

S
w
∂w̄

∂n
ds = ν−1

∫+α
−α

[w̄wxx − ww̄xx ]y=0 dx

−
∑
±

∫
W∩{±x=α}

(
w̄

∂w

∂|x | − w
∂w̄

∂|x |
)

dy. (7.58)

The theorem’s assumption and the previous assertion show that Q = 0 in
(7.55). Then from (7.56), it follows that

∫+α
−α

[w̄wxx − ww̄xx ]y=0 dx = [ w(x, 0)wx (x, 0)− w(x, 0)wx (x, 0) ]x=+α
x=−α

= 2iλ0 cosh2 λ0d(|D+|2 + |D−|2)

+ icλ0 cosh λ0d[(D+ −D−)eiλ0α

+ (D̄+ − D̄−)e−iλ0α]+ O(α−1)

and

−
∑
±

∫
W∩{±x=α}

(
w̄

∂w

∂|x | − w
∂w̄

∂|x |
)

dy

= ic sinh λ0d[(D+ −D−)eiλ0α + (D̄+ −D−)e−iλ0α]

− 2iλ0(|D+|2 + |D−|2)
∫ 0

−d
cosh2 λ0(y + d) dy + O(α−1)

= ic sinh λ0d[(D+ −D−)eiλ0α + (D̄+ − D̄−)e−iλ0α]

− i(λ0d − sinh λ0d cosh λ0d)(|D+|2 + |D−|2)+ O(α−1).

Substituting these expressions into (7.58), we obtain

i(2λ0ν
−1 cosh2 λ0d − λ0d − sinh λ0d cosh λ0d)(|D+|2 + |D−|2)

= 2i Im
∫

S
w
∂w̄

∂n
ds + O(α−1),

because the term containing c vanishes in view of the definition of λ0. Tending
α→∞ and using the definition of λ0 again, we arrive at (7.57).



7.2. Cylinder in Shallow Water 345

The last two assertions imply that a solution w of the homogeneous Prob-
lem II satisfies (7.54). Then, the last theorem in Subsection 7.2.1.1 gives that
w = const in W , and taking into account (7.55), we arrive at the following
theorem.

Let x ·n ≥ 0 on S; then Problem II has a unique solution and it has
the form

w(z) = 1

π

∫
S
µ(ζ )E(z, ζ ) ds,

where µ must be determined from the uniquely solvable Fredholm equation

−µ(z)+ (T µ)(z) = f (z), (T µ)(z) = 1

π

∫
S
µ(ζ )

∂E

∂nz
(z, ζ ) ds.

7.2.1.3. On the Unique Solvability of Problem I

The theorem in Subsection 7.1.5.1 remains true for the subcritical stream of
finite depth. Replacing exp{ν(y + i x)} by eiλ0x cosh λ0(y + d) in the conside-
rations in Subsections 7.1.5.2 and 7.1.5.3, we arrive at the following two
theorems. The first of them establishes the equivalence of Problem II and a
boundary integral equation.

Let Problem II be uniquely solvable (for example, let x · n ≥ 0 on S). Then

u(z) = 1

2π

∫
S
µ(ζ )G(z, ζ ) ds + c

gives a one-to-one correspondence between solutions of Problem I and pairs
(µ ,c), where c = const and µ solves the Fredholm integral equation

−µ+ Tµ = f, (Tµ)(z) = 1

π

∫
S
µ(ζ )

∂G

∂nz
(z, ζ ) ds.

The second theorem provides several necessary and sufficient conditions
guaranteeing the unique solvability of Problem I.

Let Problem II be uniquely solvable; then the following assertions are
equivalent.

1. Problem I has one and only one (up to a constant term) solution for
f ∈ C1,α(S).

2. For W solving Problem II, where

f = ∂

∂n
[eiλ0x cosh λ0(y + d)]
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in the Neumann condition on S, we have D+(W) in (7.56) not equal
to one.

3. The inequality∫
S
W ∂

∂n
[e−iλ0x cosh λ0(y + d)] ds

�= λ2
0

∫
D

cosh 2λ0(y + d) dxdy − iλ0ν
−1(νd − cosh2 λ0d)

holds for W defined in 2.
4. We have |D−(W)| �= 1 for W defined in 2.
5. The inequality∣∣∣∣ ∫

S
W ∂

∂n
[eiλ0x cosh λ0(y + d)] ds + λ2

0

∫
D

e2iλ0x dxdy

∣∣∣∣
�= λ0ν

−1(cosh2 λ0d − νd)

holds for W defined in 2.
6. Let µ+ be a solution of

−µ+(z)+ (T µ+)(z) = ∂

∂n
[eiλ0x cosh λ0(y + d)], z ∈ S, (7.59)

where T is defined in the last theorem in Subsection 7.2.1.2; then

iν
∫

S
µ+eiλ0x cosh λ0(y + d) ds �= λ0(νd − cosh2 λ0d).

7. For µ+ solving (7.59) we have

ν

∣∣∣∣∫
S
µ+eiλ0x cosh λ0(y + d) ds

∣∣∣∣ �= λ0(cosh2 λ0d − νd).

In the proof of 1 ⇔ 6, the following addition should be made in the case
of shallow water. From the homogeneous integral equation

−µ0 + Tµ0 = 0, where (Tµ0)(z) = 1

π

∫
S

∂G

∂nz
(z, ζ )µ0(ζ ) ds, (7.60)

the equivalent equation

−µ0(z)+ (T µ0)(z) = −ν cos(n, x)

1− νd

∫
S
µ ds

− 2i

[
∂

∂n

ν cosh λ0(y+ d)eiλ0x

λ0(cosh2 λ0d − νd)

]
×

∫
S

e−iλ0ξ cosh λ0(η + d)µ0(ζ ) ds (7.61)
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arises after G is replaced by E . However, there is an extra term in the latter
equation when it is compared with (7.40) (it is the first term on the right-hand
side). Since G(z, ζ )+ log |z − ζ | is a harmonic function, we have that

∫
S

∂G

∂nz
(z, ζ ) dsz = −

∫
S

log |z − ζ | dsz = −π for ζ ∈ S.

Therefore, integrating (7.60) over S, one gets that
∫

S µ0 ds = 0. Now, the
integral equation (7.61) takes the same form as (7.40) and the argument from
Subsection 7.1.5.3 applies.

7.2.2. Submerged Body in the Supercritical Stream

Here we consider the same problem as in Subsection 7.2.1, but we as-
sume that 0 < νd < 1. The same method as in Subsection 7.1.1 leads to
the following theorem demonstrating that there is no wave pattern behind the
body.

Let u ∈ C2(W̄ ) be a solution of the Neumann–Kelvin problem; then we
have the following as |x | → ∞:

u(x, y) = Qx H (−x)+ c± + ψ±(x, y), ± x > 0, (7.62)

where ψ± = O(|x |−1), |∇ψ±| = O(|x |−2), and H is the Heaviside function.
Furthermore,

(c+ − c−)(1− νd) = ν

∫
S

[
x
∂u

∂n
− u cos(n, x)

]
ds,

Q(1− νd) = ν

∫
S

∂u

∂n
ds.

Since there is no term in (7.62) describing waves at infinity downstream,
the uniqueness theorem differs from that in the subcritical case because no
condition should be imposed on S.

Let u ∈ C2(W̄ ) be a solution of the homogeneous Neumann–Kelvin prob-
lem; then u = const in W .

First, u satisfies (7.54) according to the previous theorem. Let us consider
a stream function v, that is, a conjugate to u harmonic function in W . The
homogeneous Neumann condition on S implies that v is determined uniquely
up to a constant term. According to (7.52), this constant can be chosen so
that

v = 0 when y = −d. (7.63)
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Using the Cauchy–Riemann equations, one readily finds (cf. Subsection 7.1.6)
that v must satisfy the following boundary conditions:

v = const on S, (7.64)

vy − νv = 0 when y = 0. (7.65)

When deriving the last relation, one has to take into account the second
condition (7.4), (7.63), and the fact that

v(x, 0) =
∫ 0

−h
vy(x, y) dy, if x /∈ {x ∈ R : (x, y) ∈ S}. (7.66)

In view of (7.64), let us extend v into D as a constant. Now v is defined
throughout the strip L̄ and (7.66) holds for all x ∈ R. Therefore, the Schwarz
inequality gives that

|v(x, 0)|2 ≤ d
∫ 0

−d
|vy(x, y)|2 dy, −∞ < x < +∞,

and so ∫
y=0
|v|2 dx ≤ d

∫
W
|∇v|2 dxdy (7.67)

because ∇v vanishes outside W̄ .
On the other hand, Green’s identity yields

∫
W
|∇v|2 dxdy =

∫
∂W

v(∂v/∂n) ds = ν

∫
y=0
|v|2 dx . (7.68)

Here (7.63) and (7.65) are taken into account, and it is noted that
∫

S
v
∂v

∂n
ds = const

∫
S

∂u

∂s
ds = 0

because S is a closed curve. Comparing (7.67) with (7.68), we obtain

(1− νd)
∫

y=0
|v|2 dxdy ≤ 0.

Since 0 < νd < 1, we have that v = 0 when y = 0. Now (7.68), (7.65),
and the uniqueness theorem for the Cauchy problem for the Laplace equa-
tion imply that v = 0 in W̄ . Therefore, u = const in W̄ , and the proof is
complete.

In order to prove the existence theorem we apply the same integral equa-
tion method as in Subsection 7.1.5.2. A solution is sought in the following
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form:

u(z) =
∫

S
µ(ζ )G(z, ζ ) ds + c, (7.69)

where µ is an unknown density. The kernel of a single-layer potential is
Green’s function G for shallow water (see Subsection 6.3.2). Then, as in
Subsection 7.1.5.2 we arrive at the Fredholm equation

−µ+ Tµ = f, where (Tµ)(z) = 1

π

∫
S
µ(ζ )

∂G

∂nz
(z, ζ ) ds. (7.70)

The literal repeating of the proof in Subsection 7.1.4.4 with the reference to
the previous uniqueness theorem in the present subsection gives the following
result.

For all ν ∈ (0, d−1) the Neumann–Kelvin problem has one and only one
solution (up to a constant term) for any f ∈ C1,α(S). The solution u ∈ C2(W̄ )
can be found in the form of (7.69), where µ satisfies (7.70).

7.3. Wave Resistance

We conclude the study of the two-dimensional problem of a submerged body
in the uniform forward motion in calm water with formulae for the wave
resistance that is the horizontal component R of the force acting on the body,
and so we can use the following general formula,

R = −
∫

S
p cos(n, x) ds, (7.71)

where p is the pressure in water. Since we consider the steady-state waves
caused by a cylinder beneath the free surface, the pressure can be found from
Bernoulli’s integral for a two-dimensional flow (see the Equations of Motion
section in the Introduction):

p = const+ ρgy − ρv2/2. (7.72)

Here ρ is the density of water, g is the acceleration due to gravity, and

v2 = (ux −U )2 + u2
y, (7.73)

where U is the body’s forward speed and (ux , uy) is the velocity field caused
by the potential u. Since

∫
S

cos(n, x) ds =
∫

S

∂y

∂s
ds = 0,

∫
S

y cos(n, x) ds =
∫

S
y
∂y

∂s
ds = 0
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for any closed contour in R
2, we get the following from (7.71)–(7.73):

R = ρ

2

∫
S

[
(ux −U )2 + u2

y

]
cos(n, x) ds

= ρ

2

∫
S
(|∇u|2 − 2Uux ) cos(n, x) ds, (7.74)

which is convenient for use in what follows.

7.3.1. Cylinder in Deep Water

The aim of the present subsection is to prove the following assertion.
Let u satisfy the boundary value problem (7.1)–(7.4), where

∂u/∂n = U cos(n, x) on S. (7.75)

If ρ = 1, then we have

R = −ν(A2 + B2)/4, (7.76)

where A and B are the coefficients in the asymptotic formula obtained in
Subsection 7.1.1.

Let us begin by demonstrating that

R =
∫
∂Rαβ

[
ux

∂u

∂n
− 1

2
|∇u|2 cos(n, x)

]
ds, (7.77)

where Rαβ is the rectangle {|x | < α,−β < y < 0} such that α > maxS |x |
and β > maxS −y. Using the notation from Subsection 7.1.3, by pα0, pαβ ,
and q±αβ we denote the top, bottom, right and left sides of Rαβ , respectively;
also, we assume the normals to these sides to be directed into Rαβ . From
Green’s identity

0 =
∫

W∩Rαβ

ux∇2u dxdy = −
∫

W∩Rαβ

∇u · ∇ux dxdy −
∫

S∪∂Rαβ

ux
∂u

∂n
ds,

we obtain

−
∫

S
Uux cos(n, x) ds = −

∫
S

ux
∂u

∂n
ds

=
∫
∂Rαβ

ux
∂u

∂n
ds + 1

2

∫
W∩Rαβ

(|∇u|2)x dxdy

=
∫
∂Rαβ

ux
∂u

∂n
ds − 1

2

∫
S∪∂Rαβ

|∇u|2 cos(n, x) ds,
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where (7.75) and the divergence theorem are applied. Comparing the last
formula with (7.74), we arrive at (7.77) because ρ = 1.

Let us calculate the integrals in (7.77) over pα0, pαβ , and q±αβ by using
the asymptotic formula proved in Subsection 7.1.1. It should be taken into
account that

Q = π−1
∫

S

∂u

∂n
ds = Uπ−1

∫
S

cos(n, x) ds = 0.

It is clear that the integral over pαβ in (7.77) tends to zero as β →∞. Also,
the second term in the integral over pα0 vanishes because cos(n, x) = 0.
According to (7.2), we have

∫
pα0

ux
∂u

∂n
dx = ν−1

∫+α
−α

ux uxx dx = (2ν)−1
[
u2

x (x, 0)
]x=+α

x=−α .

The asymptotic formula gives that[
u2

x (x, 0)
]x=+α

x=−α = −ν2(A cosαν + B sinαν)2 + O(α−1) (7.78)

as α→∞. The integral over R
2
− ∩ {x = +α} can be written in the form

1

2

∫ 0

−∞

(
u2

y − u2
x

)∣∣
x=+α dy,

and it is equal to O(α−1) asα→∞. Hence the contribution of the last integral
into the right-hand side of (7.77) can be included into (7.78). The integral over
R

2
− ∩ {x = −α} is equal to

1

2

∫ 0

−∞

(
u2

x − u2
y

)∣∣
x=−α dy,

which gives, in view of the asymptotic formula,

ν2

2
[(A cosαν+B sinαν)2− (B cosαν−A sinαν)2]

∫ 0

−∞
e2νy dy+ O(α−1).

(7.79)

Summing up (7.78) and (7.79) and tending α to infinity, we arrive at (7.76),
which completes the proof.

Formula (7.77) shows that the resistance of a two-dimensional rigid body
totally submerged in deep water is purely wave making.
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7.3.2. Cylinder in the Subcritical Stream

In the present subsection, our aim is to prove the analog of (7.76) for the wave
resistance of a two-dimensional body submerged in a subcritical stream; that
is, νd > 1. Again, we use the no-flow condition (7.75) together with the bottom
condition

uy = 0 when y = −d,

and we assume that ρ = 1.
Using (7.74) and applying Green’s formula in the same way as in Subsec-

tion 7.3.1, we get that

R =
∫
∂Rαd

[
ux

∂u

∂n
− 1

2
|∇u|2 cos(n, x)

]
ds. (7.80)

Here Rαd = {|x | < α,−d < y < 0} and α > maxS |x |. The integral over
{|x | < α, y = −d} vanishes because of the bottom condition and the equality
cos(n, x) = 0 holding there. The integrals over pα0 and q±α1 in (7.80) must
be treated by using the asymptotic formula (7.53), where

Q = ν

1− νd

∫
S

∂u

∂n
ds = νU

1− νd

∫
S

cos(n, x) ds = 0.

The integral over pα0 can be calculated in the same way as in Subsection 7.3.1,
but here we have[

u2
x (x, 0)

]x=+α
x=−α = −λ2

0 cosh2 λ0d(A cos λ0α + B sin λ0α)2 + O(α−1)

instead of (7.78). The integral over qαd is equal to O(α−1). The last integral
in (7.80) over qαd can be written as

1

2

∫ 0

−d

(
u2

x − u2
y

)∣∣
x=−α dy.

Substituting the asymptotic formula (7.53), where Q = 0, into this integral,
we arrive at

λ2
0

4

[
(A cos λ0α − B sin λ0α)2

(
λ−1

0 sinh λ0d cosh λ0d + d
)

− (A cos λ0α + B cos λ0α)2
(
λ−1

0 sinh λ0d cosh λ0d − d
)+ O(α−1)

]
.

Summing up the expressions obtained for the integrals over pα0 and q±αd ,
tending α to infinity, and taking into account the definition of λ0, we find that

R = −λ2
0

4ν
(cosh2 λ0d − νd)(A2 + B2).
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This formula is similar to (7.77), and it shows that the resistance of a totally
submerged two-dimensional rigid body is purely wave making when the body
has a subcritical speed.

7.4. Three-Dimensional Body in Deep Water

7.4.1. Statement of the Problem and Auxiliary Results

First we recall the problem’s statement from the Linear Ship Waves section
of the Introduction. We consider the uniform forward motion of a body sub-
merged in water of infinite depth. Let R

3
− = {(x, y, z) : y < 0} be the undis-

turbed water domain and let D be a bounded domain occupied by a rigid body.
We assume that D̄ ⊂ R

3
− and that the body’s surface S = ∂D is sufficiently

smooth. By W =R
3
−\D̄ we denote the disturbed water domain. Let the body

moves at the speed U in the direction of the x axis; then the induced veloc-
ity field can be described by a velocity potential u(x, y, z) in the coordinate
system attached to the body, and u must satisfy

∇2u = 0 in W,

uxx + νuy = 0 when y = 0, (7.81)

∂u/∂n = −U cos(n, x) on S.

Here ν = g/U 2 and n is the unit normal to S directed into W . For discussing
the existence and uniqueness for the problem (7.81) we have to prescribe
certain conditions at infinity. It is convenient to formulate these conditions
by using the results obtained in Section 6.2, and so instead of conditions at
infinity (see the Conditions at Infinity Upstream and Downstream section in
the Introduction) we require u to admit the following representation:

u(x, y, z) =
∫

S
G(x − x0, y, z − z0; y0)ψ(x0, y0, z0) dS, (7.82)

where G is Green’s function constructed in Subsection 6.1.2 for a point source
moving forward in deep water and ψ is a continuous function on S.

In what follows we will use two auxiliary assertions, where we apply multi-
index notation for partial derivatives. Let β = (β1,β2, β3) be a multi-index,
that is, a vector with integer nonnegative components. By ∂β we denote

∂ |β|

∂xβ1∂yβ2∂zβ3
, where |β| =

∑
βi .

Let Green’s function be written in the form

G(x, y, z; y0) = R−1 − R−1
0 + I (x, y + y0, z).
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Then for any β and d there exists C = C(β, d) such that for −d < νy < 0
we have

|∂β I (x, y, z)| ≤ Cν1/2 |y|−|β|−1/2 . (7.83)

Before proving this assertion we note that Q = R−1 − R−1
0 satisfies

∇2 Q = −4πδ(x, y − y0, z) in R
3
−, Q|y=0 = 0,

and so Q is Green’s function of the Dirichlet problem in R
3
−. Thus the assertion

formulated means that G tends to Q as ν → 0 and y < 0.
In order to prove (7.83) we note that (6.8) in Subsection 6.1.1.2 gives

I (x, y, z) = I2(x, y, z)+ I1(x, y, z), (7.84)

where I2 and I1 are defined by formulae (6.4) and (6.7), respectively. It remains
for us to prove (7.83) for I = I2 + I1. We showed in Subsection 6.1.3 that
I2 + I1 is an infinitely differentiable function in R

3
−, and so it is sufficient for

us to prove (7.83) for each function I2 and I1 separately and only when x �= 0.
If x �= 0 and−d < νy < 0, then formula (6.7) in Subsection 6.1.1 implies

that

|∂β I1| ≤ 4ν|β|+1
∫∞
−∞

(1+ t2)|β|eνyt2
dt

≤ C(β)ν |β|+1

( ∫∞
−∞

eνyt2
dt +

∫∞
−∞

t2|β|eνyt2
dt

)
≤ C(β)ν |β|+1

(
c1

|νy|1/2 +
c2

|νy||β|+1/2

)
≤ C(β, d)ν1/2 |y|−|β|−1/2 .

(7.85)

In order to prove a similar estimate for ∂β I2, we note that for differentiating
I2 when x �= 0, one has simply to differentiate the integrand in (6.4); see
Subsection 6.1.3 for the proof. Hence ∂β I2 is equal to the integral (6.4),
where the integrand is multiplied by

fβ = (iζ sign x)β1 (ζ 2 + τ 2)β2/2(iτ )β3,

and it is obvious that

| fβ | ≤ (|ζ |2 + τ 2)|β|/2.

Putting α = π/4 and ζ = σeiπ/4 and using polar coordinates (k, θ ) in the
plane (ζ, τ ), we obtain an integral representation for ∂β I2, and this represen-
tation is obtained from (6.35) in Subsection 6.1.4 by inserting an additional
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factor fβ in the integrand. This implies that for x �= 0 we have

|∂α I2| ≤ 2ν

π

∫π/2

−π/2

∫∞
0

k|β| |exp{S(θ, ω)kρ}|∣∣ν f (θ )− ik cos2 θ
∣∣ dkdθ

≤ 2ν

π

∫π/2

−π/2

∫∞
0

k|β| exp{yk/2}∣∣ν f (θ )− ik cos2 θ
∣∣ dkdθ. (7.86)

The last estimate follows from (6.36) in Subsection 6.1.4.
Now, let us improve estimate (6.38) obtained in Subsection 6.1.4 for the

denominator in (7.86). From (6.36), it follows that

2(Re f )(Im f ) = cos2 θ.

Since Re f ≥ 1/2, see (6.38), the last equality implies that |Im f | ≤ cos2 θ .
Therefore,

|ν f (θ )− ik cos2 θ | ≥ (ν |Re f | + |ν Im f − k cos2 θ |)/2

≥ (ν + 2|ν Im f − k cos2 θ |)/4

≥
{

ν/4 for k ≤ 2ν
(ν + k cos2 θ )/4 for k > 2ν

.

Hence, we have the following for x �= 0:

|∂β I2| ≤ 8

π

∫π/2

−π/2

∫ 2ν

0
k|β| exp{yk/2} dkdθ

+ 8ν

π

∫π/2

−π/2

∫∞
2ν

k|β| exp{yk/2}
ν + k cos2 θ

dkdθ

≤ Cν |β|+1 + 8ν

π

∫∞
2ν

∫π/2

−π/2

k|β| exp{yk/2}
ν + k cos2 θ

dθdk.

Evaluating the inner integral, we get the following for x �= 0 and −d <

νy < 0:

|∂β I2| ≤ Cν|β|+1 + 8
√
ν

∫∞
2ν

k|β| exp{yk/2}√
ν + k

dk

≤ Cν |β|+1 + 8
√
ν

π

∫∞
0

k|β|−1/2 exp{yk/2} dk

= Cν |α|+1 + C ′ν1/2 |y|−|β|−1/2 ≤ C(β, d)ν1/2 |y|−|β|−1/2.

This and (7.85) imply (7.83), which completes the proof.
The following assertion follows from (6.78 ) and (6.83) in Subsection 6.2.1.
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Let Green’s function be written in the form

G(x, y, z; y0) = R−1 + R−1
0 + F(x, y + y0, z).

Then for any ε > 0 there exists C = C(ε) such that

|F(x, y + y0, z)| + |∇F(x, y + y0, z)| ≤ C

ν |y + y0|2

when ν |y + y0| ≥ 1 and |y + y0| ≥ ε
√

x2 + z2.
We note that Q+ = R−1 + R−1

0 satisfies

∇2 Q+ = −4πδ(x, y − y0, z) in R
3
−, ∂Q+/∂y|y=0 = 0,

and so Q+ is Green’s function of the Neumann problem in R
3
−. Thus the

second assertion means that G tends to Q+ as ν →∞ and y < 0.

7.4.2. Solvability of the Problem

The aim of this subsection is to prove the following theorem.
For all ν > 0 except possibly for a finite number of values, there exists a

unique solution u of (7.81) such that u has the form of (7.82) for a certain
ψ ∈ C(S).

Seeking u in the form of (7.82) with unknown ψ ∈ C(S), we see that u
satisfies the Laplace equation and the free surface boundary condition because
of the properties of Green’s function. Since standard results about single-layer
potentials (see Subsection 2.1.1.1) are applicable to (7.82), the Neumann
condition in (7.81) holds if and only if ψ satisfies the following equation:

−ψ(x, y, z)+ (Tνψ)(x, y, z) = −(2π )−1U cos(n, x), (7.87)

where

(Tνψ)(x, y, z) = 1

2π

∫
S

∂G

∂n(x,y,z)
(x − x0, y, z − z0; y0)ψ(x0, y0, z0) dS.

Now we have to show that (7.87) is uniquely solvable in C(S) for all ν > 0
except at most a finite number of values.

From (6.8) in Subsection 6.1.1, it follows that

I = G − (R−1 − R−1
0

) = I2(x, y + y0, z)+ I1(x, y + y0, z), (7.88)

and so I is a function of (x, y + y0, z). Since for y, y0 < 0 we have

∇2
(
R−1 − R−1

0

) = −4πδ(x, y − y0, z)
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and the same equation holds for G, we see that I is a harmonic function in
R

3
−. Consequently, I (x, y + y0, z) is a real analytic function of x , y + y0, and

z for −∞ < x, z < +∞, and y + y0 < 0.
For emphasizing the dependence on ν, we will write I (ν), I (ν)

2 , and I (ν)
1

instead of I , I2, and I1, respectively. From (6.4) and (6.7) in Subsection 6.1.1,
it follows that for any ν > 0 we have

I (ν)
j (x, y + y0, z) = ν I (1)

j [νx, ν(y + y0), νz], j = 1, 2,

and so we get the following for ν > 0 and y + y0 < 0:

I (ν)(x, y + y0, z) = ν I (1)(νx, νy + νy0, νz).

This and the fact that I (ν) is an analytic function of x , y + y0, and z imply
that[

T (ν)
1 ψ
]
(x, y, z) = 1

2π

∫
S

∂ I (ν)

∂n(x,y,z)
(x − x0, y + y0, z − z0)ψ(x0, z0, y0) dS

is a compact operator in C(S) depending analytically on ν > 0.
Let us introduce two kernels:

∂

∂n(x,y,z)

1

2π
√

(x − x0)2 + (y ∓ y0)2 + (z − z0)2
.

By T2 (T3) we denote the integral operator in C(S) having the kernel, where
the minus (plus) sign is taken. Hence T2 is the integral operator arising in
the integral equations for the interior and exterior Neumann problems for the
Laplace equation. Since S is smooth, the kernel of T2 is a continuous function
on S × S, which implies that T2 is a compact operator (see, for example,
Subsection 2.1.1.1, where more detailed references to books by Kellogg [136],
Mihlin [246], Petrovskii [288], and Vladimirov [348] are given). Since the
kernel of T3 is a smooth function when y + y0 < 0, this operator is also
compact in C(S). Therefore, Tν is a compact operator in C(S) because Tν =
T (ν)

1 + T2 − T3 [see (7.88)] and T2 and T3 do not depend on ν. Moreover, Tν

depends analytically on ν > 0 because T (ν)
1 has this property.

The first assertion in Subsection 7.4.1 implies that Tν tends to T2 − T3 as
ν → 0. Let us show that the equation

−ψ + (T2 − T3)ψ = f (7.89)

is uniquely solvable in C(S) for any f ∈ C(S). Assuming that the correspond-
ing homogeneous equation has a solution ψ = ψ0, that is,

−ψ0 + (T2 − T3)ψ0 = 0, (x, y, z) ∈ S (7.90)
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holds, let us modify this equation. By S′ we denote the mirror image of S in
the plane y = 0. Let S̃ = S ∪ S′ and ψ̃ be the odd in y extension of ψ0 to S′.
Then (7.90) implies that for (x, y, z) ∈ S we have

−ψ̃(x, y, z)+ 1

2π

∫
S̃

∂

∂n(x,y,z)

1√
(x − x0)2 + (y − y0)2 + (z − z0)2

× ψ̃(x0, y0, z0) dS = 0,

which is the homogeneous integral equation for the Laplacian Neumann prob-
lem in the domain exterior to S̃. The latter equation is known to have only a
trivial solution (see references given above), and so ψ̃0 = 0 on S. Since T2

and T3 are compact operators, Fredholm’s alternative guarantees that (7.89)
has a unique solution. Now the fact that

Tν → T2 − T3 as ν →+0

implies that −I + Tν (here I denotes the identity operator) is an invertible
operator for sufficiently small ν > 0. Since Tν is a compact operator depend-
ing analytically on ν > 0, the invertibility of −I + T ν for a certain value of
ν > 0 implies that (−I + Tν)−1 is a meromorphic function of ν for ν > 0
(see Subsection 2.1.2.1 for the formulation of the theorem and references).
Thus (7.87) is uniquely solvable for all ν > 0 except possibly for a discrete
sequence {ν j } tending to infinity.

For completing the proof it is sufficient to demonstrate that −I + Tν is
invertible for sufficiently large values of ν > 0. The second assertion in Sub-
section 7.4.1 shows that Tν tends to T2 + T3 as ν →∞, and so we have to
prove that the equation

−ψ + (T2 + T3)ψ = f

is uniquely solvable in C(S). Since T2 and T3 are compact operators, verify-
ing that the corresponding homogeneous equation has only a trivial solution
provides the unique solvability. The homogeneous equation can be treated in
the same way as (7.90), but ψ0 must be extended to S̃ as an even function of y.
The proof is complete.

Note that the same argument based on the second assertion in Subsec-
tion 7.4.1 leads to the following proposition.

Let ν > 0 be fixed in the Neumann–Kelvin problem; then this problem is
uniquely solvable for sufficiently large values of the distance from the body
of fixed shape to the free surface.
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7.5. Bibliographical Notes

The main reference for Sections 7.1 and 7.2 is the paper [346] by Vainberg
and Maz’ya, and so we provide comments only for subsections using other
sources.

7.1.2. The solvability theorems for the integral equation (7.6) guaranteeing
the existence of a solution for small and large values of ν were proved by
Kochin [141]. In [346], Vainberg and Maz’ya noted that combining Kochin’s
theorems with the invertibility theorem (see, for example, Gohberg and Krein
[95]) and Subsection 2.1.2), one obtains the solvability of (7.6), and therefore,
of the Neumann–Kelvin problem for all ν except possibly a finite set of values.
These results were extended by Motygin [253] to the problem of a subcritical
stream of finite depth about a totally submerged body.

7.1.3. The method applied here for proving the uniqueness of solution was
first used by Kuznetsov and Maz’ya [165] in the case of a surface-piercing
body. For a totally submerged body this result was not published earlier.

7.1.6. The material of this subsection is borrowed from the paper [211] by
Livshits and Maz’ya.

7.2.2. The uniqueness theorem for a cylinder in a supercritical stream is from
Lahalle [178].

7.3.1. The expression for the wave resistance of a cylinder in deep water
equivalent to the formula derived here was obtained by Kochin [141], who
introduced for this purpose the so-called H -function (see Wehausen and
Laitone [354] and Kostyukov [147]).

7.3.2. Haskind [105] extended the definition of Kochin’s H -function to the
case of shallow water and obtained an expression of wave resistance equivalent
to that derived here.

7.4.1. A condition at infinity in the form of (7.82) was proposed by Gutmann
[101]. The first proposition describing the behavior of Green’s function as
ν → 0 was proved by Maz’ya and Vainberg [229]. The second result con-
cerning the case of large values of ν was established in the same paper, but
Kochin [141] investigated how the kernel of the integral operator Tν intro-
duced in Subsection 7.4.2 behaves for such values of ν.

7.4.2. The material in this subsection is borrowed from [229], but the solv-
ability of the integral equation for large values of ν was demonstrated earlier
in [141].
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Other works. Another approach to the Neumann–Kelvin problem in the
case of a submerged body (two or three dimensional) was developed by
Dern [47]. Quenez [294] demonstrated that the Neumann–Kelvin problem
has no more than one solution in the case of a subcritical stream over a flat
bottom having a small protrusion. Pagani and Pierotti [276] investigated the
problem of a horizontal plane wing (rigid plate) in a supercritical stream
of finite depth. They demonstrated that there exists a one-parameter family
of solutions decaying at infinity upstream and downstream, and a particular
solution can be chosen when the value of circulation is prescribed. The results
obtained are applied by the authors [277] for consideration of the nonlinear
problem in the case of a slender submerged cylinder.

Wave resistance of a submerged three-dimensional body has been a topic
of extensive studies by many authors. A comprehensive theory of this ques-
tion was developed by Kochin [141] as early as in the 1930s. His results
can be found in the book [147] by Kostyukov (also see survey papers by
Wehausen and Laitone [354] and Wehausen [353] containing voluminous
lists of references).



8

Two-Dimensional Problem for a
Surface-Piercing Body

This chapter is concerned with various statements of the two-dimensional
Neumann–Kelvin problem for a surface-piercing body. We speak about var-
ious statements because the Neumann–Kelvin problem as it is formulated in
Chapter 7 for totally submerged bodies proves to be underdefinite when a
body is surface piercing. It took several decades to realize that this under-
definiteness occurs and to develop several well-posed formulations of the
problem (see a brief consideration of the question’s history in Section 8.6).

The plan of this chapter is as follows. The problem augmented by general
linear supplementary conditions is considered in Section 8.1. The question
of total resistance to the forward motion for a surface-piercing cylinder is
considered in a short Section 8.2, where we present formulae generalizing
those in Section 7.3. A number of other statements of the Neumann–Kelvin
problem are reviewed in Section 8.3. Among them, there are statements lead-
ing to the so-called least singular and wave-free solutions. Also, a statement
of the Neumann–Kelvin problem for a tandem of surface-piercing cylinders
is considered. This statement involves a set of four supplementary conditions
canceling both the wave resistance and the spray resistance and providing a
well-posed statement of the problem. This means that a unique solution exists
for all values of the forward speed U except for a sequence tending to zero.

At the same time, for the exceptional values of U, examples of non-
uniqueness are constructed in Section 8.4. The construction of these ex-
amples is based on the inverse procedure considered in Section 4.1 for a
non-uniqueness example in the water-wave problem. Thus, there are two dif-
ferent kinds of non-uniqueness in the Neumann–Kelvin problem. The non-
uniqueness of the first kind can be removed by imposing proper supplementary
conditions. The non-uniqueness of the second kind is intrinsic to the problem
with some supplementary conditions, but it is absent in the problem with other
ones.

The problem of a supercritical stream about a two-dimensional body is
considered in Section 8.5, where the equation, boundary conditions, and

361
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conditions at infinity are augmented by the same general linear supplementary
conditions as in Section 8.1. Bibliographical notes and historical remarks are
collected in Section 8.6.

8.1. General Linear Supplementary Conditions at the Bow
and Stern Points

In this section, we are concerned with the problem describing the uniform
forward motion of a cylinder in deep water. The plan of this section is as
follows. A statement of the problem for the velocity potential is given in
Subsection 8.1.1. Subsection 8.1.2 is concerned with asymptotics at infin-
ity for the potential. In Subsection 8.1.3, the problem including supple-
mentary conditions is reformulated in terms of the stream function, and
both formulations are used in Subsection 8.1.6.2 for proving that the prob-
lem has at most one solution having the finite kinetic energy in the whole
water domain. A uniqueness theorem of another kind (it is similar to that
proven in Subsection 7.1.3 for a totally submerged body) is established in
Subsection 8.1.5, but before it in Subsection 8.1.4, we prove that the prob-
lem with supplementary conditions is solvable for all positive values of ν

except possibly for a sequence tending to infinity. The last two subsections,
Subsections 8.1.6 and 8.1.7, are concerned with results analogous to those
in Subsections 7.1.4 and 7.1.5 and treat the auxiliary problem of scattering
type and its application for obtaining necessary and sufficient conditions of
the unique solvability for the Neumann–Kelvin problem with supplementary
conditions.

8.1.1. Statement of the Problem

We begin this subsection with a formulation of the main set of conditions
involved in the statement of the Neumann–Kelvin problem for a surface-
piercing two-dimensional body (see Subsection 8.1.1.1). This set includes
the Laplace equation, boundary conditions, conditions at infinity, and the
condition of local finiteness of the kinetic energy. The last condition implies
the form of the local asymptotics for a velocity potential near the bow and
stern points, which are the corner points of the water domain (see Subsection
8.1.1.2). In Subsection 8.1.1.3, two supplementary conditions are formulated.
These conditions involve the limiting values of the x derivative at the corner
points, and the existence of these values is a consequence of results in Sub-
section 8.1.1.2.
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Figure 8.1.

8.1.1.1. The Main Set of Conditions

Let the cross section of a moving cylinder be a bounded, simply connected
domain D in R

2
− such that ∂D consists of a segment {x ∈ [−a, a], y = 0}

(a > 0), and of a simple closed C2 arc S having end points P± = (±a, 0); P+
(P−) will be referred to as the bow (stern) point. Let W = R

2
−\D̄ be a region

occupied by water, and let F± = {a < ±x < +∞, y = 0} be two parts of the
free surface (see Fig. 8.1). We assume that the unilateral tangent to S at P±
forms an angle β± �= 0, π with the vector ±i (by i we denote the unit vector
directed along the x axis). Furthermore, n denotes the unit normal directed
into W.

The velocity potential u describing the velocity field must satisfy the
following boundary value problem:

∇2u = 0 in W, (8.1)

uxx + νuy = 0 on F = F+ ∪ F−, (8.2)

∂u/∂n = U cos(n, x) on int S = S\{P+, P−}, (8.3)

lim
x→+∞ |∇u| = 0, (8.4)

sup{|∇u| : (x, y) ∈ W\E} <∞, (8.5)∫
W∩E

|∇u|2 dxdy <∞. (8.6)

Here ν = gU−2; by E we denote an arbitrary compact set in R
2− such that

D̄ ⊂ E and F± ∩ E �= ∅, and so the last condition (8.6) means that the kinetic
energy must be locally finite near the bow and stern points despite the fact
that it might have singularities there whereas away from P± the velocity field
is bounded according to (8.5). It is obvious that u is defined up to an arbitrary
constant term.

The right-hand-side term in (8.3) expresses the no-flow condition on the
rigid cylinder’s surface, but in what follows we do not use the specific form
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of this term and replace (8.3) by the general Neumann condition

∂u/∂n = f on int S (8.7)

with an arbitrary f from the Hölder space C0,α(S), 0 < α < 1.

8.1.1.2. Asymptotic Formulae for a Potential Near the Bow
and Stern Points

In order to formulate supplementary conditions, we have to establish that
the quantities involved in these conditions do exist because this fact is not
obvious beforehand. For this purpose we formulate the result describing the
behavior of any solution to (8.1), (8.2), and (8.4)–(8.7) near P±. Let (ρ±, θ±)
be the polar coordinates with the pole at P± and having the half-line F± as the
polar axis; θ+ and θ− are measured clockwise and anticlockwise, respectively;
0 ≤ θ± ≤ β± < π . Then any solution under consideration has the following
asymptotic expansion as ρ±→ 0:

u =



C (1) + C (2)ρπ/2β sinπθ/2β

+C (3)ρ cos(θ − α)+ O(ρ1+δ) for β > π/2,

C (1) + C (2)[ρ log ρ sin θ − ρ(θ − π/2) cos θ ]

+C (3)ρ cos(θ − α)+ O(ρ1+δ) for β = π/2,

C (1) + C (3)ρ cos(θ − α)+ O(ρ1+δ) for β < π/2.

(8.8)

It can be formally obtained by separation of variables and justified by reference
to the work of Kondratyev [145]. The subscripts ± indicating that C (1), C (2),
C (3), ρ, θ ,α, and δ depend on P± are omitted in (8.8) for the sake of simplicity.
Moreover, δ > 0, which allows us to differentiate (I.7) at least once. Hence,
two limits along the free surface

lim
x→±a±0

ux (x, 0) (8.9)

do exist, although for C (2) �= 0 the velocity vector ∇u is singular when ap-
proaching P± along all nonhorizontal directions. Below, we denote limits
(8.9) as ux (P±).

8.1.1.3. Supplementary Conditions

The existence of the limiting values (8.9) allows us to introduce the following
supplementary conditions:

Aux (P−)+ B[u(P+)− u(P−)] = C, (8.10)

ux (P+)− ux (P−) = K , (8.11)
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where A, B,C , and K are given real numbers such that A2 + B2 �= 0. Thus,
(8.10) prescribes a linear relation between the free surface elevation at
P−[ux (P−) is proportional to this quantity] and the velocity circulation along
S. The second supplementary condition (8.11) prescribes the value of the
extra rate of flow at infinity caused by the presence of the immersed cylinder.
This is a consequence of the asymptotic formula (8.12) and relation (8.13)
established in Subsection 8.1.2.

8.1.2. Asymptotic Behavior of a Potential at Infinity

The aim of this subsection is to establish the following result similar to the
second assertion in Subsection 7.1.1. As usual, we write z = x + iy for the
sake of brevity.

Any solution of (8.1)–(8.7) has the following asymptotics as |z| → ∞:

u(x, y) = c + Q log |z| + H (−x)eνy(A sin νx + B cos νx)+ ψ(x, y).
(8.12)

Here c is an arbitrary constant, H is the Heaviside function, and the estimates
ψ = O(|z|−1) and |∇ψ | = O(|z|−2) hold. The constants Q, A, and B are
determined as follows:

πνQ + ux (P+)− ux (P−) = ν

∫
S

∂u

∂n
ds. (8.13)

A = −2

{∫
S

[
u
∂

∂n
(eνy cos νx)− ∂u

∂n
eνy cos νx

]
ds

+ ν−1 cos νa[ux (P+)− ux (P−)]+ sin νa[u(P+)+ u(P−)]

}
, (8.14)

B = 2

{∫
S

[
u
∂

∂n
(eνy sin νx)− ∂u

∂n
eνy sin νx

]
ds

+ ν−1 sin νa[ux (P+)+ ux (P−)]− cos νa[u(P+)− u(P−)]

}
. (8.15)

The coefficients in (8.12) have a clear physical meaning: A and B are pro-
portional to the amplitudes of sine and cosine waves at infinity downstream;
−Qπ/2 is equal to the extra rate of flow at infinity that is due to the presence
of cylinder. If S is rigid, then by (8.3) the right-hand side in (8.13) vanishes. In
this case Q is defined by the difference ux (P+)− ux (P−), and so Q is related
to sprays that can occur at P±.
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In order to prove (8.12) one has to use the method applied in Subsection
2.2.1 and based on the use of a cutoff function. This results in representing
u at infinity as a volume potential having Green’s function as the kernel and
integration spreading over a bounded subregion of R

2
−. Then the asymptotic

formula for Green’s function obtained in Subsection 6.3.1.2 leads to (8.12).
Now it remains to prove formulae (8.13), (8.14), and (8.15).

Let the rectangle Rαβ ={|x |<α,−β < y < 0} be such that D ⊂ Rα−1β−1.
By pα0, pαβ , and q±αβ we denote the upper, lower, and right and left sides
of Rαβ , and the normals to these sides are assumed to be directed into the
rectangle. Let us write Green’s formula

0 =
∫

S

∂u

∂n
ds −

∫
(∂Rαβ )\D̄

∂u

∂n
ds. (8.16)

In fact, Green’s formula can be written for Rαβ\(∪±Bε(P±) ∪ D̄), ε > 0;
by Bε(P±) we denote an open disk of radius ε centered at P±. The local
asymptotics (8.8) near P± shows that the integrals over the circular arcs tend
to zero as ε → 0, and so (8.16) is true.

The second integral in (8.16) is a sum of integrals over segments belonging
to ∂Rαβ , and we are going to express these integrals by using (8.12) and
assuming that α→∞. First, we have
∫

F+∩pα0

uy dx = −ν−1
∫α

+a
uxx dx = ν−1ux (+a, 0)+ O(α−1),

∫
F−∩pα0

uy dx = −ν−1ux (−a, 0)+A cos να + B sin να + O(α−1). (8.17)

Similarly, we get

−
∫

pαβ

uy dx = −Q
∫+α
−α

β

x2 + β2
dx

− νe−νβ
∫+α
−α

[A sin νx + B cos νx] dx + O(β−1), (8.18)

and so for any fixed α the right-hand-side terms tend to zero as β →∞.
Further, we find that

−
∫

q−αβ
ux dy= Q arctan

(
β

α

)
− (1− e−νβ)(A cos να+B sin να)+ O(α−1).

(8.19)

As β→∞ for fixed α, the expression on the right-hand side in (8.19) is
equivalent to Qπ/2−A cos να − B sin να + O(α−1). Finally, analogous
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computations show that for fixed α

lim
β→∞

∫
qαβ

ux dy = Qπ

2
+ O(α−1). (8.20)

Substituting (8.17)–(8.20) into (8.16), we arrive at (8.13).
For finding A we use Green’s formula

0 =
∫

S

[
u
∂

∂n
(eνy cos νx)− ∂u

∂n
eνy cos νx

]
ds

−
∫

(∂Rαβ )\D̄

[
u
∂

∂n
(eνy cos νx)− ∂u

∂n
eνy cos νx

]
ds, (8.21)

which must be derived in the same way as (8.16). Using the free surface
boundary condition and integrating by parts, we get

∫
F∩pα0

[uν cos νx − uy cos νx] dx

= [ν−1ux (x, 0) cos νx + u(x, 0) sin νx]x=+a
x=−a

− [ν−1ux (x, 0) cos νx + u(x, 0) sin νx]x=+α
x=−α. (8.22)

By virtue of (8.12), we see that the last line in (8.22) takes the following form:

2[Q log(να)+ c] sin να −A+ O(α−1).

Averaging this expression with respect to α over (a, 2a), and then letting
a →∞, we obtain −A because

1

a

∫ 2a

a
log(να) sin να dα

= −1

aν

{
[log(να) cos να]α=2a

α=a −
∫ 2a

a

cos να

α
dα

}
→ 0.

Applying the same calculations to the remaining integrals over the segments
forming (∂Rαβ)\D̄, we get the following results. The contribution of the
integral over q−αβ is equal toA/2, whereas pαβ and qαβ make no contribution.
After averaging with respect to α, the values of the first integral on the right-
hand side of (8.21) and of the first double substitution on the right-hand side
of (8.22) remain the same. Hence, averaging with respect to α and letting
β →∞ and a →∞, we obtain (8.14). In order to derive (8.15), one has to
apply the same procedure.
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8.1.3. Statement of the Problem for the Stream Function

As in Chapter 7, it is convenient to use a short name for the problem with
supplementary conditions formulated in Subsection 8.1.1.

We say that u solves Problem I, if it satisfies (8.1), (8.2), (8.4)–(8.7), and
(8.10) and (8.11).

Let v be a harmonic function in W conjugate to u. Defined up to a constant
term, v is referred to as the stream function. Along with Problem I we need
the equivalent boundary value problem for v, and it is derived in the following
theorem.

Conditions (8.1), (8.2), and (8.4)–(8.7) hold for u if and only if the stream
function v is a solution of the boundary value problem:

∇2v = 0 in W, (8.23)

vy − νv = 0 on F+, (8.24)

vy − νv = C− on F−, (8.25)

v = C0 +
∫

S�

f ds on S, (8.26)

lim
x→+∞ v = 0, (8.27)

sup
W
|v(x, y)| <∞, (8.28)

∫
W∩E

|∇v|2 dxdy <∞, (8.29)

where a certain value of additive constant is chosen. In (8.29), E ⊂ R
2− is

an arbitrary compact set of the type described after (8.6). Moreover, two
equalities:

C0 = ν−1ux (P−)− πQ, (8.30)

C− = πνQ, (8.31)

hold. Here Q is the constant in (8.12) for u, and S� denotes the subarc of S
having length �, and the initial point at P−.

Let u satisfy (8.1), (8.2), and (8.4)–(8.7). Then (8.29) obviously follows
from (8.6). Using the Cauchy–Riemann equations, we can write (8.2) in the
form

uxx − νvx = 0 on F+ ∪ F−.

Integrating this and applying the Cauchy–Riemann equations again, we get

vy − νv = C± on F±,
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where C+ and C− are real constants. An arbitrary additive constant can be
specified for v so that (8.24) holds. It is clear that (8.7) becomes (8.26) after
integration.

Let us prove (8.30) and (8.31). On one hand, from (8.26) we get that

v(P+) = C0 +
∫ |S|

0
f ds,

where |S| is the length of S. On the other hand, (8.24) implies

v(P+) = ν−1vy(P+) = ν−1ux (P+).

This and (8.11) give (8.30). Substituting v(P−) = C0 into (8.25) and using
(8.30), we find that

C− = vy(P−)− ν[ν−1ux (P−)− πQ] = πνQ.

Now, it remains to derive (8.27) and (8.28). Since ux (P±) are finite, (8.24)–
(8.26) and (8.4) and (8.5) imply that v is bounded on ∂W . An arbitrary point
x + iy = z ∈ W can be connected by a vertical segment with x + iy1 = z1 ∈
∂W . Hence,

v(z) = v(z1)−
∫ y1

y
vη(x, η) dη = v(z1)−

∫ y1

y
ux (x, η) dη. (8.32)

The last integral is bounded because of (8.8) and (8.12), which proves (8.28).
According to (8.24), (8.4), and the Cauchy–Riemann equations, (8.27) is true
on y = 0. For y < 0, (8.27) follows from (8.32) and (8.12).

It is shown that (8.23) to (8.31) are consequences of (8.1), (8.2), and (8.4)–
(8.7). Using the converse argument, one completes the proof of equivalence.

There are two immediate consequences of the theorem proven and, we
formulate them as corollaries.

Problem I is equivalent to the boundary value problem (8.23) to (8.29)
where C− is prescribed in (8.25), complemented by

Avy(P−)− B
∫

S

∂v

∂n
ds = C. (8.33)

Also, C0 = ν−1[vy(P−)− C−] in (8.26).
In order to prove this, we first get from (8.13) that (8.11) is equivalent

to (8.25), where C− is prescribed. Then, the formula for C0 follows by
virtue of the Cauchy–Riemann equations from (8.30) and (8.31). Applying
the Cauchy–Riemann equations again, one obtains (8.33) from (8.10).
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Let u satisfy (8.1), (8.2), and (8.4) to (8.7). Then u is bounded at infinity
if and only if v satisfies

vy − νv = 0 on F, (8.34)

v = ν−1vy(P−)+
∫

S�

f ds on S. (8.35)

Also, if u is bounded, then
∫ 0

−∞
ux (x, y) dy = ν−1ux (x, 0) (8.36)

holds for sufficiently large values of |x |.
Since u is bounded at infinity if and only if Q = 0, (8.34) and (8.35) follow

from (8.30), (8.31), and the Cauchy–Riemann equations. Also, if u is bounded
at infinity, then v(x, y) → 0 as y →−∞, and so for sufficiently large |x | we
have ∫ 0

−∞
ux (x, y) dy =

∫ 0

−∞
vy(x, y) dy = v(x, 0).

Hence, (8.34) yields (8.36).
We note that the free surface elevation η is equal to Ug−1ux (x, 0), and

so the rate of flow caused by the induced velocity field is proportional to η

according to (8.36). Hence, the boundedness of u at infinity is equivalent to
the fact that the mean level of the disturbed free surface coincides with the
surface of the undisturbed stream far downstream.

8.1.4. The Integral Equation Method for Problem I

As in Subsection 7.1.2, it is convenient for us to seek a solution to Problem I
by using the integral equation method.

8.1.4.1. Reduction of Problem I to an Integroalgebraic System

We begin with necessary properties of a single-layer potential:

(Uµ)(z) = 1

π

∫
S
µ(ζ )G(z, ζ ) dsζ , z ∈ R

2−.

Here G(z, ζ ) is Green’s function described in Subsection 6.3.1, and we as-
sume that µ belongs to C0,α(int S), 0 < α < 1, and to a Banach space Cκ (S).
The latter consists of continuous on int S functions and is supplied with the
following norm:

‖µ‖κ = sup{|y|1−κ |µ(z)| : z ∈ int S}, 0 < κ < 1.
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From the second assertion in Subsection 6.3.1.1, we have that

−π (Uµ)(z) =
∫

S∪S′
µ(ζ ) log |z − ζ | ds +

∫
S
µ(ζ )g(z, ζ ) ds, (8.37)

where S′ = {z ∈ R
2+ : z̄ ∈ S}, and µ is extended to S′ as an odd in y function.

The second integral in (8.37) belongs to C1,β(R2−) for every β ∈ (0, κ) (see
Theorem 4 in Chapter 11, §3 in Kantorovich and Akilov [130]). Since Uµ
coincides with the second integral in (1.1) when y = 0, we have that Uµ ∈
C1,β(∂R

2
−) for every β ∈ (0, κ). Results in Chapter 11, §3 in Kantorovich

and Akilov [130] provide more properties of Uµ when µ ∈ Cκ (S). First,
Uµ is bounded in a rectangle Rdb = {|x | < d,−b < y < 0} for every finite
b, d > 0. Second, ∫

Rdb

|∇Uµ|2 dxdy <∞.

Some of the properties of (8.37) that will be used in what follows are
described in Subsection 2.1.1 (also see Subsection 7.1.2). In particular, for
the normal derivative of Uµ we have

∂Uµ/∂nz = −µ(z)+ (Tµ)(z), z ∈ int S,

(Tµ)(z) = π−1
∫

S
µ(ζ )

∂G

∂nz
(z, ζ ) ds, (8.38)

and the kernel of T has the form given by (7.7).
Other properties required here are the consequences of considerations in

Subsection 2.1.3. We note that T is not a compact operator in Cκ (S), but for
some values κ ∈ (0, 1) Fredholm’s alternative holds for I − T in this space
because T < 1 in Cκ (S); by T we denote the essential norm of T . It follows
from results in Subsection 2.1.3 that

T < max±
sin κ|π − 2β±|

sin κπ
.

Hence, if

κ < min±

[
1+
∣∣∣∣1− 2β±

π

∣∣∣∣]−1

, (8.39)

then the required estimate T < 1 is valid.
For reducing Problem I to an integroalgebraic system, we use the following

representation:

u(z) = (Uµ)(z)+
∑
±

µ±G(z,±a). (8.40)
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Here
∑
± denotes the summation of two terms,µ± are real unknown numbers,

and Uµ is a potential with an unknown density µ. For any X = (µ,µ+, µ−)t ,
u given by (8.40) satisfies (8.1), (8.2), and (8.4)–(8.6). This function is a
solution to Problem I when X is found so that u satisfies (8.7)–(8.11) as well.
From (8.38) and (8.7) we obtain

−µ(z)+ (Tµ)(z)+
∑
±

µ±
∂G

∂nz
(z,±a) = f (z), z ∈ int S. (8.41)

Then, (6.136) and (8.11) produce

T+µ− T−µ+
∑
±

µ±[Gx (a,±a)− Gx (−a,±a)] = K ,

T±µ = π−1
∫

S
µ(ζ )Gx (±a, ζ ) ds. (8.42)

Eventually, (8.10) yields

A

[
T−µ+

∑
±

µ±Gx (−a,±a)

]

+ B

{
Lµ+

∑
±

µ±[G(a,±a)− G(−a,±a)]

}
=C, (8.43)

where

Lµ = π−1
∫

S
µ(ζ )[G(a, ζ )− G(−a, ζ )] ds.

Equations (8.41)–(8.43) constitute an integroalgebraic system for X . In the
space Cκ (S)× R

2, having max{‖ν‖κ , |µ+|, |µ−|} as the norm, this system can
be written as follows:

(−I + P)X = V, (8.44)

where V = ( f, K , C)t , I is the unit matrix operator, and P has the form T N (+) N (−)

T+ − T− a22 a23

AT− + BL a32 a33

 . (8.45)

Here N± is the operator of multiplication by (∂G/∂nz)(x,±a), and elements
of the second-order matrix in the lower right-hand-side corner are as follows:

a22 = 1− πν − Gx (−a, a), a23 = Gx (a,−a)+ 3πν,

a32 = AGx (−a, a)+ B[2γ − G(−a, a)],

a33 = 1− 3Aπν + B[G(a,−a)− 2γ ].

Here we applied (6.134)–(6.137).
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Now, let us prove the theorem establishing that Fredholm’s alternative is
valid for (8.44).

If κ satisfies (8.39), then P − I is a Fredholm operator in Cκ (S)× R
2,

and its index vanishes [thus, Fredholm’s alternative holds for (8.44)].
As was mentioned above, Fredholm’s alternative is true for P when P <

1, and P is the essential norm of P in Cκ (S)× R
2. In order to verify the last

inequality under condition (1.3), let us split (8.45) into a sum T 0 0
0 0 0
0 0 0

+
 0 N (+) N (−)

T+ − T− a22 a23

AT− + BL a32 a33

 .

Here the first operator has the same essential norm in Cκ × R
2 as T in Cκ (S),

and it is strictly less than one when (8.39) holds. Now, it is sufficient to show
that the second operator is a finite-dimensional operator in Cκ (S)×R

2. This
follows from the two facts: T± and L are continuous functionals in Cκ (S),
and (∂G/∂nz)(z,±a) belongs to Cκ (S), which is a consequence of (6.134)
and (6.136).

8.1.4.2. The Solvability of Problem I

As in Subsection 7.1.2, we are going to apply the invertibility theorem, and
here we have to use the version of this theorem formulated in Subsection
2.1.3.1. Therefore, we have to demonstrate that (8.44) is solvable for suffi-
ciently small ν, and so we begin with the following lemma.

For a > 0 and sufficiently small values of ν > 0, numbers µ± can be
found from (8.42) and (8.43). Moreover, if B = 0, then this can be done for
any value ν > 0.

In order to prove the first assertion, we find it sufficient to verify that for
small ν > 0

' =
∣∣∣∣ a22 − 1 a23

a32 a33 − 1

∣∣∣∣ �= 0.

From (6.134) and (6.136) we have

a22 − 1 = a23 = πν[1− 2aν log ν + O(ν)],

a32 = ν[−3π (2Ba + A)+ 4a(A + Ba)ν log ν + O(ν)],

a33 − 1 = ν[−π (2Ba + 3A)− B4a2ν log ν + O(ν)].

Hence,

' = 4πaν2[1− 2aν log ν + O(ν)][πB − (A + 2aB)ν log ν + O(ν)]

= 4πaν2{πB − [A + 2a(1+ π )B]ν log ν + O(ν)}. (8.46)

Since A2 + B2 �= 0, we get that ' �= 0 for sufficiently small ν > 0.
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When B = 0, then (8.42) and (8.43) take the following form:

T+µ+
∑
±

Gx (a,±a) = K + C, T−µ+
∑
±

Gx (−a,±a) = C,

and so

' =
∣∣∣∣∣Gx (+a,+a) Gx (+a,−a)

Gx (−a,+a) Gx (−a,−a)

∣∣∣∣∣ .
From (6.137), (6.127), and formula 3.893.1 in Gradshteyn and Ryzhik [96],
we obtain that

' = 3π2ν2 +
[

2ν
∫∞

0

sin 2ak dk

k − ν

]2

− 4π2ν2 cos2 2aν.

According to 3.722.5 and 3.354.1 in [96] we have∫∞
0

sin 2ak dk

k − ν
= π cos 2aν −

∫∞
0

e−2aνk dk

1+ k2
.

Let us denote the last integral by J (2aν) = J (ν∗); then

' = ν2{3π2 + [2J (ν∗)]2 − 8π J (ν∗) cos ν∗}. (8.47)

Differentiating with respect to ν∗, we find that

'′/(8ν2) = J ′(ν∗) [J (ν∗)− π cos ν∗]+ π J (ν∗) sin ν∗,

where

J ′(ν∗) = −
∫∞

0

ke−ν∗k dk

1+ k2
< 0.

Since 0 < J (ν∗) ≤ J (0) = π/2, it follows that '′/(8ν2) is positive for 0 <

ν∗ ≤ π/3 and tends to +∞ as ν∗ → +0. Then (8.47) implies that ' > 0 for
0 < ν∗ ≤ π/3.

If ν∗ ≥ π/3, then J (ν∗)<ν−1
∗ < 3/π , and the same is true for |J (ν∗)

× cos ν∗|. This and (8.47) yield that ' > 0 for ν∗ ≥ π/3, which completes
the proof.

Direct computation gives

µ± = '−1

[∫
S
µ(ζ )'±(ζ ) dx + d±( f,C, K )

]
,

where

'±(ζ ) = ±
∣∣∣∣∣b

(±)
11 b12(ζ )

b(±)
21 b22(ζ )

∣∣∣∣∣ , d±( f,C, K ) = ±
∣∣∣∣∣b

(±)
11 K

b(±)
21 C

∣∣∣∣∣ ,
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and

b(±)
11 = Gx (a,∓a)− Gx (−a,∓a),

b(±)
21 = AGx (−a,∓a)+ B[G(a,∓a)− G(−a,∓a)],

b12(ζ ) = Gx (a, ζ )− Gx (−a, ζ ),

b22(ζ ) = AGx (−a, ζ )+ B[G(a, ζ )− G(−a, ζ )].

Thus, we have established the following lemma.
For sufficiently small ν > 0, (8.44) is equivalent to

−µ(z)+ (Tνµ)(z) = fν(z), z ∈ int S, (8.48)

where

(Tνµ)(z) = (Tµ)(z)+ 1

π'
∫

S
µ(ζ )
∑
±
'±(ζ )

∂G

∂nz
(z,±a) ds,

and

fν(z) = f (z)+ (π')−1
∑
±

d±( f,C, K )
∂G

∂nz
(z,±a).

If B = 0, then (8.44) is equivalent to (8.48) for all ν > 0.
From the second assertion in Subsection 6.3.1.2, we have that Tν − T is a

finite-dimensional operator in Cκ (S). Therefore, Tν = T , and Fredholm’s
alternative holds for (8.48) when κ satisfies (8.39). Moreover, fν ∈ Cκ (S) if
f ∈ Cκ (S).

Let κ satisfy (8.39); then (8.48) is uniquely solvable in Cκ (S), if ν > 0 is
sufficiently small.

As in Subsection 7.1.2, we consider the equation

−µ(z)+ (T0µ)(z) = f0(z), z ∈ int S, (8.49)

where

(T0µ)(z) = π−1
∫

S
µ(ζ )

∂

∂nz
(log |z − ζ̄ | − log |z − ζ |) ds.

After extendingµ and f0 to S′ = {z ∈ R
2+ : z̄ ∈ S} as odd in y functions, (8.49)

coincides with the integral equation for the Neumann problem in the domain
exterior to S ∪ S′. Carleman [36] established the unique solvability of this
equation in Cκ (S) when (8.39) holds. Therefore, for proving the theorem it is
sufficient to show that Tν − T0 has a small norm in this space for positive ν

close to zero.
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According to the previous lemma and the second assertion in Subsection
6.3.1.2, the kernel of Tν − T0 is equal to

− 1

π

[
∂g

∂nz
(z, ζ )+ 1

'
∑
±
'±(ζ )

∂g

∂nz
(z,±a)

]
, (8.50)

and for all ζ ∈ S the following asymptotic formula is true:

(∂g/∂nz)(z, ζ ) = −2ν log ν cos(nz, y)+ O(ν) as ν → 0.

Here (6.136) and a similar formula for G y are also applied. Then assuming
that ν is small, we can write (8.50) as follows:

[2π−1 cos(nz, y)ν log ν + O(ν)]

[
1+'−1

∑
±
'±(ζ )

]
. (8.51)

Let us analyze the behavior of the second factor in (8.51) for small ν. Since
' has the asymptotic expansion (8.46), we have to consider the asymptotics
of
∑
± '±(ζ ). Again applying the properties of Green’s function mentioned

above, we obtain

b(±)
11 = ν{2π − 4aν log ν + π [3− 2γ − 2 log(2a)]ν + O(ν2 log ν)},

b(±)
21 = ν{−3π A − 2πaB(2∓ 1)+ 2a[A(∓1+ 1)∓ Ba]ν log ν + O(ν)}.
From (6.127) we have that

G(z, ζ ) = G(ζ, z)− 4πeν(y+η) sin ν(x − ξ ).

Hence, we get from (6.134) that b22(ζ )= O(ν log ν) for any A and B.
Furthermore, the same formulae yield

b12(ζ ) = 2ν(ϕ− − ϕ+)+ O(ν2 log ν),

where ϕ± denotes the angle between the x axis and the vector directed from
P± to ζ .

Now, we can write∑
±
'±(ζ )

=
∣∣∣∣∣b

(+)
11 − b(−)

11 b12(ζ )

b(+)
21 − b(−)

21 b22(ζ )

∣∣∣∣∣
=
∣∣∣∣ O(ν3 log ν) 2ν(ϕ− − ϕ+)+ O(ν2 log ν)

4aν[πB − (A + Ba)ν log ν + O(ν)] O(ν log ν)

∣∣∣∣ .
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In what follows, it is convenient to treat cases B �= 0 and B = 0 separately.
If B �= 0, then the last formula and (8.46) imply

'−1
∑
±
'±(ζ ) = −8πaB(ϕ− − ϕ+)ν2 + O(ν3 log ν)

4π2aBν2 + O(ν3 log ν)

= 2π−1(ϕ+ − ϕ−)+ O(ν log ν).

For B= 0 we find

'−1
∑
±
'±(ζ ) = 8a A(ϕ− − ϕ+)ν3 log ν + O(ν3)

−4πa Aν3 log ν + O(ν3)

= 2π−1(ϕ+ − ϕ−)+ O(ν log ν).

Thus, the asymptotic representation for '−1∑
± '±(ζ ) is the same in both

cases. This leads to the following asymptotic formula for the kernel (8.51):

2π−1 cos(nz, y)[1+ 2π−1(ϕ+ − ϕ−)]ν log ν + O(ν),

and so the kernel tends to zero as ν → 0. The proof is complete.
Combining the theorem proven with the previous lemma, establishing the

equivalence of (8.44) and (8.48) for small ν, we obtain the following corollary.
Let κ satisfy (8.39). If ν > 0 is sufficiently small, then (8.44) is uniquely

solvable in Cκ (s)× R
2.

Now we are in a position to formulate the main result concerning the unique
solvability of the integroalgebraic system.

For all ν > 0 except possibly for a sequence tending to infinity, (8.44) is
uniquely solvable in Cκ (S)× R

2 when κ satisfies (8.39).
From the second assertion in Subsection 6.3.1.2 we deduce that the kernel

of T as well as all other elements of (8.45) depend analytically on ν in a
neighborhood of the half-line ν > 0. Since P − I is invertible for sufficiently
small values of ν > 0 by the previous corollary, the result follows from the
invertibility theorem formulated in Subsection 2.1.3.2.

Let us turn to the solvability of Problem I and deduce the following
corollary.

Problem I has a solution for any ( f,C, K ) ∈ C0,α(S)× R
2 and for all

values of ν > 0, except possibly for a sequence tending to infinity.
From the previous theorem we deduce that (8.44) is solvable for all ν > 0

except for a discrete sequence. After substituting X that satisfies (8.44) into
(8.40), we get u, which solves Problem I as we are going to demonstrate now.
First, all conditions of Problem I, except (8.7), (8.10), and (8.11), are met
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by u (properties of Green’s function yield this; see Subsection 6.3.1.1). The
supplementary conditions (8.11) and (8.10) are satisfied because (8.42) and
(8.43) hold. Thus we have to verify that µ ∈ C0,α(int S), because in this case
the potential Uµ has the normal derivative on int S, and (8.7) follows from
(8.41). In fact, (6.136) implies that (∂G/∂nz)(z,±a) belongs to C0,α(int S).
Rewriting (8.42) in the form

−µ(z)+ (Tµ)(z) = f (z)−
∑
±

µ±
∂G

∂nz
(z,±a),

we see that the right-hand-side term is in C0,α(int S) for any µ±. Then prop-
erties of T guarantee that µ is in the same class (see Subsection 2.1.1).

8.1.5. On Uniqueness in Problem I

In this subsection, we prove the uniqueness theorem of the same kind as that in
Subsection 7.1.3, where the case of a totally submerged body was considered.
However, we have to modify the proof in order to handle the supplementary
conditions (8.10) and (8.11).

Let us introduce an auxiliary problem (Problem I′ for brevity), which differs
from Problem I by conditions at infinity because the new problem describes
the forward motion of the same cylinder in the opposite direction. Namely,
a solution u′ of Problem I′ must be bounded at infinity, and we require the
following condition,

lim
x→−∞ |∇u′| = 0,

to hold instead of (8.4). Also, we have to change the supplementary conditions.
We omit (8.11) (the condition of boundedness at infinity is introduced instead),
and we replace (8.10) by

Au′x (P+)+ B[u′(P+)− u′(P−)] = 0. (8.52)

The following asymptotic formula holds for u′ as |z|→∞:

u′(x, y) = c′ + H (x)eνy(A′ sin νx + B′ cos νx)+ ψ ′(x, y),

where ψ ′ = O(|z|−1) and |∇ψ ′| = O(|z|−2). For obtaining the asymptotics
for u′, the same method as in Subsection 8.1.2 should be applied. However,
since u′ is bounded at infinity, (8.13) must hold for u′ with Q= 0, and one
obtains formulae for A′ and B′ simply by changing sign on the right-hand
side in (8.14) and (8.15).
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In the next theorem we prove an analog of (7.13).
Let u and u′ be solutions of Problems I and I′, respectively, and let Q = 0

in (8.12). Then
∫

W
(u′∇2u− u∇2u′) dxdy =

∫
S

(
u
∂u′

∂n
− u′

∂u

∂n

)
ds

+ ν−1[u′(x, 0)ux (x, 0)− u(x, 0)u′x (x, 0)]x=+a
x=−a.

(8.53)

Let Rdb be a rectangle containing D, Wdb = Rdb\D̄, and let pd0, pdb, and
q±db be upper, lower, and right and left sides of Rdb, respectively. Green’s
formula

∫
Wdb

(u′∇2u − u∇2u′) dxdy =
∫
∂Wdb

(
u
∂u′

∂n
− u′

∂u

∂n

)
ds, (8.54)

where n is directed into Wdb, can be justified in the same way as in Subsection
8.1.2. Let us consider integrals over straight segments on the right-hand side
in (8.54). By means of (8.12), where Q = 0, and a similar formula for u′ (see
above), the integral over pdb tends to zero as b →∞.

Now, let us turn to
∫

q+d∞

(
u
∂u′

∂n
− u′

∂u

∂n

)
ds =

∫ 0

−∞
[u′ux − uu′x ]x=d dy,

where d is large. Using the asymptotics at infinity for u and u′, one immedi-
ately obtains that the last integral is equal to

−c(A′ cos νd − B′ sin νd)+ O(d−1).

Similarly, the integral over p−d∞ is equal to

−c′(A cos νd + B sin νd)+ O(d−1).

At last, according to (8.2) we have

ν

∫
pdo∩∂W

(
u
∂u′

∂n
− u′

∂u

∂n

)
ds =

(∫−a

−d
+

∫ d

a

)
[uu′xx − u′uxx ]y=0 dx

= [u(x, 0)u′x (x, 0)− u′(x, 0)ux (x, 0)]x=+d
x=−d

− [u(x, 0)u′x (x, 0)− u′(x, 0)ux (x, 0)]x=+a
x=−a.

Taking into account the asymptotics of u and u′ at infinity, we get that the
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first term on the right-hand side is equal to

c(A′ cos νd − B′ sin νd)+ c′(A cos νd + B sin νd)+ O(d−1).

Letting b →∞ first, and d →∞ after that, we arrive at (8.53).
Green’s function G ′ for Problem I′ is given in Subsection 7.1.3, and using

G ′ instead of G in the integral equation method developed in Subsection
8.1.4, one finds that all results on the solvability hold for Problem I′ and its
integroalgebraic system. In particular, Problem I′ has a solution for all values
ν > 0, except possibly for a sequence tending to infinity.

Now, we are able to show that Problem I has only one solution, when
Problem I′ is solvable. Hence, the main result can be formulated as follows.

For all ν > 0 except possibly for a discrete sequence of values, Prob-
lem I has a unique (up to an additive constant) solution for any ( f,C, K ) ∈
C0,α(S)× R

2.

The last assertion in Subsection 8.1.4 guarantees that Problem I has a
solution of the form of (8.40) for all ν > 0 except possibly for a discrete
sequence. Previous remark says that the same is true for Problem I′.

In order to prove uniqueness we choose ν so that Problems I and I′ are both
solvable. Let u be a solution of the homogeneous Problem I; that is, f = 0 in
(8.7), C = 0 in (8.10), and K = 0 in (8.11). Then, (8.13) implies that Q = 0
in (8.12). Let u′ be a solution of Problem I′ having the Neumann data on int S
such that

∫
S(∂u′/∂n) ds = 0. Then we have

ux (P+) = ux (P−), u′x (P+) = u′x (P−),

and the second term on the right-hand side of (8.53) can be written as follows:

ν−1{ux (P−)[u′(P+)− u′(P−)]− u′x (P+) [u(P+)− u(P−)]}.

From the homogeneous conditions (8.10) and (8.52), we get that the last
expression is equal to zero.

Since u and u′ are harmonic function, and the homogeneous Neumann
condition holds for u, (8.53) takes the form

∫
S

u
∂u′

∂n
ds = 0.

We can take ∂u′/∂n arbitrarily, and so u = const on S. As ∂u/∂n = 0 on S,
we can apply the uniqueness theorem for the Cauchy problem for the Laplace
equation which gives that u = const in W.
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8.1.6. Auxiliary Problem of the Scattering Type

As in Chapter 7, we have to consider an auxiliary problem of the scattering
type (Problem II) for investigating the unique solvability of Problem I for all
ν > 0.

8.1.6.1. Statement of Problem II; Asymptotics at Infinity

We say that w is a solution of Problem II if it satisfies (8.1), (8.2), (8.5)–(8.7),
and (8.10), and it admits the following representation:

w(z) = Q log(ν|z|)+ w0(z). (8.55)

Here Q is a given constant, and w0 must satisfy the radiation condition

lim
|x |→∞

(
∂w0

∂|x | − iνw0

)
= 0.

Green’s function of Problem II has the following form [see (7.17)]:

E(x, y; ξ, η) = G(x, y; ξ, η)− i exp{ν(y + η − i[x − ξ ])}.
The behavior of a solution to Problem II at infinity can be investigated as for
Problem I, and the following analog of the result in Subsection 8.1.2 is true.

The following identity holds:

πνQ + wx (P+)− wx (P−) = ν

∫
S

∂w

∂n
ds, (8.56)

and for w0 we have, as |z| → ∞,

w0(x, y) = D±eν(y±i x) + ψ±(x, y), ±x > 0, (8.57)

where ψ± = O(|z|−1), |∇ψ±|= O(|z|−2), and

−iD± =
∫

S

[
eν(y∓i x) ∂w

∂n
− w

∂

∂n
eν(y∓i x)

]
ds

− [e∓iνx {ν−1wx (x, 0)± iw(x, 0)}]x=+a
x=−a.

8.1.6.2. On Uniqueness in Problem II

First we consider the question of uniqueness in Problem II under the following
additional assumption: ∫

W
|∇w|2 dxdy <∞, (8.58)

in which case Problem II is indistinguishable from Problem I. The following
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assertion extends the uniqueness result from Subsection 7.1.4.3 to surface-
piercing bodies.

Let w be a solution to the homogeneous Problem II; that is, Q = 0 in
(8.55), f = 0 in (8.7), and C = 0 in (8.10). Let w also satisfy (8.58), and
x · n ≥ 0 on S. If one of the following two assumptions holds, (i) B = 0,
(ii) 2a + AB−1 ≥ 0, then w = 0 in W .

As Q and ∂w/∂n vanish, (8.56) takes the form

wx (P+)− wx (P−) = 0. (8.59)

From (8.58) we see that coefficients D± vanish in (8.57) for w. Following the
scheme used in Subsection 7.1.4.3 and based on the identity

Re[(2xw̄x − w̄)∇2w] = 2|wy|2 − (x |∇w|)2
x + Re∇ [(2xw̄x − w̄)∇w],

we obtain

ν−1(2a|wx (P−)|2 − Re{wx (P−)[w̄(P+)− w̄(P−)]})
+ 2

∫
W
|wy|2 dxdy +

∫
S

x · n |∇w|2 ds = Re
∫

S
(2xw̄x − w̄)

∂w

∂n
ds = 0.

(8.60)

Here (8.59) is also taken into account.
If B = 0, then the homogeneous condition (8.10) gives wx (P−) = 0, and

this cancels terms outside of integrals on the left-hand side. Since the remain-
ing terms on the left-hand side are strictly positive for a nontrivial w, (8.60)
implies that w(x, y) = w(x) in W . Now the result follows from (8.2) and
(8.57).

If B �= 0 and (ii) holds, then we have ν−1[2a + AB−1|wx (P−)|2] in the
first line in (8.60), which is nonnegative. So in the same way as above (8.60)
establishes the result.

Since Problem II is invariant with respect to a horizontal shift of the origin,
it is clear that it is sufficient if x · n ≥ 0 holds on S for a certain choice of the
origin.

There are other sufficient geometric conditions that ensure the uniqueness
of a solution with the finite Dirichlet integral. To this end we use a method
proposed by Simon and Ursell [307] and presented in Subsection 3.2.2.1 for
the water-wave problem.

Let D be contained in a truncated angle whose boundary is formed by
{−a ≤ x ≤ +a, y = 0}, and two half-lines emanating symmetrically from
P± at the angle π/4 to the vertical. If one of the following assumptions holds,
(i) B = 0, (ii) A/B ≥ 0, then w = 0 in W , where w is a solution of the
homogeneous Problem II satisfying (8.58).
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Without loss of generality we assume that w is real. Let v be a harmonic
function in W that is conjugate to w. According to the results in Subsection
8.1.3, v satisfies

vy − νv = 0 on F, (8.61)

v = ν−1vy(P−) on S, (8.62)

Avy(P−)− B
∫

S

∂v

∂n
ds = 0. (8.63)

Furthermore, (8.58) holds for v. Then we can write Green’s formula as
∫

W
|∇v|2 dxdy = ν

∫
F
v2 dx − ν−1vy(P−)

∫
S

∂v

∂n
ds. (8.64)

The condition (8.63) yields

ν−1vy(P−)
∫

S

∂v

∂n
ds =

{
0, when B = 0,

A(Bν)−1[vy(P−)]2, when B �= 0.

From this, (8.64), and (i) or (ii) we get
∫

W
|∇v|2 dxdy ≤ ν

∫
F
v2 dx .

Let us put ϕ = exp{ν(y + i x)}. It is clear that ϕ is a bounded harmonic
function in R

2
− satisfying

ϕy − νϕ = 0 when y = 0. (8.65)

Also, we have ϕx = iϕy , and hence,

∂ϕ

∂n
= i

∂ϕ

∂s
(8.66)

on any half-line �b emanating from (b, 0) at π/4 to the vertical, where b > a,
n is directed to +∞, and s is directed to (b, 0) along �b. Then (8.61), (8.65),
and estimates v(z)= O(|z|−1) and |∇v| = O(|z|−2), which are true because
of (8.58), allow us to write Green’s formula as

∫
�b

(
v
∂ϕ

∂n
− ϕ

∂v

∂n

)
ds = 0. (8.67)

Integrating by parts in (8.67) and using (8.66), we get
∫
�b

ϕ
∂v

∂n
ds =

∫
�b

v
∂ϕ

∂n
ds = i

∫
�b

v
∂ϕ

∂s
ds = iv(b, 0)eiνb − i

∫
�b

ϕ
∂v

∂s
ds.
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Hence,

v(b, 0) =
∫
�b

(
∂v

∂s
− i

∂v

∂n

)
exp{ν[y + i(x − b)]} ds.

Since �b is a half-line at π/4 to the vertical, we obtain

[v(b, 0)]2 ≤
(∫

�b

|∇v|eνy ds

)2

= 2

(∫
�b

|∇v|eνy dy

)2

.

By the Schwarz inequality

ν[v(b, 0)]2 ≤ 2ν

(∫ 0

−∞
e2νy dy

)(∫
�b

|∇v|2 dy

)
=

∫
�b

|∇v|2 dy. (8.68)

In the same way, but using half-lines inclined at π/4 to the vertical and going
to x = −∞, one obtains (8.68) for b < −a. Then integration gives

∫
W\Wc

|∇v|2 dxdy ≤ 0.

Since Wc �= W, we get that v = 0 in W [also, (8.61) should be taken into
account]. Thus,w = 0 in W becausew is conjugate to v and decays at infinity.
The proof is complete.

Let w be a solution to the homogeneous Problem II. Then w = 0 in W
when only a trivial solution of the homogeneous Problem II satisfies (8.58).

Since Q= 0 forw, it is sufficient to repeat the argument used in Subsection
7.1.4.2. Similarly to (7.30) one proves that

|D+|2 + |D−|2 = 2 Im

{∫
S
w
∂w̄

∂n
ds − ν−1 [w(x, 0)w̄x (x, 0)]x=+a

x=−a

}
. (8.69)

The homogeneous Neumann condition and (8.59) allow us to write (8.69) as
follows:

|D+|2 + |D−|2 = 2ν−1 Im{wx (P−)[w(P−)− w(P+)]}. (8.70)

If B = 0, then (8.10), where C = 0, gives wx (P−) = 0. If B �= 0, then the
expression in braces is equal to AB−1|wx (P−)|2, and so it is real. Thus, (8.70)
yields D± = 0 in both cases. Now, the assertion follows from the fact that
only a trivial solution of the homogeneous Problem II satisfies (8.58).

Now we can prove the following corollary.
Let the geometric assumptions imposed in the first or second lemma in

Subsection 8.1.6.2 hold. If condition (i) or (ii) for A and B from those lemmas
also holds, then any solution of the homogeneous Problem II vanishes.
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Since the first two lemmas in Subsection 8.1.6.2 guarantee that any solution
of the homogeneous Problem II satisfying (8.58) vanishes, the result follows
from the previous theorem.

8.1.6.3. Reduction of Problem II to an Integroalgebraic System

Here we apply the method involving representation of a solution as a sum of
the logarithmic Green’s potential over D along with the single-layer potential
over S and two sources placed at the bow and stern points. This method allows
us to avoid the so-called irregular values of ν in the same way as it was done
in Subsection 3.1.1 for the water-wave problem.

First, we recall the necessary properties of potentials (see also Subsections
2.1.1 and 3.1.1). For

(Vµ)(z) = π−1
∫

S
µ(ζ )E(z, ζ ) ds, z ∈ R

2
−,

where µ ∈ Cκ (S) ∩ C0,α(int S), 0 < α, κ < 1, is a complex-valued density,
the properties are similar to those of Uµ (see Subsection 8.1.4), because
Green’s functions E and G differ by a smooth term. In particular, there exists
the normal derivative

∂(Vµ)

∂nz
= −µ(z)+ (T µ)(z), z ∈ int S,

(T µ)(z) = 1

π

∫
S
µ(ζ )

∂E

∂nz
(z, ζ ) ds. (8.71)

Here T has the same properties as T in Subsection 8.1.4, of which the most
important is that T < 1 in the space Cκ (S) when (8.39) holds. For

(Wρ)(z) = (2π )−1
∫

D
ρ(ζ )E(z, ζ ) dξdη, z ∈ R

2−,

having a complex-valued density ρ ∈ C(D̄), we shall use Poisson’s equation

∇2Wρ = −ρ in D, (8.72)

and the fact that Wρ ∈ C1,β(R2
−) (see Remark 2 in Chapter 11, §3 in

Kantorovich and Akilov [130]).
If a solution to Problem II is sought in the form

w(z) = (Vµ)(z)+ (Wρ)(z)+
∑
±

µ±E(z,±a), (8.73)

where µ± are complex numbers, then for any vector Y = (µ, ρ,µ+, µ−)t ,
(8.73) satisfies (8.1), (8.2), and (8.6). According to (8.56), this function admits
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representation (8.55), where Q is fixed, if and only if the right-hand side in
the following equation,

wx (P+)− wx (P−) = K , (8.74)

is prescribed. Thus (8.73) solves Problem II, if there exists a vector Y such that
w satisfies (8.7), (8.10), and (8.74). Since Wρ is continuously differentiable,
we get the following from (8.7) and (8.71):

−µ(z)+ (T µ)(z)+ (Rρ)(z)+
∑
±

µ±
∂E

∂nz
(z,±a) = f (z), z ∈ int S,

(Rρ) = (2π )−1
∫

D
ρ(ζ )

∂E

∂nz
(z, ζ ) dξdη. (8.75)

The equation

T+µ− T−µ+R+ρ −R−ρ +
∑
±

µ±[Ex (+a,±a)− Ex (−a,±a)] = K

(8.76)

follows from (8.74) in the same way as (8.42) follows from (8.11). Here

T±µ=π−1
∫

S
µ(ζ )Ex (±a, ζ ) ds, R±ρ= (2π )−1

∫
D
ρ(ζ )Ex (±a, ζ ) dξdη.

Similarly, the supplementary condition (8.10) yields

A

{
T−µ+R−ρ +

∑
±

µ±Ex (−a,±a)

}
+B

{
Lµ+Mρ +

∑
±

µ±[E(+a,±a)− E(−a,±a)]

}
= C. (8.77)

Here

Lµ = π−1
∫

S
µ(ζ )[E(+a, ζ )− E(−a, ζ )] ds,

Mρ = (2π )−1
∫

D
ρ(ζ )[E(+a, ζ )− E(−a, ζ )] dξdη.

Thus we have three equations, (8.75), (8.76), and (8.77), for four unknowns.
We have to complement them by an appropriate fourth equation in order to
obtain a uniquely solvable integroalgebraic system. Thus we require w to
satisfy

−∇2w = iw in D. (8.78)
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From (8.72), (8.78), and the fact that other terms in (8.73) are harmonic in D,
we get that ρ = iw in D. This yields the fourth equation:

−ρ(z)+ i(Vµ)(z)+ i(Wρ)(z)+ i
∑
±

µ±E(z,±a) = 0, z ∈ D. (8.79)

Now equations (8.75)–(8.77) and (8.79) constitute an integroalgebraic sys-
tem for Y . This system can be written in the following form:

(−I + S)Y = V (8.80)

in Cκ (S)× C(D̄)× C
2. Here V = (2 f, 0, K ,C)t , I is the unit matrix oper-

ator, and S is given by
T R N (+) N (−)

iV iW iE (+) iE (−)

T+ − T− R+ −R− b33 b34

AT− + BL AR− + BM b43 b44

 .

By N (±) and E (±) we denote operators of multiplication by (∂E/∂nz)(z,±a)
and E(z,±a), respectively. The elements of the second-order complex-valued
matrix in the lower right-hand-side corner are as follows:

b33 = 1− πν − Ex (−a,+a), b34 = Ex (+a,−a)+ 3πν,

b43 = AEx (−a,+a)+ B[2(γ − iπ )− E(−a,+a)],

b44 = 1− 3Aπν + B[E(−a,+a)− 2(γ − iπ )].

Here we used the definition of E , and formulae (6.134) and (6.137).

8.1.6.4. Solvability of Problem II

Let us consider (8.80) in Cκ (S)×C(D̄)× C
2 supplied with the norm

max{‖µ‖κ , ‖ρ‖C(D̄), |µ+|, |µ−|},

and let us begin by proving the following theorem.
If κ satisfies (8.39), then Fredholm’s alternative holds for (8.80) in Cκ (S)×

C(D̄)× C
2.

As in the proof of the theorem in Subsection 8.1.4.1, it is sufficient to show
that S < 1. Here S is the essential norm of S in Cκ (S)× C(D̄)× C

2. As
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in Subsection 8.1.4.1 we have to consider
T R 0 0
iV iW 0 0
0 0 0 0
0 0 0 0

 ,

which differs from S by a finite-dimensional term. Since T < 1 in Cκ (S),
for completing the proof it is sufficient for us to show that R, iV , and iW are
compact operators.

First, R is a compact operator from C(D̄) to C(S) because (Wρ) ∈
C1,β(R2−). It remains for us to note that C(S) is continuously embedded into
Cκ (S).

Second, Cκ (S) is continuously embedded into L p(S) for p ∈ [1, (1−
κ)−1]. According to Theorem 7 in Chapter 11, §3 in Kantorovich and
Akilov [130], iV is a compact operator from L p(S) to C(D̄). The same
theorem guarantees that iW is a compact operator in C(D̄). This completes
the proof.

We turn to the results on solvability of (8.80) and Problem II.
Let κ satisfy (8.39). If Problem II has no more than one solution (see

Subsection 8.1.6.2 for conditions providing this fact), then (8.80) is uniquely
solvable in Cκ (S)× C(D̄)× C

2.
Since Fredholm’s alternative holds for (8.80) (see the previous theorem),

we have to verify that

(−I + S)Y (0) = 0

has only a trivial solution. Substituting Y (0) into (8.73), we obtain a solution
w(0) of the homogeneous Problem II. From the assumptions made it follows
that w(0) = 0 in W , and so w(0) = 0 in D as well. Indeed, w(0) has the form
of (8.73) and satisfies (8.78) and

w(0)
xx + νw(0)

y = 0 for |x | < a,y = 0. (8.81)

Multiplying (8.78) by w(0) and integrating over D, we get

i
∫

D

∣∣w(0)
∣∣2 dxdy = −

∫
D
w̄(0)∇2w(0) dxdy.

Now we apply Green’s formula on the right-hand side, and we use (8.81) and
the fact that w(0) = 0 on S. Then

i
∫

D

∣∣w(0)
∣∣2 dxdy =

∫
D

∣∣∇w(0)
∣∣2 dxdy + ν−1

∫+a

−a
w(0)w(0)

xx dx . (8.82)
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It is clear that the last integral is equal to[
w(0)(x, 0)w(0)

x (x, 0)
]x=+a

x=−a −
∫+a

−a
|wx |2 dx .

Here the first term vanishes, because w(0)(±a, 0) = 0. Hence (8.82) takes the
following form:

i
∫

D

∣∣w(0)
∣∣2 dxdy =

∫
D

∣∣∇w(0)
∣∣2 dxdy − ν−1

∫+a

−a
|wx |2 dx .

Therefore, w(0) = 0 in D, and from (8.78) and (8.72) we have that ρ(0) = 0.
Now

w(0)(z) = [Vµ(0)
]
(z)+

∑
±

µ
(0)
± E(z,±a) = 0, z ∈ D,

and using the formula for the normal derivative of Vµ(0), we get

µ(0)(z)+ [T µ(0)
]
(z)+

∑
±

µ
(0)
±

∂E

∂nz
(z,±a) = 0, z ∈ int S.

Comparing this with the homogeneous equation (8.75), where ρ(0) = 0, we
find that µ(0) = 0. Now we have

w(0)(z) =
∑
±

µ±E(z,±a) = 0, z ∈ R
2−.

Applying the boundary operator [∂2
x + ν∂y]y=0 to this function and using

properties of Green’s function (Subsection 6.3.1), we obtain that∑
±

µ
(0)
± δ(x ∓ a) = 0.

This holds only when µ
(0)
± = 0, which completes the proof.

The following corollary is an immediate consequence of the proven
theorem.

Let the geometric assumptions imposed in one of the lemmas on unique-
ness (see Subsection 8.1.6.2) hold along with (i) or (ii) from the corre-
sponding lemma. Then Problem II has a unique solution for any ( f,C, Q) ∈
C0,α(S)× C

2.
The solvability of (8.80) in Cκ (S)× C(D̄)× C

2 is established at the pre-
vious theorem. In the same way as in the proof of the corollary at the end of
Subsection 8.1.4, one ensures that µ ∈ C0,α(int S). Substituting the solution
of (8.80) into (8.73), we solve Problem II. The uniqueness follows from the
corollary in Subsection 8.1.6.2.
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8.1.7. On the Unique Solvability of Problem I

8.1.7.1. Solvability of Problem I

By W we denote the solution of Problem II having the following.

1. In (8.55), Q = 0.
2. In (8.7), f = ∂eν(y+i x)/∂n on int S.
3. In (8.10), C = Aiνeiνa + B(eiνa − eiνa).

Let D+(W) be the coefficient in (8.57) for W . This particular solution is
helpful for establishing criteria of the unique solvability of Problem I, and we
begin with the following theorem.

Let Problem II be uniquely solvable (see Subsection 8.1.6.4). If D+(W) �=
1, then Problem I has a solution for any ( f,C, K ) ∈ C0,α(S)× R

2.
For proving the assertion we consider w solving Problem II in the case

when

Q = 1

π

(∫
S

f ds − K

ν

)
in (8.55), where f and C are right-hand-side terms in (8.7) and (8.10), respec-
tively. Such a solution exists by the assumption made. By D+(w) we denote
the coefficient in (8.57) for w, and we put

u = w − D+(w)

D+(W)− 1

[
W − eν(y+i x)

]
. (8.83)

Since Q = 0 for W , we get from point 2 above and (8.56) that Wx (P+)−
Wx (P−) = 0. Hence, the right-hand-side terms in (8.7), (8.10), and (8.11)
coincide for u and w. According to (8.83), D+ vanishes in (8.57) for u, and
so this function is a solution of Problem I.

8.1.7.2. Uniqueness in Problem I

First, we recall the following theorem proved in Subsection 7.1.5.1 for a
totally submerged cylinder, but the proof is the same when a cylinder is
surface piercing.

Let the homogeneous Problem II have only a trivial solution having a finite
energy integral (see two assertions in Subsection 8.1.6.2). Then the kernel of
Problem I is at most one dimensional.

Let us turn to the main result of the present subsection (it is analogous to the
theorem proven in Subsection 7.1.5.3) establishing necessary and sufficient
conditions for the unique solvability of Problem I.

Let the homogeneous Problem II have only a trivial solution satisfying
(8.58). Then the following assertions are equivalent:
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1. The homogeneous Problem I has only a trivial solution (up to a constant
term);

2. D+(W) �= 1;
3. |D−(W)| �= 1.

1 ⇔ 2. Let us suppose that D+(W) = 1. From the asymptotics of W , [see
(8.57)], it follows that W − eν(y+i x) is a nontrivial solution of the homoge-
neous Problem I. Thus 1 ⇒ 2 is established.

Now, let us suppose that u0 is a nontrivial solution of the homogeneous
Problem I, which is real by the previous theorem. The principal term of the
asymptotics of u0 has the following form [see (8.12)]:

H (−x)

[B − iA
2

eν(y+i x) + B + iA
2

eν(y−i x)

]
, A,B ∈ R.

Here A and B do not vanish simultaneously, since otherwise u0 = 0 in W by
assumptions of the theorem. Let us consider

w = eν(y+i x) − 2u0(B − iA)−1.

It is clear that ∂[w − eν(y+i x)]/∂n = 0 on int S, and

Awx (P−)+ B[w(P+)− w(P−)] = Aiνeiνa + B(eiνa − e−iνa).

From the asymptotics of w, it follows that w satisfies the radiation condition.
From the third assertion in Subsection 8.1.6.2, it follows that w is the unique
solution of Problem II. Therefore, w =W and D+(W) = 1, and so 2 ⇒ 1 is
established.

2 ⇔ 3. Let B = 0, and so A �= 0. Then according to the definition of W
(see assertions 2 and 3), we can write

D+(W) = −i
∫

S
W ∂

∂n
eν(y−i x) ds + i

∫
S

eν(y−i x) ∂

∂n
eν(y+i x) ds

− i[e−iνx {ieiνx + iW(x, 0)}]x=+a
x=−a. (8.84)

Now we note that
∫

S
eν(y−i x) ∂

∂n
eν(y+i x) ds − [e−iνx {ieiνx + iW(x, 0)}]x=+a

x=−a

=
∫

D

∣∣∇eν(y+i x)
∣∣2 dxdy − ν

∫+a

−a
e−iνx eiνx dx − i[e−iνxW(x, 0)]x=+a

x=−a

= 2ν

(
ν

∫
D

e2νy dxdy − a

)
− i[e−iνxW(x, 0)]x=+a

x=−a. (8.85)
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From (8.84) and (8.85), it follows that

ReD+(W) = Im

{∫
S
W ∂

∂n
eν(y−i x) ds

}
+ Re
{
[e−iνxW(x, 0)]x=+a

x=−a

}
.

Comparing the last formula with (8.69), we find

|D+(W)|2 + |D−(W)|2 = 2 ReD+(W). (8.86)

Let us turn to the case B �= 0. Then we have

W(P+)−W(P−) = eiνa − e−iνa + AB−1[iνe−iνa −Wx (P−)]. (8.87)

Furthermore, it follows from (8.56) that

Wx (P+)−Wx (P−) = ν

∫
S

∂eν(y+i x)

∂n
ds.

Since eν(y+i x) is a harmonic function, we get

[Wx (x, 0)− (eiνx )x ]x=+a
x=−a = 0. (8.88)

Noting that A and B are real, we deduce from (8.87) and (8.88) that

Im[{W(x, 0)− eiνx }{Wx (x, 0)− (eiνx )}]x=+a
x=−a = 0.

Hence,

Im[W(x, 0)Wx (x, 0)− {e−iνxWx (x, 0)− iνe−iνxW(x, 0)+ iν}]x=+a
x=−a

= Im[W(x, 0)Wx (x, 0)+ e−iνx {Wx (x, 0)+ iνW(x, 0)}]x=+a
x=−a = 0.

Thus we have

Im[e−iνx {ν−1Wx (x, 0)+ iW(x, 0)}]x=+a
x=−a

= −ν−1Im[W(x, 0)Wx (x, 0)]x=+a
x=−a .

From this equality and (8.85), it follows that

ReD+(W)

= Im

{∫
S
W ∂

∂n
eν(y−i x) ds + [e−iνx {ν−1Wx (x, 0)+ iW(x, 0)}]x=+a

x=−a

}
= Im

{∫
S
W ∂W̄

∂n
ds − ν−1[W(x, 0)Wx (x, 0)]x=+a

x=−a

}
.

Comparing the last formula with (8.69), we arrive at (8.86), and so (8.86) is
valid whether either B vanishes or not.
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From (8.86), it follows that D+(W) = 1 if and only if |D−(W)| = 1.
The following corollary is a consequence of the two proven theorems.
Let assumptions of either of the first two lemmas in Subsection 8.1.6.2

hold; then Problem I is uniquely solvable for any ( f,C, K ) ∈ C0,α(S)× R
2

if and only if D+(W) �= 1 or equivalently |D−(W)| �= 1.

8.2. Total Resistance to the Forward Motion

Before turning to other supplementary conditions possible for surface-
piercing cylinders, we derive formulae for the total resistance to the for-
ward motion of such cylinders. We have to consider these formulae first,
because supplementary conditions are closely related to the determination of
resistance.

Let us recall some formulae from Section 7.3 concerning the resistance
that is the horizontal component R of the force acting on the body. First, the
general formula (7.71) is as follows:

R = −
∫

S
p cos(n, x) ds,

where p is the pressure expressed by Bernoulli’s integral (7.72):

p = const+ ρgy − ρv2/2.

Here ρ is the density of water, g is the acceleration due to gravity, and accord-
ing to (7.73) we have v2 = (ux −U )2 + u2

y , where U is the body’s forward
speed and (ux , uy) is the velocity field caused by the potential u corresponding
to the right-hand-side term U cos(n, x) in (8.3). Since

∫
S

cos(n, x) ds =
∫

S

∂y

∂s
ds = 0,

∫
S

y cos(n, x) ds =
∫

S
y
∂y

∂s
ds = 0

(8.89)

for any surface-piercing contour in R
2 because y = 0 at the end points P±,

we get that

R = ρ

2

∫
S

[
(ux −U )2 + u2

y

]
cos(n, x) ds

= ρ

2

∫
S
(|∇u|2 − 2Uux ) cos(n, x) ds, (8.90)

which is convenient for use in what follows.
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8.2.1. Cylinder in Deep Water

The aim of this subsection is to prove the following assertion.
Let u satisfy the boundary value problem (8.1)–(8.6). If ρ = 1, then we

have

R = −
{
ν

4
(A2 + B2)+ 1

2ν

[
u2

x (x, 0)
]x=+a

x=−a

}
, (8.91)

where A and B are the coefficients in the asymptotic formula obtained in
Subsection 8.1.2.

In the same way as in Subsection 7.3.1, one obtains the following from
(8.90):

R =
∫
∂Wα\S

[
ux

∂u

∂n
− 1

2
|∇u|2 cos(n, x)

]
ds,

where Wα =W ∩ {|x | < α} and α is such that α > maxS |x |. The last integral
is a sum of two integrals over the vertical half-lines W ∩ {x =±α} and the
integral over F ∩ {|x | < α}. The first two integrals were evaluated in Subsec-
tion 7.3.1 as α→∞. However, considering the integral over F ∩ {|x | < α},
one obtains

(2ν)−1
{ [

u2
x (x, 0)

]x=+α
x=−α −

[
u2

x (x, 0)
]x=+a

x=−a

}
,

whereas there was only the first term in braces in the case of a totally sub-
merged cylinder. Thus the second term arising in the last expression must be
added into (7.76), which was shown to express the resistance of the totally
submerged cylinder, and so we arrive at (8.91).

From (8.3) and (8.89), it follows that (8.13) takes the following form:

πQ + ν−1 [ux (x, 0)]x=+a
x=−a = 0,

and so (8.91) can be written as follows:

R = −ν

4
(A2 + B2)+ πQ

2
[ux (P+)+ ux (P−)]. (8.92)

Here the first term can be naturally identified with the wave-making resistance.
Since the second term contains Q, which is proportional to the extra rate of
flow at infinity caused by the body’s presence, this term must be associated
with the so-called spray resistance.

Let us consider (8.92) when the supplementary conditions (8.10) and
(8.11) have the following particular values of coefficients and right-hand-side
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terms:

A = 2ν−1 sin νa, B = −cos νa, C = 0, K = 0. (8.93)

The last equality implies that the spray resistance vanishes, and so

R = −ν(A2 + B2)/4,

which coincides with (7.76) obtained in Subsection 7.3.1 for the resistance
of a totally submerged cylinder. Furthermore, it follows from (8.93) that the
coefficients A and B in (8.12) – see formulae (8.14) and (8.15) – do simplify
and take the following form:

A = −2

{∫
S

[
u
∂

∂n
(eνy cos νx)− ∂u

∂n
eνy cos νx

]
ds

+ sin νa[u(P+)+ u(P−)]

}
,

B = 2
∫

S

[
u
∂

∂n
(eνy sin νx)− ∂u

∂n
eνy sin νx

]
ds,

which is actually the same as for a totally submerged cylinder. It is clear that
the term outside of the integral in the expression for A can be eliminated by
adding an appropriate constant to the velocity potential that does not change
the value of A.

Thus, the supplementary conditions (8.10) and (8.11), where formulae
(8.93) give A, B, C , and K , seem to be natural when the effects near the bow
and stern points are negligible.

8.2.2. Cylinder in Shallow Water

As in the case of a cylinder totally submerged in water of finite depth d, a
no-flow condition

uy = 0 when y = −d

must be added to (8.1)–(8.6) to constitute the Neumann–Kelvin problem
together with (8.10) and (8.11), which can be taken as the set of supple-
mentary conditions. Again there are two regimes of flow about S, depending
on whether νd is smaller or greater than one. If νd > 1 (the corresponding
value of the forward speed U is referred to as subcritical), then there is a
wave pattern behind the body because the velocity potential has the asymp-
totics (7.53) as |x | → ∞ (see Subsection 7.2.1). Of course, the formulae
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for coefficients must be modified and we have the following equations for
them:

(c+ − c−)(1− νd) = ν

∫
S

[
x
∂u

∂n
− u cos(n, x)

]
ds

− [u(x, 0)+ xux (x, 0)]x=+a
x=−a ,

Q(1− νd)+ ux (P+)− ux (P−) = ν

∫
S

∂u

∂n
ds,

Aλ0(νd − cosh λ0d)/2

= ν

∫
S

{
u
∂

∂n
[cosh λ0(y + d) cos λ0x]− ∂u

∂n
cosh λ0(y + d) cos λ0x

}
ds,

+ cosh λ0d [ux (x, 0) cos λ0x + λ0u(x, 0) sin λ0x]x=+a
x=−a ,

Bλ0(νd − cosh λ0d)/2

= −ν
∫

S

{
u
∂

∂n
[cosh λ0(y + d) sin λ0x]− ∂u

∂n
cosh λ0(y + d) sin λ0x

}
ds

− cosh λ0d[ux (x, 0) sin λ0x − λ0u(x, 0) cos λ0x]x=+a
x=−a,

where λ0 is the positive root of λ coth λd = ν existing when νd > 1.
As in Subsection 8.2.1, we can use (8.90) as the starting point for express-

ing the resistance R in terms of A, B, and Q (again, we put ρ = 1). Then
combining the argument applied in the previous subsection with considera-
tions from Subsection 7.3.2, one obtains that

R = −λ0

4
(sinh λ0d cosh λ0d − λ0d)(A2 + B2)

− 1

2ν

{[
u2

x (x, 0)
]x=+a

x=−a − (νd − 1)Q2
}
.

The first term on the right-hand side corresponds to the wave-making resis-
tance, and the second one can be identified with the spray resistance.

8.3. Other Supplementary Conditions

Here we consider several sets of supplementary conditions having different
hydrodynamic meaning. Some of them are of local type, that is, they are related
to the behavior of the velocity potential near the bow and stern point. Other
supplementary conditions are non-local, for example, conditions prescribing
values of certain functionals expressed as integrals involving the unknown
velocity potential.
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8.3.1. Least Singular Solution and Its Generalizations

The notion of the least singular solution was introduced by Ursell in his
paper [335] dealing with the Neumann–Kelvin problem for a semi-immersed
circular cylinder. It follows from the asymptotic formula (8.8) that the velocity
field in this case is singular unless C (2)

± = 0, and these equalities were proposed
by Ursell as supplementary conditions. A direct generalization of Ursell’s
definition is considered in Subsection 8.3.1.1, and the case when the velocity
field is singular only at one point (the bow or stern point) is investigated in
Subsection 8.3.1.2.

8.3.1.1. The Case When the Cylinder’s Contour Forms Nonacute Angles
With the Free Surface at the Bow and Stern Points

We will use notations introduced in Subsection 8.1.1.
Assuming that β± ≥ π/2, we say that u is the solution with prescribed

singularities for the Neumann–Kelvin problem if u satisfies (8.1), (8.2), and
(8.4)–(8.7), and also has given values of C (2)

± in (8.8). For the sake of brevity
this problem will be referred to as Problem S.

Using the theorem proven in Subsection 8.1.7.1 for Problem I, we find
it easy to obtain conditions for the unique solvability of Problem S. Let us
suppose that the assumptions of this theorem are satisfied; then there exist
solutions u0 and u1 of Problem I corresponding to the triples (0, 0, 1) and
(0, 1, 0), respectively. For any given f ∈ C0,α(S) there also exists u f solving
Problem I for ( f, 0, 0). By C (2)

± (ui ), i = 0, 1, and by C (2)
± (u f ) we denote the

values of the constant C (2)
± in the asymptotics (8.8) for ui and u f near the

point P±.
Now, if a solution of Problem S is sought in the form of

u = u f + p0u0 + p1u1, (8.94)

where p0 and p1 are unknown real numbers, then u satisfies all of the con-
ditions of Problem S except for supplementary conditions. In order to satisfy
them one obtains the linear algebraic system for pi (i = 1, 2):

p0C (2)
+ (u0) + p1C (2)

+ (u1) = C (2)
+ − C (2)

+ (u f ),

p0C (2)
− (u0) + p1C (2)

− (u1) = C (2)
− − C (2)

− (u f ).

Hence, a sufficient condition for unique solvability of Problem S (provided
that the homogeneous Problem I has only a trivial solution) is as follows:∣∣∣∣∣C

(2)
+ (u0) C (2)

+ (u1)

C (2)
− (u0) C (2)

− (u1)

∣∣∣∣∣ �= 0.
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One has to take into account that the supplementary condition (8.10) in
Problem I depends on real parameters A and B, and therefore, C (2)

± (ui ) (i =
1, 2) also depend on A and B. Thus, for the unique solvability of Problem S
it is sufficient that the last determinant does not vanish for a certain choice of
A and B for which the homogeneous Problem I has only a trivial solution.

8.3.1.2. The Case When Only One of the Angles at P± is Acute

To be specific we assume that β+ ≥ π/2 and β− < π/2 (the other case can be
considered in the same way). We say that u is the solution for the Neumann–
Kelvin problem with the prescribed singularity at P+ and rate of flow at
infinity, if u satisfies (8.1), (8.2), (8.4)–(8.7), and (8.11), and it also has a
given value of C (2)

+ in (8.8). The rate of flow at infinity is determined [this
follows from (8.13)] by the right-hand side in (8.11) and f in (8.7). For the
sake of brevity this problem will be referred to as Problem S+.

Seeking a solution to Problem S+ in the form (8.94), we obtain the
following algebraic system for pi (i = 1, 2):

p0C (2)
+ (u0)+ p1C (2)

+ (u1) = C (2)
+ − C (2)

+ (u f ),

p0 = K .

It is clear that for finding p1 it necessary and sufficient that C (2)
+ (u1) �= 0, in

which case

p0 = K , p1 =
[
C (2)
+ (u1)

]−1[
C (2)
+ − C (2)

+ (u f )− K
]
.

Hence, a sufficient condition for the unique solvability of Problem S+ (pro-
vided that the homogeneous Problem I has only a trivial solution) is C (2)

+ (u1) �=
0 and u is given by (8.94), where pi (i = 1, 2) are given by the last formulae.

Another possible set of supplementary conditions in the case when β+ ≥
π/2 and β− < π/2 consists in prescribing the value of C (2)

+ in (8.8) and using
(8.10) instead of (8.11). In particular, this means prescribing the value of
circulation along the body contour S if A = 0 and B = 1.

8.3.2. Waveless Potential

Here we consider a surface-piercing cylinder in deep water and use the nota-
tions introduced in Subsection 8.1.1. We define a waveless potential u (or a
solution of Problem L) as a function satisfying (8.1), (8.2), (8.4)–(8.7), and
such that

A = B = 0, (8.95)
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where A and B are the coefficients in (8.12) and so are the linear functionals
of u given by (8.14) and (8.15), respectively. Of course, one can prescribe for
A and B values other than zero, but in what follows we restrict ourselves to
the homogeneous conditions (8.95).

We will outline the results concerning the existence and uniqueness of
the waveless potential (see Subsection 8.3.2.1) and some properties of the
spray resistance calculated on the basis of this potential (it is clear that the
wave resistance vanishes in the present case). The corresponding material is
presented in Subsection 8.3.2.2.

8.3.2.1. On the Unique Solvability of Problem L

The solvability theorem for this problem can be proved by using the invert-
ibility theorem in the same way as in Subsection 8.1.4. A solution is sought in
the form of (8.40). Then the integral equation (8.41) follows from (8.7), and
using (8.95) we can complement this equation by an algebraic system for µ±
containing integral functionals of µ. In fact, the wave term in the asymptotics
of (8.40) as x →−∞ has the following form:

−4πeνy

[∫
S
µ(ζ )eνη sin ν(x − ξ ) ds +

∑
±

µ± sin ν(x ∓ a)

]
.

Comparing this with (8.12) and taking into account (8.95), we obtain

(µ+ + µ−) cos νa +
∫

S
µ(ζ )eνη cos νξ ds = 0, (8.96)

(µ+ − µ−) sin νa +
∫

S
µ(ζ )eνη sin νξ ds = 0. (8.97)

These equations together with (8.41) constitute an integroalgebraic system
for the unknown vector X = (µ,µ+, µ−)t . Moreover, the properties of the
integral operator T in (8.41) investigated in Subsection 8.1.4 imply that
Fredholm’s alternative holds for the integroalgebraic system (8.41), (8.96),
and (8.97) in the space Cκ (S)× R

2. Since the determinant of (8.96) and (8.97)
is equal to −sin 2νa, the following assertion is true.

For any a > 0 and sufficiently small values ν > 0, (8.96) and (8.97) are
solvable with respect to µ±.

Substituting µ± into (8.41), we get an integral equation similar to (8.48).
The equation obtained is uniquely solvable for sufficiently small ν > 0, which
can be demonstrated in the same way as in Subsection 8.1.4.2. Of course, this
fact is also true for the integroalgebraic system, and then the invertibility
theorem yields that this system is uniquely solvable for all ν > 0 with a
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possible exception of a discrete sequence tending to infinity. This leads to the
solvability theorem:

For all values ν > 0, except possibly for a sequence tending to infinity,
Problem L has a solution for any f ∈ C0,α(S).

Let us turn to the question of uniqueness, which we are going to consider
by using the approach developed in Subsection 8.1.5. However, the wave-
less potential is not so well suited for defining a uniquely solvable adjoint
problem as the solution of Problem I. In Subsection 8.1.5, the supplemen-
tary conditions of Problems I and I′ eliminated all but the integral terms in
Green’s identity, and this was the crucial point in the scheme of proving the
uniqueness theorem. Since the supplementary conditions (8.95) are poorly
adapted to vanishing the out-of-integral terms, we impose a geometric re-
striction when applying the same method to Problem L. Namely, we assume
S to be symmetric about the y axis. This allows us to introduce symmetric and
antisymmetric solutions and to consider their uniqueness separately. In either
case it is possible to define an appropriate adjoint Problem L1/L2, whose
solution is coupled with the symmetric/antisymmetric solution by Green’s
formula containing only integral.

Let u be a solution to the homogeneous Problem L in a symmetric domain
W . Then it is possible to represent u as a sum of the even and odd functions
with respect to x :

u(x, y) = u(s)(x, y)+ u(a)(x, y),

2u(s)(x, y) = u(x, y)+ u(−x, y), 2u(a)(x, y) = u(x, y)− u(−x, y).

In order to show that u(s) and u(a) satisfy the homogeneous Problem L, let us
prove an auxiliary result, which seems to have its own interest.

Let W̃ = {(x, y) : (−x, y) ∈ W } be the domain symmetric to W with re-
spect to the y axis; then by S̃ we denote the arc symmetric to S. Let ũ(x, y) =
−u(−x, y), and so this function is defined in W̃ . If u is the waveless potential
in W , then limx→+∞ |∇ũ| = 0, and from limx→+∞ |∇u| = 0 it follows that
there are no wave terms in the asymptotics (8.12) for ũ. It is easy to verify by
direct calculation that the Neumann condition (8.3) is equivalent to

∂ ũ/∂n = U cos(n, x) on int S̃.

Since all other relations in the definition of waveless potential are obviously
true for ũ, we get the following result.

Let u be a solution of (8.1)–(8.6) and (8.95) in W . Then ũ is a waveless
potential in W̃ .
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This assertion ensures that u(s) and u(a) satisfy the homogeneous Problem
L, and we also have

u(s)
x (P+)+ u(s)

x (P−) = 0, u(a)
x (P+)− u(a)

x (P−) = 0. (8.98)

At last, (8.12) and (8.95) give that

u(s)(x, y) = C + Q log(ν|z|)+ ψ (s)(x, y), (8.99)

u(a)(x, y) = ψ (a)(x, y), (8.100)

as |z| → ∞. Here ψ (s), ψ (a)= O(|z|−1) and |∇ψ (s)|, |∇ψ (a)| = O(|z|−2);
C is an arbitrary constant and πνQ= 2u(s)(P−) on account of (8.13) and
(8.98).

Equations (8.98) show that it is reasonable to define solutions u(i) (i = 1, 2)
of Problem Li as functions satisfying (8.1), (8.2), (8.4)–(8.6), (8.7), and the
following supplementary conditions:

u(i)
x (P+)+ (−1)i u(i)

x (P−) = 0, u(i)(P+)− (−1)i u(i)(P−) = 0. (8.101)

Using the method applied in Subsection 8.1.4, we find that there is no diffi-
culty in proving the following result.

For all values ν > 0, except possibly for a sequence tending to infinity,
Problem Li (i = 1, 2) has a solution for any f ∈ C0,α(S).

Now we are in a position to prove a theorem on the unique solvability of
Problem L.

Let D be a body symmetric about the y axis; then for any f ∈ C0,α(S)
Problem L has one and only one solution (up to a constant term) for all ν > 0
except possibly for a discrete sequence of values.

Let ν be a positive number such that Problems L, Li (i = 1, 2) are solv-
able for this particular ν (those values of ν include all positive numbers
except possibly for a discrete sequence). In order to prove the uniqueness for
Problem L we have to demonstrate that u(s) and u(a) introduced above are
constants – it is obvious that u(a) = 0 when it is a constant. Using (8.98)–
(8.100) and (8.101) in the same way as in Subsection 8.1.5, one proves
that ∫

S
u(s) ∂u(1)

∂n
ds = 0,

∫
S

u(a) ∂u(2)

∂n
ds = 0,

if the mean value of ∂u(i)/∂n over S is zero. Since the second factors in the
last two integrals are arbitrary functions orthogonal to a constant, we get that
u(s), u(a) = const on S. For completing the proof, it remains for us to apply
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the uniqueness theorem for the Cauchy problem for the Laplace equation (see
Subsection 8.1.5).

8.3.2.2. On the Spray Resistance of a Cylinder in the Waveless
Forward Motion

For a cylinder symmetric about its midsection, the following property is true.
Let S be symmetric about the y axis, and let u be the unique (up to constant

term) waveless potential in W ; then the total resistance R vanishes.
Since W is symmetric about the y axis, we have that ũ defined in Subsection

8.3.2.1 satisfies Problem L along with u. The assumption about uniqueness
of the waveless potential yields that

u(x, y)+ u(−x, y) = const.

This immediately implies that ux (a, 0) = ux (−a, 0). Substituting the last
equality and (8.95) into (8.91) proves the theorem.

When the cylinder’s geometry is asymmetric and u satisfies the waveless
statement of the problem, the behavior of spray resistance can be investigated
only numerically. As an example we take a family of Pascal’s snails given by
the following parametric equation:

x(t) = b cos2 t + a cos t − b, y(t) = −sin t(b cos t + a), t ∈ [0, π].

In Fig. 8.2(a) two patterns of this curve are given. We see in Figs. 8.2(b) and
8.2(c) that the spray resistance is not a monotonic function of b/a and there
exist geometries with the towing force instead of the resistance.
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Figure 8.2(b) demonstrates that the horizontal force takes opposite values
for two snails that are symmetric to each other with respect to the y axis. The
proof of this assertion for an arbitrary pair of symmetric contours follows
from the assertion in Subsection 8.3.2.1 concerning ũ.

8.3.3. Resistanceless Potential for a Tandem

Here we consider the Neumann–Kelvin problem for a surface-piercing tan-
dem when conditions (8.1)–(8.6) must be augmented by four supplementary
conditions. In this case the waveless conditions (8.95) for a single body can
be extended to the “resistanceless” set of supplementary conditions.

8.3.3.1. Statement of the Problem and Some Auxiliary Results

By D+ and D− we denote cross sections of surface-piercing cylinders moving
forward in the direction of the x axis, and W = R

2
−\(D+ ∪ D−) is the cross

section of the water domain (see Fig. 8.3). Three components of the free
surface are F+, F0, and F−, and S+ (S−) denotes the wetted contour of the front
(back) cylinder. We assume S = S+ ∪ S− to be a C2 curve, and the unilateral
tangents to S to form angles βi �= 0, π with F = F+ ∪ F0 ∪ F− at the points
Pi , i = 1, 2, 3, 4. We choose the coordinate system so that −a2 = a3 = a.

Minor amendments must be done in the main set of conditions given in
Subsection 8.1.1.1: E in (8.6) must be an arbitrary compact set in R

2− such that
D+ ∪ D− ⊂ E and F± ∩ E �= ∅, F0 ∩ E �= ∅, and the Neumann condition
(8.7) must hold on int S= S\{P1, P2, P3, P4}.

As in Subsection 8.1.1, condition (8.6) implies that the local asymptotics
(8.8) holds in a vicinity of each corner point, and so ∇u could be singular at
P1, . . . , P4, but the finite limits

ux (Pi )= lim
x→ai−0

ux (x, 0) for i = 1, 3,

ux (Pi )= lim
x→ai+0

ux (x, 0) for i = 2, 4

do exist.
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Again, (8.12) gives the asymptotic behavior of any solution to the main set
of conditions, but instead of (8.13), (8.14), and (8.15) we have the following
equalities:

πνQ +
4∑

i=1

(−1)i ux (Pi ) = ν

∫
S

∂u

∂n
ds, (8.102)

A = −2

{∫
S

[
u
∂

∂n
(eνy cos νx)− ∂u

∂n
eνy cos νx

]
ds

+
4∑

i=1

(−1)i [ν−1ux (Pi ) cos νai + u(Pi ) sin νai ]

}
, (8.103)

B = 2

{∫
S

[
u
∂

∂n
(eνy sin νx)− ∂u

∂n
eνy sin νx

]
ds

+
4∑

i=1

(−1)i [ν−1ux (Pi ) sin νai − u(Pi ) cos νai ]

}
. (8.104)

We define a resistanceless potential u (or a solution of Problem R), as a
function satisfying (8.1), (8.2), and (8.4)–(8.7), and such that the following
supplementary conditions,

ux (P1)− ux (P2) = 0, ux (P3)− ux (P4) = 0, (8.105)

A = 0, B = 0, (8.106)

hold. Here A and B are given by (8.103) and (8.104), respectively.
The consideration leading to formula (8.91) can be applied to the case of

a surface-piercing tandem and the resulting formula for the total resistance to
the forward motion of a tandem is as follows:

R = −ν

4
(A2 + B2)− 1

2ν

4∑
i=1

(−1)i [ux (Pi )]
2,

where A and B are again given by (8.103) and (8.104), respectively. Hence,
(8.105) and (8.106) guarantee that R = 0.

8.3.3.2. On the Unique Solvability of Problem R

Seeking a solution in the form

u(z) = (Uµ)(z)+
4∑

i=1

µi G(z, ai ),

one reduces Problem R to an integroalgebraic system in the same way as
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Problems I and L were reduced in Subsections 8.1.4.1 and 8.3.2.1, respectively,
and the same scheme is applicable for analyzing the solvability of the sys-
tem obtained. The details can be found in the paper [172] by Kuznetsov and
Motygin, and we simply formulate the main result.

For all values ν > 0, except possibly for a sequence tending to infinity,
Problem R has a solution for any f ∈ C0,α(S).

As in Subsection 8.3.2.1, the uniqueness theorem can be proved under the
assumption that W is symmetric about the y axis. Again, we split u satisfying
the homogeneous Problem R into a sum of even and odd functions with
respect to x [u(s) and u(a), respectively, which also satisfy the homogeneous
Problem R]. Since we now have

u(s)
x (P3)+ u(s)

x (P2) = 0, u(s)(P4)− u(s)(P3)+ u(s)(P2)− u(s)(P1) = 0,

u(a)
x (P3)− u(a)

x (P2) = 0, u(a)(P4)− u(a)(P3)− u(a)(P2)+ u(a)(P1) = 0

instead of (8.98), the supplementary conditions (8.101) used in the auxiliary
Problems L1 and L2 must be replaced by

u(i)
x (P3)+ (−1)i u(i)

x (P2) = 0,

u(i)(P4)− u(i)(P3)+ (−1)i
[
u(i)(P2)− u(i)(P1)

] = 0

for u(i) (i = 1, 2) satisfying auxiliary Problems R1 and R2. For these problems
the same theorem on the unique solvability holds as for Problems L1 and L2.
Using u(i) in the same way as in Subsection 8.3.2.1, one arrives at the following
result.

Problem R for a tandem symmetric about the y axis has at most one solution
(up to a constant term) for all ν > 0 except possibly a discrete sequence of
values.

8.4. Trapped Modes

The examples to be considered here present a new type of non-uniqueness
comparing the non-uniqueness described in the introductory remarks to this
chapter. The latter one depends on the fact that the usual conditions of the
Neumann–Kelvin problem are underdefined for surface-piercing bodies (see
Section 8.1). Moreover, this type of non-uniqueness occurs for all such bod-
ies and all values of ν. The new type of non-uniqueness takes place only
for special values of ν depending on the geometry. These values are point
eigenvalues embedded in the continuous spectrum of the problem known to
be (0,+∞). The corresponding modes have finite energy and so must be
referred to as trapped modes.
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In Section 4.1, the so-called inverse procedure was developed for construct-
ing trapped modes satisfying the homogeneous water-wave problem. In the
present section we use the same technique as in Subsection 4.1.1 and obtain
trapped modes satisfying not only the main set of conditions in the Neumann–
Kelvin problem, but also supplementary conditions of several types. We recall
that the inverse procedure replaces finding a solution to a given problem by
determining a physically reasonable water region for a given solution, and it
is convenient to construct the latter by using singularities placed on the x axis
at particular values of spacing.

8.4.1. Trapped Modes in Problem R

The uniqueness theorem formulated in Subsection 8.3.3.2 says that if a tandem
is symmetric about a vertical axis, then the resistanceless potential is unique
for all ν > 0 except possibly for a certain sequence. Here we demonstrate that
exceptional values of ν, admitting a nontrivial solution to the homogeneous
Problem R, do exist at least for some special geometries.

In accordance with the inverse procedure we put

u(z) = (2ν)−1[Gx (z, π/ν)− Gx (z,−π/ν)], (8.107)

and we obtain a solution to the homogeneous problem (8.1)–(8.6) for a
surface-piercing tandem if at least one of the streamlines of the flow cor-
responding to (8.107) connects the x axis on either side of one singular point
and another streamline similarly surrounds the other singular point (we inter-
pret these streamlines as rigid contours, where the homogeneous Neumann
condition holds). The streamlines are level lines of the stream function v,
which is a harmonic conjugate to u and can be written as follows:

v(z) =
∫∞

0

cos k(x − π/ν)− cos k(x + π/ν)

k − ν
eky dk

= Re{e−iνz[Ei(iν(z − π/ν))− Ei(iν(z + π/ν))]}. (8.108)

The second expression in terms of the exponential integral is a consequence
of 8.212.5 in Gradshteyn and Ryzhik [96]. The particular combination of
singularities (8.107) is chosen so as to cancel wave terms in the asymptotics
of u, and this is an immediate consequence of the first assertion in Subsection
6.3.1.2.

It follows from (8.108) that

vy(x, y)− νv(x, y) = y

y2 + (x − π/ν)2
− y

y2 + (x + π/ν)2
, (8.109)
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and so

vy(x, 0)− νv(x, 0) = 0, when x �= ±π/ν. (8.110)

Moreover, the derivative vy = ux has the same value at two points, where a
streamline enclosing one of the singular points intersects the x axis. Taking
such a contour as S+ and a similar contour as S−, we see that u delivers a
solution to Problem R in the corresponding water domain W . The asymptotic
behavior of Ei implies that v(z) ∼ ± log |z ± π/ν| as z →∓π/ν, and so u
given as a combination of horizontal dipoles behaves like a vortex near singu-
lar points (this has been pointed out by Ursell [335]). Hence, the streamlines
enclosing the singular points do exist for sufficiently large values of v. These
lines are close to semicircles that are the level lines of log |z ± π/ν|.

Now, let us investigate the family of streamlines in more detail, and, in
particular, prove that any streamline of positive level encloses one of the
singular points as shown in Fig. 8.4, where the streamlines v = 0 (bold line)
and 0.2, 0.4, 0.6, and 1.0 are plotted. Since v(x, y) is an odd function of x ,
we restrict ourselves to considering only positive values of x . Properties of
harmonic functions yield that streamlines can have end points either on the free
surface or at infinity (see Subsection 4.1.1.2). It follows from the asymptotics
of (8.107) at infinity that only nodal lines of v (the loci, where v = 0) are the
streamlines going to infinity, and so the nodal lines divide the fluid domain
into subdomains, each of which contains a family of contours with the same
properties. Thus we have to investigate the behavior of the function v(x, 0)
and of the nodal lines of v(x, y) in the quadrant {x > 0, y < 0}, and we begin
with the following lemma.

There is only one zero ξ0 ∈ (2π/3ν, π/ν) of v(x, 0) on the half-axis x > 0.
First, let us demonstrate that v(x, 0) < 0 for x ∈ (0, 2π/3ν]. From 3.354.2

and 3.722.7 in Gradshteyn and Ryzhik [96], it follows that
∫+∞

0

cos ak

k − 1
dk =

∫+∞
0

ke−ak

1+ k2
dk − π sin a, a > 0. (8.111)
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Then v(x, 0) = I (x)− 2π sin νx for x ∈ (0, π/ν), and

I (x) =
∫+∞

0

k
[
e(xν−π)k − e−(xν+π )k

]
1+ k2

dk.

It is obvious that I ′(x) > 0, and so I (x) is an increasing nonnegative function.
Therefore,

I (x) ≤ I (2π/3ν) ≤ e−1
∫+∞

0

e(1−π/3)k

1+ k2
dk < e−1

∫+∞
0

dk

1+ k2
= π

2e
,

where it is taken into account that ek−1 ≥ k for k ≥ 0.
Let us put

x∗ = ν−1 arcsin(1/4e), (8.112)

and so 2π sin xν ≥ π/2e for x ∈ [x∗, 2π/3ν], which implies that v(x, 0) ≤ 0
on this interval. Now let us prove that v(x, 0) < 0 for x ∈ (0, x∗]. Assuming
the contrary and taking into account that v(0, 0) = 0, we see that vx (ξ, 0)
must have a zero at a certain ξ ∈ (0, x∗), but this is impossible because

vx (x, 0) < 2πν{[π2 − (x∗ν)2]−1 − cos x∗ν} < 0,

and these inequalities follow from

vx (x, 0)= 2πν{[π2− (xν)2]−1− cos xν}− ν

∫+∞
0

e(xν−π )k + e−(xν+π )k

1+ k2
dk.

(8.113)

Thus, we have proved that v(x, 0) < 0 for x ∈ (0, 2π/3ν]. This and the obvi-
ous fact that v(x, 0) →+∞ as x → π/ν imply that v(x, 0) vanishes at some
point ξ0 ∈ (2π/3ν, π/ν).

Let us prove that the zero of v(x, 0) is unique. From (8.111) we have that

v(x, 0) =
∫+∞

0

k
[
e(π−xν)k − e−(π+xν)k

]
1+ k2

dk > 0 for x > π/ν.

Moreover, (8.113) and the inequalities −cos xν ≥ 1/2,
∫+∞

0

e(xν−π )k + e−(xν+π)k

1+ k2
dk ≤ π,

imply that

vx (x, 0) ≥ 2πν[π2 − (xν)2]−1 > 0 for xν ∈ [2π/3, π ).

This completes the proof of the lemma.
Further properties of v(x, 0) will follow from the second lemma.
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Let x∗ be defined by (8.112); then there is only one zero ξ1 ∈ (x∗, 2π/3ν)
of vx (x, 0) on the half-axis x > 0.

In the proof of the previous lemma it was shown that vx (x, 0) > 0 for x ∈
[2π/3ν, π/ν) andvx (x, 0) < 0 for x ∈ (0, x∗] ∪ (π/ν,+∞). Therefore, there
is at least one zero ξ1 ∈ (x∗, 2π/3ν) of vx (x, 0). In order to prove that the zero
is unique it is sufficient to show that vxx �= 0 in this interval. Differentiating
(4.59) and comparing the result with v(x, 0), we get that

vxx = −ν2v(x, 0)+ 4πxν3

[π2 − (xν)2]2
.

Since v(x, 0) < 0 in (x∗, 2π/3ν), we have that

vxx >
4πxν3

[π2 − (xν)2]2
> 0

in this interval, which completes the proof of the second lemma.
The following corollary is an immediate consequence of the two proven

lemmas.
The inequality ξ1 < ξ0 holds; v(x, 0) is negative for 0 < x < ξ0 and pos-

itive for x > ξ0 and x �= π/ν. Also, v(x, 0) decreases for 0 < x < ξ1 and
x > π/ν and increases between ξ1 and π/ν.

In Fig. 8.5(a), the graph of v(x, 0) is shown by solid lines (there are two
of them asymptoting to νx = π ), and the graph of ν−1vx (x, 0) is shown by
dashed lines.
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Figure 8.5.
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According to the first lemma, there is only one nodal streamline in the
quadrant {x > 0, y < 0} and we proceed with describing its behavior. The
nodal streamline emanates from (ξ0, 0) and its equation can be found as
follows. From (8.109), we get

v(x, y) = eνy

{
v(x, 0)−

∫ 0

y

[
t

t2 + (x + π/ν)2
− t

t2 + (x − π/ν)2

]
e−t dt

}
,

and so

v(x, 0) =
∫ 0

y

[
t

t2 + (x + π/ν)2
− t

t2 + (x − π/ν)2

]
e−t dt

is the equation we seek. Since the last integral is positive in the quadrant
and v(x, 0) > 0 for x > ξ0, the nodal line emanating from (ξ0, 0) lies below
the interval (ξ0,+∞) on the x axis. It divides the quadrant into two regions,
each covered by a family of streamlines. The last corollary shows that the
streamlines belonging to one of the families, say ), correspond to positive
values of v and have the left end point in (ξ0, π/ν) and the right end point in
(π/ν,+∞); they are shown by solid lines in Fig. 8.5(b) and correspond to
v = 0.2, 0.6, and 1.0. The streamlines from the other family (they correspond
to negative values of v) have the right and left end points in (0, ξ1) and (ξ1, ξ0),
respectively; they are shown by dashed lines in Fig. 8.5(b) and correspond
to v = −0.5,−1.0,−2.0, and−4.0. The nodal streamline is plotted by the
bold line in Fig. 8.5(b).

A streamline from ) and a line from the family that is the symmetric
image of ) in the y axis form a tandem such that (8.107) delivers the velocity
potential for a mode trapped in the water domain in R

2 outside the streamlines
chosen (this is an example of non-uniqueness in Problem R).

8.4.2. Trapped Modes in Problem S

Let us consider an arbitrary streamline v(x, y) = const �= 0 making angles
β3 and β4 with the free surface at the end points P3 and P4, which are on the
left and on the right from the streamline, respectively (see Fig. 8.3). Then

tanβi = (−1)ivx (Pi )/vy(Pi ) = (−1)ivx (Pi )/ [νv(Pi )] , i = 3, 4,

where the second equality is a consequence of (8.110). The corollary proven in
Subsection 8.4.1 and illustrated in Fig. 8.5(a) implies that the last expression
is negative, and so βi > π/2; see Fig. 8.5(b). Of course, the same is true for
streamlines surrounding the left singular point.

Since the streamlines defined by (8.108) make obtuse angles with the free
surface (we recall that the velocity field can be singular in this case), and
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the velocity potential (8.107) defines a nonsingular velocity field everywhere
outside the singular points, we conclude that the coefficients C (2)

i (i = 1, 2,
3, 4) in the local asymptotics (8.8) for (8.107) at Pi are equal to zero. There-
fore, (8.107) is a nontrivial least singular potential in the water domain outside
a pair of streamlines under consideration (or a nontrivial solution to the ho-
mogeneous Problem S, which admits the obvious generalization to the case
when there are more than one surface-piercing body).

Moreover, (8.107) delivers examples of non-uniqueness for the least sin-
gular statement when three or four bodies are presented by the streamlines
defined by (8.108).

An example of non-uniqueness for the least singular statement does exist
when there is a single surface-piercing body. It is given by the following
potential:

u(1)(z) = (2ν)−1Gx (z; 0).

The corresponding streamlines v(1) = 0.5, 1.0, 1.5, and 2.0 are plotted in
Fig. 8.6. The last potential satisfies (8.11), and so the spray resistance vanishes
for the cylinder defined by v(1). However, in contrast to (8.107) the velocity
potential u(1) is not waveless.

8.5. Cylinder in the Supercritical Stream

In this section we consider the two-dimensional Neumann–Kelvin problem in
the case when a cylinder is partly immersed in a supercritical stream of finite
depth (without loss of generality we can assume the latter to be equal to one).
For this problem augmented with the supplementary conditions (8.10) and
(8.11) (they were used in Section 8.1 for the problem in deep water) we obtain
the same results concerning the unique solvability as those in Subsection
7.2.2 for a totally submerged cylinder. Since the methods developed earlier
are applicable here, we restrict ourselves to a brief description of results.
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8.5.1. Two Equivalent Statements of the Problem

Let the longitudinal section of the undisturbed stream be the strip

L = {−∞ < x < +∞,−1 < y < 0},
and let the immersed cylinder’s cross section be a bounded simply connected
domain D ⊂ L such that its boundary ∂D consists of a segment {|x | ≤ a,
y= 0}, where a > 0, and of a simple closed C2 arc S that lies in L with an
exception for the end points P± = (±a, 0). We suppose that the x axis is not
tangent to S at P± (see Fig. 8.1), and we set W = L\D̄, F± = {±x > a, y= 0}.

The velocity potential u describing the induced water motion must satisfy
the boundary value problem consisting of (8.1), (8.2), (8.4)–(8.7), and of the
no-flow condition on the horizontal bottom:

uy = 0 when y = −1. (8.114)

Of course, E in (8.6) must be an arbitrary compact set in L̄ such that D̄ ⊂ E
and F± ∩ E �= ∅.

The local asymptotic formula (8.8) remains valid in the present case, and so
formula (8.9) for the x derivative of u along the free surface is also true. This
allows us to use (8.10) and (8.11) as the set of supplementary conditions, and
as in Section 8.1 the corresponding problem will be referred to as Problem I.

As in the case of a totally submerged cylinder, the behavior of u as |x | → ∞
is described by formula (7.62), but the relations for coefficients must be
rewritten as follows:

(c+ − c−)(1− ν) = ν

∫
S

(
x
∂u

∂n
− u

∂x

∂n

)
ds

− a[ux (P+)+ ux (P−)]+ u(P+)− u(P−),

Q(1− ν)+ ux (P+)− ux (P−) = ν

∫
S

∂u

∂n
ds. (8.115)

For Problem I, the equivalent statement in terms of the stream function v

is almost the same as in the case of deep water (see Subsection 8.1.3), but
two amendments must be done: (i) conditions (8.23)–(8.29) must be comple-
mented by

v = 0 when y = −1; (8.116)

(ii) conditions (8.30) and (8.31) must be rewritten as follows:

C0 = ν−1[ux (P−)+ Q(ν − 1)], (8.117)

C− = (1− ν)Q. (8.118)
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The last assertion in Subsection 8.1.3 providing necessary and sufficient
conditions for boundedness of u at infinity remains true for the supercritical
stream [of course, in (8.36) the integration must be over (−1, 0) instead of
(−∞, 0)].

8.5.2. On the Uniqueness of the Solution

Let u satisfy the homogeneous Problem I; then the no-flow condition on S,
the supplementary condition (8.11), and (8.115) imply that Q = 0. Therefore,
we have that ∫

W
|∇u|2 dxdy <∞, (8.119)

which is similar to (8.58) in Subsection 8.1.6.2. The last inequality allows us to
derive the integral identity (8.60), where the integral over the bottom vanishes
because of (8.114). Then using the same considerations as in Subsection
8.1.6.2, we obtain that u(x, y) = u(x). Now (8.2) and (7.62) imply that u =
c+ and uy = 0 on F+, and the following theorem is a consequence of the
uniqueness theorem for the Cauchy problem for the Laplace equation.

Let u be a solution to the homogeneous Problem I and x · n ≥ 0 on S. If
one of the following two assumptions holds, (i) B = 0, (ii) 2a + AB−1 ≥ 0,
then u = const in W.

Let us generalize the second uniqueness theorem in Subsection 8.1.6.2,
which does not require the inequality x · n ≥ 0 to hold on S.

Let u be a solution to the homogeneous Problem I and one of the following
two assumptions holds: (i) B = 0, (ii) A/B ≥ 0. Then u = const in W.

Let us consider the equivalent homogeneous boundary value problem for
the stream function v. From (8.117) and (8.118), it follows that

vy − νv = 0 on F = F+ ∪ F−, (8.120)

v = ν−1vy(P−) on S, (8.121)

Avy(P−) = B
∫

S

∂v

∂n
ds, (8.122)

and (8.119) holds for v. The latter condition allows us to apply Green’s identity
to W , and according to (8.120)–(8.122) this identity takes the following form:

∫
W
|∇v|2 dxdy − ν

∫
F
v2 dx = −vy(P−)

ν

∫
S

∂v

∂n
ds. (8.123)

If B = 0, then (8.122) yields vy(P−) = 0 and the right-hand-side term in
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(8.123) vanishes. Otherwise, (8.122) and (ii) imply

−vy(P−)

ν

∫
S

∂v

∂n
ds = − A

Bν
[vy(P−)]2 ≤ 0,

and so we get from (8.123) that∫
W
|∇v|2 dxdy ≤ ν

∫
F
v2 dx . (8.124)

Since (8.121) holds on S, v can be extended into D as a constant function.
Then we have

v(x, 0) =
∫ 0

−1
vy(x, y) dy when |x | > a,

where (8.116) is taken into account. Then the Schwarz inequality gives

|v(x, 0)|2 ≤
∫ 0

−1
|vy(x, y)|2 dy when |x | > a,

and integrating over F we get∫
F
v2 dx ≤

∫
W\Wa

|vy(x, y)|2 dxdy ≤
∫

W
|∇v|2 dxdy,

because∇v vanishes outside W (here Wa = W ∩ {|x | < a}). Comparing this
with (8.124), we find that

(1− ν)
∫

F
v2 dx ≤ 0.

By virtue of 0 < ν < 1 we obtain that v = 0 on F . Then (8.120) allows us
to apply the uniqueness theorem for the Cauchy problem for the Laplace
equation, and so v = 0 in W . Therefore, u = const in W , which completes
the proof.

8.5.3. On the Existence of the Solution

Despite the fact that the problem of a supercritical stream about a surface-
piercing cylinder is a real one, it is convenient to demonstrate the solvability
of this problem by using the method applied in Subsection 8.1.6.4 for proving
the solvability theorem for Problem II. The method is based on the following
representation [cf. (8.73)]:

u(z) = (Vµ)(z)+ (Wρ)(z)+
∑
±

µ±G(z,±a),

where µ± are unknown complex numbers and potentials Vµ and Wρ have
unknown complex-valued densities µ ∈ Cκ (S) and ρ ∈ C(D̄) (we recall that
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Vµ is the single-layer potential andWρ is the area potential, and both of them
have Green’s function G as the kernel). Substituting the given representation
of u into the Neumann boundary condition on S, the supplementary conditions
and Poisson’s equation,

∇2u = −iu in D,

one arrives at the same integroalgebraic system as in Subsection 8.1.6.4 [see
equations (8.75)–(8.77) and (8.79)], and so Fredholm’s alternative holds for
this system in Cκ (S)× C(D̄)× C

2 when κ is chosen appropriately.
Now the same consideration as in Subsection 8.1.6.4 shows that the homo-

geneous integroalgebraic system has only a trivial solution when the unique-
ness theorem is true for the boundary value problem (see the conditions of
uniqueness in Subsection 8.5.2). Therefore, the nonhomogeneous integroal-
gebraic system is solvable for arbitrary right-hand-side terms, and the repre-
sentation given above solves the boundary value problem. Thus the following
theorem is proved.

Let the assumptions of one of the theorems proved in Subsection 8.5.2
hold, and let ν be an arbitrary number in (0, 1). Then Problem I has a unique
solution for any triple ( f,C, K ) ∈ C0,α(S)× R

2.

8.6. Bibliographical Notes

8.1. The results of this section were obtained by Kuznetsov and Maz’ya
[166].

8.2. The formula for resistance of a cylinder in deep water was given without
derivation in the paper [171] by Kuznetsov and Motygin, and the correspond-
ing result for shallow water was not published earlier.

8.3.1. Results presented in this subsection are borrowed from the work [165]
by Kuznetsov and Maz’ya.

8.3.2. The waveless potential investigated in this subsection was considered
by Kuznetsov and Motygin [171]. Another approach allowing us to construct
bodies that do not generate waves was outlined in the abstract [321] by Tuck
and Tulin.

8.3.3. Resistanceless potential for a tandem investigated in this subsection
was considered by Kuznetsov and Motygin [172].

8.4. Results presented in this section are borrowed from the work [172] by
Kuznetsov and Motygin.

8.5. Here we present the results obtained by Kuznetsov [161].
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A brief historical survey. In his work [335] published in 1981, Ursell inves-
tigated the Neumann–Kelvin problem for a surface-piercing semicircle and
found that this problem has a two-parameter set of solutions. Earlier, this fact
was discovered numerically (see Suzuki [316] and references cited therein).
In particular, Suzuki pointed out that as early as 1963, Bessho and Mizuno
had solved numerically the Neumann–Kelvin problem for a semisubmerged
circular cylinder and found that there are infinitely many solutions and hence
the wave resistance calculated from the velocity potential can have any value.
In his G. Weinblum Memorial Lecture [25], Bessho presented results on this
problem (for the most part numerical) obtained during the past several decades
in Japan. In 1976, Eggers, in his discussion to Bessho [24], had suggested that
the homogeneous problem possesses nontrivial solutions. However, the first
mathematical proof of this assertion was given only by Ursell [335]. In the
same paper, he proposed a statement in which the problem is complemented
in a way leading to the so-called least singular solution (see Section 8.3).

In their work [165] published in 1988 (the original paper in Russian was
published earlier than the English translation given in the Bibliography),
Kuznetsov and Maz’ya proposed several versions of supplementary condi-
tions. Later on in [166], they considered the general linear supplementary
conditions (the corresponding problem is considered in Section 8.1), which
include two sets of conditions considered in [165] as particular cases in which
the coefficients are chosen in a special way. The problem of a supercritical
stream about a two-dimensional body was considered by Kuznetsov [161]
who augmented the equation, boundary conditions, and conditions at infin-
ity by the same general linear supplementary conditions as in [166] (see
Section 8.5).

There are a number of other statements of the Neumann–Kelvin problem
for surface-piercing bodies (a survey of these statements is given in Section
8.3). In 1982, Lenoir [187] proposed a statement in terms of the stream func-
tion with a condition of Kutta–Zhoukovsky type at the stern point. The version
of supplementary conditions proposed by Kuznetsov [158] (see also the ab-
stract by Motygin and Kuznetsov [255]) provides the resistance to be purely
wave making, that is, there are no sprays at bow and stern points, and to
be expressed by just the same formula as for a totally submerged cylinder
(see Section 7.3). Recently, two papers by Kuznetsov and Motygin were
published, and in the first of them [171] the authors consider supplemen-
tary conditions leading to a wave-free solution and, hence, losing the wave
resistance, but the second component of resistance, the so-called spray re-
sistance, is not zero under these conditions, generally speaking. Neverthe-
less, the total resistance vanishes if the body contour is symmetric about its
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midsection. Another paper [172] by the same authors is concerned with a
similar waveless statement of the Neumann–Kelvin problem for a tandem of
surface-piercing cylinders. In the latter case there exists a set of four supple-
mentary conditions canceling both the wave resistance and the spray resis-
tance and providing a well-posed statement of the problem. This means that
a unique solution exists for all values of the forward speed U except for a
sequence tending to zero.

At the same time, for the exceptional values of U, examples of non-
uniqueness are constructed, that is, a couple of surface-piercing contours
for which the homogeneous problem augmented with the same four waveless
supplementary conditions has a nontrivial solution (see Section 8.4). The con-
struction of these examples is based on the inverse procedure considered in
Section 4.1 for a non-uniqueness example in the water-wave problem. Thus,
there are two different kinds of non-uniqueness in the Neumann–Kelvin prob-
lem. The non-uniqueness of the first kind can be removed by imposing proper
supplementary conditions. The non-uniqueness of the second kind is intrinsic
to the problem with some supplementary conditions, but it is absent in the
problem with other ones.

Recently, several papers by Pagani and Pierotti [275, 278, 279, 280] were
published. In the second of them, the authors treat the Neumann–Kelvin
problem for a beam placed on the free surface, and the results of this paper
form a base for considering the nonlinear problem of the uniform forward
motion of a slender two-dimensional body. The latter problem is investigated
in [279] and [280] for different regimes of flow.

An interesting approach to ship waves based on the ray theory was devel-
oped by Keller [133] in 1979, but, to our knowledge, no further development
of this approach has been published.

Much attention has been paid to the numerical treatment of the three-
dimensional ship-wave problem. Among numerous works on this topic we
mention the paper [259] by Nakos and Sclavounos (above all, it contains a
substantial list of references) in which the authors apply discretization to an
integral equation arising from Green’s representation of the velocity potential
when the so-called double-body model is applied. This model may be con-
sidered as a kind of supplementary condition in the three-dimensional case.

In conclusion of these notes, it should be mentioned that a rigorous deriva-
tion of formulae for the resistance to the forward motion of three-dimensional
surface-piercing bodies in deep and shallow water is still an open question
despite the fact that Michell’s pioneering paper [245] on the resistance of
a knife-like ship goes back to 1898. During the first half of the 20th cen-
tury, Havelock worked extensively on the theory of wave resistance (see his
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Collected Papers [111] edited by C. Wigley). Results obtained by these and
other authors can be found in two survey papers by Wehausen and Laitone
[354] and Wehausen [353], and in the books by Kostyukov [147] and Timman
et al. [318]. The questions arising in the theory of wave resistance are outlined
by Weinblum [355] and Bessho [24] in their talks at International Seminars
on Wave Resistance in 1963 and 1976, respectively (proceedings of these
seminars present the state of the art in the field at those times). In particular,
Bessho dwells on the question of uniqueness and the role of the so-called line
integral (another heuristic approach to this integral was developed by Brard
[32]). The answers to these questions were obtained in the two-dimensional
case (they constitute the contents of this chapter), but there are no rigorous
results concerning the three-dimensional case.



Part 3

Unsteady Waves





9

Submerged Obstacles: Existence and
Properties of Velocity Potentials

Steady-state problems usually arise as limiting cases of time-dependent prob-
lems, and it is widely believed that the latter are more natural from the
hydrodynamic point of view (see, for example, Stoker [312], pp. 175–176
for a discussion of relationships between problems describing unsteady and
time-harmonic waves). Moreover, the problems describing unsteady waves
are not only more attractive physically as providing a natural approach to
wave phenomena, but also have another appealing feature as a mathematical
challenge posed to a researcher, and up to the present only the problem in-
volving submerged obstacles obtained a satisfactory mathematical treatment
presented here.

9.1. The Initial-Boundary Value Problem and an Auxiliary
Steady-State Problem

The plan of this section is as follows. In Subsection 9.1.1, we describe the
water domain and formulate the initial-boundary value problem. Several func-
tion spaces that we use in what follows are also introduced in this subsection.
An auxiliary steady-state problem is considered in Subsection 9.1.2.

9.1.1. Definitions

9.1.1.1. Statement of the Initial-Boundary Value Problem

Let W denote a water domain bounded above by the free surface F = ∂R
3
−.

The boundary ∂W can also contain the following disjoint parts: a bottom B
and a surface S of a totally immersed body D (for the sake of simplicity, we
assume that there is only one body in water, but all results remain true for a
finite number of bodies). We suppose that B is a smooth surface dividing R

3
−

into two unbounded regions and coinciding with the plane y = −d (d > 0)
at infinity. The surface S is assumed to be smooth, connected, and closed. It
is possible that either B or S (even B ∪ S) is an empty set. We also assume

421
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that W contains a layer of constant depth d0 ≤ d adjacent to the free surface;
that is, y < − d0 on B ∪ S.

Let us recall the general linear initial-boundary value problem formulated
in the Boundary Condition on an Immersed Rigid Surface section in the
Introduction for the velocity potentialφ(x, y, z, t) describing unsteady waves:

∇2φ = 0 in W, (9.1)

φt t + φy = f for t > 0,

φ = f0, φt = f1 for t = 0

}
on F, (9.2)

∂φ/∂n = v on B ∪ S, (9.3)

where v is a continuous function vanishing at infinity when B �= ∅. Here the
units are chosen so that the acceleration due to gravity is equal to one.

9.1.1.2. Function Spaces

A solution to (9.1)–(9.3) is assumed to belong to a Hilbert space H(W )
supplied with the inner product

(φ,ψ)H(W ) =
∫

W
∇φ · ∇ψ dxdydz +

∫
F
φψ dxdz (9.4)

and obtained by completing C1
0 (W̄ ) (it consists of continuously differentiable

in W̄ functions vanishing at infinity) with respect to

‖φ‖H(W ) = (φ, φ)1/2
H(W ).

A weak solution from H(W ) solving (9.1)–(9.3) will be defined in Section
9.2.

Now we introduce some function spaces to be used in what follows. By
ψ (c) we denote the trace of ψ on a plane y = c. For every ψ ∈ H(W ) there
exists ψ (0) ∈ L2(F) and ∥∥ψ (0)

∥∥
L2(F) ≤ ‖ψ‖H(W ). (9.5)

Let La = {(x, y, z) ∈ R
3 :−∞ < x, z < +∞, −a < y < 0}, 0 ≤ a ≤ d0;

then ∫
R2

[
ψ (−a) − ψ (0)

]2
dxdz ≤ a

∫
La

ψ2
y dxdydz

and (9.5) yield that ψ (−a) belongs to L2(R2) for any ψ ∈ H(W ) and∥∥ψ (−a)
∥∥

L2(R2) ≤ (1+√a)‖ψ‖H(W ). (9.6)
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Integrating this inequality with respect to a, we get

‖ψ‖L2(Ld0 ) ≤
[
d0 + 2d3/2

0 /3
]‖ψ‖H(W ). (9.7)

As usual, H 1(Ld0 ) denotes the Sobolev space supplied with the inner
product (

φ,ψ
)

H 1(Ld0 ) =
∫

Ld0

(φψ +∇φ · ∇ψ) dxdydz.

From (9.4) and (9.7), it follows that restricting ψ ∈ H(W ) to Ld0 we obtain a
function belonging to H 1(Ld0 ) and

‖ψ‖H 1(Ld0 ) ≤
[
1+ d0 + 2d3/2

0 /3
]‖ψ‖H(W ). (9.8)

Another space to be used in what follows is the Sobolev space H s =
H s(F), which consists of functions h ∈ L2(F) having finite the following
norm:

‖h‖s =
[∫

R2
(1+ |σ |2)s |ĥ(σ )|2 dσ

]1/2

,

where σ = (ξ, ζ ), |σ |2 = ξ 2 + ζ 2, and ĥ(σ ) is the Fourier transform of
h(x, z).

By Parseval’s equality we have that H 0 = L2(F), and the well-known
Sobolev’s embedding theorem (see, for example, Gilbarg and Trudinger [94])
guarantees that ∥∥ψ (0)

∥∥
1/2 ≤ C(d0)‖ψ‖H 1(Ld0 ).

This and (9.8) imply that for ψ ∈ H(W ) we have that ψ (0) ∈ H 1/2 and the
following inequality, ∥∥ψ (0)

∥∥
1/2 ≤ C(d0)‖ψ‖H(W ), (9.9)

holds.

9.1.2. Auxiliary Steady-State Problem

For studying problem (9.1)–(9.3) we need an auxiliary problem:

∇2φ = 0 in W, φ = ϕ on F,

∂φ/∂n = v on B ∪ S,
(9.10)

where ϕ ∈ H 1/2. By H0(W ) we denote the subspace of H(W ) consisting of
functions that are equal to zero on F .
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If φ ∈ H(W ) satisfies∫
W
∇φ · ∇ψ dxdydz =

∫
B∪S

vψ dS (9.11)

for all ψ ∈ H0(W ) and φ(0) = ϕ holds, then we call φ a weak solution of
(9.10).

It is well known (see, for example, Gilbarg and Trudinger [94]) that a weak
solution φ is a harmonic function in W , and φ is smooth up to B ∪ S and
satisfies the boundary condition on B ∪ S. It follows from (9.9) that the trace
on F is defined for any φ ∈ H(W ), and so the boundary condition φ(0) = ϕ

is meaningful. Besides, if ϕ is smooth enough, then φ is smooth up to F and
the boundary condition on F holds in the classic sense.

By � we denote the linear functional

H0(W ) ) ψ !→ �(ψ) =
∫

B∪S
vψ dS, (9.12)

and we let ‖�‖ be its norm. By virtue of the Sobolev embedding theorem
mentioned in Subsection 9.1.1 we get that

‖ψ‖L2(B∪S) ≤ C‖ψ‖H(W ),

and so � is a bounded functional because v is continuous function having a
compact support.

The following theorem solves the question about the unique solvability of
the auxiliary problem (9.10).

For every ϕ ∈ H 1/2 there exists a unique weak solution φ ∈ H(W ) of
(9.10), and the following inequality,

‖φ‖H(W ) ≤ C‖ϕ‖1/2 + ‖�‖, (9.13)

holds for this solution.
For proving the uniqueness, we substituteψ = φ into (9.11), where v = 0.

This immediately gives that ∇φ = 0 in W , and so φ = const. Since φ(0) =
ϕ = 0, we get that φ = 0, which completes the proof of uniqueness.

Let us turn to the existence of the solution. First, we note that results con-
cerning extension of functions (see, for example, Gilbarg and Trudinger [94])
imply that for any ϕ ∈ H 1/2 there exists φ1 ∈ H(W ) such that

φ
(0)
1 = ϕ, ‖φ1‖H(W ) ≤ C‖ϕ‖1/2. (9.14)

Boundedness of � implies that the following functional,

�1 :H0(W ) ) ψ !→ �(ψ)− (φ1, ψ)H(W ),
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is bounded. Then the Riesz theorem gives that φ2 ∈ H0(W ) exists such that

‖φ2‖H(W ) = ‖�1‖ ≤ ‖�‖ + ‖φ1‖H(W ), (9.15)

and �1(ψ) = (φ2, ψ)H(W ) for every ψ ∈ H(W ). The latter equality implies
that (9.11) holds for φ = φ1 + φ2. Then φ is a solution of (9.10) because
φ ∈ H(W ) and φ(0) = ϕ. At last, combining (9.14) and (9.15), one obtains
(9.13), which completes the proof.

It is clear that the solution proved to exist (see the previous theorem) is as
smooth in Ld0 as the smoothness of ϕ allows, which is made precise in the
following assertion.

Let ϕ ∈ H s, s ≥ 1/2, and let a be an arbitrary number from [0, d0 − δ],
where 0 < δ < d0. Then the weak solution of (9.10) satisfies the following
estimate, ∥∥(∂ j

yφ
)(−a)∥∥

s− j
≤ C(s, j, δ) [‖ϕ‖s + ‖�‖] , (9.16)

for every integer j ≥ 0.
The weak solution of (9.10) is harmonic function in Ld0 , and (9.6) and

(9.13) imply that ∥∥φ(−d0)
∥∥

L2(R2) ≤ C
[ ‖ϕ‖1/2 + ‖�‖

]
. (9.17)

Applying the Fourier transform in x and z – we will denote it F(·) when
necessary to simplify the notation – to φ, we use its harmonicity and the
Fourier transforms of its boundary values on sides of Ld0 , and we obtain that

φ̂ = [ ϕ̂ sinh |σ |(y + d0)− F
(
φ(−d0)

)
sinh |σ |y ] / sinh |σ |d0. (9.18)

Combining two obvious inequalities,[
∂ j

y sinh |σ |(y + d0)
](−a) /

sinh |σ |d0 ≤ C( j)(1+ |σ |2) j/2,[
∂ j

y sinh |σ |y ](−a) /
sinh |σ |d0 ≤ C(s, j, δ)(1+ |σ |2)(s− j)/2,

with (9.15) and (9.17) proves (9.16).

9.2. Operator Equation for the Unsteady Problem

First, we recall two facts: first, if φ ∈ H(W ), then (9.9) implies that φ(0) ∈
H 1/2, second, if φ ∈ H(W ) satisfies (9.11) for every ψ ∈ H(W ), then the last
assertion in Subsection 9.1.2 implies that φ(0)

y ∈ H−1/2. According to these
remarks the following definition is meaningful.

By Ck([0, T ], H s) we denote the set of functions depending on t and
having values in H s that are assumed to be continuous together with their
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t derivatives up to the order k. Let f , f0, and f1 be three functions belonging
to C0([0, T ], H 0), H 1/2, and H 0, respectively. Then φ is said to be a weak
solution of (9.1)–(9.3), if the following conditions are fulfilled: (i) φ ∈ H(W )
for t ∈ [0, T ]; (ii) φ satisfies (9.11) for every ψ ∈ H0(W ); (iii) the trace
on the free surface φ(0) belongs to Ck([0, T ], H (1−k)/2) for k = 0, 1, 2; and
(iv) conditions (9.2) hold and the first of them means that for every t ∈ [0, T ]
both sides coincide as the elements of H−1/2.

Let us introduce an operator required for reducing the unsteady problem
to an operator equation.

By K we denote the Dirichlet–Neumann operator mapping H 1/2 into
H−1/2 and defined as follows:

Kϕ = φ(0)
y , (9.19)

where φ ∈ H(W ) solves (9.10) for zero Neumann data on B ∪ S. The follow-
ing lemma gives the properties of K to be used below.

For any s ≥ 1/2, K is a bounded linear operator mapping H s into H s−1

and such that K = η + T . Here η = F−1 η̂ F(·), η̂ is the operator of multi-
plication by |σ | coth |σ |d0, and the properties of η and T are as follows.

Let λ0 > 0 and I be the identity operator; then (λ0 I + η)−1 is a bounded
operator mapping H s−1 into H s for any s, and T is such that the estimate

‖Tϕ‖α ≤ Cα‖ϕ‖1/2

holds for any α.
Since (9.10) is a linear problem, K is a linear operator, and from (9.16),

where ‖�‖ = 0 because v = 0, it follows that K is bounded. The required
representation is a consequence of (9.18), which gives that

Tϕ = −F−1
(|σ |F (φ(−d0)

)/
sinh |σ |d0

)
.

The estimate for T immediately follows from the definition of norm in H s ,
Parseval’s equality, and (9.17), where ‖�‖ = 0. From the following inequality,

(λ0 + |σ | coth |σ |d0)−1 ≤ C(λ0)(1+ |σ |2)−1/2,

one immediately obtains that (λ0 I + η)−1 is bounded in the indicated spaces,
which completes the proof.

Let us turn to the unsteady problem (9.1)–(9.3) and begin with getting rid
of the inhomogeneity in (9.3). For this purpose a solution of (9.1)–(9.3) is
sought in the form φ = φ1 + φ2, where φ1 is the weak solution of (9.10v)
[we refer to the auxiliary problem (9.10) as (9.10v) and (9.10ϕ), if ϕ = 0 and
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v = 0, respectively]. Then φ2 must satisfy the following problem:

∇2φ = 0 in W, (9.20)

φt t + φy = f∗ for t > 0,

φ = f0, φt = f1 for t = 0

}
on F, (9.21)

∂φ/∂n = 0 on B ∪ S, (9.22)

where f∗ = f − (∂yφ1)(0). According to the last assertion in Subsection 9.1.2,
we have that f∗ ∈ C0([0, T ], H 0) when f is from this class.

Now, let φ be weak solution of (9.20)–(9.22) and ϕ = φ(0); then

ϕ ∈ Ck
(
[0, T ], H (1−k)/2

)
, k = 0, 1, 2, (9.23)

and (9.21) can be written in the form

ϕt t + Kϕ = f∗ for t ≥ 0,

ϕ = f0, ϕt = f1 for t = 0

}
. (9.24)

Hence, any weak solution of (9.20)–(9.22) is a solution of the auxiliary prob-
lem (9.10ϕ), where ϕ satisfies (9.23) and (9.24). It is obvious that the converse
is also true, that is, if φ is weak solution of (9.10ϕ) and ϕ satisfies (9.23) and
(9.24), then φ is weak solution of (9.20)–(9.22), and so the following theorem
is proved.

Let f ∈ C0([0, T ], H 0), f0 ∈ H 1/2, and f1 ∈ H 0; then the following two
assertions are equivalent: (i) φ is weak solution of (9.1)–(9.3); (i i) φ =
φ1 + φ2, where φ1 is weak solution of (9.10v) and φ2 is weak solution of
(9.10ϕ); here ϕ satisfies (9.23) and solves (9.24), where

f∗ = f − (∂yφ1)(0) ∈ C0([0, T ], H 0). (9.25)

This result, together with the first theorem in Subsection 9.1.2, yields the
existence and uniqueness of weak solution of (9.1)–(9.3) provided the unique
solvability of (9.24) is proven in classes (9.23), and so in the next section, we
investigate in detail properties of solutions to (9.24), but we have to consider
further properties of K first.

9.3. Main Results

9.3.1. Further Properties of the Operator K

We preserve the notation K for an unbounded operator in H 0 having the
domain H 1 and defined by (9.19). For K understood in this way, the properties
used below are given in the following lemma.
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The operator K is self-adjoint and nonnegative in H 0, and for any s ≥ 0
there exists a constant as such that

a−1
s ‖ϕ‖s ≤ ‖(I + K )sϕ‖0 ≤ as‖ϕ‖s (9.26)

for every ϕ ∈ H s .
First, let us show that if φ is weak solution of (9.10ϕ), where ϕ ∈ H 1, then∫

W
∇φ · ∇ψ dxdydz −

∫
F
φyψ dxdz = 0 (9.27)

holds for every ψ ∈ H(W ). Let {ϕk} be a sequence of infinitely differentiable
functions on F such thatϕk tends toϕ in H 1 as k →∞, and letφk be solutions
of (9.10ϕk). The last theorem in Subsection 9.1.2 implies that φk is infinitely
differentiable in Ld0 , and so φk is harmonic in Ld0 and the following relations
hold:

‖∇(φk − φ)‖L2(Ld0 ) → 0,
∥∥(φk − φ)(0)

y

∥∥
L2(F) → 0 as k →∞. (9.28)

Let ψ ∈ C∞(W̄ ) be equal to zero at infinity. We split ψ into a sum ψ1 + ψ2,
where ψi ∈ C∞(W̄ ) vanishes at infinity, and also ψ1 = 0 when y = 0 and
ψ2 = 0 when y = −d0. Letting k to infinity in Green’s formula∫

Ld0

∇φk · ∇ψ2 dxdydz −
∫

F
∂yφk ψ2 dxdz = 0,

we get (9.27) for ψ = ψ2. For ψ = ψ1, the same follows by the definition of
weak solution of (9.10ϕ), and so (9.27) holds for any ψ ∈ C∞(W̄ ) vanishing
at infinity. Since such functions are dense in H(W ), (9.27) holds for all ψ ∈
H(W ).

It is obvious that (9.27) can be written in the form∫
W
∇φ · ∇ψ dxdydz =

∫
F
ψKϕ dxdz,

where ϕ ∈ H 1, ψ ∈ H(W ), and φ is weak solution of (9.10ϕ). Therefore, K
is a symmetric, nonnegative operator having the domain H 1. In order to show
that K is self-adjoint it is sufficient to verify that its deficiency indices are
equal to zero. For this purpose, in its turn, it is sufficient to demonstrate that
λ0 I + K , where λ0 is a positive number, maps H 1 onto L2(F); that is, the
equation

(λ0 I + K )ϕ = h (9.29)

is solvable in H 1 for any h ∈ H 0. Let us write (9.29) in the form

(λ0 I + η + T )ϕ = h,
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which is possible by virtue of the first assertion in Section 9.2, and let us seek
a solution of the latter equation in the form ϕ = (λ0 I + η)−1ψ . Applying the
first assertion in Section 9.2 again, we see that ϕ ∈ H 1 if ψ ∈ H 0. Now, the
unknown function ψ must satisfy

ψ + T (λ0 I + η)−1ψ = h.

Since the relation

(1+ |σ |2)1/4(λ0 + |σ | coth |σ |d0)−1 → 0 as λ0 →∞
holds uniformly in |σ | ∈ R, the norm of (λ0 I + η)−1 acting from H 0 into
H 1/2 tends to zero as λ0 →∞. This and the fact that T is a bounded operator
from H 1/2 into H 0 (see the first assertion in Section 9.2) prove that (9.29) is
solvable when λ0 > 0 is sufficiently large. This completes the proof that K
is a self-adjoint operator.

It remains for us to prove (9.26) and this requires the following two facts.
First, I + K is a bounded operator mapping H n into H n−1, where n is a
positive integer. Second, I + K considered in fact 1 has a bounded inverse
operator. Since the first assertion in Section 9.2 implies fact 1, let us turn to
proving fact 2. In order to show that the image of I + K is the whole space
H n−1, we have to demonstrate that

(I + K )ϕ = f (9.30)

is solvable in H n for every f ∈ H n−1. This equation has a solution ϕ ∈ H 1

because K is nonnegative. Now let us write (9.30) in the form

(I + η)ϕ = f − Tϕ. (9.31)

Then the estimate for T obtained in the first assertion in Section 9.2 gives that
f − Tϕ ∈ H n−1, and so the part of the same assertion concerning (I + η)−1

can be applied to (9.31) providing that ϕ ∈ H n . Thus (9.30) has a solution
in H n for any f ∈ H n−1; that is, I + K and its inverse are bounded, and
so (9.26) holds when s is an arbitrary positive integer. Since it also holds
for s = 0, the well-known results on interpolation (see, for example, Gilbarg
and Trudinger [94]) imply that (9.26) is true for every s ≥ 0. The proof is
complete.

9.3.2. Existence of a Unique Weak Solution

The aim of this subsection is to prove the following theorem.
Let f ∈ C0([0, T ], H 0), f0 ∈ H 1/2, and f1 ∈ H 0; then there exists a un-

ique weak solution φ of (9.1)–(9.3), and we have that φ = φ1 + φ2, where φ1



430 Submerged Obstacles

and φ2 are weak solutions of (9.10v) and (9.10ϕ), respectively, where

ϕ =
∫ t

0
K−1/2 sin

[
(t − τ )K 1/2

]
f∗(τ ) dτ

+ cos
(
t K 1/2

)
f0 + K−1/2 sin

(
t K 1/2

)
f1 (9.32)

and

f∗ = f − (∂yφ1)(0). (9.33)

For proving the uniqueness of the weak solution to (9.1)–(9.3), let us
consider ϕ = φ(0), where φ solves the corresponding homogeneous prob-
lem. According to the definition of the weak solution we have that ϕ ∈
Ck([0, T ], H (1−k)/2), k = 0, 1, 2. Thus if ψ = ∫t

0 ϕ(τ ) dτ , then

ψ ∈ Ck+1
(
[0, T ], H (1−k)/2

)
, k = 0, 1, 2. (9.34)

The first theorem in Subsection 9.1.2 and the last theorem in Section 9.2
show that ϕt t + Kϕ = 0. Integrating this equation with respect to t and using
the initial condition ϕt (x, z, 0) = 0, we obtain that ψt t + Kψ = 0. This and
(9.34) imply that

(ψt t , ψt )H 0 + (Kψ,ψt )H 0 = 0. (9.35)

Since K is a positive operator, the second term on the right-hand side can be
written as follows:(

K 1/2ψ, K 1/2ψt
)

H 0 =
(
K 1/2ψ,

(
K 1/2ψ

)
t

)
H 0,

and so (9.35) takes the form

d

dt

(∥∥ψt

∥∥2
0 +
∥∥K 1/2ψ

∥∥2
0

) = 0,

which means that ∥∥ψt

∥∥2
0 +
∥∥K 1/2ψ

∥∥2
0 = const. (9.36)

Since ψ = ψt = 0 when t = 0, both terms on the right-hand side in (9.36)
do vanish identically. Therefore, ψt (x, z, t) = ϕ(x, z, t) = 0, and the unique-
ness of the weak solution to (9.1)–(9.3) follows from the first theorem in
Subsection 9.1.2 and the last theorem in Section 9.2.
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Let us turn to the existence of the solution. In Subsection 9.3.3, it will be
demonstrated that∥∥∂n

t ϕ
∥∥

s−n/2 ≤ C

{
‖ f0‖s + ‖ f1‖s−1/2

+
n−2∑
j=0

∥∥∂ j
t f∗
∥∥

s−1− j/2 +
∫ t

0
‖ f∗(τ )‖s−1/2 dτ

}
(9.37)

holds for ϕ defined by (9.32) and 0 ≤ n ≤ 2s + 1. Moreover, considerations
leading to (9.37) show that usual rules are applicable for differentiating (9.32),
and so this function satisfies (9.23) [to demonstrate this it is sufficient to set
s = 1/2 in (9.37) and to note that φ1 does not depend on t] and solves (9.24).
Then the last theorem in Section 9.2 guarantees that φ defined in theorem’s
formulation solves (9.1)–(9.3). Thus we need (9.37) for completing the proof.

9.3.3. Regularity of Solution

Here we complete the investigation of the unsteady problem (9.1)–(9.3) by
proving the regularity theorem for solutions of (9.24).

Let s ≥ 1/2 and let f ∈ Ck([0, T ], H s−(k+1)/2) for all k such that 0 ≤ k ≤
2s − 1, f0 ∈ H s, and f1 ∈ H s−1/2. If φ solves (9.1)–(9.3), then ϕ(t) = φ(0)

belongs to Cn([0, T ], H s−n/2) for all n such that 0 ≤ n ≤ 2s + 1, and the
following estimate,

∥∥∂n
t ϕ
∥∥

s−n/2 ≤ C

{
‖ f0‖s + ‖ f1‖s−1/2 + ‖�‖

+
n−2∑
j=0

∥∥∂ j
t f
∥∥

s−1− j/2 +
∫ t

0

(‖ f (τ )‖s−1/2 + ‖�‖
)

dτ

}
, (9.38)

holds, where ‖�‖ is the norm of the linear functional defined by (9.12).
Before proving this theorem, we note that it implies two facts: first, the

proof of the unique solvability theorem in Subsection 9.3.2 is complete be-
cause (9.38) justifies (9.37); second, estimate (9.16) holds for all a ∈ [0, d0].

First, it is convenient to assume that

f0 = f1 = 0, f∗ ∈ Ck
(
[0, T ], H s−(1+k)/2

)
,

where f∗ is defined by (9.33). Let us consider

h(t) = [(I + K )s−1/2 f∗
]

(t), (9.39)
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which allows us to write (9.32) in the form

ϕ = (I + K )−s+n/2
∫ t

0
(I + K )(1−n)/2 K−1/2 sin

[
(t − τ )K 1/2

]
h(τ ) dτ.

(9.40)

Here we also used the fact that functions of K do commute and we took into
account the assumption that f0 = f1 = 0. Since

(1+ λ)1/2λ−1/2 sin(t − τ )λ1/2

is a bounded function for λ > 0, the operator in the integrand in (9.40) is
a bounded operator in H 0 when n = 0. Therefore, combining (9.40), where
n = 0, with (9.26), we obtain that

‖ϕ‖s ≤ C
∫ t

0
‖h(τ )‖0 dτ.

Using (9.39) and applying (9.26) once more, we get (9.37) for n = 0 under the
assumption that f0 = f1 = 0. If 0 < n ≤ 2s + 1, then one can differentiate
(9.40) n times, which gives

∂n
t ϕ = (I + K )−s+n/2

∫ t

0
(I + K )(1−n)/2 K (n−1)/2sn

[
(t − τ )K 1/2

]
h(τ ) dτ

+
n−2∑
j=0

C j∂
j

t

{[
(I + K )−s+1/2 K (n− j−2)/2h

]
(t)
}
,

where sn(λ) = sin (λ+ πn/2) and C j , j = 0, 1, . . . , n − 2, are constants.
The integral in the last equality can be estimated in the same way as that
in (9.40). Let us substitute h expressed through f∗ [see (9.39)] into the last
sum and apply (9.26). This proves (9.37) for 0 < n ≤ 2s + 1, provided f0 =
f1 = 0. If f∗ = 0, but f0 and f1 = 0 are nonzero functions, then (9.37) is an
immediate consequence of (9.26), which completes the proof.
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biography [228] by Maz’ya and Shaposhnikova.

Maslov’s method was applied to various statements of the Cauchy–Poisson
problem under the assumption that the bottom is slowly varying in the
horizontal direction. The corresponding results can be found in the follow-
ing papers: Dobrokhotov [48, 49], Dobrokhotov and Zhevandrov [51, 52],
Dobrokhotov, Zhevandrov, and Kuz’mina [53, 370], and Dobrokhotov et al.
[54].

The coupled problem describing unsteady water waves over an elastic
bottom was considered by Dobrokhotov, Tolstova, and Chudinovich [50].

In a number of papers, the linearized initial-boundary value problem de-
scribing waves in the presence of a surface-piercing body is considered, and
we list some of them. The limiting amplitude principle applied to the motion
of floating bodies was justified by Vullierme-Ledard [349]. Ursell [327] and
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Maskell and Ursell [221] considered unsteady waves in the presence of a freely
floating body and investigated the decay of a body’s motion at large time. A
kind of wave equation was obtained by Athanassoulis and Makrakis [7], who
applied a time-dependent complex potential. Another paper [8] by these au-
thors treats the problem with the help of a series expansion of that potential.
Jami [124] combines a theoretical approach to a problem of unsteady waves
with numerical modeling. A brief survey of other works treating unsteady
waves was given by Euvrard [65].
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Waves Caused by Rapidly Stabilizing
and High-Frequency Disturbances

Results presented in Chapter 9 provide no details of the transient behavior
of flows and do not yield direct hydrodynamic corollaries. However, there
are situations in which information about developing waves in time can be
extracted so that it leads to specific properties of hydrodynamic characteris-
tics. In particular, an asymptotic analysis allows us to do this at least for two
classes of disturbances. One of these classes constitutes rapidly stabilizing
disturbances (this class includes brief disturbances as an important subclass),
and the second class is formed by high-frequency disturbances. Both of these
classes can be treated by using the same technique of two-scale asymptotic
expansions for velocity potentials. The latter allows us to derive principal
terms in asymptotics of some hydrodynamic characteristics.

10.1. Rapidly Stabilizing Surface Disturbances

In this section we are concerned with the effect of rapidly stabilizing distur-
bances on magnitudes characterizing unsteady water waves. For this purpose
we consider several initial-boundary value problems describing waves caused
by surface and underwater disturbances. The main example of the first kind
is given by a pressure system applied to the free surface at the initial moment
and rapidly stabilizing to a given distribution (a particular case is an impul-
sive pressure system). Underwater disturbances are presented by a source
having a strength rapidly stabilizing in time to a constant value, and a rapidly
stabilizing bottom movement. Complete asymptotic expansions in powers
of a nondimensional small duration of disturbance are constructed for ve-
locity potentials. These expansions allow us to obtain asymptotic formulae
for various characteristics of waves and to interpret their principal terms in
hydrodynamic terms. For simple geometries, there are explicit formulae for
terms in asymptotic expansions.

435
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10.1.1. Objectives for the Application of Asymptotic Methods

Let us give a brief account of results obtained in this section for the case of an
impulsive surface pressure. We assume that water (or, generally speaking, an
inviscid, incompressible fluid of densityρ) occupies an infinite domain W that
is a part of a layer outside a finite number of bounded domains occupied by
totally submerged rigid bodies. Let Cartesian coordinates (x, y, z) be chosen
so that

F = {−∞ < x, z < +∞, y = 0}
corresponds to the free surface at rest bounding W from above, and the y axis
is directed vertically upward. Two other parts of the boundary ∂W are suffi-
ciently smooth surfaces B and S placed at a certain finite distance from F ,
and so ∂W = F ∪ B ∪ S, but either B or S may be empty. The seabed B is
unbounded and separates the water layer of variable depth from the lower
rigid part of the half-space {y < 0}, whereas S is the wetted boundary of an
immersed body (or of a finite number of bodies).

The unsteady motion of water is formulated (see the Linearized Unsteady
Problem section in the Introduction) in terms of a velocity potential φ(P; t),
P = (x, y, z), and we assume it to belong to the class of functions having a
finite kinetic and potential energy:∫

W
|∇φ|2 dxdydz +

∫
F
η2 dxdz <∞. (10.1)

Here η is the free surface elevation linked to φ by a linearized Bernoulli’s
equation:

η(x, z; t) = − [∂tφ(x, 0, z; t)+ p(x, z; t)] , (10.2)

where p stands for pressure. Throughout this chapter we use nondimensional
magnitudes (they are specified in each section), and so there are no ρ and g in
(10.2). Another relation between η and φ is the linearized kinematic condition
on the free surface:

−∂yφ(x, 0, z; t)+ ∂tη(x, z; t) = 0.

This and (10.2) combine to give

∂2
t φ + ∂yφ = −∂t p on F for t ≥ 0. (10.3)

The continuity equation for the velocity field implies that φ satisfies the
Laplace equation

∇2φ = 0 in W for t ≥ 0. (10.4)
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There is no flow through any rigid surface and so

∂nφ = 0 on B ∪ S for t ≥ 0, (10.5)

where ∂n indicates differentiation with respect to a unit normal on the surface.
For motions starting from the rest, equations (10.3)–(10.5) must be comple-
mented by two initial conditions:

φ(x, 0, z; 0) = 0, (10.6)

∂tφ(x, 0, z; 0) = 0. (10.7)

Our aim is to apply the technique of the singular perturbations theory to
(10.3)–(10.7) in order to rigorously justify the widely known heuristic con-
sideration deriving the nonhomogeneous initial condition (10.6) from (10.2).
A typical pattern of the hydrodynamic approach to this condition is given by
Stoker [312], pp. 149–150 (see also Lamb [179], Section 11):

In water wave problems it is of particular interest to consider cases in which the motion
of the water is generated by applying an impulsive pressure to the surface when the
water is initially at rest. To obtain the condition appropriate for an initial impulse we
start from (10.2) and integrate it over the small interval 0 ≤ t ≤ ε. The result is∫ ε

0

p dt = −φ(x, 0, z, ε)−
∫ ε

0

η dt, (10.8)

since φ(x, y, z, 0) can be assumed to vanish. One now imagines that ε →+0 while
p →∞ in such a way that the integral on the left tends to a finite value – the impulse I
per unit area. Since it is natural to assume that η is finite it follows that the integral on
the right vanishes as ε →+0, and we have the formula

I = −φ(x, 0, z,+0) (10.9)

for the initial impulse per unit area at the free surface in terms of the value of φ there.
If I is prescribed on the free surface (together with appropriate conditions at other
boundaries), it follows that φ(x, y, z,+0) can be determined, or, in other words, the
initial velocity of particles is known.

Despite the fact that this argument looks very convincing, it gives rise to
some questions:

� How should the limit be understood in (10.8) as ε → 0?
� Why do we get the finite value of the force

F(t) =
∫

S
φt n dS (10.10)

acting on a submerged body, when F(t) is calculated by virtue of φ

determined with the help of (10.9), in spite of the fact that the pressure p
is infinite at the initial moment?
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These and other questions are answered here by using two-scale asymp-
totic expansions. To give an idea of the results obtained below, we present a
simple consequence concerning (10.3)–(10.7). Let p in (10.3) be prescribed
as follows:

p(x, z; t, ε) = ε−1 Q(t/ε) I (x, z), (10.11)

where I (x, z) is a smooth function decaying at infinity, and Q(τ ) is a conti-
nuous function of τ ≥ 0, vanishing at τ = 0, and tending to zero as τ →∞
so that

∫∞
0

Q(µ) dµ = 1. (10.12)

Under these assumptions, an infinite two-scale asymptotic expansion holds
for the potential φ(P; t, ε) satisfying this problem, but we restrict ourselves
to the following initial terms,

φ(P; t, ε) = φ(P; t, 0)− v(P)
∫∞

t/ε
Q(τ ) dτ + O(ε), (10.13)

which are of importance for hydrodynamic corollaries. Here the velocity po-
tential φ(P; t, 0) satisfies (10.9) and (10.7), but the right-hand-side term in
(10.3) is zero, and v is a unique solution to the following time-independent
problem:

∇2v = 0 in W, v = −I on F, ∂nv = 0 on S ∪ B.

Now, we get the asymptotic formula for the force:

F(t, ε) = F(t, 0)+ ε−1 Q(t/ε)
∫

S
v n dS + O(ε),

where F(t, 0) must be determined from (10.10). Thus, for a small initial
interval, (10.10) gives only a negligible part of the force, and the princi-
pal term in the force asymptotics, tending to infinity as ε → 0, requires
the knowledge of v. However, the second term rapidly tends to zero with
time.

For other characteristics of waves, asymptotics can be also obtained from
(10.13). In particular, we have that the energy of waves caused by an impulsive
pressure evolves as follows:

E(t, ε) = E(0, 0)

[∫ t/ε

0
Q(µ) dµ

]2

+ O(ε), (10.14)
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where

E(0, 0) = 2−1

[∫
W
|∇φ(P; t, 0)|2 dxdydz +

∫
F
|∂tφ(x, 0, z; t, 0)|2 dxdz

]
= 2−1

∫
W
|∇v|2 dxdydz

is the constant energy of waves described by the limit potential φ(P; t, 0).
In conclusion of this subsection we note that evolution of the principal

term in the asymptotics of energy is similar to (10.14) in the case of a bottom
movement. For a surface pressure system in the rapidly accelerating forward
motion, we consider asymptotics for the wave-making resistance instead of
that for energy.

The plan of the present section is as follows. A rapidly stabilizing surface
pressure is considered in Subsection 10.1.2, and some other types of such
disturbances (in particular, a bottom movement and a submerged source)
are treated in Subsection 10.1.3. Each subsection begins with a derivation
of a formal two-scale asymptotic expansion. Then hydrodynamic corollaries
and justification of asymptotics (the remainder term is estimated in certain
function spaces including the space of functions having a finite Dirichlet
integral) are given.

10.1.2. Rapidly Stabilizing Surface Pressure

In this subsection, we first assume that the pressure in (10.3) is given in the
following form:

p(x, z; t, ε) = q(t/ε)P(x, z), (10.15)

where P is a function decaying at infinity, and q is a differentiable function
such that q(0) = 0 and q(τ ) → q(∞) = const as τ →∞ so that

τmq ′(τ ) → 0 as τ →∞ for m = 1, 2, . . . . (10.16)

Nondimensional variables applied here are defined as follows. Let d be the
diameter of a region in the (x, z) plane outside of which P is negligibly small.
As characteristic values we take d for length, (d/g)1/2 for the time interval,
and ρdg for the pressure magnitude (we recall that ρ is water’s density, and g
is the acceleration gravity). Characteristic values for all other variables follow
from those given here.
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10.1.2.1. Formal Asymptotic Expansion

Let us consider the velocity potential φ(P; t, ε) satisfying (10.4)–(10.7), and
(10.3), where the right-hand-side term is defined by (10.15), andP is infinitely
smooth. Since the pressure in the latter condition depends on the so-called
rapid time τ = t/ε, we seek the potential in the form of a two-time-scaled
asymptotic series:

φ(P; t, ε) =
∞∑

m=0

εm [ϕm(P; τ )+ ψm(P; t)] , (10.17)

where ϕm(P; τ ) tends to zero as τ →∞, m = 0, 1, . . . , and these functions
decay as |P| = (x2 + y2 + z2)1/2 →∞, as well as ψm(P; t).

Boundary value problems forϕm andψm must be obtained as follows. After
substituting (10.17) into (10.3)–(10.7), we equate coefficients at each power
of ε. Moreover, coefficients depending on τ and t are equated separately.
Thus, we get the following equations for ϕm holding when τ ≥ 0:

∇2ϕm = 0 in W, ∂nϕm = 0 on B ∪ S,m = 0, 1, . . . ;

(10.18)

∂2
τ ϕ0 = 0, ∂2

τ ϕ0 = −q ′(τ )P(x, z) on F ; (10.19)

∂2
τ ϕm + ∂yϕm−2 = 0 on F,m = 2, 3, . . . . (10.20)

Forψm , m = 0, 1, . . . , we arrive at the following equations valid for t ≥ 0:

∇2ψm = 0 in W, ∂nψm = 0 on B ∪ S, (10.21)

∂2
t ψm + ∂yψm = 0 on F. (10.22)

Besides, the initial relations must hold:

ψm(x, 0, z; 0) = −ϕm(x, 0, z; 0), m = 0, 1, . . . ; (10.23)

∂τϕ0(x, 0, z; 0) = 0; (10.24)

∂tψm(x, 0, z; 0) = −∂τϕm+1(x, 0, z; 0), m = 0, 1, . . . . (10.25)

A unique solution of the first equation (10.19) that satisfies (10.24) and tends
to zero as τ →∞ is ϕ0(x, 0, z; τ ) = 0 for τ ≥ 0. From this and (10.18) we
get

ϕ0(P; τ ) = 0 in W for τ ≥ 0

as the only solution decaying as |P| → ∞. Furthermore, (10.20) and the same
argument provides that

ϕm(P; τ ) = 0 in W for τ ≥ 0 when m = 0, 2, . . . , 2k, . . . . (10.26)
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Now integration of the second equation of (10.19) gives the boundary
condition for ϕ1 on F , which together with (10.18) gives

ϕ1(P; τ ) = β1(τ )v1(P), (10.27)

where

∇2v1 = 0 in W, ∂nv1 = 0 on B ∪ S, v1 = −P on F, (10.28)

and here and below we use the following definition:

βm(τ ) = (m!)−1
∫∞
τ

(µ− τ )m q ′(µ) dµ, (10.29)

which is consistent under assumption (10.16). Then seeking remaining func-
tions ϕm in the form

ϕm(P; τ ) = βm(τ )vm(P), (10.30)

we see that (10.20) and (10.29) lead to a recurrent sequence of boundary value
problems,

∇2vm = 0 in W, ∂nvm = 0 on B ∪ S,

vm = −∂yvm−2 on F,m = 3, 5, . . . , 2k + 1, . . . , (10.31)

complementing (10.28).
Since (10.26), (10.27), and (10.29)–(10.31) provide the right-hand-side

terms in the initial conditions (10.23) and (10.25), we are able to solve the
initial-boundary value problem (10.21)–(10.23) and (10.25) for determining
ψm , m = 0, 1, . . . [see Chapter 9, where the solvability and uniqueness the-
orems are established for this problem in the class defined by (10.1), and the
same is true for (10.28) and (10.31)].

Let us summarize the results of the present section. We developed the
following algorithm for finding terms in the asymptotic expansion (10.17).

First, solutions to the recurrent sequence of time-independent boundary
value problems (10.28) and (10.31) must be found, and (10.29) and (10.30) de-
termine ϕm, m = 1, 3, . . . , whereas for m = 2k, ϕm vanish identically. Since
all ϕm are defined, they provide the initial data in the sequence of the initial-
boundary value problems (10.21)–(10.23) and (10.25) for ψm. Then, solving
the latter problems, one completes construction of (10.17).

10.1.2.2. Hydrodynamic Corollaries

We begin with a list of characteristics whose asymptotics are considered in
this subsection:
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� the free surface elevation given by (10.2);
� the force acting on a submerged body expressed by (10.10), and the

moment of this force about a certain point P0

M(t, ε) =
∫

S
φt r0 × n dS, (10.32)

where r0 is directed from P0 to a point on S;
� the impulse of F during the time interval (0, t),

S(t, ε) =
∫ t

0
F(µ) dµ =

∫
S
φ n dS, (10.33)

where the last expression is obtained by using (10.10) and the initial
condition (10.6); and

� the energy of wave motion equal to the half of the expression in (10.1)
that can be also written in the form of

E(t, ε) = 2−1
∫

F
(φ∂yφ + η2) dxdz, (10.34)

where integration by parts is applied as well as (10.5).

Let us turn to asymptotics of the characteristics listed above, but first,
consider the leading terms in (10.17) in more detail. We have

φ(P; t, ε) = ψ0(P; t)+ ε [β1(τ )v1(P)+ ψ1(P; t)]+ O(ε2). (10.35)

Here the coefficient at ε2 in the discarded part of (10.17) depends on t only,
and ψ0, ψ1 satisfy (10.21), (10.22), and the initial conditions

ψ0(x, 0, z; 0) = 0, ∂tψ0(x, 0, z; 0) = −P(x, z);

ψ1(x, 0, z; 0) = β1(0)P(x, z), ∂tψ1(x, 0, z; 0) = 0. (10.36)

The limit in (10.15) as ε → 0 gives the pressure jumping from zero to one at
t = 0, and the limit velocity potential in (10.35) isψ0(P; t), butφ(P; t, ε) does
not converge to it uniformly in t . As a consequence, the boundary condition
(10.3) is nonhomogeneous in the original problem whereas in the problem
for ψ0 such a condition is the second initial condition (10.36) prescribing the
initial elevation of the free surface in the absence of pressure. Thus we arrived
at the following conclusion.

A jump of the surface pressure is equivalent, up to O(ε), to the initial free
surface elevation.

Differentiating (10.35) with respect to t [β1 is given by (10.29)] and taking
into account (10.10), one obtains asymptotics of the force acting on the
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submerged body:

F(t, ε) =
[

q

(
t

ε

)
− 1

] ∫
S
v1 n dS +

∫
S
∂tψ0 n dS + O(ε).

Here the second integral is the contribution of the limit velocity potential, and
the first term on the right-hand side gives an additional contribution when one
takes into account the duration of the pressure variation, but the latter decays
rapidly [during the time interval O(ε)]. For the moment of force (10.32) the
asymptotic formula has the same form, but one has to substitute r0 × n instead
of n. Now we get from (10.33) that

S(t, ε) =
∫

S
ψ0 n dS + O(ε),

where only the limit potential ψ0 is used.
From (10.2) and (10.35), it is obvious that the asymptotics of the free

surface elevation has the following form:

η(x, z; t, ε) = − [P(x, z)+ ∂tψ0(x, 0, z; t)]+ O(ε).

This expression is distinguished by the first term in brackets from that resulting
from the limit problem only. Substituting the last formula into (10.1), we get

E(t, ε) = 2−1

[∫
W
|∇ψ0|2 dxdydz +

∫
F

(P + ∂tψ0)2 dxdz

]
+ O(ε).

Since ∫
W
|∇ψ0|2 dxdydz +

∫
F

(∂tψ0)2 dxdz

does not depend on t (see Stoker [312], Section 6.9 for the proof of the energy
conservation law), we have

E(t, ε) =
∫

F
(P2 + P ∂tψ0) dxdz + O(ε)

= −
∫

F
P(x, z) η(x, z; t, 0) dxdz + O(ε).

The last expression means that the principal part of the energy is equal to the
work of pressure P(x, z) resulting in variation of the free surface level from
y = 0 to y = η(x, z; t, 0).

The results of the present subsection can be summarized as follows.
Only for F(t, ε) does the principal term in asymptotics depend explicitly

through q(t/ε) and v1(P) on the duration of the pressure variation. Formulae
forη(x, z; t, ε) and E(t, ε) contain only the limit velocity potential, but in these
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cases the duration manifests itself implicitly. This means that the formulae
obtained here are distinguished from those arising when only the limit problem
is involved.

10.1.2.3. Justification of Asymptotics

In order to justify (10.17), we have to estimate a remainder term:

rN (P; t, ε) = φ(P; t, ε)−
N∑

m=0

εm [ϕm(P; τ )+ ψm(P; τ )] .

Since

r2N (P; t, ε) = r2N+1(P; t, ε)+ ε2N+1 [ϕ2N+1(P; τ )+ ψ2N+1(P; t)] ,

(10.37)

it is sufficient to estimate only r2N+1 (it is more convenient to estimate the
remainder with an odd number because ϕm vanishes identically when m is
even), and each term in (10.17). From (10.18) to (10.25) we obtain that r2N+1

must satisfy the following initial-boundary value problem:

∇2r2N+1 = 0 in W, ∂nr2N+1 = 0 on B ∪ S for t ≥ 0,

(10.38)

∂2
t r2N+1 + ∂yr2N+1 = f2N+1(x, z; t, ε) on F for t ≥ 0, (10.39)

r2N+1(x, 0, z; 0, ε) = 0, ∂t r2N+1(x, 0, z; 0, ε) = 0. (10.40)

Here (10.38) and the first initial condition in (10.40) are immediate conse-
quences of (10.18) and (10.21) and of (10.23) and (10.25), respectively. Let
us find f2N+1 in (10.39). According to (10.22) this function cannot depend
on t , and (10.20) gives that

f2N+1(x, z; t, ε) = −ε2N+1β2N+1(τ )∂yv2N+1(x, 0, z). (10.41)

In order to estimate r2N+1, we note that there is an explicit formula for the
trace on F of a solution to (10.38)–(10.40):

r2N+1(x, 0, z; t, ε) =
∫ t

0
K−1/2 sin

[
(t − µ)K 1/2

]
f2N+1(x, z;µ, ε) dµ.

(10.42)

This formula is derived in Subsection 9.3.2, and K is a linear operator defined
as follows (see Section 9.2). For ϕ(x, z) from a certain space of functions
given on F (function spaces are specified below), we solve the boundary
value problem,

∇2u = 0 in W, ∂nu = 0 on B ∪ S, u = ϕ on F,
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and put (Kϕ)(x, z) = uy(x, 0, z). It is established in the first assertion in
Section 9.2 that K satisfies the estimate

‖Kϕ‖�−1 ≤ C� ‖ϕ‖�, −∞ < � < +∞. (10.43)

We recall that ‖·‖� denotes the norm in the Sobolev space H �(F) introduced
in Subsection 9.1.1.2.

The recurrent definition of v2n+1 in (10.28) and (10.31) gives

v2n−1 = (−1)n K n−1P on F, n = 1, 2, . . . (10.44)

Combining this with (10.41) and (10.42), we get

r2N+1(x, 0, z; t, ε)

= (−1)Nε2N+1
∫ t

0
β2N+1

(µ
ε

)
sin
[
(t − µ)K 1/2

] (
K N+1/2P

)
(x, z) dµ.

From here

‖r2N+1‖1/2 ≤ ε2N+1
∥∥K N+1/2P

∥∥
1/2

∫ t

0

∣∣∣β2N+1

(µ
ε

)∣∣∣ dµ
≤ C(N )ε2N+2‖P‖N+1

∫∞
0
|β2N+1(µ)| dµ,

where the second inequality is a consequence of (10.43), and by C(N ) we
denote (here and below) various constants depending on N only. In view of
(10.16) we have for the last integral∫∞

0
|βm(µ)| dµ ≤ (m!)−1

∫∞
0

dµ
∫∞
µ

(λ− µ)m |q ′(λ)| dλ

= [(m + 1)!]−1
∫∞

0
µm+1|q ′(µ)| dµ,

where the equality follows by integration by parts m + 1 times. Hence, we
have

‖r2N+1‖1/2 ≤ C(N )ε2N+2‖P‖N+1

∫∞
0
µ2N+2|q ′(µ)| dµ. (10.45)

Now, (10.29) and (10.30), and (10.43) and (10.44), produce

‖ϕ2N+1‖1/2 ≤ C(N )‖P‖N+1/2

∫∞
0
µ2N+1|q ′(µ)| dµ. (10.46)

In order to estimate ‖ψ2N+1‖1/2 we note that (10.23) and (10.25), and (10.30)
and (10.31) give the following initial conditions:

ψ2N+1(x, 0, z; 0) = −β2N+1(0)v2N+1(x, 0, z),

∂tψ2N+1(x, 0, z; 0) = 0,
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complementing (10.21) and (10.22). Then we find that

ψ2N+1(x, 0, z; t) = −β2N+1(0) cos
(
t K 1/2

)
v2N+1(x, 0, z), (10.47)

and again (10.29), (10.43), and (10.44) lead to

‖ψ2N+1‖1/2 ≤ C(N )‖P‖N+1/2

∫∞
0
µ2N+1|q ′(µ)| dµ. (10.48)

In view of (10.37), (10.45), (10.46), and (10.48) combine to produce

‖r2N‖1/2 ≤ C(N )ε2N+1‖P‖N+1 max
k=1,2

∫∞
0
µ2N+k |q ′(µ)| dµ. (10.49)

Finally, the amalgamated form of (10.45) and (10.49) is as follows:

‖rN‖1/2 ≤ C(N )εN+1‖P‖[N/2]+1 max
k=1,2

∫∞
0
µN+k |q ′(µ)| dµ, (10.50)

where [s] denotes the integer part of s ∈ R.
Applying the same considerations to (10.42), (10.30), and (10.47) differ-

entiated with respect to t , one arrives at

‖∂t r2N+1‖1/2 ≤ C(N )ε2N+2‖P‖N+3/2

∫∞
0
µ2N+2|q ′(µ)| dµ,

‖∂tϕ2N+1‖1/2 ≤ C(N )‖P‖N+1/2

∫∞
0
µ2N |q ′(µ)| dµ,

‖∂tψ2N+1‖1/2 ≤ C(N )‖P‖N+1

∫∞
0
µ2N+1|q ′(µ)| dµ,

respectively, which combine to give

‖∂t rN‖1/2 ≤ C(N )εN+1‖P‖N/2+1 max
k=0,1

∫∞
0
µN+k |q ′(µ)| dµ. (10.51)

Let us recall that H(W ) (see Subsection 9.1.1.2) denotes the Hilbert space,
where the norm is defined as follows,

φ 2 =
∫

W
|∇φ|2 dxdydz +

∫
F
|φ|2 dxdz,

and is related to the energy of waves (10.1). It is established in Subsection
9.1.1 that

φ ≤ C‖φ‖1/2. (10.52)

We conclude the present subsection by summarizing the obtained results.
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Let P ∈ H N+1 and q ′(τ ) decays as τ →∞ so that∫∞
0
τ N+2 |q ′(τ )| dτ <∞.

Then (10.50) and (10.51) hold for the remainder term rN , and (10.52)
provides that

rN ≤C(N )εN+1‖P‖[N/2]+1 max
k=1,2

∫∞
0
µN+k |q ′(µ)| dµ

holds as well.

10.1.3. Impulsive Surface Pressure

10.1.3.1. Asymptotics of the Velocity Potential and
Hydrodynamic Characteristics

When p is given by (10.11), then results obtained in the previous subsection
are applicable. Since we assume here that q(t/ε) = ε−1 Q(t/ε), and

τm Q(τ ) → 0 as τ →∞ for any m = 1, 2, . . . , (10.53)

the asymptotic expansion can be simplified. For this purpose we replace q by
Q in (10.29) and integrate by parts, which gives

β0(τ ) = −Q(τ );

βm(τ ) = − [(m − 1)!]−1
∫∞
τ

(µ− τ )m−1 Q(µ) dµ, m = 1, 2, . . . . (10.54)

Now (10.17) takes the form of

φ(P; t, ε) =
∞∑

m=0

εm−1 [ϕm(P; τ )+ ψm(P; t)] ,

where ϕm and ψm are defined in the same way as in Subsection 10.1.2.1, but
using βm in the form (10.54) and I instead of P in (10.28).

From (10.27) and the second equation of (10.54) we get that ψ0 satisfies
the homogeneous initial-boundary value problem because Q(0) = 0. Then
ψ0 vanishes identically in W for t ≥ 0. Since the same is true for ϕ0, we
obtain the following asymptotic series:

φ(P; t, ε) =
∞∑

m=0

εm [ϕm+1(P; τ )+ ψm+1(P; t)] ,

and its justification is already given in Subsection 10.1.2.3.



448 Waves Caused by Rapidly Stabilizing

The leading term in the case of the impulsive pressure is as follows [cf.
(10.13)]:

φ(P; t, ε) = −v1(P)
∫∞

t/ε
Q(µ) dµ+ ψ1(P; t)+ O(ε),

where the coefficient at ε depends on t only. We have

∇2v1 = 0 in W, ∂nv1 = 0 on B ∪ S, v1 = −I on F,

and

∇2ψ1 = 0 in W, ∂nψ1 = 0 on B ∪ S for t > 0,

∂2
t ψ1 + ∂yψ1 = 0 on F for t > 0,

ψ1(x, 0, z; 0) = −I (x, z), ∂tψ1(x, 0, z; 0) = 0,

for determining v1 and ψ1, respectively.
Now,

F(t, ε) = ε−1 Q

(
t

ε

) ∫
S
v1 n dS +

∫
S
∂tψ1(P; t) n dS + O(ε)

is the asymptotic expression for the force acting on the body bounded by S.
For the impulse of F(t, ε) during the time interval (0, t) we get, according
to (10.33),

S(t, ε) =
[∫ t/ε

0
Q(µ) dµ

] ∫
S
v1 n dS

+
∫

S
[ψ1(P; t)− ψ1(P; 0)] n dS + O(ε)

=
[∫∞

t/ε
Q(µ) dµ

] ∫
S
v1 n dS +

∫
S
ψ1(P; t) n dS + O(ε),

and the last equality follows from these two facts:

ψ1(P; 0) = v1(P) in W,

∫∞
0

Q(µ) dµ = 1. (10.55)

The second expression for S(t, ε) demonstrates how the contribution arising
from the duration of the pressure impulse decays as t →∞.

From (10.2) and the boundary condition for v1 on F , one immediately
obtains

η(x, z; t, ε) = −∂tψ1(x, 0, z; t)+ O(ε). (10.56)

Unlike F(t, ε) and S(t, ε), the leading term of this asymptotics depends on
ψ1 only.
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Substituting (10.56) and the principal term in the expansion for φ into
(10.34), we get

E(t, ε) = 2−1
∫

F
[β1(τ )v1 + ψ1] ∂y [β1(τ )v1 + ψ1] dxdz

+ 2−1
∫

F
(∂tψ1)2 dxdz + O(ε).

Since β1(∞) = 0, we have

E(t, 0) = 2−1

[∫
W
|∇ψ1|2 dxdydz +

∫
F

(∂tψ1)2 dxdz

]
= 2−1

∫
W
|∇v1|2 dxdydz.

Here the first expression follows from Green’s formula, and the second one
is a consequence of the conservation energy law,

E(t, 0) = E(0, 0) for t ≥ 0

(see, for example, Stoker [312], Section 6.9), and the first equation (10.55).
Thus

E(t, ε) = E(0, 0){[β1(τ )]2 + 1}

+ 2−1β1(τ )
∫

F
(ψ1∂yv1 + v1∂yψ1) dxdz + O(ε)

= E(0, 0){[β1(τ )]2+ 1}+β1(τ )
∫

F
ψ1(x, 0, z; t)∂yv1 dxdz+ O(ε),

where Green’s formula is applied again as well as the homogeneous Neumann
condition on B ∪ S. By the first equation of (10.55),

ψ1(x, 0, z; t) = v1(x, 0, z)+ O(t).

Then (10.53) and (10.54) give

β1(τ )
∫

F
ψ1(x, 0, z; t)∂yv1 dxdz = 2β1(τ )E(0, 0)+ O(ε),

and substituting this into the last expression for E(t, ε), we arrive at

E(t, ε) = E(0, 0){[β1(τ )]2 + 2β1(τ )+ 1} + O(ε)

= E(0, 0)

[∫ t/ε

0
Q(µ) dµ

]2

+ O(ε),

where the second equality of (10.55) is used.
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10.1.3.2. Waves in a Layer of Constant Depth

Let the water domain be a layer of constant depth; that is, S = ∅ and

W = {−∞ < x, z < +∞,−d < y < 0}.
Then the problem formulated in Subsection 10.1.1 with the pressure given by
(10.15) can be solved by means of the Fourier transform

P̂(σ ) =
∫

R2
P(x, z)e−i(xξ+zζ ) dxdz, where σ = (ξ, ζ ),

and so one obtains

φ(P; t, ε) = 1

(2π )2ε

∫
R2

P̂(σ )
cosh |σ |(y + d)

|σ |1/2 cosh |σ |d ei(xξ+zζ ) dξdζ

×
∫ t

0
q ′
(µ
ε

)
sin
[
(µ− t) (|σ | tanh |σ |d)1/2

]
dµ.

Since q(0) = 0, we can integrate by parts, which gives that

φ(P; t, ε) = 1

(2π )2

∫
R2

P̂(σ )
tanh1/2 |σ |d cosh |σ |(y + d)

cosh |σ |d ei(xξ+zζ ) dξdζ

×
∫ t

0
q
(µ
ε

)
cos
[
(µ− t) (|σ | tanh |σ |d)1/2

]
dµ. (10.57)

In the case of deep water, W = R
3
− and the last formula must be changed as

follows: first, omit tanh |σ |d; second, replace [cosh |σ |(y + d)]/(cosh |σ |d)
by e|σ |y .

The behavior of (10.57) is not obvious as ε→ 0, and so the asymptotic
expansion (10.17) is preferable because its terms are simpler. Thus

vm(P) = − sin(mπ/2)

(2π )2

∫
R2

P̂(σ )(|σ | tanh |σ |d)(m−1)/2

× cosh |σ |(y + d)

cosh |σ |d ei(xξ+zζ ) dξdζ, (10.58)

where m = 1, 2, . . . , and writing ψm(P; t) = βm(0)wm(P; t), we get that

wm(P; t) = 1

(2π )2

∫
R2

P̂(σ ) (|σ | tanh |σ |d)(m−1)/2

× cosh |σ |(y+ d)

cosh |σ |d sin
[mπ

2
− t(|σ | tanh |σ |d)1/2

]
ei(xξ+zζ )dξdζ,

(10.59)

where m = 0, 1, . . . , and vm(P), wm(P; t) for deep water can be obtained in
the same way as above.
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Example

Let us consider the two-dimensional problem of impulsive pressure applied
to the free surface of deep water. The pressure is assumed to have the form
of (10.11); that is,

p(x ; t, ε) = ε−1 Q(t/ε) I (x),

where we set the time-depending factor to be as follows:

Q(τ ) = 4π−1bτ (b2 + τ 4)−1, τ = t/ε.

The x-depending factor I (x) = (a2 + x2)−1 must replaceP(x) in the previous
formulae, and a and b are assumed to be positive parameters. According to
formula 3.767.2 in Gradshteyn and Ryzhik [96], we have Î (ξ ) = πa−1e−a|ξ |,
and so (10.57) simplifies to produce

φ(P; t, ε) = 4bε2

πa

∫∞
0

e(y−a)ξ cos xξ dξ
∫ t

0

µ cos ξ 1/2(µ− t)

b2ε4 + µ4
dµ. (10.60)

On the other hand, after substitution of (10.58) and (10.59) into the leading
term of asymptotics for φ (see Subsection 10.1.3.1), one obtains

φ(P; t, ε) = − 4b

πa

∫∞
0

e(y−a)ξ cos xξ dξ
∫∞

t/ε

µ dµ

b2 + µ4

+ a−1
∫∞

0
e(y−a)ξ cos xξ cos tξ 1/2 dξ + O(ε), (10.61)

where all of the integrals have explicit expressions involving well-known
transcendental functions. In fact, the first term on the right-hand side is equal to

2(y − a)

πa[x2 + (y − a)2]

(
π

2
− arctan

t2

bε2

)
.

In order to find the second term explicitly, we change the variable and repre-
sent the first cosine as the real part of the exponential function, which gives

2

a
Re

∫∞
0
ξ exp{−[(a − y)+ i x]ξ 2} cos tξ dξ

= a − y

a[(a − y)2 + x2]
− Im

((
t
√
π

[(a − y)+ i x]3/2
exp

{ −t2

4[(a− y)+ i x]

}
× erf

(
i t

2
√

a− y+ i x

)))
,

where the equality is a consequence of formula 2.5.36.7 in Prudnikov et al.
[293] and erf (·) denotes the error function. These expressions for integrals
in (10.61) are used for a numerical evaluation of the principal term in the
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Figure 10.1.

asymptotics for φ(P; t, ε) when ε = 3/2, a = 1, b = 1, and y = 0, and the
result is shown in Fig. 10.1(a).

The exact expression (10.60) for φ(P; t, ε) can be also simplified by using
2.5.36.7 in [293], and we get

φ(P; t, ε) = 2b(a − y)

πa[(a − y)2 + x2]
arctan

(
t

ε

)2

− 4b
√
πε2

πa
Im

∫ t

0
exp

{ −(µ− t)2

4[(a − y)+ i x]

}
erf

(
i(µ− t)

2
√

a − y + i x

)
× µ(µ− t) dµ

(b2ε4 + µ4)[(a − y)+ i x]3/2
.
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To our knowledge, there is no explicit formula for the last integral. Numerical
calculations based on the last formula are shown in Fig. 10.1(b) for ε = 3/2,
a = 1, b = 1, and y = 0. Comparing this figure with Fig. 10.1(a), where the
same values of parameters were used, demonstrates that the leading term in
the asymptotic formula provides a good appriximation for the exact solution
even for a sufficiently large value of ε.

10.2. Rapidly Stabilizing Underwater Disturbances

This section is concerned with two problems. The first one describes a brief
movement of underwater rigid surfaces B and S. The second problem deals
with a source having a strength rapidly stabilizing in time to a constant value.

10.2.1. Brief Movement of Rigid Surfaces

10.2.1.1. Statement of the Problem and a Formal Asymptotic Expansion

Waves arising in the initially resting water caused by a brief movement of B or
S (which are assumed to be sufficiently smooth) are described by a velocity po-
tential φ(P; t, ε), which must satisfy the following boundary value problem:

∇2φ = 0 in W, ∂2
t φ + ∂yφ = 0 on F for t ≥ 0; (10.62)

φ(x, 0, z; 0, ε) = ∂tφ(x, 0, z; 0, ε) = 0; (10.63)

∂nφ = f on B ∪ S for t ≥ 0, (10.64)

where f (P; t) = Q(t/ε)w(P) and ε � 1. We assume that Q(0) = 0 and Q(τ )
satisfies (10.12) and (10.53), and w is a sufficiently smooth function given on
B ∪ S.

As in Section 10.1, we seek the potential in the form of a two-time-scaled
asymptotic series:

φ(P; t, ε) =
∞∑

m=0

εm [ϕm(P; τ )+ ψm(P; t)] , (10.65)

where ϕm(P; τ ) tends to zero as τ →∞, m = 0, 1, . . . , and these functions
decay as |P| → ∞, as well as ψm(P; t).

The procedure applied in Subsection 10.1.2.1 gives equations for deter-
mining ϕm and ψm , and so we have the following for τ ≥ 0:

∇2ϕm = 0 in W,m = 0, 1, . . . ; (10.66)

∂2
τ ϕm = 0 on F,m = 0, 1; (10.67)

∂2
τ ϕm + ∂yϕm−2 = 0 on F,m = 2, 3, . . . ; (10.68)
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∂nϕ0 = Q(τ )w(P) on B ∪ S; (10.69)

∂nϕm = 0 on B ∪ S,m = 1, 2, . . . . (10.70)

Equations (10.21) and (10.22) obtained in Subsection 10.1.2.1 for ψm remain
valid in the present situation, as well as the initial conditions (10.23)–(10.25).

Again, it is convenient to put [cf. (10.30)]

ϕm(P; τ ) = βm(τ )vm(P), m = 0, 1, . . . , (10.71)

where βm is given by (10.54). From (10.67) we get that

ϕ0 = ϕ1 = 0 on F. (10.72)

This, (10.66), and (10.70) give that

ϕ1(P; τ ) = 0 in W for τ ≥ 0

is the only solution decaying as |P| → ∞. In the same way as in Subsection
10.1.2.1, we obtain from (10.68)

ϕm(P; τ ) = 0 in W for τ ≥ 0 when m = 1, 3, . . . , 2k − 1, . . . , (10.73)

but now it follows from (10.69) that v0 does not vanish identically and satisfies
the following boundary value problem [cf. (10.28)]:

∇2v0 = 0 in W, v0 = 0 on F, ∂nv0 = −w on B ∪ S. (10.74)

Then (10.68) produces a recurrent sequence of boundary value problems:

∇2vm = 0 in W, ∂nvm = 0 on B ∪ S,

vm = −∂yvm−2 on F, m = 2, 4, . . . , 2k, . . . , (10.75)

which is similar to (10.31). Now, the initial-boundary value problem (10.21)–
(10.23) and (10.25) serves for determining ψm , m = 0, 1, . . . . Thus we arrive
at the following conclusion.

The algorithm described at the end of Subsection 10.1.2.1 works for
(10.62)–(10.64), and the only amendment to be made is that the recurrent
sequence (10.74) and (10.75) of time-independent boundary value problems
must be used instead of (10.28) and (10.31).

It is important to note that (10.72) requires both initial conditions for ψ0

to vanish. Hence, ψ0 is equal to zero identically in W , and this distinguishes
the present expansion from that in Subsection 10.1.2.
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10.2.1.2. Hydrodynamic Corollaries

Let us begin with some details about the leading terms in (10.65):

φ(P; t, ε) = −Q(τ )v0(P)+ εψ1(P; t)

+ ε2 [β2(τ )v2(P)+ ψ2(P; t)]+ O(ε3). (10.76)

Here we give more terms than in (10.35) for the rapidly stabilizing pressure
because there are cases in which the coefficient β2(τ )v2(P) is involved in
the principal term of asymptotics. Furthermore, the coefficient at ε3 in the
discarded part of (10.65) depends on t only, andψ1,ψ2 satisfy (10.21), (10.22),
and the initial conditions

ψ1(x, 0, z; 0) = 0, ∂tψ1(x, 0, z; 0) = ∂yv0(x, 0, z);

ψ2(x, 0, z; 0) = ∂yv0(x, 0, z)
∫∞

0
µQ(µ) dµ, ∂tψ2(x, 0, z; 0) = 0,

where (10.12), (10.54), and the boundary condition on F in (10.75) are
applied.

From (10.76) we see that φ(P; t, ε) describing waves from a brief move-
ment of underwater rigid surfaces tends to zero for every t > 0 as ε → 0,
but the convergence is not uniform. For instance, if Q(τ ) = 0 for τ > 1, then
εψ1(P; t) becomes the leading term after t = ε, which allows interpretation
of waves from a brief bottom movement as arising from the initial elevation
of the free surface equal to ε∂yv0(x, 0, z). Hence, the long-term consequences
of a finite bottom movement are similar to those arising from a small initial
free surface elevation.

Let us assume that there is a brief movement of bottom taking place while
S is at rest, and let us consider the force acting on the body bounded by S.
Differentiation of (10.76) with respect to t then gives the asymptotics of force
in the following form:

F(t, ε) = −ε−1 Q′
(

t

ε

) ∫
S
v0 n dS

+ ε

[(∫∞
τ

Q(µ) dµ

) ∫
S
v2 n dS +

∫
S
∂tψ1(P; t) n dS

]
+ O(ε2),

(10.77)

and so F(t, ε) tends to infinity as ε → 0, but as Q′(τ ) decays rapidly (and
might vanish for τ > 1), and the coefficient at ε0 is zero, the term of the
first order occurs to represent the principal part of F(t, ε) after an initial time
interval. Furthermore, the large force corresponding to the first term on the
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right-hand side in (10.77) produces a finite impulse during the time interval
(0, t), as we see from

S(t, ε) = −Q

(
t

ε

) ∫
S
v0 n dS + ε

∫
S
ψ1(P; t) n dS + O(ε2). (10.78)

Also, the contribution of the first term in brackets in (10.77) reduces to O(ε2)
here.

The free surface elevation is expressed by

η(x, z; t, ε) = ε

[
∂tψ1(x, 0, z; t)− ∂yv0(x, 0, z)

∫∞
τ

Q(µ) dµ

]
+ O(ε2),

(10.79)

and it is small from the very beginning because of the homogeneous Dirichlet
condition on F in (10.74); also, the free surface condition in (10.75) is taken
into account here.

The last formula shows that for the potential energy [see the second in-
tegral in (10.1)], asymptotics has the first nontrivial coefficient at ε2. Thus
substituting expansions into the formula for energy (10.1), we truncate them,
keeping coefficients at ε2:

2E(t, ε) =
∫

W
|∇{−Q(τ )v0 + εψ1 + ε2[β2(τ )v2 + ψ2]}|2 dxdydz

+ ε2
∫

F
[∂tψ1 + β1(τ )∂yv0]2 dxdz + O(ε3). (10.80)

Let us consider coefficients at ε0, ε1, and ε2 on the right-hand side:

ε0 : [Q(τ )]2
∫

W
|∇v0|2 dxdydz;

ε1 : −2Q(τ )
∫

W
∇v0 · ∇ψ1 dxdydz = 0;

ε2 :
∫

W
|∇ψ1|2 dxdydz +

∫
F
|∂tψ1|2 dxdz

+ [β1(τ )]2
∫

F
|∂yv0|2 dxdz + 2β1(τ )

∫
F
∂tψ1 ∂yv0 dxdz

− 2Q(τ )
∫

W
∇v0 · ∇(β2(τ )v2 + ψ2) dxdydz.

The coefficient at ε1 vanishes because Green’s formula transforms the corres-
ponding integral into∫

F
v0 ∂yψ1 dxdz −

∫
B∪S

v0 ∂nψ1 dS,
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which is equal to zero because v0 and ∂nψ1 do vanish on F and B ∪ S,
respectively. The same is true for the last integral in the coefficient at ε2.

Remaining terms in the coefficient at ε2 can be simplified as follows.
The sum ∫

W
|∇ψ1|2 dxdydz +

∫
F
|∂tψ1|2 dxdz

is twice the conserved energy corresponding to ψ1, and so it is equal to∫
F
|∂tψ1(x, 0, z; 0)|2 dxdz =

∫
F
|∂yv0|2 dxdz,

where the initial conditions are taken into account. By the initial condition
we have

ψ1(x, 0, z; t) = ∂yv0(x, 0, z)+ O(t).

Then (10.53) and (10.54) give

2β1(τ )
∫

F
∂tψ1(x, 0, z; t)∂yv0 dxdz = 2β1(τ )

∫
F
|∂yv0|2 dxdz + O(ε).

Hence, the coefficient at ε2 takes the following form:

{[β1(τ )]2 + 2β(τ )+ 1}
∫

F
|∂yv0|2 dxdz.

Substituting this and the coefficients at ε0 and ε1 into (10.80), we arrive at

2E(t, ε) = [Q(t/ε)]2
∫

W
|∇v0|2 dxdydz

+ ε2

[∫ t/ε

0
Q(µ) dµ

]2 ∫
F
|∂yv0|2 dxdz + O(ε3),

where the second equality of (10.55) is used. The second term on the right-
hand side describes the behavior of energy, in particular when the first term
vanishes because of vanishing Q(τ ).

10.2.1.3. Justification of Asymptotics

Since the functions ϕ2k−1, k = 1, 2, . . . , vanish identically in (10.65), it is
convenient to begin with an estimation of r2N , N ≥ 1 (in contrast to Subsec-
tion 10.1.2.3). In the same way as equations (10.38)–(10.40) were obtained,
we get

∇2r2N = 0 in W, ∂nr2N = 0 on B ∪ S for t ≥ 0,

∂2
t r2N + ∂yr2N = f2N (x, z; t, ε) on F for t ≥ 0,

r2N (x, 0, z; 0, ε) = 0, ∂t r2N (x, 0, z; 0, ε) = 0,
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where

f2N (x, z; t, ε) = ε2Nβ2N (τ )∂yv2N (x, 0, z).

Then similarly to (10.42) we have

r2N (x, 0, z; t, ε) =
∫ t

0
K−1/2 sin

[
(t − µ)K 1/2

]
f2N (x, z;µ, ε) dµ,

and K is defined in Section 9.2. The recurrent definition of v2N in (10.75)
gives

v2N = (−1)N K Nv0 on F,

and we arrive at

r2N (x, 0, z; t, ε)

= (−1)Nε2N
∫ t

0
β2N

(µ
ε

)
sin
[
(t − µ)K 1/2

] (
K N+1/2v0

)
(x, 0, z) dµ.

Hence,

‖r2N‖1/2 ≤ ε2N
∥∥K N+1/2v0

∥∥
1/2

∫ t

0

∣∣∣β2N

(µ
ε

)∣∣∣ dµ
≤ C(N )ε2N+1‖v0‖N+1

∫∞
0
|β2N (µ)| dµ,

where the second inequality follows from (10.43), and C(N ) is a constant
depending on N only. Also,∫∞

0
|βm(µ)| dµ ≤ [(m − 1)!]−1

∫∞
0

dµ
∫∞
µ

(λ− µ)m−1|Q(λ)| dλ

= [m!]−1
∫∞

0
µm |Q(µ)| dµ

is a consequence of (10.53) and (10.54). Therefore,

‖r2N‖1/2 ≤ C(N )ε2N+1‖v0‖N+1

∫∞
0
µ2N |Q(µ)| dµ. (10.81)

Using

r2N−1(P; t, ε) = r2N (P; t, ε)+ ε2N [ϕ2N (P; τ )+ ψ2N (P; t)] ,

and estimating ‖ϕ2N‖1/2 and ‖ψ2N‖1/2 similarly to (10.46) and (10.48), one
obtains

‖r2N−1‖1/2 ≤ C(N )ε2N‖v0‖N+1 max
k=0,1

∫∞
0
µ2N−k |Q(µ)| dµ,
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which combines with (10.81) to give

‖rN‖1/2 ≤ C(N )εN+1‖v0‖[N/2]+1 max
k=0,1

∫∞
0
µN−k |Q(µ)| dµ. (10.82)

Similar estimates hold for ‖∂t rN‖1/2 and rN .

10.2.2. Source Having a Rapidly Stabilizing Strength

Let a source be placed at Ps = (xs, ys, zs) ∈ W , and let its strength be equal
to Q(t/ε), which has the same properties as in Subsection 10.2.1. The arising
wave motion is described by a velocity potential G(P, Ps ; t, ε), which must
satisfy the following initial-boundary value problem:

∇2G = Q(t/ε)δ(|P − Ps |) in W, for t ≥ 0;

∂2
t G + ∂yG = 0 on F, ∂nG = 0 on B ∪ S for t ≥ 0;

φ(x, 0, z; 0, ε) = ∂tφ(x, 0, z; 0, ε) = 0,

where δ(|P − Ps |) denotes Dirac’s measure at Ps .
Seeking G(P, Ps ; t, ε) in the same form of (10.65) as in Subsection 10.2.1,

we see that equations (10.67) and (10.68) for ϕm remain be true, but instead
of (10.66), (10.69), and (10.70) we obtain the following for τ > 0:

∇2ϕ0 = Q(τ )δ(|P − Ps |) in W ;

∇2ϕm = 0 in W,m = 1, 2, . . . ;

∂nϕm = 0 on B ∪ S,m = 0, 1, . . .

Also, the initial-boundary value problem (10.21)–(10.23) and (10.25) deter-
mines ψm .

Again, representingϕm in the form of (10.71) whereβm is given by (10.54),
we obtain that (10.73) holds. Besides, we get

∇2v0= −δ(|P − Ps |) in W, v0= 0 on F, ∂nv0= 0 on B ∪ S,

and the rest of vm , m = 2, 4, . . . , 2k, . . . , must be found from the sequence
of recurrent boundary value problems (10.75). After that we obtain ψm , m =
0, 1, . . . , by solving (10.21)–(10.23) and (10.25).

Concerning hydrodynamic corollaries, we note that they repeat literally
those given in the case of a brief movement of rigid surfaces with one ex-
ception. To be exact, (10.76) presents the leading terms of asymptotics, and
(10.77), (10.78), and (10.79) remain true, giving the asymptotics of the force,
its impulse during (0, t), and the free surface elevation, respectively. Since
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the Dirichlet integral of v0 diverges in the case of a source, it is meaningless
to consider the asymptotics of energy.

In the present case, estimate (10.82) for the remainder term rN can be
obtained in the same way as in Subsection 10.1.2.3, as well as estimates for
‖∂t rN‖ and rN .

Concerning explicit formulae in the case in which W is a layer of con-
stant depth d, they can be derived in the same way as those in Subsection
10.1.3.2.

10.3. High-Frequency Surface Pressure

In the present section we study waves caused by the pressure

p(x, z; t, ε) = κ(t/ε)P(x, z) (10.83)

applied to the horizontal free surface resting at the initial moment t = 0. Here
κ is a 1-periodic function and the frequency ε−1 is assumed to be high in
comparison with the inverse of the characteristic time (g/d)1/2, where g is
the gravity acceleration and d is a characteristic length. Our aim is to show
that the asymptotic expansion

φ(P; t, ε) ∼
∞∑

m=0

εmαmwm(P, t)+
∞∑

m=1

ε2m−1βm

(
t

ε

)
vm(P) (10.84)

holds for the velocity potential. Here βm (m = 1, 2, 3, . . .) are certain 1-
periodic functions, αm (m = 0, 1, 2, . . .) are constants expressed in terms
of βm , and the harmonic functions vm , wm do not depend on ε. Moreover,
vm satisfies the Dirichlet condition on the free surface, and the Neumann
condition on rigid surfaces, whereas wm are solutions of the Cauchy–Poisson
problem. Both sequences of functions are defined recurrently.

An analysis of the principal term in (10.84) demonstrates that up to O(ε)
the waves are the same as those resulting from the initial elevation of the free
surface equal to

[〈κ〉 − κ(0)]P(x, z),

where 〈κ〉 is the mean value of κ . Furthermore, if 〈κ〉 = κ(0), then the wave
pattern is stationary up to O(ε), but along with this slow wave motion there
exists a high-frequency wave of amplitude O(ε) having zero average and
giving a finite contribution to the force acting on a submerged body [see the
first term in the second sum in (10.84)].

As in Sections 10.1 and 10.2, we begin with the formal derivation of (10.84)
and then discuss asymptotic formulae for hydrodynamic characteristics, and
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the concluding subsection is concerned with proving estimates for the remain-
der term. We present our results for the three-dimensional case, but the same
argument and similar asymptotic formulae are true for the two-dimensional
problem.

10.3.1. Statement of the Problem and Formal Asymptotics

10.3.1.1. Statement of the Problem

Let the geometric assumptions made in Section 10.1 hold; then the initial-
boundary value problem takes the following form in the nondimensional
variables introduced in Subsection 10.1.2:

∇2φ = 0 in W for t ≥ 0, (10.85)

φt t + φy = −pt on F for t ≥ 0, (10.86)

∂φ/∂n = 0 on B ∪ S for t ≥ 0, (10.87)

φ(x, 0, z; 0) = φt (x, 0, z; 0) = 0. (10.88)

We assume that the surface pressure p is given by (10.83), where P is a
sufficiently smooth function decaying at infinity. Our aim is to construct an
asymptotic expansion for φ valid for ε � 1.

10.3.1.2. Formal Asymptotic Expansion

The velocity potential is sought in the form of a two-scale asymptotic series:

φ(P; t, ε) ∼
∞∑

m=0

εm

[
ϕm

(
P;

t

ε

)
+ ψm(P; t)

]
, (10.89)

where ϕm(P; τ ) (m = 1, 2, . . .) are 1-periodic functions of the second ar-
gument and both ϕm(P; τ ) and ψm(P; t) decay as |P| → ∞. Substituting
(10.89) into (10.85)–(10.88) and equating the coefficients at each power of ε,
one obtains, for m = 0, 1, . . . , the following:

∇2(ϕm + ψm) = 0 in W, (10.90)

∂2
τ ϕm+2 + ∂yϕm + ∂2

t ψm + ∂yψm = 0 on F, (10.91)

∂(ϕm + ψm)/∂n = 0 on B ∪ S (10.92)

for t, τ ≥ 0 and

ϕm + ψm = 0, (10.93)

∂τϕm+1 + ∂tψm = 0 (10.94)
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on F when t = τ = 0. Furthermore, one gets the following on F :

∂2
τ ϕ0 = 0 for τ ≥ 0, ∂τϕ0 = 0 when τ = 0, (10.95)

∂2
τ ϕ1 = −κ ′(τ )P(x, z) for τ ≥ 0. (10.96)

Moreover, functions of τ and t must be equated to zero separately in (10.90)–
(10.92). Let us analyze the arising equations.

From (10.95) we find that

ϕ0 = C0 = const on F for τ ≥ 0,

and C0 = 0 because ϕ0 vanishes at infinity. Also, ϕ0 satisfies the Laplace
equation in W and the homogeneous Neumann condition on B ∪ S, and so

ϕ0 = 0 in W for τ ≥ 0. (10.97)

From (10.91) it follows that

∂2
τ ϕm + ∂yϕm−2 = 0 on F for τ ≥ 0. (10.98)

Since ϕm is a periodic function of τ and decays as |P| → ∞, (10.97) and
(10.98) yield that

ϕ2k = 0 in W for τ ≥ 0, k = 1, 2, . . . , (10.99)

and so it remains to determine ϕ2k−1(P; τ ), which is sought in the form of
βk(τ )vk(P). According to (10.96),

β ′′1 = κ ′ for τ ≥ 0, v1 = −P on F. (10.100)

Taking into account (10.90), (10.92), and the last condition, we arrive at the
boundary value problem:

∇2v1 = 0 in W, v1 = −P on F, ∂v1/∂n = 0 on B ∪ S.
(10.101)

The first equation (10.100) has a periodic solution

β1(τ ) =
∫ τ

0
[κ(µ)− 〈κ〉] dµ+ c, (10.102)

where 〈κ〉 = ∫1
0 κ(µ) dµ and c is an arbitrary constant. Another form of

(10.102) is as follows:

β1(τ ) = −i

2π

∑
n �=0

κn

n
e2π inτ + c1, (10.103)

where κn (n = 0,±1,±2, . . .) are the Fourier coefficients of κ and c1 is a
constant.



10.3. High-Frequency Surface Pressure 463

From (10.98) we get the following for odd m ≥ 3:

β ′′k = βk−1 for τ ≥ 0, vk = −∂vk−1/∂y on F, k = 2, 3, . . .

(10.104)

Combining the second of these relations with (10.90) and (10.92), we get a
sequence of boundary value problems:

∇2vk = 0 in W, ∂vk/∂n= 0 on B ∪ S, vk = −∂yvk−1 on F,

(10.105)

where k = 2, 3, . . . .
In order to obtain a periodic solution of the first equation (10.104) for

k = 2, one has to put c1 = 0 in (10.103). Then

β2(τ ) = i

(2π )3

∑
n �=0

κn

n3
e2π inτ + c2,

where c2 is an arbitrary constant that must be taken equal to zero on the next
step. Proceeding in the same manner, we find that

βk(τ ) = i(−1)k

(2π )2k−1

∑
n �=0

κn

n2k−1
e2π inτ , k = 1, 2, . . . . (10.106)

Thus, (10.97), (10.99), (10.101), (10.105), and (10.106) give a complete
description of the first term in brackets in (10.89) for all values of m, and
so, the second series in (10.84) is obtained.

Putting

αm = −im

(2π )m

∑
n �=0

κn

nm
, m = 0, 1, . . . ,

we see that

αm =
{
−β ′k+1(0) for m = 2k (k = 0, 1, . . .)

−βk(0) for m = 2k − 1 (k = 1, 2, . . .)
.

Seeking ψm in the form αmwm , we get from (10.90)–(10.94) a sequence of
initial-boundary value problems:

∇2wm = 0 in W, (10.107)

∂2
t wm + ∂ywm = 0 on F, (10.108)

∂wm/∂n = 0 on B ∪ S, (10.109)
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where t ≥ 0 and m = 0, 1, . . . ; the initial conditions on F at t = 0 have the
form:

wm =
{

0 for m = 2k (k = 0, 1, . . .),

vk for m = 2k − 1 (k = 1, 2, . . .),
(10.110)

∂twm =
{
vk+1 for m = 2k (k = 0, 1, . . .),

0 for m = 2k − 1 (k = 1, 2, . . .).
(10.111)

Here we take into account the formulae for ϕm obtained above. Thus the
formal derivation of the asymptotic expansion (10.84) is complete.

10.3.2. Hydrodynamic Corollaries

Let us consider the terms in (10.84) containing ε0 and ε in detail. By virtue
of (10.102) and the definition of αm we have

φ(P; t, ε) = [〈κ〉− κ(0)]w0(P; t)

+ ε

{∫ t/ε

0
[κ(µ)−〈κ〉] dµ+

∫ 1

0
µ[κ(µ)−〈κ〉] dµ

}
v1(P)+ · · · .

(10.112)

Here v1 satisfies (10.101) and w0 satisfies

∇2w0 = 0 in W for t ≥ 0,

∂2
t w0 + ∂yw0 = 0 on F for t ≥ 0,

∂w0/∂n = 0 on B ∪ S for t ≥ 0,

w0(x, 0, z; 0) = 0, ∂tw0(x, 0, z; 0) = −P(x, z),

and so we can interpret w0 as the velocity potential describing waves caused
by the initial elevation of the free surface equal to P(x, z).

Turning to hydrodynamic characteristics defined in Subsection 10.1.2.2,
we begin with the asymptotics of the hydrodynamic pressure p = −φt in the
interior of water. Differentiating (10.84) and using (10.102), we get

p(P; t, ε) = −[〈κ〉 − κ(0)]∂tw0(P; t)− [κ(t/ε)− 〈κ〉] v1(P)+ O(ε).

(10.113)

Substituting this into (10.10), we arrive at the asymptotic formula for the force
acting on a submerged body:

F(t, ε) = [〈κ〉 − κ(0)]
∫

S
∂tw0 n dS + [κ(t/ε)− 〈κ〉]

∫
S
v1 n dS + O(ε).
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Replacing n by r0 × n, we get the asymptotics for the moment about P0. Thus
the principal parts of the force and moment include slowly as well as rapidly
oscillating terms. We need v1 as well as w0 for calculating the principal term
of force, but the analogous term for the force impulse during (0, t) requires
only w0:

S(t, ε) = [〈κ〉 − κ(0)]
∫

S
w0 n dS + O(ε).

This is a consequence of the fact that v1 is involved only in the rapidly
oscillating part of the force having the zero mean value.

For the elevation of the free surface given by (10.2), we obtain the following
asymptotics:

η(x, z; t, ε) = [κ(0)− 〈κ〉]∂tw0(x, 0, z; t)− 〈κ〉P(x, z)+ O(ε). (10.114)

Using it in (10.34), we get the asymptotic representation of the wave energy
in the following form:

E(t, ε) = [〈κ〉 − κ(0)]2

2

∫
W
|∇w0|2 dxdydz

+ 1

2

∫
F
{[〈κ〉 − κ(0)]∂tw0 + 〈κ〉P}2 dxdz + O(ε).

The conservation law for energy (see Stoker [312], Section 6.9) gives that∫
W
|∇w0|2 dxdydz +

∫
F

(∂tw0)2 dxdz =
∫

F
P2 dxdz,

and so

E(t, ε) = 1

2
{[〈κ〉 − κ(0)]2 + 〈κ〉2}

∫
F
P2 dxdz

+〈κ〉[〈κ〉 − κ(0)]
∫

F
P ∂tw0 dxdz + O(ε) (10.115)

is the final asymptotics for energy.

10.3.3. Waves in a Layer of Constant Depth

Let the water domain be a layer of constant depth; that is, S = ∅ and

W = {−∞ < x, z < +∞,−d < y < 0}.
Then the Fourier transform

P̂(σ ) =
∫

R2
P(x, z)e−i(xξ+zζ ) dxdz, where σ = (ξ, ζ ),
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allows us to solve the initial-boundary value problem (10.85)–(10.88) in the
following form (cf. Subsection 10.1.3.2):

φ(P; t, ε) = 1

(2π )2ε

∫
R2

P̂(σ )
cosh |σ |(y + d)

|σ |1/2 cosh |σ |d ei(xξ+zζ ) dξdζ

×
∫ t

0
κ ′
(µ
ε

)
sin
[
(µ− t) (|σ | tanh |σ |d)1/2

]
dµ.

In the case of deep water, W = R
3
− and the last formula must be changed as

follows: first, omit tanh |σ |d; second, replace [cosh |σ |(y + d)]/(cosh |σ |d)
by e|σ |y .

The behavior of the explicit expression for φ is not obvious as ε→ 0,
and so the asymptotic expansion (10.84) is preferable because its terms are
simpler:

wm(P; t) = − 1

(2π )2

∫
R2

P̂(σ ) (|σ | tanh |σ |d)(m− 1)/2

× cosh |σ |(y+ d)

cosh |σ |d sin
[mπ

2
+ t(|σ | tanh |σ |d)1/2

]
ei(xξ + zζ ) dξdζ,

where m = 0, 1, . . . , and

vm(P) = (−1)m

(2π )2

∫
R2

P̂(σ )(|σ | tanh |σ |d)m−1 cosh |σ |(y + d)

cosh |σ |d ei(xξ+zζ ) dξdζ,

where m = 1, 2, . . . , and formulae for deep water can be obtained in the same
way as above.

Furthermore, considering the energy of waves in a layer, we note that
Parseval’s equality gives an explicit formula,∫

F
P ∂tw0 dxdz = −(2π )−2

∫
R2
|P̃(σ )|2 cos

[
t(|σ | tanh |σ |d)1/2

]
dξdζ,

for the time-dependent integral in the principal term for the energy.

Example

Let W = R
2
− and P(x) = (a2 + x2)−1, where a > 0. Then formula 3.767.2

in Gradshteyn and Ryzhik [96] gives that P̂(ξ ) = πa−1e−a|ξ |, and combining
this with the equation preceding example we get∫

F
P∂tw0 dx = −(2π )−1

∫+∞
−∞
|P(ξ )|2 cos

(
t |ξ |1/2

)
dξ

=
(

2π

a

)2 ∫∞
0
µe−2aµ2

cos tµ dµ.
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Applying formula 3.953.4 in [96], we obtain

∫
F
P∂tw0 dx = − π

2a

{
1+ iπ1/2

√
8a

exp

[
− t2

(8a)

]
erf

(
i t√
8a

)}
,

where erf (·) denotes the error function (see 7.1.1 in Abramowitz and Stegun
[1]). On the other hand,

∫
F
P2 dx = 2

∫∞
0

dx

(a2 + x2)2
= π

2a
.

Substituting these expressions into (10.115), we get

E(t, ε) = πκ2(0)

4a

+ [κ(0)− 〈κ〉]〈κ〉 i t

4
√

2

(π
a

)3/2
exp

{
− t2

8a

}
erf

(
i t√
8a

)
+ O(ε).

Here the first term corresponds to the initial energy at t = 0 and the second
term describes how energy’s principal part evolves in time.

Using (10.113), we can express the principal part of the average pressure
in water as follows:

[κ(0)− 〈κ〉]
[[

y − a

a[x2 + (y − a)2]2
− tπ1/2

2a

× Im

((
exp{(−t2)/[4(a − y − i x)]}

(a − y − i x)3/2
erf

[
i t

2(a − y − i x)1/2

]))]]
. (10.116)

We can also write the rapidly oscillating part of pressure explicitly:[
〈κ〉 − κ

(
t

ε

)]
y − a

a[x2 + (y − a)2]2
,

which combines with (10.116) to produce the asymptotics of pressure:

p(P; t, ε)

=
[
κ(0)− κ

(
t

ε

)]
y − a

a[x2 + (y − a)2]
+ [〈κ〉 − κ(0)]

tπ1/2

2a

× Im

((
exp{(−t2)/[4(a − y − i x)]}

(a − y − i x)3/2
erf

[
i t

2(a − y − i x)1/2

]))
+ O(ε).

(10.117)

Starting from (10.114) and proceeding in the same way, we obtain the
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asymptotics of the free surface elevation:

η(x, t, ε) = −κ(0)

a2 + x2
+ [〈κ〉 − κ(0)]

tπ1/2

2a

× Im
exp{(−t2)/[4(a − i x)]}

(a − i x)3/2
erf

[
i t

2(a − i x)1/2

]
+ O(ε).

(10.118)

Here the second term is the time-dependent perturbation having a zero order
with respect to ε and corresponding to the initial elevation.

Now we note that

1

(a2 + x2)N+1
= N !

(−1

2a

∂

∂a

)N 1

a2 + x2
,

and so applying the operator N ! [−(2a)−1∂a]N to the right-hand side in
(10.118), we get a formula for the free surface elevation corresponding to
P(x) = (a2 + x2)−N−1.

Let us consider the evolution of the free surface profile and pressure in the
case in which the pressure applied to the free surface is given as follows:

p(x ; t, ε) = λ sin2(2π t/ε)− α

a2 + x2
.

For a = 6.0, α = 0.2, λ = 0.21/π1/2, and ε = 10.0, the evolution is shown
in Fig. 10.2. One sees that even for surprisingly large ε, the principal term –
see (10.118) and Fig. 10.2(a) – provides a good approximation for the exact
free surface shown in Fig. 10.2(b). The evolution of the hydrodynamic pres-
sure at a depth of 0.5 is shown in Fig. 10.3 for the same p applied to the free
surface. Figure 10.3(a) presents the principal term (10.117), which combines
the mean value (10.117) shown in Fig. 10.3(c) with oscillations. One sees that
the asymptotic behavior in Fig. 10.3(a) is in good agreement with the exact
pressure shown in Fig. 10.3(b).

10.3.4. Justification of the Asymptotic Expansion

In the present subsection we justify (10.84) [see also (10.89)] and begin
with estimating every term in (10.89). As in Subsection 10.1.2.3 we use the
operator K mapping ϕ defined on F into φy(x, 0, z), where φ solves the
following boundary value problem:

∇2φ = 0 in W, ∂φ/∂n = 0 on B ∪ S, φ = ϕ on F.
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Figure 10.2.

It was demonstrated that for any s ≥ 1/2 we have

‖Kϕ‖s−1 ≤ Ms‖ϕ‖s, (10.119)

where ‖·‖s is the norm in the scale of Sobolev spaces H s(F) and this norm
is involved in the following assertion.

Let κ ∈ L2(0, 1), andP belongs to H m/2(F) when m is odd and to H (m+1)/2

(F) when m is even. Then we have two inequalities for functions in (10.89):

‖ϕ2�−1‖1/2 ≤ C(2π )−2�+1‖κ‖L2(0,1)‖K �−1P‖1/2, (10.120)

‖ψm‖1/2 ≤ C(2π )−m‖κ‖L2(0,1)‖wm‖1/2, (10.121)
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where

‖wm‖1/2 ≤
{

Ct‖K �P‖1/2 when m = 2�,

C‖K �−1P‖1/2 when m = 2�− 1.
(10.122)

Since ϕ2� = 0, we have to estimate ϕ2�−1(P; τ ) = β�(τ )v�(P). Using the
Cauchy inequality, we get from (10.106) that

|β�| ≤ C

(2π )2�−1
‖κ‖L2(0,1). (10.123)

Taking into account that the functions vm are defined recurrently, see (10.101)
and (10.105), we get that

v� = K �−1P on F, (10.124)

and so (10.123) and (10.124) imply (10.120).
Turning toψm(P; t) = αmwm(P; t), we note that the definition ofαm yields

(10.121) in the same way as (10.120). Since wm solves (10.107)–(10.111),
the trace of wm on F (we shall use the same notation wm for the trace) can be
found as follows:

wm(·, t) =
{

K−1/2 sin
(
K 1/2t

)
v�+1 for m = 2�

cos
(
K 1/2t

)
v� for m = 2�− 1

� = 1, 2, . . . .

This yields (10.122), if (10.124) is taken into account.
Let us estimate the remainder term,

R2N+1(P; t, ε) = φ(P; t, ε)

−
2N+1∑
m=0

εmαmwm(P, t)−
N+1∑
m=1

ε2m−1βm

( t

ε

)
vm(P),

(10.125)

which will complete justification of (10.84). From (10.85), (10.88), (10.101),
and (10.105), it follows that for t ≥ 0,

∇2 R2N+1 = 0 in W, (10.126)

∂R2N+1/∂n = 0 on B ∪ S. (10.127)

According to (10.86), (10.108), and (10.125), we have the following on F
for t ≥ 0:

∂2
t R2N+1 + ∂y R2N+1 = −ε−1κ ′(τ )P(x, z)

−
N+1∑
m=1

ε2m−1[ε−2β ′′m(τ )vm(x, 0, z)

+βm(τ )∂yvm(x, 0, z)],



472 Waves Caused by Rapidly Stabilizing

and (10.100) and (10.104) reduce this condition to

∂2
t R2N+1 + ∂y R2N+1=−ε2N+1βN+1(t/ε)∂yvN+1 on F for t ≥ 0.

(10.128)

Substituting t = 0 into (10.125) and using the first condition (10.88) and
(10.110), we get

R2N+1 = 0 on F for t = 0. (10.129)

Differentiating (10.125) with respect to t and taking into account the second
condition (10.88), (10.111), and the definition of αm , we obtain that

∂t R2N+1 =
N∑

m=0

εmβ ′m+1(0)vm+1 −
N+1∑
m=1

ε2m−2β ′m(0)vm

holds on F for t = 0, and so

∂t R2N+1 = 0 on F for t = 0. (10.130)

Thus R2N+1 satisfies the initial-boundary value problem (10.126)–(10.130),
and we are in a position to prove the following proposition.

Let P ∈ H (2N+3)/2(F) and κ ∈ L2(0, 1). Then

‖R2N+1‖1/2≤
( ε

2π

)2N+2
Ct‖K N+1P‖1/2, (10.131)

where C does not depend on t and P .
Since R2N+1 satisfies (10.126)–(10.130), the trace of R2N+1 on F has the

following explicit form:

R2N+1(·; t, ε) = −ε2N+1

{∫ t

0
βN+1

(µ
ε

)
sin
[
(t − µ)K 1/2

]
dµ

}
K N+1/2P,

(10.132)

where (10.124) is taken into account. Integrating by parts in the last integral,
we get

R2N+1(·; t, ε)

= −ε2N+2

{∫ t

0

[∫µ/ε

0
βN+1(γ ) dγ

]
cos
[
(t − µ)K 1/2

]
dµ

}
K N+1P.

(10.133)

Since βN+1 is a 1-periodic function having a zero mean value, we have that∣∣∣∣∫µ/ε

0
βN+1(γ ) dγ

∣∣∣∣ ≤ max
γ
|βN+1(γ )|.
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Combining this inequality with (10.123) and (10.133), we arrive at (10.131),
which completes the proof.

In the following theorem justifying the asymptotic expansion (10.84), the
expression

φ(P; t, ε)−
2N∑

m=0

εmαmwm(P; t)−
N∑

m=1

ε2m−1βm

(
t

ε

)
vm(P)

is denoted by R2N .
Let P ∈ H (n+2)/2(F) and κ ∈ L2(0, 1); then

Rn + ‖Rn‖1/2 ≤ εn+1Cnt‖P‖(n+2)/2, (10.134)

where · is the energy norm defined at the end of Subsection 10.1.2.3, and
Cn does not depend on t and P .

Let n = 2N + 1 first; then (10.134) follows from the second proposition
in the present subsection combined with (10.119) and the known inequality
[see (10.52) at the end of Subsection 10.1.2.3]:

Rn ≤ C‖Rn‖1/2. (10.135)

For n = 2N we write

R2N = R2N+1 + ε2N+1 (ϕ2N+1 + ψ2N+1) ,

and the required estimate for the sum in parentheses follows from the first
proposition in the present subsection combined with (10.119). Applying
(10.119) and (10.123) to (10.132), we get

‖R2N+1‖1/2 ≤ ε2N+1tCN‖P‖N+1,

which together with (10.135) completes the proof.
When W is a layer, the following assertion provides the convergence of

the asymptotic series (10.89).
Let W be a layer having the constant depth d, or the lower half-space

{y < 0}. If κ ∈ L2(0, 1) and the support of the Fourier transform P̂ is con-
tained in {|σ | < (2π/ε)2}, then (10.89) converges in the H 1/2(F) norm.

It follows from the first proposition in the present subsection that the
following inequality ( ε

2π

)n ∥∥K n/2P
∥∥

1/2 ≤ Cqn (10.136)

with C not depending on n and q < 1 guarantees that (10.89) converges in
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the H 1/2(F) norm. Using the Fourier transform, one obtains that

(KP)(x, z) = 1

(2π )2

∫
R2

P̂(σ )|σ | tanh(|σ |d) ei(xξ+zζ ) dξdζ

when W is the layer, and if W = {y < 0}, then tanh(|σ |d) must be omitted.
For both cases, the Parseval theorem gives that∥∥K n/2P

∥∥2

1/2 ≤ C
∫

R2
(1+ |σ |2)1/2|σ |n|P̂(σ )|2 dξdζ.

By the assertion’s assumption there exists q ∈ (0, 1) such that P̂(σ ) = 0 for
|σ | ≥ (q2π/ε)2. Therefore,

∥∥K n/2P
∥∥2

1/2 ≤ C

[∫ (q2π/ε)2

0
|σ |n+1 d|σ | +

∫ (q2π/ε)2

|σ |n+2 d|σ |
]

≤ C

(
q

2π

ε

)2n

,

and so (10.136) is proved, which completes the assertion’s proof.

10.4. High-Frequency Underwater Disturbances

In this section we consider a source pulsating in water (in Subsection 10.4.1)
and oscillations of rigid surfaces (in Subsection 10.4.2). In the case of a source,
the water motion proves to be a superposition of two motions up to O(ε). The
principal term in the asymptotics for the velocity potential is as follows:

[κ(t/ε)− 〈κ〉]v0(P, P0)+ 〈κ〉w0(P, P0, t),

where v0(P, P0) is the waveless potential describing the stationary unit source
at P0, and 〈κ〉w0 is the velocity potential describing the wave motion that is
due to the source having the average strength starting at t = 0. Hence, the
force acting on a submerged body has the form of a sum of two components.
The first one is the large high-frequency force

ε−1κ ′
(

t

ε

) ∫
S
v0 n dS.

Here S is the body surface, and n is the normal directed into water. The second
component is the slowly varying force equal to

〈κ〉
∫

S
∂tw0 n dS.
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However, the impulse of force during the time interval (0, t) has the following
asymptotics:

S(t, ε) =
[
κ

(
t

ε

)
− 〈κ〉

] ∫
S
v0n dS + 〈κ〉

∫
S
w0n dS + O(ε).

We see that both terms in the formula for force having different orders produce
contributions of the same order into S(t, ε).

Similar results are obtained for waves caused by high-frequency oscil-
lations of rigid surfaces. For both problems, we present our results for the
three-dimensional case, but the same argument and similar asymptotic for-
mulae are true for the two-dimensional problems.

10.4.1. Waves Caused by a Submerged Source

In this subsection we consider the problem of waves arising when a high-
frequency submerged source starts making pulsations in resting water. As in
the previous sections of this chapter, we seek an asymptotic expansion for
the velocity potential assuming that ε � 1, where ε is the nondimensional
period of oscillation. We begin with the formal derivation of (10.84), then
discuss estimates for the remainder term, and conclude the subsection with
asymptotic formulae for hydrodynamic characteristics.

10.4.1.1. Statement of the Problem

We assume the water domain W to be the same as in Section 10.3. Let the
source’s strength be equal to −κ(t/ε), where κ is a 1-periodic function. If
the source is placed at P0 ∈ W , then the corresponding velocity potential
G(P, P0; t, ε) must satisfy the initial-boundary value problem:

∇2G = −κ(t/ε)δP0 (P) in W for t ≥ 0, (10.137)

Gtt + G y = 0 on F for t ≥ 0, (10.138)

∂G/∂n = 0 on B ∪ S for t ≥ 0, (10.139)

G = 0, Gt = 0 on F for t = 0. (10.140)

Here δP0 is Dirac’s measure located at P0. Our aim is to construct an asymptotic
series for G.

10.4.1.2. Asymptotic Expansion

It is natural to suppose that waves caused by the high-frequency source are
the same, up to a term O(ε), as the waves produced by the source having the
average strength. Let 〈κ〉w0 denote the velocity potential corresponding to



476 Waves Caused by Rapidly Stabilizing

the latter waves. Then w0 satisfies

∇2w0 = −δP0 (P) in W, ∂2
t w0 + ∂yw0 = 0 on F, (10.141)

∂w0/∂n = 0 on B ∪ S for t ≥ 0, (10.142)

w0 = 0, ∂tw0 = 0 on F for t = 0. (10.143)

Let us seek the asymptotic series for G − 〈κ〉w0 in the form of (10.89).
Then we arrive at (10.90)–(10.96) for m = 0, 1, . . . , but there are two excep-
tions. First, we have

∇2ϕ0 = [〈κ〉 − κ(τ )]δP0 (P) in W for τ ≥ 0 (10.144)

instead of the Laplace equation, and second,

∂2
τ ϕ1 = 0 on F for τ ≥ 0 (10.145)

instead of (10.96). Since (10.95) implies that

ϕ0 = 0 on F for τ ≥ 0,

we put ϕ0(P; τ ) = b0(τ )v0(P), where b0(τ ) = κ(τ )− 〈κ〉, and we get the
boundary value problem for v0:

∇2v0= − δP0 (P) in W, v0 = 0 on F, ∂v0/∂n= 0 on B ∪ S.

(10.146)

Here (10.144) and (10.92) are also taken into account. Then (10.145), (10.92),
and (10.90) give that

ϕ1 = 0 in W for τ ≥ 0

because ϕ1 is a periodic function of τ decaying as |P| → ∞. Using (10.98)
in the same manner as in Subsection 10.3.2, we obtain

ϕ2k+1 = 0, ϕ2k(P; τ ) = bk(τ )vk(P) in W for τ ≥ 0, k = 1, 2, . . . ,

and so vk satisfies (10.105), and

bk(τ ) = (−1)k

(2π )2k

∑
n �=0

b(0)
n

n2k
e2π inτ , (10.147)

where by b(0)
n we denote the Fourier coefficients of b0 = κ − 〈κ〉.

Let us consider

am = −
(

i

2π

)m+1+(−1)m+1∑
n �=0

b(0)
n

nm+1+(−1)m+1 ,



10.4. High-Frequency Underwater Disturbances 477

which gives

am =
{
−bk(0) for m = 2k,

−b′k+1(0) for m = 2k − 1,
for k = 1, 2, . . . .

Seeking ψm (m = 1, 2, . . .) in the form amwm , we get from (10.90)–(10.94)
the Cauchy–Poisson problem [see (10.107)–(10.109)] with the following ini-
tial conditions on F for t = 0 [cf. (10.110) and (10.111)]:

wm =
{

0 for m = 2k − 1,

vk for m = 2k,
(10.148)

∂twm =
{
vk+1 for m = 2k − 1,

0 for m = 2k,
(10.149)

where k = 1, 2, . . . .
In order to keep the notation uniform we put a0 = 〈κ〉. Then the asymptotic

representation for the source potential can be written as follows:

G(P, P0; t, ε) ∼
∞∑

m=0

εmamwm(P; t)+
∞∑

m=0

ε2mbm

(
t

ε

)
vm(P), (10.150)

where am and bm(τ ) are defined above; see, for example, (10.147). More-
over, w0 and v0 satisfy (10.141)–(10.143) and (10.146), respectively, and
other functions must be found recurrently by using the boundary value prob-
lem (10.105) for vm , and the Cauchy–Poisson problem (10.107)–(10.109),
(10.148), and (10.149) for wm .

For justifying the asymptotic expansion (10.150), we consider the initial-
boundary value problem for a remainder term:

R2N (P; t, ε) = G(P, P0; t, ε)

−
2N∑

m=0

εmamwm(P; t)−
N∑

m=0

ε2mbm

(
t

ε

)
vm(P).

In the same way as in Subsection 10.3.4, one obtains the problem for R2N :

∇2 R2N = 0 in W for t ≥ 0,

∂2
t R2N + ∂y R2N = −ε2N bn(t/ε)∂yvN on F for t ≥ 0,

∂R2N/∂n = 0 on B ∪ S for t ≥ 0,

R2N = ∂R2N/∂t = 0 on F for t = 0.

We see that this problem is the same as (10.126)–(10.130), and so the asymp-
totic expansion (10.150) can be justified in the same way as that in Section
10.3, and the only new point is that the trace of ∂yv0 on F must be used instead
of P .
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10.4.1.3. Source in a Layer

Explicit solutions can be obtained for vm and wm when W has a constant
depth d. For this purpose one has to use a well-known identity

(a2 + b2)−1/2 =
∫∞

0
e−µb J0(µa) dµ

in the same way as in Section 6.9 of Stoker’s book [312]. This gives

v0 = 1

4π

[
1

R
− 1

R0
+ 2

∫∞
0

e−µd sinhµy sinhµy0

coshµd
J0(µr ) dµ

]
, (10.151)

w0 = 1

4π

{
1

R
− 1

R0
+ 2

∫∞
0

e−µd sinhµy sinhµy0

coshµd
J0(µr ) dµ

+ 4
∫∞

0

1− cos
[
(µ tanhµd)1/2t

]
sinh 2µd

coshµ(y + d)

× coshµ(y0 + d)J0(µr ) dµ

}
, (10.152)

where r = [(x − x0)2 + (z − z0)2]1/2, R = [r2 + (y − y0)2]1/2, and R0 =
[r2 + (y + y0)2]1/2. For m ≥ 1 we have

vm = (− 1)m+1

2π

×
∫∞

0
µ(µ tanhµd)m−1 coshµ(y+ d) coshµ(y0 + d)

cosh2 µd
J0(µr ) dµ,

wm = 1

2π

∫∞
0
µ(µ tanhµd)(m−2)/2 coshµ(y + d) coshµ(y0 + d)

cosh2 µd

× J0(µr ) cos
[mπ

2
− t(µ tanhµh)1/2

]
dµ.

The explicit solution of (10.137)–(10.140) in the layer of depth d is as
follows:

G(P, P0; t, ε)

= κ(t/ε)

4π

[
1

R
− 1

R0
+ 2

∫∞
0

e−µd sinhµy sinhµy0

coshµd
J0(µr ) dµ

]
+ 1

2π

∫∞
0

(
µ

tanhµd

)1/2 coshµ(y + d) coshµ(y0 + d)

cosh2 µd
J0(µr ) dµ

×
∫ t

0
κ
(γ
ε

)
sin
[
(µ tanhµd)1/2(t − γ )

]
dγ, (10.153)

and so (10.150) gives an expansion of the time-dependent integral in (10.153).
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If the depth is infinite, then the first integrals in (10.152) and (10.153)
must be omitted as well as the integral in (10.151). Also, tanhµd should be
replaced by one, and exp{µ(y + y0)} must replace

coshµ(y + h) coshµ(y0 + d)

cosh2 µd
.

Moreover, vm = −(2π )−1∂m
y R−1

0 for m = 1, 2, . . . in this case.

10.4.1.4. Asymptotics of Wave Characteristics

Let us begin with the principal term in the asymptotics for a source. From
(10.150) we get that

G(P, P0; t, ε) = [κ(t/ε)− 〈κ〉]v0(P, P0)+ 〈κ〉w0(P, P0; t)+ O(ε).

According to (10.146), the first term on the right-hand side describes the
steady-state ε-periodic source having an average strength equal to zero. It
produces no waves because of the homogeneous Dirichlet condition on F in
(10.146). The second term is proportional to 〈κ〉 and w0 satisfies (10.143).
Therefore, it describes a source starting at t = 0, and its strength is equal to
the mean value of κ . There are waves corresponding only to 〈κ〉w0, and the
asymptotics of the free surface elevation has the following form:

η(x, z; t, ε) = −〈κ〉∂tw0(x, 0, z; t)+ O(ε).

The force and moment about P∗ acting on a submerged body depend on
v0 and w0:

F(t, ε) = ε−1κ ′
(

t

ε

) ∫
S
v0 n dS + 〈κ〉

∫
S
∂tw0 n dS + O(ε),

M(t, ε) = ε−1κ ′
(

t

ε

) ∫
S
v0 r∗ × n dS + 〈κ〉

∫
S
∂tw0 r∗ × n dS + O(ε).

We see that the principal terms of F and M tend to infinity as ε→ 0, while
the contributions that are due to w0 remain finite. The impulse of force during
the time interval (0, t) has the following asymptotics:

S(t, ε) =
[
κ

(
t

ε

)
− 〈κ〉

] ∫
S
v0 n dS + 〈κ〉

∫
S
w0 n dS + O(ε),

and so two terms having different orders in the formula for force produce
contributions of the same order into S(t, ε). This is due to the high-frequency
oscillations in the term containing ε−1.
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10.4.2. Oscillations of Underwater Surfaces

10.4.2.1. Main Results

Let B, S, or both execute high-frequency oscillations of small amplitude. Then
the velocity potential φ(P; t, ε) must satisfy the following initial-boundary
value problem:

∇2φ = 0 in W for t ≥ 0, (10.154)

φt t + φy = 0 on F for t ≥ 0, (10.155)

∂φ/∂n = κ(t/ε) f (P) on B ∪ S for t ≥ 0, (10.156)

φ = 0, φt = 0 on F for t = 0. (10.157)

It is assumed that f (P) decays as |P| → ∞ and P ∈ B.
As ε→ 0, one obtains the same asymptotic expansion (10.150) for φ

solving (10.154)–(10.157), and so there is no difference with the case of a
submerged source. Moreover, if m ≥ 1, then vm and wm satisfy the same
problems (10.105) and (10.107)–(10.109), (10.148), and (10.149), respec-
tively. However, v0 must be determined from the steady-state boundary value
problem:

∇2v0 = 0 in W, v0 = 0 on F, ∂v0/∂n = f on B ∪ S.

(10.158)

Similarly, w0 solves the initial-boundary value problem:

∇2w0 = 0 in W, ∂2
t w0 + ∂yw0 = 0 on F,

∂w0/∂n = f on B ∪ S for t ≥ 0,
(10.159)

w0 = ∂tw0 = 0 on F for t = 0.

If 〈κ〉 = 0, then (10.150) implies that the water motion is determined by v0

up to O(ε). Therefore, the amplitude of surface waves is proportional to ε

because v0 satisfies the homogeneous Dirichlet condition on F .
As in Subsections 10.3.3 and 10.4.1.3, the explicit expressions for vm and

wm can be obtained when W is a layer of constant depth d. Using the Fourier
transform, we get

v0(P) = 1

(2π )2

∫
R2

f̂ (σ )
sinh |σ |y

|σ | cosh |σ |d ei(xξ+zζ ) dσ,

and for m ≥ 1,

vm(P) = (−1)m

(2π )2

∫
R2

f̂ (σ )(|σ | tanh |σ |d)m−1 cosh |σ |(y + d)

cosh2 |σ |d ei(xξ+zζ ) dσ.
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The time-dependent functions wm are given by

wm(P; t) = 1

(2π )2

∫
R2

f̂ (σ )(|σ | tanh |σ |d)(m−1)/2 ei(xξ+zζ )

× cosh |σ |(y + d)

cosh2 |σ |d sin
[mπ

2
− t(|σ | tanh |σ |d)1/2

]
dσ

for m = 0, 1, . . . .

10.4.2.2. Asymptotics for Energy, Force, and Moment

Since the same asymptotic expansion (10.150) is valid for both submerged
sources and surfaces, we do not repeat formulae from Subsection 10.4.1.4 but
instead turn to the energy defined by (10.1) and immediately obtain

E(t, ε) = 1

2

{∫
W
|[κ(t/ε)− 〈κ〉]∇v0 + 〈κ〉∇w0|2 dxdydz

+〈κ〉2
∫

F
(∂tw0)2 dxdz

}
+ O(ε).

Using Green’s formula and the boundary value problems (10.158) and
(10.159), we obtain that

2〈κ〉 (κ − 〈κ〉)
∫

W
∇w0 · ∇v0 dxdydz + (κ − 〈κ〉)2

∫
W
|∇v0|2 dxdydz

= (κ2 − 〈κ〉2)
∫

W
|∇v0|2 dxdydz,

and so the asymptotic formula for energy takes the following form:

E(t, ε) = 〈κ〉2
2

[∫
W
|∇w0|2 dxdydz +

∫
F

(∂tw0)2 dxdz

]
+ κ2(t/ε)− 〈κ〉2

2

∫
W
|∇v0|2 dxdydz + O(ε). (10.160)

Averaging the energy over the period ε, we get

〈E〉 = 〈κ〉2
2

[∫
W
|∇w0|2 dxdydz +

∫
F

(∂tw0)2 dxdz

]
+ 〈κ

2〉 − 〈κ〉2
2

∫
W
|∇v0|2 dxdydz + O(ε). (10.161)

In particular, if 〈κ〉 = 0, then

〈E〉 = 〈κ2〉
2

∫
W
|∇v0|2 dxdydz + O(ε). (10.162)
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We note that formulae (10.160)–(10.162) are also true in the two-dimensional
case, in which the Dirichlet integral in (10.162) can be calculated explicitly
for particular geometries.

Example

Let W = R
2
−\ {|z − i | ≤ a}, where z = x + iy and a < 1. For solving the

boundary value problem

∇2v0 = 0 in W, v0 = 0 when y = 0,

∂v0/∂n = f (eiϕ) when z + i = aeiϕ,

we apply the conformal mapping

ζ = z + i(1− a2)1/2

z − i(1− a2)1/2
,

which maps W onto {r < |ζ | < 1} on the ζ plane, where

r = a

1+ (1− a2)1/2
. (10.163)

We put ζ = ρeiθ , and so the boundary value problem takes the following
form:

∇2u = 0 in {r < ρ < 1}, u|ρ=1 = 0, uρ |ρ=r = 2(1− a2)1/2g(eiθ ).

Here u(ρ, θ) = v0[z(ζ )] and

g(eiθ ) = f [z(reiθ )]

1− 2r cos θ + r2
.

Seeking a solution in the form

u(ρ, θ ) = 2(1− a2)1/2

[
a0 log ρ +

∞∑
n=1

(ρn − ρ−n)(an cos nθ + bn sin nθ )

]
,

we see that an and bn must be determined from the Neumann condition,
and so

a0 = rα0

2
, an + ibn = rn+1

n(1+ r2n)
(αn + iβn) for n ≥ 1,

where αn and βn are the Fourier coefficients of g.
Using the obvious equalities

∫
W
|∇v0|2 dxdy =

∫
r<ρ<1

|∇u|2 dξdη = −r
∫ 2π

0
[uρu]ρ=r dθ
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and the series obtained for u, we get

∫
W
|∇v0|2 dxdy= 4πr2(1− a2)

[
−α2

0

2
log r +

∞∑
n=1

n−1 1− r2n

1+ r2n

(
α2

n +β2
n

)]
.

Therefore, the Dirichlet integral in (10.162) is expressed in terms of the
Fourier coefficients of g.

Now, let us calculate principal terms in the asymptotic formulae for F(t, ε)
and M(t, ε). We have

∫
|z+i |=a

v0 n dS = 2(1− a2)1/2r
∫ 2π

0

u(r, θ ) ν

1− 2r cos θ + r2
dθ,

where ν = −(sin θ, cos θ ). Substituting the series for u and calculating the
integrals, we get the explicit asymptotic formula for the force acting per unit
length of the circular cylinder:

F(t, ε) = 4π (1− a2)1/2r

ε
κ ′
(

t

ε

) ∞∑
n=1

rn(1− r2n)

(1+ r2n)

(
βn

αn

)
+ O(1). (10.164)

As above, αn and βn are the Fourier coefficients of g. Similarly, the moment
about P0 = (x0, y0) is equal to

M(t, ε) = 4π (1− a2)1/2r

ε
κ ′
(

t

ε

)

×
∞∑

n=1

rn(1− r2n)

n(1+ r2n)
[βn(y0 + 1)− αn x0]+ O(1). (10.165)

In the case of a circular cylinder oscillating so that 〈κ〉 = 0 and f (eiϕ)=
A = const, formulae (10.162), (10.164), and (10.165) have very simple forms
because

αn = 2rn A

1− r2
, βn = 0,

and so

〈E〉 = 2〈κ2〉πa2 A2[−2−1 log r + ϕ(r )]+ O(ε),

F(t, ε) = 4π Aa

ε
κ ′
(

t

ε

)
ϕ(r )

(
0
1

)
+ O(ε),

M(t, ε) = −4π Aax0

ε
κ ′
(

t

ε

)
ϕ(r )+ O(ε),



484 Waves Caused by Rapidly Stabilizing

where

ϕ(r ) =
∞∑

n=1

r2n(1− r2n)

n(1+ r2n)
= log

[
1− r2

2r1/2
θ2(0, r2)θ3(0, r2)

]
.

Here r is defined by (10.163) and θ2, θ3 are theta functions (see Section 22.5
in Whittaker and Watson [360]).

10.5. Bibliographical Notes

10.1 and 10.2. The material in these sections was obtained by Kuznetsov
and Maz’ya [164]. Another approach to waves generated by brief motions of
underwater surfaces was developed by Sabatier [301].

10.3 and 10.4. The material in these sections is borrowed from Kuznetsov and
Maz’ya’s paper [167]. The same method was applied by Kuznetsov [160] for
obtaining formal asymptotics in the problem describing the forward motion
of a submerged body at a speed having high-frequency oscillations about a
certain mean value. Waves in shallow channels of rapidly varying depth were
considered by Nachbin and Papanicolaou [258]. Various singularly perturbed
elliptic boundary value problems are considered in the book [226] by Maz’ya,
Nazarov, and Plamenevsky.
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211–235.



Bibliography 495
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