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Preface

This book, written largely over two summers (scholarly oases sandwiched between
relentlessly busy academic sessions) has its roots in courses run at Queen Mary and
Westfield College and the University of Hertfordshire. A third year B.Sc. neuroscience
course, taken by both science and intercalated medical students at QMW, and final
year neurophysiology and neuropharmacology modules coupled with material taught
in molecular biology from UH, all shaped by the experience of delivery to several
cohorts of students, have served as the precursors to this volume.

Our intention is that this text will prove useful to final year undergraduates and post-
graduates interested in the impact that the new science of molecular biology is having
on (the rather older) neuroscience. As such, we have assumed that most readers will
have at least some familiarity with basic elements of neuron cell biology — action poten-
tials, synapses and the like - and some knowledge of molecular biology, such as general
features of the structures and functions of nucleic acids and proteins. However, we
have included some ‘reminders’ at crucial places so we hope no one will be unable to
follow an argument for lack of an essential fact. We assume no prior exposure to the
techniques of genetic engineering; these are dealt with where appropriate as the text
unfolds, although, inevitably, there is a higher dose of this type of material in the early
chapters.

We have tried, as fits this level, to provide insights into general experimental strate-
gies, and sometimes provide quite detailed accounts of experiments, so that the
evidential basis for much of what we cite is clear. We make no apology for this
approach, which invariably tends to highlight inconsistency and controversy, for science
is a practical activity that proceeds by the not so steady accumulation of evidence that
must be critically assessed. In the final year of a degree, it is not enough that students
have the facility to read and comprehend a scientific paper, although it is one of our
goals that the reader gains access to the molecular neuroscience literature. They should
also begin to develop the mind set of the good scientist which requires the rather
bizarre combination of highly analytical pedantry — allowing sensible critique of the
literature — with the ingenuity and imagination needed to visualize the clarity of the

concept despite the muddiness of the experimental waters. Real neuroscience is a messy
business!

This book, like the courses which spawned it, cannot be comprehensive if it is to be
of affordable length and sufficient depth. Of necessity, then, some topics have been left
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out which, in an ideal world, we would have liked included, but nonetheless we have
attempted to capture something of the flavour of contemporary neuroscience in the
choice of areas we have addressed.

Textbooks of physiology, pharmacology and medicine have traditionally focused, in
examining neurotransmission, on the outposts of the peripheral nervous system, the
neuromuscular junction and autonomic nervous systems, for good historic reasons. In
exploring the roles of glutamate and GABA, we have chosen a rather different
emphasis. This can be justified since so much exciting research currently being under-
taken involves these transmitters, and also on quantitative grounds; simply put, most
synapses in the brain use either glutamate or y-amino butyrate.

The notion that three key revolutions will be preeminent in the science of the next
century, namely in computing, understanding the genome and neurobiology, is well
founded. In their very different ways, all are about information processing and are, in
some senses, inextricably linked. It has been fun (mostly!) writing a book encompassing
something of two of these extraordinary pursuits.

Several colleagues at UH, Virginia Bugeja, Heddwyn Jones and Robert Slater, provided
material that was helpful in drafting part of Chapter 2, for which we are grateful. We
thank Rachel Offord, Lisa Mansell and Priscilla Goldby at BIOS for the patience with
which they dealt with our idiosyncrasies and David Hames for asking us to do the
book in the first place. Needless to say, any errors or misrepresentations are entirely
our fault, but, despite the many, sometimes spirited arguments about what to put in
and what to leave out, as well as how to say what we did say, we are still friends.

Patricia Revest and Alan Longstaff



Chapter

Introduction

What should a book entitled Molecular Neuroscience be about? There are no hard and
fast rules about this, but we have chosen to write a text which shows what molecular
biology has done for neuroscience and the exciting problems which remain to be
tackled. It is hoped that it will be useful to the student of neuroscience who may find
tools to answer specific questions, and also of interest to the molecular biologist who
might be tempted to apply their skills to the important questions neuroscience raises.

The desire to understand the workings of the human brain has stimulated diverse
approaches from the mystical to the mechanistic. Neuroscience has always been multi-
disciplinary, embracing anatomy, physiology and biochemistry, as well as the clinical
and behavioral sciences.

Mathematical modeling of individual neurons has been around for over half a century,
and more recently an eclectic and heady mix of mathematics, computer science, artifi-
cial intelligence, connectionism and the like has spawned neural network models, some
of which seem to offer a means to a conceptual (as opposed to a descriptive) approach
to how neural systems work. What this is teaching us is that the brain is an information-
processing device which works only by virtue of the connectedness of its components.

To this pot must now be added the molecular biology revolution. Molecular biology
itself is ill-defined. In one sense it is concerned with how deoxyribonucleic acid (DNA)
makes ribonucleic acid (RNA) makes protein, and as such is a subset of biochemistry.
However, at another level, it is the science concerned with engineering these macro-
molecules. When this manipulation is done so as to discover something about how the
nervous system works, we have molecular neuroscience.

The immense power of the molecular biology revolution to reveal hitherto unap-
proachable minutiae of cell functioning, with its inevitable emphasis on gene level
explanations, is seductive but carries with it intellectual dangers. Molecular neuro-
science is close to the lowest level on the reductionist hierarchy of analysis; only the
sort of models which try to describe things like the electrostatic barriers which are
thought to exist in the core of ion channels or the electron clouds which can surround
an agonist-binding site are further from whole brain function. These reductionist
approaches can provide descriptions of ion channels, receptors, enzymes, etc., and
developments in modeling have enabled their properties to be simulated in higher level
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systems. These systems display appropriate higher level behaviors which could not
necessarily be predicted from the characteristics of the individual elements, that is they
have emergent properties. However, reductionism cannot explain why most humans
like music and some become psychopaths.

Orne of the problems is that the practice of neuroscience, the day-to-day business of
designing experiments, impaling cells, setting up a polymerase chain reaction (PCR)
incubation, running gels and the like is highly reductionist. Indeed, many might argue
that the more variables that can be controlled for in any given study, the better the
science. However, the interpretation of the data we collect is another matter. It is unten-
able to argue, simply because concentrations of monoamines seem to be lower in the
brains of depressed patients, that depression is caused by reduced brain monoamines.
Firstly, because correlation is no proof of causation but, secondly, and more crucially,
because the concept of depression is in an entirely different category of description
from that of an altered concentration of neurotransmitter, and comparisons between
them may not be meaningful. There are an unimaginable number of interactions that
will intervene in the explanatory gap that separates neurotransmission from behavior
which no experiment could take account of, even in principle, given the undoubted
nonlinearity of the dynamic systems in the brain.

A related pitfall into which molecular biology can throw the incautious is that of genetic
determinism, the notion that we are the slaves of our genotypes. Consider, for example,
the inborn error of metabolism disorder, phenylketonuria (PKU). This arises from a
single mutation in the gene coding for phenylalanine hydroxylase, the enzyme respon-
sible for converting phenylalanine to tyrosine. Infants with PKU suffer severe
disturbance to brain development in the first few months after birth. Untreated, they
come to have serious cognitive deficits. Now, in this case, the link between genotype
and phenotype would seem to be transparently straightforward. However, in many
countries, PKU is now diagnosed at birth using a routine screening test. Affected infants
are treated for life by being placed on a diet low in phenylalanine. Such individuals
grow up with almost normal cognitive skills. Notice that this successful treatment has
not altered the defective gene — the mutant genotype remains — but it has changed the
phenotype. Moreover, the treatment works by manipulating the environment (diet).
This example illustrates a very important general principle, that the phenotype arises
from an interaction of genotype and environment. The same genotype can result in
different phenotypes (owing to variations in the environment), or the same phenotype
can be shared by organisms with a different genotype.

That such a complete disconnection of genotype and phenotype is possible in such a
simple case surely highlights the difficulties inherent in postulating a schizophrenic
genotype or a homosexual genotype. Molecular biology is exciting, but we must not
imagine - like some modern Laplace — that once we know the locus and function of
every gene we will have a complete understanding of the brain or be able to predict
its behavior. With these provisos always in mind, we will not be too misguided by the
remarkable discoveries that the molecular approach to neuroscience undoubtedly has
in store.

This volume is a chimera containing both some neuroscience and some molecular
biology; it is at the interface between these two disciplines. As such, it cannot be a
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comprehensive analysis of either. You will not find here detailed descriptions of
neuroanatomical pathways, extensive examination of every putative neurotransmitter
or an exhaustive review of neuropathology. Neither do we provide the detailed exper-
imental protocols that would be needed to clone a gene, nor an exposition of the theory
underlying, say, pulsed-field gel electrophoresis.

This text is designed to give the reader some insight into how neuroscience has been
revolutionized at the molecular level in the past decade or so. We hope it will serve
as a broad introduction to many of the ingenious approaches molecular biologists have
used to fathom neural function, and some of the key findings in relation to aspects of
neuroscience currently at the cutting edge and, importantly, which look like remaining
high profile for a little while to come. As such, we trust that this book will provide
sufficient familiarity with molecular biology techniques applied to neuroscience
discovery that the exciting (and voluminous) literature in this area becomes accessible.
A glance through the major journals, such as Nature and Science, shows that
hardly an issue goes by that does not contain papers on molecular approaches to neuro-
science. Moreover, most of these papers do not make easy reading. The density of
technical vocabulary in most scientific journals has steadily increased over recent years,
and the trend towards ever greater data compression in methods sections which are
often now relegated to figure legends or notes at the end of an article makes the task
of fathoming exactly how an experiment has been done hard, as the typical example
below shows.

“The gene locus was targeted by homologous recombination using two isogenic
flanking fragments of 5 kb (EcoRI-EcoRV) and 2.9 kb (Apal) which were isolated from
a mouse 129/SvEv genomic DNA library. Neo” cassette and herpes simplex virus tk
genes were used as positive and negative markers respectively. The linearized targeting
construct was electroporated into AB2.1 ES cells and selection achieved using G418
and ganciclovir. The targeted alleles can be detected by the presence of a 12.6 kb frag-
ment instead of 8 kb when DNA is digested with Xbal and probed with a 5" diagnostic
probe ...”

To begin the demystification process, we start with two chapters which concentrate on
the more important basic molecular biology methods as they have been applied to
neuroscience. In subsequent chapters, the emphasis changes. In these we examine the
major families of molecules which are at the interface between the extracellular and
intracellular environments of the cell, the receptors and the ion channels which make
excitable cells so responsive. We chose to illustrate how many of these molecules may
act in an orchestrated way by looking in some detail at plasticity — the way in which
the nervous system adapts to changes in its environment — which provides a wonderful
excuse for exploring the molecular biology of signaling between neurons, signaling
within neurons and the variety of ways in which membrane events can be coupled to
changes in gene expression. Later in the volume, we touch upon a number of ways in
which the system fails, in epilepsy and in some neuropathologies, and pose the ques-
tion as to whether there are some common pathways which can link seemingly
unrelated problems.

We introduce new methodologies in boxes so as not to disrupt the main text. Finally,
we include a glossary of all words which appear in the text in bold as an aide memoire,
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and a number of appendices providing information which the reader might want to
have to hand when trying to unravel a research paper in molecular neuroscience. There
is also a reading list of selected key references and review papers.

There are a number of topics which have not been covered, and the most important
of these is growth and development. It was a decision taken with some regret that in
a text of this size we could either have covered this subject trivially or one of the other
topics covered in the book would have had to be sacrificed. We leave it to either another
larger edition or another volume to cover this interesting topic in the detail which it
deserves.

One of the great legacies of molecular biology is that it has shown us superfamilies of
molecules, members of which are related in terms of both mechanism of action and
probably in evolutionary origin. The key question now is surely whether this extraor-
dinarily detailed level of structural knowledge can translate into novel drug design or
therapeutic strategies based on genetic engineering. Since drug-receptor interactions
are a three-dimensional matter, only when it becomes possible to model how subtle
mutations change the way proteins fold and alter the electronic properties of binding
sites will it be possible to have a science of molecular biology-based drug design. As
for genetic engineering, the ability to treat disorders by switching on or off the expres-
sion of particular receptor subunits at specific times and places within the brain is on
the horizon in animals specially engineered and bred for the purpose. Achieving the
same goal in a sick human is a different and far more difficult proposition.
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Receptor cloning 2

2.7 Introduction

This chapter describes how classical protein chemistry, combined with molecular
biological techniques for manipulating nucleic acids, was used to clone and sequence
the a-subunit of the nicotinic acetylcholine receptor (nAChR). This was the first time
that this technology was harnessed to examine a neurotransmitter receptor. To appre-
ciate how this was achieved, some of the basic techniques that molecular biologists use
are introduced.

2.2 The amino acid sequence of a protein can be deduced by
sequencing its DNA

As shown in Chapter 1, an aim of contemporary neuroscience is to learn about the
structure of proteins important in nerve cell function, such as ion channels, receptors,
neurotrophic peptides and the like. A starting point is to find the primary amino acid
sequence of the protein, since from this it is possible to make informed guesses about
higher order structure (disulfide bonds, a-helices, etc.) and how the protein relates to
the rest of the cell; for example, how a receptor is orientated in the plasma membrane,
which regions are extracellular and which intracellular. These guesses may then be
tested experimentally in a variety of ways. The basic strategy is to deduce the amino
acid sequence by cloning and sequencing the DNA that codes for the protein of interest.
By cloning is meant making multiple copies of the DNA. This is necessary to provide
sufficient material to allow the DNA to be sequenced.

The original cloning technique uses the natural replication machinery of bacteria. It
works by introducing the DNA of interest into bacteria (usually a strain of the intestinal
organism Escherichia coli) which reproduce to produce a colony containing millions of
identical individuals or clones, each with identical copies of the DNA. However, foreign
DNA will not normally replicate in bacterial cells. Neuroscientists are interested in
eukaryotic DNA, and the DNA replication machinery of prokaryotes will not usually
recognize eukaryotic DNA. The bacterial cells must be tricked into replicating the
foreign DNA by first joining it to a vector, a nucleic acid molecule that possesses the
ability to replicate in the host.
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Transformation
Forelgn
rDNA ‘ '
Vector
E. coli Transformant Bactenal clone

Figure 2.1. rDNA is engineered by joining the DNA of interest to a vector. Reproduction of
transformed bacteria is accompanied by replication of rDNA.

The simplest vectors are derived from plasmids, double-stranded circular DNA mole-
cules of several thousand base pairs that occur naturally in bacteria. The combination
of foreign DNA and vector is a recombinant DNA molecule (rDNA) (Figure 2.1). To
engineer rDNA, it is necessary to be able to cut and join, or ligate DNA molecules
reproducibly in predictable ways. The rDNA is now introduced into bacteria, a process
called transformation, which are then grown in culture using standard microbiolog-
ical methods.

In a typical experiment, many different bacterial clones will be produced, each
containing a distinct fragment of DNA, and it is necessary to be able to select the
desired transformants, that is the clones containing the DNA of interest. Having iden-
tified the correct clones, the DNA can be extracted and sequenced.

In the sections which follow, each of the steps is examined in a little more detail.

2.3 Restriction enzymes can be used to cut DNA

Restriction enzymes or restriction endonucleases are invaluable tools for cutting DNA
molecules at precise points. These enzymes recognize specific base sequences in
DNA and cut the DNA at defined sites within the recognition sequence. Over 200
restriction enzymes with different sequence specificities have been characterized. In
general, the recognition sequences are either four or six bases long, and sequences are
rotationally symmetrical, that is the same series of bases is present on each strand
of the DNA though arranged in opposite directions. Not all restriction enzymes cut at
the center of the recognition sequence (Figure 2.2). Some enzymes, e.g. EcoRl, cut asym-
metrically, leaving protruding 5 or 3’ single-stranded tails often called ‘cohesive’ or
‘sticky’ ends. These are very useful when rejoining fragments. Other enzymes, e.g.
Haelll, cut centrally and leave ‘blunt’ or ‘flush’ ends.

2.4 Separation of DNA fragments by size

The pieces of cut DNA called restriction fragments can be separated and analyzed by
gel electrophoresis using agarose gels or, for small fragments, polyacrylamide gels.
Gels separate molecules on the basis of size since they consist of a polymer mesh which
impedes the migration of larger DNA fragments more than smaller ones. In general,
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Figure 2.2. Recognition sequences of EcoRI and Haelll. (a) Vertical arrows indicate where
EcoRl cuts to produce cohesive ends; (b) the same sequence in the opposite orientation is not
recognized by EcoRl and so is not digested. (c) Haelll cuts to produce blunt ends.

the speed of migration is proportional to log,, of the size of the molecule. The driving
force for the migration of fragments is provided by applying an electric field across
the gel. DNA carries a net negative charge at neutral pH, due to the negatively charged
phosphate groups in the DNA backbone, and so will migrate towards the positive elec-
trode during electrophoresis. The nucleic acids on the gel are often detected by staining
with ethidium bromide (EtBr), a molecule which binds to DNA or RNA and fluoresces
when excited by ultraviolet (UV) light. Gels are examined under a UV light source to
reveal discrete bands. The intensity of the fluorescence is related to the amount of EtBr
bound, and this is determined by the number of base pairs. Gel staining can thus be
used to quantify the amount of nucleic acid in any band. As little as 1 ng of DNA per
band can be detected reliably in this way.

To see how restriction fragments may be identified, consider the digestion of a small
circular double-stranded DNA molecule such as a plasmid vector by a restriction
enzyme, e.g. EcoRI (Figure 2.3). In this example, the enzyme attacks at four sites, creating
fragments A-D which, being different sizes, can be separated by gel electrophoresis.

(a) (b) () Test Size
A sample —ve standards
A = <5
D B B cl — __
PR C
—D Bl — __
Al = _
c bl —
Plasmid Restriction
vector fragments +ve

Figure 2.3. Digestion of a circular DNA molecule by a single restriction enzyme. (a) Plasmid
vector (the arrows indicate recognition sites for EcoRl; (b) restriction fragments; (c) restriction
fragments are separated by size using gel electrophoresis. The use of size standards allows the
sizes of the test sample restriction fragments to be estimated.
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Table 2.1. Fragment length depends on the size of enzyme recognition

sequences

Restriction sequence Exemplar enzyme Fragment length
length (bp) (bp)

4 Haelll 4* =256

6 EcoRl 48 = 4096

8 Notl 48 = 65536

It is not obvious how to work back from the bands on the gel and place them in the
correct order on the map. In fact it is necessary to use more than one type of restric-
tion enzyme. Each enzyme is used separately and in pair-wise combinations. A series
of logical steps solves the puzzle, and a restriction map, showing the positions of attack
of each enzyme, is prepared.

The average size of restriction fragments depends on the length of the enzyme recog-
nition sequence, assuming that the four bases making up DNA are distributed
randomly throughout the genome (Table 2.1). This is because the number of restriction
sites depends on the probability of a particular sequence occurring. Shorter recogni-
tion sequences occur more often and so result in shorter fragments. Thus, with four
bases to chose from, a 6-bp sequence will occur, on average 4096 bp apart. Enzymes
with 6-bp recognition sequences are used most commonly because they produce frag-
ments that are small enough to handle easily but are sufficiently large to be useful.

In fact, the assumption about random distribution of bases is flawed. Mammals have
a paucity of C and G bases in their DNA, and even these are often methylated, a modi-
fication which blocks digestion by many restriction enzymes. Consequently, the
frequency of CG-containing recognition sequences is low in the mammalian genome.

2.5 DNA molecules can be joined using ligases

DNA fragments are joined or ligated into vectors such as plasmids by DNA ligases
which catalyze the formation of a covalent bond between juxtaposed 5’-phosphate and
3-hydroxy groups in the DNA backbone. Ligation may be used to join complemen-
tary sticky ends to each other, where Watson—Crick base pairing occurs between the
complementary sequences of the sticky ends, to join blunt ends or to seal nicks (breaks
in a single strand of a double-stranded molecule).

A DNA fragment can be inserted into an open vector if both molecules have comple-
mentary single-stranded DNA tails. Cohesive ends left by restriction enzymes provide
suitable complementary regions which anneal (stick together) (Figure 2.4). The
hydrogen bonds involved are not enough to form a stable hybrid, but the DNA ligase
completes the covalent bond between the molecules.

There are several possible outcomes from a ligation reaction, but generally the most
likely outcome is simple resealing of the vector molecule without any inserted foreign
DNA. To try to optimize hybrid formation there are several strategies that can be used.
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Figure 2.4. Using a ligase to splice DNA fragments into a plasmid vector.

Alkaline phosphatase treatment frequently is used to remove the 3’-terminal phosphate
groups from the ends of the vector molecules so that the resulting structure cannot
ligate and recircularize. The foreign DNA to be inserted is not treated and hence retains
the ability to be ligated into the vector. As a consequence, the vector must incorporate
an insert in order to be recircularized successfully. The net result is that the only circular
plasmids generated are those containing inserts.

There are situations where blunt-ended molecules (i.e. no single-stranded tails) are to
be inserted into a vector. The enzyme T4 DNA ligase is capable of joining blunt ends,
but only at a low frequency. A useful method for joining blunt-ended molecules is
called homopolymer tailing. The method uses an enzyme called terminal transferase
which adds nucleotides to the 3’ ends of double-stranded DNA. Thymidine (T) bases,
for example, may be added to the ends of the opened plasmid, and adenosine (A)
added to the ends of the insert, thus providing complementary sticky ends.

Other methods of putting sticky ends onto blunt-ended molecules involve the use
of linkers, synthetic double-stranded oligonucleotides that incorporate one or more
restriction sites, and the use of adaptors. Adaptors are short synthetic oligonucleotides
that have one blunt end and one sticky end. The blunt end of the adaptor is ligated
to the blunt end of the DNA fragment producing a new molecule with sticky ends.
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Figure 2.5. Sticky end ligation with different
cohesive ends permits directional cloning.

The linker is present in high concentration because, in the absence of complementary
tails between the foreign DNA and the linker (both of which have blunt ends), there
is no Watson—Crick base pairing for initial annealing. Ligation thus occurs with low
efficiency. In order to protect any EcoRI recognition sites in the insert DNA from diges-
tion by EcoRl, the insert DNA can be pre-treated with EcoRl methylase which methylates
the restriction site, preventing the action of EcoRI.

The orientation that the DNA fragment takes within a vector is often crucial. To
ensure that the foreign DNA inserts only in the correct orientation, both vector and
foreign DNA are digested with two restriction enzymes producing different sticky
ends (Figure 2.5).

2.6 rDNA is introduced into bacterial cells for cloning

Introducing genetically engineered DNA into bacteria is called transformation. Bacteria
will take up DNA naturally, but only with a very low efficiency, so various strategies
have been developed to increase DNA uptake. One widely used method incubates
actively growing cells plus the DNA at 4°C with a hypotonic solution of CaCl, or
Cay(PO,),. The salt causes the DNA to be precipitated out of solution as a large macro-
molecular aggregate. A brief heat shock (42°C for 2 min) encourages the bacterial cells
to endocytose the DNA. However, only about one in a thousand cells transform under
these conditions and it is necessary to select out the transformants. This is made possible
by suitable design of the vector used to create the rIDNA.

2.7 Vectors are constructed using genetic engineering techniques
Vectors are the vehicles used to ensure that eukaryotic DNA is cloned in a prokary-

otic host cell. Most are based on plasmids or on viruses which infect bacteria known
as bacteriophages, usually referred to simply as phages.
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2.7.7 Plasmid vectors

Apart from its main chromosomal DNA which contains about 4 x 10° bp, an E. coli cell
contains large numbers of circular mini-chromosomes or plasmids, each with several
thousand base pairs. The number of copies of a plasmid — the copy number — depends
on the plasmid and the host cell. Relaxed control plasmids replicate to produce 10-200
copies per cell, whereas stringent control plasmids have very low copy numbers.
Clearly it is relaxed control plasmids which are most useful for DNA cloning. Plasmids
carry genes which confer resistance to specific antibiotics. It is this property which
makes them useful in selecting transformants.

In general, small DNA molecules are easier to manipulate than large ones, and naturally
occurring plasmids are rather large. Hence, plasmid-derived vectors are artificial constructs
made by cutting out and joining together only those regions of a natural plasmid that are
useful for gene cloning. The crucial features of a constructed plasmid are listed below.

(i) It should be as small as possible and hence easy to handle. Small closed circular
DNA molecules are readily isolated by differential centrifugation.

(ii) It mustbe capable of autonomous replication. This requires a short sequence of DNA
called the origin of replication (ori). Moreover, this should be a relaxed origin to
allow high copy numbers to be achieved. This may be considerably increased (100-
fold) by inhibiting replication of the main chromosomal DNA with chloramphenicol.
This prevents cell division but the plasmids continue to replicate.

(iii) Marker genes, such as those for antibiotic resistance, should be present, enabling
identification of transformed cells.

(iv) It should have single recognition sites for several restriction enzymes to allow
foreign DNA to be inserted.

A commonly used family of plasmid vectors are the pUC vectors (Figure 2.6). These
are derived from an earlier version (pBR322), originally manufactured from bits of
three naturally occurring plasmids. pUC plasmids are small (~2.7 kb), have an origin
of replication which can give a high copy number (500-700) and contain an ampicillin
resistance gene (amp®). In addition, they contain a polylinker, a short stretch of DNA
containing the recognition sequences for several different restriction enzymes.

Figure 2.6. pUC18 is a popular plasmid vector.
The bold arrow indicates the direction of replication.




12 Chapter 2

Additional genes
needed for B-galactosidase synthesis

lacZ’ gene
O ¢ —
Nonrecombinant ©
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lacZ'~ E. coli strain B-galactosidase
(blue plaques)

Figure 2.7. Only lacZ’~ E. coli transformed by the nonrecombinant /acZ’-containing plasmid will
secrete B-galactosidase.

The pUC plasmid allow selection of transformants in two ways. Firstly, because the
vector carries the ampicillin resistance (amp*) gene, those E. coli cells that have acquired
the plasmid will gain resistance to the antibiotic. Growing the cells in a medium
containing ampicillin will kill the bacteria which fail to transform, sparing the successful
transformants. The second type of selection is for cells transformed by a plasmid which
contains the foreign DNA insert. There is no point, after all, in cloning cells that contain
only the vector. This selection works because the plasmid has a fragment of the E. coli
lactose Z (lacZ’) gene built into it which, together with the lactose promoter gene imme-
diately upstream, instructs the manufacture of the a-subunit of B-galactosidase (an
enzyme which hydrolyzes lactose) in any E. coli transformed by nonrecombinant plas-
mids which do not contain the insert. The E. coli used are lacZ", that is lacking the
lacZ’ gene; they cannot synthesize the B-galactosidase a-subunit. However, they can
make the rest of the enzyme. Hence, it is the combination of plasmid and E. coli that
is needed to produce fully functional enzyme (Figure 2.7).

B-Galactosidase can be assayed using a colorless synthetic substrate, X-gal. The
substrate is cleaved by B-galactosidase to give galactose and an indoxyl derivative.
This subsequently oxidizes to give a blue-colored product. E. coli colonies synthesizing
B-galactosidase show up as blue plaques in a Petri dish.

Although the pUC vector has the polylinker spliced into the lacZ’ gene, this does not,
of itself, prevent the production of functional (though altered) enzyme. However, if a
large fragment of foreign DNA has been ligated into the polylinker, the lacZ’ gene
is disrupted and a functional a-subunit of B-galactosidase is not produced. E. coli

Foreign Disrupted
0 1
lacZ' gene
DNA 9
insert
+ _
Recombinant lacZ'~ E. coli strain No B-galactosidase
UC plasmid A
pUC plasmi (white plaques)

Figure 2.8. Recombinant plasmids have disrupted /acZ’ genes and fail to make the a-subunit of
p-galactosidase. The resulting transformants fail to secrete functional enzyme and remain white
in media containing X-gal.
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transformed by recombinant plasmids will fail to produce B-galactosidase and will thus
appear as white colonies (Figure 2.8).

2.7.2 Phage vectors

Bacteriophages are viruses which infect bacteria. Many phage vectors are based on A-phage
which naturally infects E. coli. \-Phage has a 49-kbp double-stranded DNA chromosome
located within a protein head. A protein tail, attached to the head, allows the phage to dock
onto the surface of the bacterium and inject its DNA. One of two things may now happen.
Either the phage DNA replicates in the host and hijacks its protein synthetic machinery to
manufacture phage proteins, so producing multiple copies of itself and rupturing the cell
(the lytic pathway), or the phage DNA is incorporated into the E. coli chromosome (the lyso-
genic pathway). The lytic and lysogenic pathways are controlled by distinct phage genes,
but it is only the lytic pathway which is used to produce cloning vectors.

When it infects a bacterium, a phage injects a linear double-stranded DNA molecule
bearing cohesive ends, called cos sites, that can anneal with each other to form a circular
molecule. In this state, the DNA undergoes repeated cycles of replication. The repli-
cated DNA copies do not recircularize but instead anneal to each other via cos sites
to form very long stretches of DNA containing many repeats of the viral genome. These
extensive molecules are called concatamers, and they direct transcription and transla-
tion of phage proteins. Packaging of the DNA into new phage requires the linked cos
sites in the concatamer. These bind specific phage proteins, permitting the assembly
of the head around the DNA between successive cos sites, which are then cut to liberate
the DNA primed head. The tail is then added subsequently. Newly produced viruses
are liberated by cell lysis and can then infect other bacteria.

For use as a cloning vehicle, it is necessary to retain about 75% of the A-phage genome
to ensure manufacture of new phage particles. However, genes controlling lysogeny
can be deleted with impunity to make room for foreign DNA inserts. Typically, a phage
vector is engineered to have one or two restriction enzyme sites.

To produce an rDNA molecule using the phage Agt10, it is cut with EcoRI (Figure 2.9). The
foreign DNA is also engineered to have EcoRI sticky ends. Now, in the presence of DNA
ligase, the foreign DNA is spliced into the A-phage DNA which assembles to form con-
catamers via the cos sites. Lysates prepared from A-phage-infected E. coli are added to the
DNA which thus becomes packaged into viable new phage particles. The recombinant
phages can then be used to infect fresh E. coli cells which are spread on agar plates. The
result will be phage plaques, each derived from a single recombinant phage.

Phage vectors have some advantages over plasmid vectors. Larger (up to 18 kbp) frag-
ments of DNA can be inserted, and the transformation efficiency of phages is vastly
increased over that of plasmids.

2.5 Several methods have been devised to sequence nucleic acids

Once the clone containing the DNA of interest has been identified (precisely how this is
achieved is described later), the DNA can be purified and sequenced. Methods for
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Figure 2.9. Production of rDNA using Agt10 phage.

sequencing both RNA and DNA have been invented. A method of sequencing DNA
devised by Fred Sanger called appropriately Sanger sequencing currently is the most
popular method. The DNA to be sequenced is used as a template for the synthesis of
complementary DNA (cDNA) by DNA polymerase 1. This requires a primer which
anneals to the 3" end of the template. You may recall that in vivo DNA replication always
requires a primer because DNA polymerases only recognize double-stranded nucleic
acids. In vivo replication uses RNA primers, whereas DNA repair in vivo uses DNA
primers. Furthermore, DNA synthesis proceeds by the stepwise addition of nucleotides
to the 3’ end of the growing molecule. In other words, DNA elongation is in the 553’
direction. The sequencing reaction mix contains the four deoxynucleoside triphosphates
(dNTPs) that are the precursors for DNA synthesis. These are radiolabeled. The key to
Sanger sequencing is the addition of low concentrations of 2’,3-dideoxynucleoside
triphosphates (ddNTPs) to the reaction mix. These molecules are incorporated readily
into the 3’ end of a growing DNA via their 5-triphosphate groups. However, lacking a
3’-hydroxyl residue, they cannot make phosphodiester bonds with any incoming nucle-
oside triphosphate, with the result that DNA elongation is halted. In practice, four sep-
arate reactions are run in parallel, each with a different ddNTP present, together with
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all four labeled dANTPs, primer and the template DNA for sequencing (Figure 2.10a). The
concentration of ddNTP is carefully adjusted so that there is a reasonable probability
that chain termination occurs at all possible sites. So, for example, the template DNA
will contain many A residues. One of the four reactions contains dideoxythymidine
triphosphate (ddTTP) at a concentration that ensures ddTTP is incorporated in some
growing strands for every position of A in the template. The result is a series of labeled
strands, the lengths of which depend on the locations of a particular base (A, say) from
the 3" end of the template DNA (Figure 2.10b). These strands are separated from the DNA
template by denaturing, and then separated on the basis of size by polyacrylamide gel

(@) ssDNA template
plus primer, labeled dNTPs, DNA polymerase

L)L

+ddGTP
+ddTTP +ddCTP
(at low concentrations)

(b}
5'— 13  ssDNA

Gl — e

5'L 13

3' ] ddATP

Sequence Deduced
() from sequence of
A T C G autoradiograph original DNA

[ 1 M1 [ [ 1 [ ] 8 5
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Figure 2.10. Sanger sequencing. (a) The four sequencing reaction mixes (b) In each reaction
mix, chains are produced of differing lengths. In this example, each chain is terminated
whenever ddATP replaces dATP. The primer is shown as a dark bar. (c) Autoradiograph of

a gel with labeled chains showing the deduced DNA sequence.
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electrophoresis. Autoradiography of the gel reveals a pattern of bands for each of the
four reactions, from which the sequence can be deduced (Figure 2.10c).

A minor variation of the procedure labels the primers rather than the added dNTPs.
The importance of DNA sequencing lies in its ease and speed. Whilst RNA sequencing
has been developed (also by Fred Sanger), RNA is less stable than DNA, exquisitely
susceptible to digestion by contaminating ribonucleases (RNases) and so is appreciably
more difficult to work with. Protein sequencing (for example by Edman degradation),
whilst having an important role in cloning, as we shall see, is laborious, may take
months or even years, and can give ambivalent results for some amino acids. In conse-

quence, it is now far easier to clone and sequence the DNA coding for a protein than
to sequence the protein itself.

2.9 A strategy for cloning a desired sequence

There are now several approaches to cloning either the DNA coding for a given protein,
or a whole gene, including its control elements, such as the promoter, which are of
course not transcribed. The first to be developed involved choosing a suitable source
of DNA, cutting this into manageable fragments and ligating it into vectors which are
then used to transform E. coli so as to amplify the amount of DNA. Finally, it is neces-
sary to find the clone(s) containing the desired sequence.

To clone the DNA that encodes a particular protein, there are two potential sources of
nucleic acids. One is the total cell DNA, genomic DNA. However, the major problem
in cloning a desired sequence is identifying it from all the rest of the DNA,; it is the
ultimate ‘needle in a haystack’ hunt. The human genome is some 3 x 10° bp long. Clearly
proteins of interest to neuroscientists cover a huge size range — from the tripeptide
thyrotropin-releasing hormone (TRH) to dystrophin, which weighs in at a massive 3685
amino acids; but, more typically, the a-subunit of the nAChR is 437 amino acids which
would be coded by 1311 bases along the DNA coding strand. This represents just
0.0000004 of the total genomic DNA. So, cutting the total genome into restriction frag-
ments, ligating these into vectors, transforming E. coli and then hunting for the clone
that contains the DNA coding for the a-subunit of nAChR is a truly gargantuan task.
It is made worse by knowing that only about 3% of the total genome codes for proteins
— most of the rest has no obvious function — so the vast majority of clones produced
will contain DNA of no interest. Nonetheless genomic libraries — the collection of
vectors containing the entire DNA — have been prepared for a number of organisms
and are used as source material to hunt for desired sequences. Indeed it is the only
useable source if a complete gene is required.

However, the scale of the hunt can be minimized by using the fact that cells transcribe
only coding DNA. Moreover, while each nucleated human cell may have about 100 000
genes, a given cell expresses only a fraction of these. Thus, the liver probably expresses
only 5000 or so, the brain is estimated to express some 30 000-50 000, the large number
presumably reflecting the diversity of neuronal and glial cell types. The pattern of gene
expression in a cell will, of course, be reflected in the messenger RNA (mRNA) that it
synthesizes. Hence, mRNA purified from specific tissues is a suitable starting material
to clone a desired sequence. The mRNA is used as a template to synthesize cDNA,
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which is essentially a copy of the DNA coding sequence. This cDNA is inserted into
vectors to generate a cDNA library. Note that it is not possible to clone an entire gene
from a cDNA library since it contains only DNA that codes for proteins; no control
elements are represented.

Both genomic and ¢cDNA libraries can be screened to discover the clones that contain
the desired DNA. One powerful and extensively used strategy is based on the prin-
cdiple that complementary single strands of DNA will hybridize by Watson—Crick
base pairing. For this technique to work, it is necessary to know, or to be able to best
guess, a short part of the sequence. Radiolabeled oligonucleotides complementary
to this sequence are synthesized chemically and used to probe all the clones. If the
desired sequence is present, the probe will hybridize to it and can be detected by
the label. Alternatively, sometimes bacterial clones will transcribe and translate the
protein and so can be screened using antibodies raised against the protein. However,
it is worth pointing out that this alternative is rather 'hit and miss’ as there are a
number of reasons why eukaryotic proteins may not be expressed in prokaryotes.

2.9.1 cDNA is made from total mRNA

The first step in preparing cDNA is to isolate total RNA from the sample of interest.
The tissue is homogenized, shaken with acidic phenol and centrifuged so that it rapidly
separates into aqueous and organic layers. Phenol denatures proteins, which enter the
organic phase. At pH 7, the diester phosphates in nucleic acids are negatively charged.
However, the phosphates in DNA are neutralized more easily than those in RNA (DNA
phosphates have a greater pK,) and so at acid pH the DNA goes into the organic phase
but the RNA remains in the aqueous layer.

In order to purify mRNA from total RNA, which also includes transfer RNA (tRNA)
and ribosomal RNA (rRNA), use is made of the fact that all eukaryotic mRNA is
polyadenylated at its 3’ end, the so-called poly(A) tail. Passing the total cell RNA extract
down a column packed with deoxythymidine linked to cellulose [oligo(dT)-cellulose]
results in mRNA being retained on the column by hydrogen bonding via the poly(A)
tails whilst the rest of the RNA is washed through. The mRNA can now be eluted
from the column by increasing the ionic strength of the buffer.

The central dogma of molecular biology asserts that information flow in cells is from
DNA to RNA to protein, and this is certainly the case generally. However, there are
RNA viruses which on infecting cells make DNA copies of their genome. One such
virus is the human immunodeficiency virus (HIV). These viruses produce an enzyme,
reverse transcriptase, which catalyzes the synthesis of DNA from an RNA template.
This enzyme is harnessed to make cDNA. It recognizes only double-stranded nucleic
acids so a primer is required to reverse transcribe the single-stranded message. An
oligo(dT) primer is the obvious choice as it hybridizes to the poly(A) tail of the mRNA
(Figure 2.11, steps 1 and 2). However, for very long mRNA molecules, the enzyme may
not make it all the way to the 5" end. A trick to get round this is random priming
¢DNA synthesis in which a large number of short oligonucleotides are synthesized, in
the hope that some will by chance be complementary to mRNA sequences scattered
along the message, and so act as primers for reverse transcriptase. The end result is
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Figure 2.11. cDNA is synthesized from an mRNA template.

an RNA-DNA hybrid, and several procedures exist to transform this into double-
stranded DNA that can be used to produce rDNA vectors for cloning.

One method first uses terminal transferase to link cytidylate residues to the 3’ end of
the DNA and RNA strands (Figure 2.11, step 3). Next, the RNA is digested either by
alkaline hydrolysis (step 4) or RNase, and the second DNA strand synthesized by DNA
polymerase I using an oligo(dG) primer which is complementary to the 3" poly(C) tail
(step 5).

A second, more recent technique (Figure 2.12) uses an E. coli enzyme, RNase H, which
creates nicks in the RNA molecule cutting it into fragments. These fragments serve as
primers for DNA polymerase I to synthesize the second strand. Actually, synthesis is
incomplete since nicks remain in the second strand, but these are readily closed by
having DNA ligase present in the reaction.

55— AAAAA 3' mANA
33— TTTT 5 DNA

| RNase H
Gl - — = = - AAAAA 3 mRANA
3——— TTTT DNA

I DNA polymerase I
Figure 2.12. RNA nicking can be used to DNA ligase dNTPs

generate double-stranded cDNA. The 5’ end §——————————AAAAA 3' Double-stranded
of the RNA is not replaced in this method g———F CDNA
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The ¢cDNA is now ligated into vectors, usually by modifying the ends using appro-
priate linkers as described previously (Section 2.5), so as to create a cDNA library.
Transforming bacteria with the library will result in up to a million clones, in the form
of either phage plaques or bacterial colonies. These must now be screened to find few
— or may be just one - clones that contain the desired sequence.

2.9.2 A cDNA library can be screened using synthetic oligonucleotide probes

If part of the sequence of a protein is known, an oligonucleotide probe can be synthe-
sized chemically which is complementary to the cDNA coding for several consecutive
amino acids. The design of the probe needs careful consideration. The minimum length
oligonucleotide to recognize a unique sequence in a eukaryotic cDNA library is 15-16.
Generally, oligomers with 17-20 nucleotides are used. This requires a knowledge of
at least six contiguous amino acids. If it is too short — say a hexamer (6-mer) — it will
bind ubiquitously, because the sequence it recognizes is likely to occur frequently. A
very long probe will in all probability recognize the crucial DNA uniquely, but would
require an extensive knowledge of the protein sequence, which is exactly what the
DNA cloning is attempting to discover! The main problem is with codon degeneracy.
Recall that the genetic code has several key characteristics. It is universal, in that it is
common to all organisms (although this is not strictly true since there are minor differ-
ences between the prokaryotic, mitochondrial and eukaryotic codes), specific, in that
a codon uniquely specifies only one amino acid, and ~ important in the context of
probe construction — it is degenerate. This means that a given amino acid may be coded
for by more than one codon. A glance at the genetic code (see Appendix 1) shows that
while methionine and tryptophan have only a single codon, some amino acids have
two, three or even four codons. Hence a knowledge of amino acid sequence does not
uniquely specify the corresponding DNA coding sequence. In other words, there are
several possible DNA sequences which code a run of amino acids, and the more amino
acids there are in the sequence the greater the number of possible DNA coding
sequences. Figure 2.13 illustrates this point. Any of 32 sequences could code for this
peptide of five amino acids.

Ways to circumvent this are to choose sequences with the minimum of degeneracy (those
high in methionine or tryptophan) and to produce degenerate probes; a mixture
containing all of the possible complementary sequences. An additional trick is to make
the probe length one base less than that needed for an exact number of codons, e.g. a
17-mer rather than an 18-mer. This obviates the need to take account of the degeneracy
in the last codon since it is only the 3’ base of any codon which is degenerate (a prop-
erty known as wobble!). Furthermore, codon usage varies between species, making it
possible to design simpler probes, since in a given species some of the degenerate alter-
natives are very improbable. These probes are often called guessemers! Probes must then
be labeled so that the DNA sequences they recognize can be identified (Box 2.1 p. 28).

His—Phe—Pro—Phe—Met

T
AT T T .
5 CAC TTC CCg TTC ATC 3

Figure 2.13. An example of coding degeneracy. G
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2.9.3 Hybridization screening can be used to localize the required clone

To probe the cloned cDNA library, nitrocellulose filters are placed briefly over the agar
surface on which the clones (either bacterial colonies or phage plaques) are growing
(Figure 2.14) Bacteria or phage particles from each clone are thus transferred to the
filter which then becomes a replica of the original plate, which is stored at 4°C.
The filters are treated to lyse the bacterial cells or phage particles and the DNA dena-
tured to single strands which bind avidly to the nitrocellulose via the sugar-phosphate
backbone. The filters are now incubated with the labeled probe, washed to remove
unbound probe, and subjected to autoradiography to localize clones which have bound
the probe. Comparing the autoradiogram with the original plate will allow the required
clone to be selected. Its DNA may now be sequenced.

@
O

Cloned cDNA Iibraryvtrooellulose filter

N
OJ

Replica filter

___———— [¥Ploligonuclectide
probe (~)

Hybndization at 65°C

\//—7

X-ray film

Autoradiography,
1-4 days in dark

:

|
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Identify clone
on original
plate

DNA sequence etc.

Figure 2.14. Hybridization screening of a cDNA library.
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In the drcumstances described above, in which the amino acid sequence of a part
of the protein was known exactly, the hybridization screening is done under high-
stringency conditions, that is both the temperature and the salt concentration of the
incubation medium are high (65°C and millimolar concentrations are typical). This
ensures that the probe anneals only to DNA sequences that are highly complementary.
High-stringency conditions reduce the risk of false positives. However, there are situ-
ations in which low-stringency hybridization — a lower temperature (42°C) and lower
salt concentration — is desirable. Most ion channels, receptors, growth factors, cell
adhesion molecules, etc. that interest neuroscientists fall into families. Since individ-
uals within a family share considerable homology (by definition), a probe designed on
the basis of one family member is likely to have some complementarity with the other
members of the same family. By relaxing the stringency of the hybridization screen,
annealing will occur between the probe and DNA with which it is only partially comple-
mentary. This heterologous gene probe technique has become very important in
identifying novel receptor subtypes in particular.

Clones identified by oligonucleotide probing do not always contain the required DNA.
With degenerate probes there is always a risk of false positives, since many of the
oligomers in the mixture may hybridize to unwanted sequences. Also, it commonly
occurs that the clone contains only part of the desired sequence, the rest having ended
up in other clones simply because of the vagaries of the way in which the DNA was
cut and spliced into the vectors. However, the DNA in the identified clone may be cut
out of the vector, labeled and used as a probe to screen other clones for the rest of the
molecule. Where possible, it is useful to use two (or more) probes directed to widely
different regions of the target DNA. A clone which hybridizes to both (or all) probes
is more likely to have all (or at least a bigger chunk) of the desired DNA.

2.70 The nicotinic cholinergic receptor was sequenced by probing a
c¢DNA library

The strategy and techniques introduced above are essentially those used to obtain the
first ever DNA sequence for a neurotransmitter receptor, the nAChR. These receptors
mediate transmission at vertebrate neuromuscular junctions, generating end-plate
potentials that are the primary triggers for muscle contraction. Characterization, purifi-
cation and eventually sequencing of the nAChR was greatly facilitated by finding
extremely rich sources of the receptor in membranes of the electric organs of the marine
ray, Torpedo sp. (a marine elasmobranch) and the eel, Electrophorus electricus (a fresh-
water teleost). This was fortuitous, since many neurotransmitter receptors are in low
abundance, which means that not only is receptor protein in short supply, but receptor
mRNA - the source material for cDNA - is scarce. Furthermore, a snake peptide neuro-
toxin, a-bungarotoxin (a-BuTX), which has a very high affinity (Ky ~10°M) for the
receptor was available for visualizing the receptor by autoradiography (using radiola-
beled toxin) and for purification of the receptor from solubilized Torpedo electric organ
membranes by affinity column chromatography (Figure 2.15). Binding of the receptor
to the column is so tight that a competitive antagonist is used to elute the receptor
from the column. Because of this, another toxin from the cobra, Naja naja siamensis,
called najatoxin, which has a lower affinity for the receptor, has been used as it is
easier to elute the purified receptor protein.
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Torpedo electroplax electric organ

Homogenized in buffer

Membranes solubilized
in nonionic detergent
{Triton X-100)

a-BuTX linked to

Sepharose support

binds nAChR

N— Gﬂ \\@
Figure 2.15. Nicotinic receptor can be purified f,:ca;,lwan ° Elute nAChR with
by a-BuTX affinity chromatography. (e.g. acetylcholinesterase) antagonist (Flaxedil)

Running the isolated receptor on denaturing polyacrylamide gels established that it is
comprised of four distinct subunits, designated «, B, A and 8, and that the a-subunit
is present in a stoichiometry of 2:1 with each of the other subunits. All the subunits
were shown to be extensively glycosylated and capable of phosphorylation. The impli-
cation is that the native receptor is a pentamer with o,BA3 quaternary composition.
Physical biochemistry, including X-ray diffraction, had established the size and shape
of the receptor, its transmembrane location and that large portions of the protein project
from both outside and inside faces of the membrane. Moreover, when viewed from
above by electron microscopy, it resembled a rosette surrounding a central pore. Hence,
even before the new science of molecular biology had been brought to bear, a fairly
comprehensive view of the nicotinic receptor had been built up (Figure 2.16).

Purification of the receptor subunits was followed by heroic efforts to sequence the
proteins by Edman degradation and, in 1980, one laboratory published the primary
sequence of the N-terminal 50 or so amino acids for each of the subunits, showing that
they shared considerable homology and hinting at a common evolutionary origin. With
this sequence information, Shashoka Numa and colleagues at Kyoto University, Japan
were able to construct probes for two stretches of the N-terminal end of the a-subunit.
These were used to probe a cDNA library generated from Torpedo electric organ mRNA.

The original library consisted of 2x10° clones. This was probed with a degenerate
probe corresponding to residues 25-29 (Figure 2.17q) to yield 57 positive clones. Using
a second degenerate probe directed at DNA coding for residues 13-18 (Figure 2.17b)
resulted in 20 clones. Digesting the DNA in these clones with several restriction
enzymes gave identical restriction fragments, showing that they all represented a single
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Figure 2.16. (a) Electron density map of Torpedo nAChR crystals showing how native receptor
would appear in the synapse; (b) section along the line XX’. (c¢) Cartoon showing how the
nAChHR lies in the membrane. (a) and (b) reprinted with permission from Nature, Brisson, A. and
Unwin, P.N.T., Quatemary structure of the acetylcholine receptor, 315, pp. 474—7. Copyright
1985 Macmillan Magazines Limited.

mRNA species. The two clones with the largest cDNA inserts were selected for
DNA sequencing. That the sequence of nucleotides 1-162 corresponded exactly to the
a-subunit N-terminal 54 amino acids known directly from the protein sequencing
was good evidence that the cDNA identified really did correspond to the a-subunit.
The strategy used to clone the nAChR a-subunit is summarized in Figure 2.18.

2.10.7 Subunit structure was inferred from the amino acid sequence

Armed with a complete primary sequence, it was possible to make intelligent (and
now testable) guesses about the higher order structure of the subunit. The authors
deduced that the N-terminal end was extracellular for the following reasons:
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(a) His Thr His Phe Vva
' A A A A
3 GTG —TG(‘;—GTG—AAG—CA - 8
C
{b) Glu Asn Tyr Asn Lys Val

o1V _TTA_ATA _TTA_77T_¢C .. 5
3 CT—TTg—ATg—TTg—TT—C - 5
Figure 2.17. Probes used to identify clones containing nAChR cDNA. The degenerate probe
used for the sequence 25-29 (a) and for the sequence 13-18 (b). Each of the probes is
complementary to the strand in the cDNA which is the coding strand in the original gene.
Note that the 5’ ends of the probes are truncated.

Torpedo californica electnc organ
Extract total RNA

Extract poly(A) mRNA by oligo(dT)~cellulose affinity chromatography

Avian myeloblastosis virus
reverse transcriptase

cDNA
Splice into Okayama-~Berg plasmid vector
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Probed by hybridization at 40°C with
|~ oligodeoxyribonudlectides synthesized
for known agg_og SEQUENCE
(His—Thr—His—Phe—Val)
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Probed by hybridization with

" oligodeoxyribonudiectides synthesized
for known a4 1 SEqUENCE
(Qlu—Asn—Tyr—Asn—Lys—Val)
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Restriction mapping indicated that all clones
represerted a single mMRNA spacies

Two clones PACRa30 and PACRa44 selected
as they canied the largest cDNA inserts

DNA sequenced by Maxam and Gilbert method

Figure 2.18. Cloning and sequencing the nAChR «-subunit; a similar strategy was used
subsequently for the other subunits.
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(i) The 5 end of the cDNA coded for 24 hydrophobic amino acid residues which
resembled the signal sequence which ensures that secretory peptides are trans-
located through the membrane. In the mature a-subunit, this pre-sequence is
cleaved off.

(ii) An asparagine residue at 141 appeared to be an N-glycosylation site.

(iii) Pharmacology experiments suggested that nAChRs are activated by binding two
molecules of acetylcholine (ACh) and, since the biochemistry indicated an a,BAd
structure, this suggested that the o-subunit carried the ligand-binding site. The N
terminus contained a region which bore all the hallmarks of being the binding site
for ACh. This was thought to consist of an anionic site for binding the positively
charged nitrogen of the choline and an esteratic site which recognized the carbonyl

group.

A photoactivatable competitive antagonist of ACh, p-(N,N-demethylamino)-benzene-
diazonium fluoroborate (DDF), that covalently reacts with native receptor upon UV
irradiation, had been shown to label two adjacent cysteine residues (Cys192 and Cys193)
in the N terminus. Moreover, a second competitive antagonist, 4-(N-maleimido)
benzyltrimethylammonium (MBTA), bonds covalently with sulfhydryl groups exposed
on Cys192 and Cysl193 after reduction of the receptor with dithiothreitol. The impli-
cation of these experiments is that the anionic binding site for ACh must lie within
about 1 nm of these cysteine residues. These adjacent cysteines are now known to form
a disulfide linkage. Within the neighborhood, stabilized by a B-pleated sheet secondary
structure, are acidic amino acid residues and a histidine residue, candidates for anionic
and carbonyl binding sites.

Clearly, this candidate ligand-binding site would be extracellular. We point out that
implicit in the above model is the assumption that only the a-subunit has amino acids
capable of influencing the binding of ACh. The advent of more modern genetic engi-
neering technology shows that this is probably not the case and is a matter taken up
again in Chapter 5.

Amino acids differ in their hydropathicity (see Section 4.2.2). Some such as phenyl-
alanine are hydrophobic whereas those with a charged side chain (e.g. aspartate or
arginine) are hydrophilic. Hence, regions with amino acids that were relatively
hydrophobic were thus hypothesized to be membrane-spanning segments (M1-M4, see
Figure 2.19)

COOH

M1 |M2 M3| | M4

MA|

Figure 2.19. Model of nAChR «a-subunit structure.
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2.10.2 High homology was demonstrated between subtypes

Within a year of the first sequence being published, all of the subunits of Torpedo
nAChR had been sequenced and, soon after, subunit sequences of nAChRs of other
species incdluding chick, calf, mouse and human were being reported. Comparisons
showed that there is extraordinarily high homology between the same subunit of
different species (for the a-subunit there is 97% homology between human and calf
and even 80% homology between human and Torpedo) and fairly high homology
between different subunits.

2.70.3 Functional receptor can be expressed in Xenopus oocytes

Cloning and sequencing the cDNA is only the first step in the molecular biological
analysis of a protein. At some stage, it is crucial to be able to transcribe and translate
the cDNA, that is to express it, in some suitable in vitro system in which it may be
characterized by appropriate biochemical, physiological and pharmacological assays.
At a trivial level, this provides the definite proof that the cloned cDNA actually
does code for the desired protein. More importantly, it allows different combinations
of subunits to be expressed together so that the roles of individual subunits can be
discerned. Furthermore, techniques exist to mutate the cDNA in precise ways. When
expressed, mutant receptors can be functionally assayed to provide invaluable infor-
mation about which bits of the molecule are involved in which functions. The sine qua
non for this site-directed mutagenesis (see Box 4.3, p. 74), one of the most important
tools of the molecular neurobiologist as seen in subsequent chapters, is that the protein
can be expressed.

One of the most useful, and earliest expression systems developed was the use of the
Xenopus oocyte. Xenopus laevis is a South African frog which has large (~1 mm dia-
meter) egg cells (oocytes) that can be harvested by a simple surgical procedure. When
microinjected with eukaryotic poly(A)* RNA, it will often (though not always) trans-
late it, expressing sufficient protein after a few days to enable successful charac-
terization. Xenopus oocyte expression is well suited to the analysis of ligand-gated ion
channels such as the nAChR, since the oocytes do not naturally synthesize these
proteins, and they can be subjected to all the usual battery of electrophysiological
procedures developed to study nerve and muscle cells; intracellular recording, voltage
clamping and patch clamping.

There are now a number of techniques for transcribing the cDNA to obtain the mRNA
for injection into oocytes. In the case of the nicotinic receptor, the cDNAs coding for
the four subunits were cut out of their recombinant plasmids and ligated into new
constructs containing the origin of replication and promotor for simian virus 40 (SV40)
early genes. This was used to transfect COS monkey cells. The rationale for this
approach is that any plasmid containing the SV40 gene control elements would be
expected to replicate to high copy numbers inside monkey cells. The method for
expressing nAChR subunits is summarized in Figure 2.20.

Expression of all four subunits of Torpedo nAChR in voltage-clamped Xenopus oocytes
showed inward currents that could be blocked by the nicotinic receptor antagonist,
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Figure 2.20. Expression of nAChR subunits
using COS cells and Xenopus oocytes. NAChR functional assays

D-tubocurarine, but not atropine, a muscarinic antagonist. The oocytes bound
[PIla-BuTX with much the same affinity as purified native receptor, and log
dose-response curves for the ACh agonist, carbamylcholine, were the same in oocytes
injected with nAChR mRNA or purified native receptor protein. These experiments
demonstrated that the original cDNA really did code for nAChR. Subsequent experi-
ments in which only three of the four possible subunits were expressed together
revealed that all four subunits are needed to obtain functioning receptor.

Many receptors, ion channels and other proteins of importance in the nervous system
have been cloned and sequenced by variations on the theme reviewed above. More
recently, the advent of other techniques, such as the polymerase chain reaction (PCR),
has revolutionized DNA cloning, and in subsequent chapters we shall see that this has
been of immense utility for molecular neuroscience.
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Labeling can be either radioactive or non-
radioactive, and relies on the inclusion of a
reporter molecule in the probe in order to
visualize the position of the probe. Three
methods for radiolabeling (listed below) are
in common use, and probes labeled with
radioisotopes such as 3H, 3S and 3P can be
visualized by autoradiography. However,
these methods require a relatively long expo-
sure time and, in techniques which require
the simultaneous visualization of two or more
probes (see Chapter 3), autoradiography is
not able to distinguish between different
probes in the same samples.

ox 2.1. Labeling of oligonucleotide probes

() Nick translation works on the principle
that however carefully DNA has been
prepared, some nicks will be present.
DNA polymerase | will catalyze the
repair and the DNA will be labeled if

(@ (b

(ii)

(iii)

~

[*2P]deoxynucleoside triphosphate (e.g.
[?P]dATP) precursors are provided
(Figure 1a).

End labeling can be used to label the
ends of double-stranded DNA providing
they are sticky. The required catalyst
is the Klenow fragment of DNA poly-
merase |, which has the polymerase
activity but lacks the nuclease activity
of native enzyme. This fills in the sticky
ends which once again will be labeled
if radiolabeled precursors are provided
(Figure 1b).

Random priming is predicated on the
principle that in a sufficiently varied
assortment of random hexamers, some
will recognize part of the probe. The
Klenow fragment is then used to fill in
the gaps with labeled dNTPs (Figure
1c).

l + DNA polymerase I
+[32PJINTPs (@)

(c)

+ Klenow polymerase
add random hexamer + dNTPs, one of which
coligonuclectides is radiolabeled

]: Labeled/
nucleotide
Random
hexamers
ssDNA

oceeo

0800 + Klenow polymerase

e——o ¢ 0 0 O)I—O

+ dNTPs (labeled)

Figure 1. Methods for radiolabeling of oligonucleotide probes

Continued




Receptor cloning

29

Nonradioactive methods of probe labeling
have the advantages of fast visualization and
high resolution. There are a number of dif-
ferent nonradioactive methods which involve
the incorporation of a reporter molecule such
as digoxigenin-UTP into the probes. This can
then be detected with an antibody specific
for the reporter molecule. This antibody can
be conjugated to the enzyme alkaline phos-
phatase and, in the presence of substrate, a
blue precipitate is formed (Figure 2a).

A method of directly labeling the probe with
alkaline phosphatase involves the incorpora-
tion, during the synthesis of the probe, of a
modified nucleic acid which carries a linker

(a)
Alkaline
phosphatase

I

arm with a terminal primary amine group.
The alkaline phosphatase is cross-linked to
the amine group attaching the enzyme
directly to the probe (Figure 2b). This method
has the advantage of very low background,
which gives a high contrast between positive
and negative samples.

Another nonradioactive method is chemi-
luminescent labeling. In this method, the
enzyme horseradish peroxidase is linked to
the probe by glutaraldehyde. On addition of
luminol and hydrogen peroxide, light will be
produced at the site of the hybridized probe
(HP) (Figure 2c).

Substrate Blue precipitate
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Figure 2. Methods for nonradioactive labeling of oligonucleotide probes
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Molecular anatomy of 3
the nervous system

3.7 Introduction

The human brain may contain up to 10'2 neurons, of many different types, from the
large pyramidal cells of the cerebral cortex to the small granule cells of the cerebellar
cortex. In addition, there are possibly up to 10 times that number of glial cells; astro-
cytes, oligodendrocytes and microglia. How this diversity is derived and controlled is
a major problem in developmental neurobiology and in plasticity, but, before any inves-
tigations can be carried out at the molecular level into how a particular function is
performed in the brain, it is important to identify both the specific molecules involved
and their locations.

An upper estimate of the number of genes in the human genome is about 100 000, but
not all of these are expressed in all cells, although, of course, all nucleated cells contain
the entire genome. There are many genes which are thought to be expressed only
in the nervous system, and estimates of the number of different genes expressed in
brain range from 30 000 to 50 000. The brain-expressed genes also seem to be larger,
with an average mRNA size of 5 kb, which is twice the size of abundant mRNAs from
nonbrain tissues.

3.2 Many neurotransmitters can be located by histochemistry

Since the ideas of chemical transmission at synapses were first hypothesized in the
early 1900s by Elliot, Dixon and Dale, and elegantly shown in 1921 by Otto Loewi with
the demonstration of cholinergic transmission in frog hearts, many methods have been
devised to locate specific neurotransmitters to particular synapses.

In the substantia nigra, it is possible to identify visually the presence of neuromelanin,
which is associated with the neurotransmitter, dopamine, by the natural dark color of
the pigment which gives the brain region its name. However, most molecules in the
brain have to be labeled in some way in order to locate them. One way in which this
can be done is by the histological staining of thin tissue sections.

Some neurotransmitters, such as the catecholamines, can be identified chemically by
exposure of the tissue sections to formaldehyde, which gives rise to compounds which
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are fluorescent when exposed to UV light. For other compounds, it is possible to use
immunocytochemistry, where antibodies have been raised either against the neuro-
transmitter itself or the enzymes involved in its synthesis or degradation. In this way,
cholinergic neurons have been identified using antibodies raised against choline acetyl-
transferase (CAT) and GABAergic neurons identified using glutamic acid decarboxylase
(GAD), both of which are present in the synapses.

A variety of immunological techniques can be used in these types of assay, but a
method which is both sensitive and specific involves the use of a secondary antibody
(Figure 3.1a). The tissue sections are first incubated with the primary antibody, usually
a monoclonal immunoglobulin G (IgG), which is not modified in any way, raised
against the specific target in one species (e.g. mouse anti-CAT). A second polyclonal
antibody, raised against IgGs of the first species (e.g. rabbit anti-mouse IgG) which is
labeled in some way, is then applied and the label visualized. The label may be a
radioactive label which can be visualized using autoradiography or a fluorescent mole-
cule which is attached to the secondary antibody. Another alternative method uses the
vitamin, biotin, which is attached to the antibody. This biotinylated protein is then
incubated with labeled avidin or streptavidin which have a very high affinity for the
biotin. In fact, the binding is so tight (K, >10> M) that the binding is essentially irre-
versible. Avidin and streptavidin also have multiple binding sites for biotin, allowing
more than one molecule to bind to each biotin molecule, thus amplifying the signal.

In the case where the label is an enzyme such as horseradish peroxidase (HRP) or alka-
line phosphatase (AP), the assay is called an enzyme-linked assay (Figure 3.1b). In this
case, the sections will be incubated with a chromogenic enzyme substrate in order to
locate the antibody. A variety of substrates are available for each of these enzymes
which can produce colored precipitates, fluors or chemiluminescence. An advantage
of this enzyme labeling is that the signal is amplified, but care must be taken to avoid
nonspecific binding which could mask the specific signal.

The peptide neurotransmitters are particularly suitable for detection by the immuno-
logical methods as their large size makes the production of suitable antibodies relatively
easy. These methods are also widely used to detect a wide range of proteins, including

(a) * * * *
A AL AL A Labeled rabbit anti-mouse IgG
A A A A Mouseant-CAT IgG
|"| |"| |_| |_| CAT antigen
TISSUE SECTION (mouse)
(b)
DAB Blue/black pNPP Soluble yellow

insoluble product
U precipitate U

Figure 3.1. immunocytochemical localization of CAT. (a) A labeled secondary antibody binds to
the anti-CAT (primary) antibody. (b) Enzyme-linked antibodies are incubated with the appropri-
ate substrate, e.g. 3,3"-diaminobenzene (DAB) and p-nitrophenyl phosphate disodium (pNPP).
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neurotransmitter receptors and neurotransmitter-associated enzymes. The availability
via gene cloning and in vitro gene expression of large amounts of receptor protein has
enabled antibodies to be raised against many different receptors and receptor subtypes,
allowing localization of the pathways using these neurotransmitters.

3.3 ELISA tests can detect a wide range of molecules

The most widely used immunoassays are enzyme-linked immunosorbent assays or
ELISAs, which use similar techniques to the enzyme-linked immunocytochemistry. The
main difference is that the antigen or antibody is absorbed directly onto plastic
microtiter plates, usually 96-well plates or 12-well strips (Figure 3.2). Because the assay
is carried out in a fixed medium, this method lends itself well to automation and is
now widely used in analytical laboratories. There are now a large number of commer-
cial ELISA assay kits available for a wide range of molecules. This method can detect
either antigen directly absorbed onto the plate or in a refinement, called ‘antigen
capture’ assays, which can detect extremely low levels of antigen. The plate is first
coated, by absorption, with an antibody, after which the antigen is added and ‘captured’
by the antibody. The antigen is then detected using a second antibody which is raised
against a different epitope of the antigen to the first antibody.

5.4 Some neurotransmitters can be located by specific uptake
mechanisms

Due to the involvement of glutamate in the metabolism of all neurons and glia, the
enzymes responsible for its synthesis are not located solely in glutamatergic neurons
so they cannot be identified specifically using immunocytochemical methods. One
method which has been used to try and identify pathways using glutamate exploits
the fact that the action of glutamate is terminated by high-affinity sodium-dependent

Microtiter plate coated

| Y Y Y Y Y i with anti-x antibody

Add antigen X (U)
YRV i Antigen binds to
‘ Q Y Y Y Q coating antibody
Add second labeled antibody
* * l‘ *
. ) A A A A
Figure 3.2. Antigen capture ELISA assays | Uygu U ‘ Second antibody binds
can detect very low levels of antigens. Y Y Y Y Y to another epitope of X
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reuptake systems present in the nerve terminals and surrounding glial cells. Using
radiolabeled D-aspartate, which whilst being a good substrate for the transporter is not
metabolized, it is possible to identify glutamatergic synapses. This technique has been

successful in identifying numerous pathways by the retrograde axonal transport of
labeled D-aspartate.

In all of these histological studies, a method of confirming the presence of a specific
neurotransmitter pathway is by lesioning the putative pathway and, after allowing
time for the synapses to disintegrate and be removed, measuring a reduction in the
marker used. However, this may not be as effective for uptake studies, as gliosis at
the site of the disintegrating synapses may increase glial uptake, even though neuronal
uptake is reduced. Other methods used to identify glutamatergic neurons use the fact
that the glutamate released as a neurotransmitter is in a separate pool from that
involved in cell metabolism and that this pool can be labeled using [*H]acetate. It has
since been discovered that at glutamatergic synapses, released glutamate is taken into
both presynaptic terminals and glia. The glial glutamate is converted to glutamine by
glutamine synthetase, this glutamine is released from the glial cells and taken up by
the glutamatergic neurons, where glutaminase converts the glutamine back into gluta-
mate (Figure 3.3).

Presynaptic
terminal

Low capacity v

Na*-dependent
uptake

Glutamate Ca2*~de;')endent rorsr:_s:;\aptic
releui’ Ghutamate e
Glutaminase
Glutamine
Glutamine High capacity
uptake glutamate uptake
Ghutamine Ghuitamate
Giutamine
Astrocyte synthetase

Figure 3.3. Pathways for the uptake and conversion of neurotransmitter glutamate.

3.5 Receptors can be counted using receptor ligand-binding
assays

Receptor binding assays make it possible to locate receptors in a quantitative as
well as a qualitative fashion. The method consists of incubating the preparation, which
could be tissue slices, homogenized tissues or isolated membrane fractions, with a
radiolabeled ligand which has a high affinity for the receptor, until equilibrium is
reached. After this, the remaining free ligand is separated from the receptor-ligand
complexes and the amount of bound radioactivity counted. There are many variations
of this method and there are a number of technical difficulties which can make the
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Figure 3.4. In radicimmunoassays, the radiolabeled ligand bound to the antibody varies
inversely with the concentration of the unlabeled ligand. (a) High concentrations of unlabeled
ligand lead to low concentrations of bound labeled ligand, and (b) vice versa.

interpretation of the results difficult; however, the major problem with these methods
is that they require quite large amounts of material and a sufficiently high affinity
ligand.

Radioimmunoassays are methods for quantifying receptors where a limited amount of
antibody binds to saturating amounts of the ligand (i.e. receptor) (Figure 3.4). The
amount of free and bound ligand is detected by the addition of a very small (tracer)
amount of radiolabeled ligand. In this way, the labeled and unlabeled ligand compete
for binding to the antibody. The bound and unbound (or ‘free’) ligand are then sepa-
rated, often by adsorption of the free ligand onto coated charcoal, and the radioactivity
of the bound fractions counted. Standard curves can be calculated by using known
quantities of ligand.

3.6 In situ hybridization can determine patterns of gene expression

The techniques of in situ hybridization use the fact that single-stranded nucleic acids
will hybridize by base pairing with their complementary sequences (see also Section
2.9.3). So, in order to locate particular mRNA in a tissue section, it can be incubated
with a labeled nucleic acid which is complementary to the mRNA of interest. Only
those cells, or regions within cells, which contain the mRNA will be labeled and, under
the correct conditions, the labeling will be proportional to the amount of the specific
mRNA present in the section. The labeled probes can be made from various types of
nucleic acids: single-stranded cRNA, single-stranded cDNA or synthetic complemen-
tary oligonucleotides. The probes can be labeled either radioactively, using ?H, 32P, 35S
or 12, or nonradioactively (see Box 2.1, p. 28). Using small oligonucleotide probes, for
example a 48-mer, it is possible to design experiments not only to distinguish the distri-
bution of the mRNA coding for a particular protein, but to distinguish, at the single-cell
level, which particular subtypes of that protein are being expressed. In this way, the
distribution of protein kinase C (PKC) subtypes has been investigated in the
hippocampus, where PKC-a is most prominent in CA3 pyramidal cells, PKC-B in CA1l
cells and PKC-¢ in the dentate gyrus. Due to the different activation properties of the
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different isoforms (see Chapter 8), this differential distribution may have important
consequences for the role of PKC in plasticity in the hippocampus.

Using in situ hybridization, it is possible not only to identify which neurons are
producing a particular protein but also to examine changes in gene expression over
time or in response to specific stimuli, although these methods are not sensitive to
changes in low-abundance mRNAs.

5.7 Different kinds of blotting can identify DNA, RNA and
proteins

In the different blotting techniques, the nucleic acids or proteins are first removed from
the tissue and separated by gel electrophoresis (see Section 2.4). They are then trans-
ferred out of the gel onto a nitrocellulose filter by a wicking action. The gel is placed
on a sponge, with the filter on top, and absorbent paper is placed on top of the filter.
Salt buffer solution is drawn up through the gel and the filter, transferring the DNA
from the gel to the filter. These techniques make the subsequent manipulation of the
molecules easier than when they are incorporated in a fragile gel. After blotting, the
molecules can be identified with appropriate probes.

The original blotting technique, now known as Southern blotting after its inventor,
Edwin Southemn, involves the transfer of DNA, whilst Northern blotting is used to
detect RNA (Figure 3.5). After transfer, the nucleic acids are identified by hybridiza-
tion histochemistry (see above). Western blotting involves the transfer of protein

from a sodium dodecylsulfate (SDS)-polyacrylamide gel and its detection using anti-
bodies.

Further elaborations include Southwestern blotting where DNA-binding proteins are
identified by probing with nucleic acids which mimic the binding site on the nuclear
DNA. Similarly, Northwestern blotting is used to detect RNA-binding proteins. These
techniques can be used to investigate the proteins which can act to regulate the tran-
scription and translation of DNA and RNA.
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Figure 3.5. Southern blotting. (a) DNA fragments are separated by gel electrophoresis and
(b) the separated DNA is transferred to the nitrocellulose filter. It can then be detected by probe
hybridization.
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If there is the possibility that a particular molecule belongs to a family of related mole-
cules, then it is possible to use low-stringency probes to discover other structurally
related members of the same family. This method can also be used to detect homolo-
gous molecules in different species. If two similar proteins exist in different species
then a low-stringency probe designed to detect one of the proteins may detect the other
as well.

3.8 Differential hybridization and subtracted cDNA libraries can
measure differences in gene expression

Differential hybridization is a method which can be used to identify genes which are
switched either on or off by particular conditions, for example cells grown with and
without certain growth factors. In this technique (Figure 3.6), a ¢cDNA library is
constructed in a A-phage vector from poly(A)* mRNA from the cell population with
the putative induced gene(s). After infection in E. coli, these are then plated out, and
identical replicates transferred to two sets of nitrocellulose filters. One set of filters is
then probed with labeled cDNA probes constructed by reverse transcription of the
mRNA from the treated cells and the other set with probes prepared from the mRNA
of untreated cells. After visualization of the probes, genes which are induced will
appear as clones on the ‘treated’ filters but not on the “untreated’ ones. These clones
can then be identified and the cDNA isolated.

However, this method is not sensitive enough to identify low-abundance mRNAs. In
order to do this, the method of subtraction cloning is used (Figure 3.7). One example
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Figure 3.6. In differential hybridization, clones corresponding to induced genes will appear on
filtters hybridized with probes derived from treated cells but not on those from control cells.
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Figure 3.7. Subtraction cloning allows very low-abundance mRNAs to be enriched.

of this is the identification of genes which are expressed in photoreceptors but not in
brain. Poly(A)* mRNA extracted from retinal photoreceptors is used to make cDNA.
This is then hybridized with a large excess of poly(A)* mRNA from brain. Retinal
cDNA from genes expressed in both brain and retina forms DNA-RNA hybrids with
the brain mRNA, whilst retinal-specific cONA remains single-stranded as there is no
corresponding brain mRNA. In order to separate the double- and single-stranded
nucleic acids, the mixture is passed down a hydroxyapatite column. Under the appro-
priate conditions, the ds DNA-RNA hybrid remains bound to the column and free
cDNA can be washed through. This cDNA can then be used to construct a library
which will be highly enriched in retinal-specific clones.

3.9 The polymerase chain reaction can produce large amounts of a
specific DNA

The polymerase chain reaction (PCR), devised by Kerry Mullis in 1983, is a method
for synthesizing virtually unlimited amounts of DNA. During the replication of DNA,
DNA polymerase uses single-stranded DNA as a template for the synthesis of the
second strand. However, in order to initiate replication, the enzyme requires a small
section of double-stranded DNA. Taking the double-stranded DNA to be amplified, in
order to provide single-stranded DNA all that is required is to heat it to about 95°C
to separate the strands (Figure 3.8a). The initiation site can be provided by primers,
which are short sections of single-stranded DNA which are complementary to the 3’
and 5" ends of the sequence to be amplified. After cooling the sample, the primers will
bind to the single DNA strands and, in the presence of DNA polymerase and dNTPs,
new DNA strands will be synthesized on each of the single strands. The cycle can be
repeated by reheating the sample in order to separate these newly synthesized double
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strands of DNA. The only difference is that in the second cycle there are now twice
the number of single DNA strands. This means that starting with a single double-
stranded copy of the DNA to be amplified, after one cycle there will be two copies,
after two cycles there will be four, and so on.

As the primers determine the 5" and 3’ ends of the desired sequence, after the first
cycle of PCR there will be four strands, two of which have ends which correspond to
the two primers (Figure 3.8b). When the cycle is repeated, the two original strands will
be copied in the same way. However, the two new strands will terminate at the ends
of the desired sequence. In this way, after two cycles, new strands will be made which
consist only of the desired sequence, and after each cycle the proportion of strands of
the desired sequence will increase. Theoretically, after only 20 cycles, there will be more
than 1 million copies of the original DNA.

In the original experiments, the polymerase enzyme used was from E. coli and, because
it was denatured in the heating step, it had to be added freshly at each cycle. Now,
the enzyme used is a heat-stable polymerase, called Tag polymerase, which was derived
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Lower temperature to 55-65°C
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Heat to 72°C to optimize
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Figure 3.8. The PCR cycle. (a) A single PCR cycle; the desired sequence is shown as a solid
line and primers are shown as black bars. (b) As the number of cycles increases, the desired
sequence (bold type) is copied more and more times.
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originally from the bacterium Thermus aquaticus, which lives in hot springs, but is now
produced by genetic engineering. This polymerase works optimally at about 72°C.

A key issue in amplification of the correct DNA is the choice and construction of the
primers which are required to initiate the DNA synthesis. If the sequences of the 3’
and 5" ends of the DNA are known, then the synthetic oligonucleotides can be made
exactly. If the only information available is an amino acid sequence, then primers have
to be designed with the degeneracy of the genetic code taken into account (see Section
2.9.2). If short (5+) amino acid sequences have been determined accurately, then the
construction of a number of degenerate probes which will allow all possible codons to
occur will ensure that in the mixture there is at least one oligonucleotide which matches
the DNA sequence exactly. If the amino acid is longer but less accurately known,
then the use of best guess oligonucleotides of 30 or more bases is the most appropriate.
In this method, amino acid sequences are selected, if possible, that contain amino acids
with a low degeneracy, such as methionine or tryptophan. An analysis exists of the
preferred codons in all the DNA sequences available in the GenBank database, which
enables the preferred codon to be selected according to the species. Using this infor-
mation, it is possible to construct an oligonucleotide which will represent the most
likely codons for each amino acid. Although there will be regions of this probe which
will not anneal with the target sequence, the overall homology will be large enough
to locate the appropriate sequence. Another possibility which has been tried is to use
inosine in the third position of the ambiguous codon as it can form equally stable base
pairs with either adenosine, cytosine, guanine or thymidine.

In order to anneal successfully with the desired section of DNA, primers need to be
of sufficient length and with a sufficiently high GC composition. An optimal length is
about 20 bp and with a minimum 50% GC content. Because the G-C pairing occurs
via three hydrogen bonds, it is stronger than the A-T bond which only has two
hydrogen bonds.

In order to use PCR for producing DNA for cloning, it is advantageous to start with
as much DNA as possible in order to reduce the number of PCR cycles required. This
is because in vitro there are not the mechanisms which are present in vivo which correct
errors which occur during DNA synthesis. Inn vivo, this correction mechanism reduces
the error to about one mismatched nucleotide in 10°. However, without this, the Tag
polymerase produces about one error in 2x10* nucleotides, so fewer cycles will
produce less incorrect DNA.

At high annealing temperatures, the specificity of binding of the primers is greatly
increased. In this way, variations of the PCR technique rely on the activity of the poly-
merase being inhibited until the reaction mixture is hot, hence the name ‘hot start PCR".
This may be achieved by simply adding the polymerase to the heated mixture or by
blocking the activity of the enzyme by a heat-sensitive mechanism, such as anti-poly-
merase antibodies which bind to the enzyme and inhibit it but which are denatured
at higher temperatures, thus releasing the enzyme. In this way, the initial cycle will
only be initiated by highly specific binding of the primers.

However, there are cases when nonspecificity can itself produce interesting results. As
will be seen in the following chapters, it has become evident that receptors occur in
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families and superfamilies of receptors which are related by the similarities of their
structures. By using primers derived from the sequence of one member of a family, it
is possible using low-stringency conditions to amplify related sequences in the same
sample. These can then be sequenced and expressed in order to identify them. This
technique has been so successful at identifying receptors that there are now a number
of sequences which are obviously receptors of a given family for which there is no
known endogenous ligand, and these receptors appropriately have been called orphan
receptors.

3.70 Single-cell PCR

With the combination of the techniques of patch clamping (for details of this see Box
4.2, p. 72), in order to define the biophysical properties of a single neuron, and using
mRNA to generate cDNA that can be amplified by PCR and sequenced, it is now
possible to compare precisely electrophysiological properties with molecular biology
in single neurons. This can be useful in allocating particular properties to a particular
channel or receptor subtype. In single-cell PCR, after recording the electrical activity
of the neuron, the cytoplasm of the cell can be aspirated into the recording pipette and
this can then be processed for PCR. Because there is only a very small amount of RNA
present, great care must be taken to avoid both degradation of the RNA present and
contamination from external sources.

Before carrying out the PCR, it is necessary to synthesize double-stranded cDNA using
reverse transcriptase. After this the cDNA can be amplified in the usual way. It is
normally necessary to carry out two separate rounds of PCR, each with about 30-40
cycles, in order to obtain sufficient material. After the first round of PCR, the DNA
can be separated by gel electrophoresis and the required band selected for further
amplification. In the second round, it is possible to use primers which have restriction
sites appropriate to the vector at their 5" termini. This enables the PCR fragments to
be cloned into the appropriate vector.

These methods have been used to investigate the properties of different a-amino-3-
hydroxy-5-methyl-4-isoxazoleproprionic acid (AMPA)-type glutamate receptors in
different types of neurons. These type of glutamate receptors when expressed in vitro
can be either homo- or hetero-oligomers (see Section 5.9.1) and, depending on which
subtypes of the receptor are present, have large differences in their Ca?* permeability.
However, although the results of these experiments showed that those cells with the
higher Ca?* permeability had more of the mRNA coding for the Ca?*-permeable receptor
subtype, this type of mRNA was not found exclusively in the Ca?*-permeable cells. It
was suggested that differences in translation of the different mRINAs could also account
for differences in the levels of native receptors.

3.77 mRNA differential display uses PCR to study changes in
gene expression

As mentioned above, at high temperatures, primers will only anneal to highly specific
sequences, but, at lower temperatures, less specific sequences can be primed. This is
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the basis of the techniques of RNA fingerprinting. These techniques use PCR to amplify
the RNA expressed in a cell without knowing in advance anything about the genes
being expressed. There are a number of different related protocols for RNA finger-
printing, one of these is called mRNA differential display (Figure 3.9).

In this technique, firstly the total poly(A)* mRNA is extracted and reverse transcribed
into cDNA in three batches. Each batch is reverse transcribed using an oligo(dT) primer
which ends in either C, G or A. This will result in each batch transcribing approxi-
mately one-third of the total mRNA, for example the batch primed with oligo(dT) plus
A will only transcribe those mRNAs where the base immediately following the poly(A)
tail is T (Figure 3.9). After this, the amplification of each batch of cDNAs by PCR is
carried out using the oligo(dT) primer used for the reverse transcription and a primer
with a random sequence, called an arbitrary primer, often a 13-mer. At low annealing
temperatures (40°C), the arbitrary primer will anneal to an approximately homologous
sequence in some of the cDNAs. It has been found that under these conditions each
batch generates about 100 distinct labeled bands when the PCR products are separated
on a gel. This is then repeated with different arbitrary primers to amplify other cDNAs.
By using 32 arbitrary primers, each producing 100 bands, from the three batches then
about 10000 (32 x 100 x 3) mRNAs will be amplified. Given that there is evidence to
suggest that each of these bands may be a mixture of at least two different cDNAs
and assuming that a eukaryotic cell contains between 12000 and 15000 different
mRNAs, it is probable that the majority of mRNAs from a given cell are amplified by
this technique.

An example of this technique in action is the identification of an mRNA which is
induced in rat brain by acute cocaine administration. Comparing the bands on gels
prepared from poly(A)* mRNA derived from both control and cocaine-treated rats,
there was a band present on the “treated” gel which corresponded to an induced gene.
The induced PCR product was then used to probe cDNA libraries constructed from
different regions of rat brain. A complete sequence of the cDNA clone was isolated
and sequenced. From the sequence of the predicted protein product, it was suggested
that it is a secreted protein, and comparisons of expression in different brain regions
showed that this mRNA was only induced in the striatum where cocaine could increase
its levels fourfold.

An interesting variation of RNA fingerprinting uses primers which are not totally
random but which are based on sequences or motifs which are known to be relatively
conserved between genes with related functions. This method has been successful in
isolating new members of a group of molecules which contain a so-called zinc finger
region (see Chapter 8).

5" CAAAA....A 3 mRNA

3 ATTTT....T 5 primer

Figure 3.9. In mRNA differential display, the 5 GAAAA....A 3 mRNA
total poly(A)* mRNA is reverse transcribed into 3 CTTTT....T 5 primer
three batches, depending on which base (A, G 5 TAAAA....A 3" MRNA
or C) follows the poly(A) tail. 3 ATTTT....T 5 primer
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Figure 3.10. Nuclease protection assay allows the quantification of specific mMRNAs.

A method which can be used to quantify a specific mRNA in a mixture of mRNAs is
the nuclease protection assay (Figure 3.10). A large amount of a radiolabeled comple-
mentary RNA probe is incubated with mRNA extracted from the cells. This mRNA
will contain many sequences, including the mRNA of interest. The labeled probe will
hybridize with matching sequences forming double-stranded RNA. The sample is then
digested with RNase A and RNase T1 which will digest only single-stranded RNA.
Thus any noncomplementary mRNA and any excess probe will be digested, leaving
only the mRNA-probe hybrids which can be run on a gel and analyzed. This method
enables very small amounts of mRNA to be counted (<2 ug of total mRNA) and can
be very specific as the hybridization conditions can ensure that the probe binding is
only to completely complementary sites.

3.72 A large number of genes expressed in human brain have been
identified

The human genome project has at its heart the aim of sequencing the entire human
genome of about 3 x 10° bp. However, it has been estimated that only about 3% of the
entire genome codes for expressed genes. The remaining 97%, which has been called
‘junk’ DNA, consists of noncoding regions found both within and between the genes.
The intragenic DNA is found as introns, between the coding sequences, the exons,
within the gene. The extragenic DNA is found between genes, and consists of both
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unique sequences of unknown function (~70%) and repeat sequences of varying degrees
of repetition (30%). The function of the extragenic DNA is unknown, although it has
been suggested that this is in some way the ‘leftovers’ of evolution and that the pres-
ence of a certain amount of unused DNA enables changes to the organism to occur
with less deleterious effects.

A method which was developed in order to obtain unique landmarks in the genome
to aid mapping was sequence-tagged sites (STSs). An STS is a short stretch of DNA of
100-200 bp that is a unique sequence, i.e. it is found only once in the entire genome.
Parts of the STS may be found elsewhere, but the ends of the sequence are unique. If
PCR is carried out on the entire genomic DNA using primers complementary to the
unique ends of the STS, then there is only one product, which can be tested by sepa-
rating the DNA on a gel. If the primers have amplified a true STS then there should
be a single intense band corresponding to the amplified STS.

It has been argued that because most of the human genome has no known function
then it would be more beneficial to first sequence those portions of the genome which
are expressed, that is by extracting all of the mRNA, converting it to cDNA and
sequencing the cDNA. A drawback of this approach is that there would be no infor-
mation as to how the genes are regulated. Even so, the entire transcript of most
full-length mRNAs will also contain untranslated 5 and 3’ sequences. Expressed
sequence tags (ESTs) are related to STSs in that they are short sequences, not of genomic
DNA but of cDNA. Using automated partial DNA sequencing, a large number of these
ESTs have now been sequenced. The sequences obtained have been compared with the
sequences of previously known human genes, and some of them have been identified.
However, the major interest in the method is the discovery of a large number of genes
which are expressed in the brain and, although these may not all be brain specific, the
use of subtraction techniques using libraries derived from nonbrain tissues will signif-
icantly increase the number of brain-specific genes identified. From the first paper in
1991 describing the method, which identified 337 new genes, to the end of 1993 over
10 000 EST sequences had been deposited in public databases. This number represents
a significant proportion of human genes, and gives a real possibility that within a short
time at least the part of the human genome which is expressed will be fully identified,
even if we will have to wait a bit longer for the entire genome.
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4.7 All excitable cells contain voltage-sensitive ion channels

In all excitable cells there are protein channels in the cell membrane which, when open,
allow the passage of ions. The opening of some of these channels is determined by the
voltage across the membrane, hence the name voltage-gated ion channels.

As most of these channels have a significantly higher permeability for one ion over all
others, they have been identified and classified according to their ionic selectivity. There
are channels which are selective for sodium, calcium, potassium or chloride, as well
as other less selective cation channels.

The first of these channels to be characterized were the voltage-dependent sodium
(VDSC) and potassium (VDKC) channels of nerve cells which are responsible for the elec-
trical events underlying action potentials. These were first described by Alan Hodgkin
and Andrew Huxley in squid axons where their role was studied using a combination
of electrophysiology, particularly voltage clamping (Box 4.1, p. 71), and pharmacology.

Hodgkin and Huxley showed that the action potential was made up of an early current
flowing into the cell through sodium selective channels which could be blocked by the
toxin of the pufferfish, tetrodotoxin (TTX), and a later potassium current which could
be blocked by the large cation, tetraethylammonium (TEA) (Figure 4.1).

Their analysis was the first demonstration of the existence of separate permeability
pathways for sodium and potassium which could be manipulated independently. Their
work, for which they were awarded a Nobel prize, led to the idea of single protein
species which were responsible for the permeation of single ions, and so the hunt was
on to identify and eventually isolate these channels.

Since then, ion channels have been found in all eukaryotic cells and in some prokary-
otes. It has been suggested that all cells may possess ion channels. These channels have
a wide diversity of ion permeation and modes of regulation, but there are some
common principles.

One of the reasons that Hodgkin and Huxley used squid axons for their experi-
ments was the technical constraints which required the use of large cells. Since then,
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Figure 4.1. (a) Action potential. (b) Voltage
clamping experiment showing two components
identified using TTX and TEA.

techniques have been developed to record electrical signals from much smaller cells,
and in 1976 the first paper was published by Bert Sackmann and Erwin Neher
describing a method to record the signals produced by the opening of a single ion
channel, a technique called patch clamping (Box 4.2, p. 71). This has invigorated the
electrophysiological study of ion channels and, combined with molecular biology, has
allowed the study of channels at the molecular level.

4.7.7 Different channels can have very different properties

Voltage-gated ion channels have a number of important properties which determine
their activity. In order to respond to the voltage, these channels must have some kind
of voltage sensor which, when triggered, can open the channel, and this rate of acti-
vation may vary depending on the type of channel. The early sodium current and late
potassium current of the action potential occur in the order they do because of the
different channel activation properties. The sodium channels respond immediately, that
is their activation is fast, but the activation of the potassium current is delayed by
about 0.5 msec after the membrane is depolarized, so the potassium current occurs
after the sodium current. The timing of the closure of the channel is also important.
After about 1 msec, the open sodium channels close. These closed channels cannot be
reopened immediately and in this state are called inactivated. Inactivated sodium chan-
nels remain closed until the membrane voltage has returned to the resting potential,
when the channel reverts to the closed but potentially activateable state. Hodgkin and
Huxley developed a mathematical model of the voltage dependence of activation
and inactivation which provides an empirical framework for the testing of hypotheses
of channel function.
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Voltage-gated channels are also selective, to varying degrees, as to which ions are
allowed to flow through them. Sodium channels are over 10 times more permeable to
sodium than to potassium, and some potassium channels prefer potassium over sodium
by 100-fold.

Both voltage dependence and ionic selectivity must be related to the specific structure
of the channels involved, and it has been possible to show that specific regions (and
even specific amino acid residues) of channels are crucial determinants of these
properties.

£.2 Sodium channels were the first to be identified

The first ion channel to be characterized at the molecular level was the sodium channel,
and it was isolated from the electric organ, the electroplax, of the eel Electrophorus elec-
tricus by Shosaku Numa and colleagues in 1984. This was the tissue used to isolate the
acetylcholine receptor as described in Chapter 2. When the ‘battery’ of the electroplax
is discharged, the depolarization produced by the activation of large numbers of acetyl-
choline receptors triggers the opening of the voltage-dependent sodium channels,
greatly increasing the current flow across the membrane.

The pufferfish toxin, TTX, used by Hodgkin and Huxley to block the sodium current
in squid axons, was used to purify the sodium channel protein by column chro-
matography. The column contained beads coated with TTX and, when a crude
membrane extract was added to the top of the column, the toxin bound the sodium
channel protein so that it was retained in the column. The unwanted proteins and
membrane lipids could then be washed out. To remove the sodium channel protein,
a large excess of toxin was added to the column and the purified protein bound to the
excess TTX eluted. The sodium channel from the eel electroplax was found to be a
single glycosylated protein of molecular weight 260 kDa containing about 29% carbo-
hydrate.

€.2.7 The electroplax sodium channel was cloned using cDNA libraties

The primary cDNA sequence of the sodium channel was determined in a similar way
to that of the acetylcholine receptor. Purified channel protein was partially digested

with trypsin and the amino acid sequences of six short peptides were determined by
Edman degradation.

A cDNA library was constructed using pUC8 plasmids in E. coli using poly(A)*
RNA from the eel electroplax. The clones were then probed for the presence of the
sodium channel protein by testing them with rabbit antiserum raised against the sodium
channel protein. It is very unusual and interesting that the prokaryotic cells of E. coli
translated the mRNA and inserted immunologically recognizable proteins into the cell
membrane. Normally, special expression vectors are needed for this to occur; this was
a lucky accident. The positive clones were then tested for the presence of the cDNA
by Southern blotting hybridization with a synthetic 3?P-labeled oligonucleotide probe.



48 Chapter 4

The sequence of the oligonucleotide probe was calculated from the amino acid sequence
of part of one of the peptide fragments. The probe used had a mixture of 32 nucleotide

sequences because of the degeneracy of the genetic code (see the example in Figure
2.13).

One of the clones which had tested positive to the antiserum was labeled by the
32P-labeled probe. However, calculations based on the known molecular weight of the
channel showed that this clone could not contain the cDNA coding for the whole
protein. A second cDNA library was constructed and, using part of the cDNA sequence
of the previously identified clone, they probed the second library to find a further clone
containing more of the sodium channel sequence. This procedure recovered more of
the sequence, but there was still not enough to code for the entire protein. The partial
sequence had obviously reached the 3’ end of the coding sequence, because of the pres-
ence of the stop codon (TAA) and a poly(A) tail. Using oligonucleotide probes targeted
at the 5" end of the clones, a search was made for clones containing the 5" end of the
channel DNA. Eventually, after using different probes and different libraries, the whole
c¢DNA was found contained within seven overlapping clones (Figure 4.2).

An interesting technical variation was used to construct the final library of clones. In
order to enrich this library with clones containing the cDNA of the sodium channel,
instead of using oligo(dT) primers which would have synthesized any poly(A)* mRNA,
they used a primer which was complementary to a region at the 5" end of the partial
sequence already determined. This meant that the cDNA cloning would synthesize the
missing 5" end of the coding strand. They could identify the start of the coding sequence
by the presence of the start codon (ATG) with flanking sequences known to occur at
the start of eukaryotic mRNAs.

After sequencing the different clones and lining up the overlaps, the entire coding
sequence and its corresponding amino acid sequence could be examined. The entire
nucleotide sequence was 7230 bases long, and a good check that no bases were missing
was that all the peptide fragments were coded in the same reading frame. The strategy
outlined above highlights the fact that cloning is not always a straightforward matter
and calls for ingenuity and perseverance. The protein sequence thus turned out to be
1820 amino acids long and the calculated molecular weight of 208 kDa agreed well
with that of the purified channel, allowing for the additional carbohydrate which most
membrane-spanning proteins have on their extracellular face.

Sodium channe! cDNA

souop Buddeyar)

Figure 4.2. Diagram of sodium channelDNA (shaded bar), showing overlapping clones and
oligo primer site (dark bar).
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The complete amino acid sequence showed the presence of four internal repeats of
approximately 300 amino acids. These regions had identical or similar amino acids at
about 50% of the equivalent positions in each repeat, and this homology was highly
statistically significant, indicating that the four repeats may have arisen from an orig-
inal single domain which by gene duplication is now repeated four times.

4.2.2 Aspects of the secondary structure can be inferred from the amino acid
sequence

The secondary structure of a protein and its distribution in the membrane can be partly
inferred from a technique called hydropathy analysis of the amino acid sequence.
Hydropathy analysis is based on the fact that amino acids can be hydrophilic or
hydrophobic to varying degrees according to the identity of their side chains. For
example, charged amino acids such as arginine and aspartate are hydrophilic, whereas
phenylalanine and methionine with nonpolar side chains are hydrophobic. Thus, in
solution, amino acids will dissolve (partition) preferentially in water or lipid according
to their hydrophobicity. Values can be assigned to each amino acid according to their
partition in oil:water, and this is known as the hydropathicity index.

When amino acids are linked together in a polypeptide, each single amino acid makes
a contribution to the hydropathicity profile of the whole region but influenced by the
hydropathy of its neighbors. To take account of this, the hydropathicity index of any
given amino acid is averaged with those of its neighbors to give a running average.
In practice, the averaged hydropathicity index is calculated for each residue of the
entire protein region including nine residues flanking each amino acid.

When this hydropathy analysis was carried out on the sodium channel, it showed that
each of the internal repeats or domains contained a possible six hydrophobic sequences
of 18 or more residues (Figure 4.3). The importance of this lies in the fact that the
common secondary protein structure, the a-helix, can form a membrane-spanning
region if there are approximately 20 amino acids in the hydrophobic section.

This led Numa to suggest that the structure of the sodium channel consisted of four
identical domains each containing six transmembrane (TM) segments (Figure 4.4). This
model of the sodium channel, first proposed in 1984, has since been refined but is
essentially that initially proposed.
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Figure 4.3. Hydropathy profile of the Torpedo sodium channel. Adapted from Noda et al.
(1984) Primary structure of Electrophorus electricus, Nature 312: 121—127.
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Figure 4.4. Model of sodium channel.

When the electroplax mRNA was injected into Xenopus oocytes and the sodium channel
activity measured using patch clamping, the expressed protein was able to behave as
a TTX-sensitive, voltage-gated sodium channel, showing that in this case the single
mRNA was sufficient to produce a functional channel.

€.2.53 Mammalian sodium channels contain additional subunits

When sodium channels were purified from mammalian tissues (mainly rat and human),
it was found that the extracted channel consisted of three proteins, the original 260 kDa
protein plus two smaller proteins of 36 and 33 kDa. These new subunits were named
B1 and B2 and the original subunit designated o.

The cDNA sequence of the electroplax sodium channel was then used to identify the
rat brain sodium channels. A ¢cDNA library from rat brain was screened by hybridiza-
tion with a probe derived from electroplax sodium channel cDNA. This method isolated
the cDNA of three different sodium channel a-subunits in rat brain called I, II and III.
Remarkably, there was over 60% sequence homology between the rat and electroplax
sodium channels. It was later found, by using the alternative splicing of two exons
from the gene (Figure 4.5), that the type II existed in two different forms. By this method,
slightly different proteins, called splice variants, can be produced from the same gene.

Type Il sodium channels are expressed early in development in embryonic and neonatal
brain, whilst the variant ITA is most prominent in adult brain. Other, similar, sodium
channel a-subunits were also found in adult skeletal muscle (1) and heart (hl).

EX1 EX2 EX3 EX4
DNA } +—

/ \
200 e

mRNAC—T—T1—
EX1 EX2 EX4 EX1 EXS EX4

Figure 4.5. Diagram of alternative splicing.
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The B1- and B2-subunits have also been cloned, and both have a single putative TM
segment. Both B-subunits are glycosylated, showing that they have part of the protein
exposed on the extracellular face of the membrane. The Bl-subunit is noncovalently
bound to the a-subunit whilst the B2-subunit is linked via disulfide bonds.

When the mRNA of the a-subunits from mammalian tissues is injected into oocytes,
while functional ion channels are expressed some of their properties are different from
those of native channels, especially the rate and voltage dependence of activation. When
a- and Bl-subunits are coexpressed, that is both o and B1 mRNA are injected into the
same oocytes, the expressed sodium channels have properties which are similar to
those of the normal channels.

Armed with the knowledge of the entire sequence of the sodium channel and a model
of the secondary structure, it became possible to study which parts of the protein were
important in defining channel properties such as activation, inactivation and ion selec-
tivity. A technique which has been revolutionary in studies of channels at the molecular
level is called site-directed mutagenesis (Box 4.3, p. 74).

4.3 Structure and function can be related at the molecular level

€.5.7 Channel activation involves the movement of gating charges

From early studies on the voltage dependence of channel activation and its association
with the movement of electrical charges within the channel protein, called the gating
current, it was calculated that activation is associated with a current equivalent to the
movement of six charges across the entire width of the membrane (or a greater number
of charges moving a smaller distance).

The fact that channel activation must involve the movement of charge focused atten-
tion on regions of the channel with charged amino acid residues within the hydrophobic
portion of the membrane. Of the six TM segments of each domain of the sodium
channel, one of these, the 54 segment, which is about 20 amino acids long, has a primary
structure with a repeated sequence of a positively charged residue (Arg or Lys) followed
by two hydrophobic amino acids (Figure 4.6a). As the a-helix has a pitch of about 3.5
amino acids per complete turn, the 54 segment is thought to form an a-helix with a
spiral of positive charges on the outside (Figure 4.6b).

The involvement of these charged residues in activation has been shown clearly
using a variety of mutants generated by site-directed mutagenesis. Numa, Stuhmer
and colleagues constructed cDNA mutants which would produce sodium channels
in which the positively charged residues at the various sites in the 54 region of
domains I and II were replaced with neutral or negatively charged residues. The
cDNA was transcribed to produce mRNA which was injected into Xenopus oocytes.
Patch clamping was used to analyze the characteristics of the sodium channels
expressed. Fitting the recorded currents to the equations derived by Hodgkin and
Huxley to model activation and inactivation, it was shown that a reduction in the
net positive charges of 54 in domain I causes a decrease in the apparent gating
charge and a reduction in the steepness of the activation curve. This strongly suggested
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(a) (b)
I —Ala—Leu—Arg—Thr—Phe—Arg—Val—| eu—Arg—Ala—Leu—Lys—Thr— [ J
11—Val—Leu—Arg—Ser—Phe—Arg—Leu—L e—Arg—Va—Phe—Lys—Leu—Ala—Lys ?/*

Figure 4.6. (a) The sequence of the S4 segments of domain | (215-227) and domain Il
(848-862). (b) The a-helical arrangement of amino acids; only arginine (R) side chains
are shown.

that these positively charged residues of the 54 region may form part of the gating
charge.

A model has been proposed to account for the action of 54 as a voltage sensor, where
the 54 segment acts as a rotating helix. In response to depolarization, ionic bonds
between the positively charged residues of the a-helix and negative charges in the
other surrounding TM segments are broken. The 54 helix then rotates upwards towards
the extracellular face, thus moving charge across the membrane. An attraction of
this model is that if each of the four domains contributes the equivalent of only 1.5
charges, then the gating charge of 6 can be accounted for. However, both this model
and a later one, which requires a large conformational change in the 54 segment from
an a-helix to a B-pleated sheet, have to account for the large energy barrier which
would have to be overcome to generate the movement.

4.3.2 Channel inactivation is due to intracellular residues

The region of the sodium channel thought to be responsible for inactivation was shown
to be in the cytoplasmic portion of the channel, since treatment of the inside of the
squid axon with proteolytic enzymes, which would remove parts of the protein on
the cytoplasmic face, abolished inactivation. This was confirmed by experiments where
oocytes injected with wild-type mRNA and then treated with trypsin showed an almost
complete removal of inactivation. Mutants constructed lacking cytoplasmic portions of
the sodium channel in between domains III and IV showed a strong reduction in the
rate of inactivation. Single-channel recordings from these mutant channels showed that
the channel openings were much longer, with the mean channel open time being
increased by at least a factor of 10.
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4.3.3 Pore-lining residues and ion conductance can be identified
using TTX

The ion flow through voltage-gated ion channels is proposed to occur through a trans-
membrane water-filled pore, although other models based on the binding of ions
directly to the channel protein, which then acts as an ion conductor, are under discus-
sion. The identity of the region which lines the pore of the channel and controls both
the size of the current (single-channel conductance) and the identity of the permeant
ion (selectivity) has been studied using a variety of compounds which can block the
pore. As all externally applied compounds which are not lipid soluble can only interact
with exposed residues, the use of site-directed mutagenesis to change the effectiveness
of the blockade provides information on the site of binding in the pore.

The toxin originally used to isolate the sodium channel protein, TTX, is known to bind
with very high affinity to the extracellular mouth of the pore. The amino acid sequence
and predicted structure of the sodium channel show that between the TM segments
S1/S2 and S3/54 the extracellular portions are quite short; however, the S5/56 extra-
cellular portion is longer and contains a number of negatively charged amino acids.
This region is thought to form a hairpin loop structure in the membrane, variously
called the H5 or P loop, and consists of two short sections called SS1 and SS2
(Figure 4.4). Evidence for the existence of this loop first came from studies of potas-
sium channels. Indeed, the similarities between many different types of ion channel
that have emerged has proved useful since testable inferences can be made about one
channel on the basis of experiments with others.

A mutation, in which one of the negatively charged amino acids, a glutamate residue
found at position 387 in SS2 (Glu387) of domain I, was converted to glutamine reduced
the affinity for TTX by more than 10000 times. Identification of similar residues in
each domain showed that acidic amino acids in all four domains were required for
high-affinity TTX binding, as well as other residues in 552, showing clearly that these
regions of the molecule form part of the external mouth (Figure 4.7).

Other molecules, such as some local anesthetics, block sodium channels from the intra-
cellular face and act preferentially when the channel is open. Identification of aromatic
residues at the end of the 56 region which are necessary for binding of local anes-
thetics, such as etidocaine, suggests that residues in the S6 segments line the pore on
the intracellular face.

Sodium channel conductance is also dependent on the acidic residues which are
involved in TTX binding. Mutations with neutral amino acids substituted at these posi-
tions (e.g. 387) have a reduced sodium conductance, as measured by whole-cell patch
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Figure 4.7. Negatively charged amino acids (circled) are found in the SS2 segment.
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clamping, which may be reduced by as much as 90%. The involvement of amino acid

residues in ion conductance and selectivity will be discussed further after the section
on calcium channels.

4.4 Voltage-gated calcium channels are responsible for diverse
functions

Intracellular calcium is the trigger for exocytosis in many cell types, and in all excitable
cells voltage-dependent calcium channels are responsible for the influx of calcium which
couples excitation to neurotransmitter release. Voltage-gated calcium channels also
allow calcium influx in all muscle types, and are especially numerous in the transverse
tubules of skeletal muscle where they have an additional role in excitation—contraction
coupling. The identification of a number of different types of calcium channel was
made originally on the basis of their different electrophysiology and sensitivity to a
diversity of toxins and drugs.

#.4.7 Calcium channels are distributed differently and can be blocked by toxins

Two types of calcium channels are found in muscle. The voltage-dependent calcium
channel (VDCC) found in skeletal muscle is slow to activate, requires a large depo-
larization to activate it and shows no inactivation. These channels are called L channels
(long-lasting) and have a single-channel conductance of about 24 pS. In cardiac muscle,
a second calcium current is also found which can be activated by small depolariza-
tions and is rapidly inactivated in a voltage-dependent manner. These channels are
called T (transient) and have a much smaller single channel conductance (8 pS).

These calcium channels are classified further as either high or low voltage activated
on the basis of the depolarization step required to activate them. Thus L channels are
high voltage-activated (HVA) type requiring large (high) depolarizations, and T chan-
nels are low voltage-activated (LVA) type activated by small (low) depolarizations.

The L channels are blocked by phenylalkylamines like verapamil, but different dihy-
dropyridines (DHPs) have opposite effects which can be observed in single-channel
recordings. Nifedipine blocks calcium channels, whereas the closely related compound
BAY K 8644 acts as an agonist, greatly increasing the mean channel open times.

Other calcium channels are found in neurons. Initial studies on neurons demonstrated
the presence of three types of calcium channels. Two of these were identified as the L
and T types already seen in cardiac muscle, but a third channel called N (neuronal)
was an HVA with an inactivation that was intermediate between L and T and was
insensitive to DHPs.

A further three types of calcium channel have since been identified in neurons by the
use of toxins which can block particular components of the calcium current. When
HVA currents are activated in the presence of DHPs, the proportion of the current
blocked by DHPs can be attributed to L channels. N channels can be blocked by a
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toxin, w-conotoxin GVIA (CTX), from the cone shell mollusc Conus geographus. In the
presence of CTX and DHP, both L and N channels are blocked, and the current flowing
through N channels can be calculated by subtraction. However, in neurons, much of
the calcium current is insensitive to both DHPs and CTX. Hence, this method has been
continued with a number of other toxins (Table 4.1), each defining a new part of the
calcium current. They were named:

P, because they are the predominant calcium current in Purkinje cells;

Q, a current found in cerebellar granule neurons (and Q comes after P);

R, what remains after blockade of all other calcium currents (part of this current is
thought to be HVA and part LVA).

The discovery that many sodium and calcium channels can be blocked by toxins such
as TTX and CTX has stimulated a wide search to find other toxins which can be used
as channel blockers. The toxin which blocks P channels, w-CTX MVIIC, was discov-
ered by probing a cDNA library constructed from the venom ducts of the marine snail
Conus magus using probes based on known C. magus toxins. However, problems have
been highlighted regarding the specificity of the block and degree of blockade of these
toxins, so conclusions regarding quantitative aspects of toxin use must be approached
with caution.

4.5 Calcium channels have been cloned

In a manner similar to that used to clone the voltage-gated sodium channel, the first
cloned calcium channel was purified from a tissue rich in calcium channels, namely
skeletal muscle, using a specific high-affinity ligand, a 1,4-dihydropyridine. The skeletal
muscle L channel exists as a complex of five polypeptides, o, (175 kDa) o, (150 kDa)
B (52kDa), ¥ (32 kDa) and & (25 kDa).

Table 4.1. Properties of voltage-gated calcium channels

Channel Type Channel blockers

L HVA Dihydropyridines (both antagonists and agonists)
Phenylalkylamines
Benzothiazepines

T LVA No specific blockers
N HVA w-CTX GVIA
«-CTX MVIIC
P HVA w-Aga IVA
w-CTX MVIIC
FTX
Q HVA «-CTX MVIIC
w-Aga IVA (>1000 pM)
R Mixture of HVA/LVA No specific blockers. Possibly not a single channel
type

«-CTX, w-conotoxins from the cone snails, Conus geographus and Conus magus; w-Aga, w-agatoxin; and
FTX, funnel spider toxin (polyamine-like) from the funnel web spider, Agelenopsis aperta.
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€.5.7 The ay-subunit from skeletal muscle was the first to be cloned

Using primers derived from the amino acid sequences of polypeptides cleaved from
the 175-kDa purified protein, the cDNA coding for the a;-subunit of the skeletal muscle
L channel was cloned in a series of steps similar to those used to clone the voltage-
gated sodium channel. It was found to code for a protein of 1873 amino acids with
a molecular weight of 212 kDa. The difference in molecular weight from that of the
purified protein is due to a truncation of the translated protein possibly due to post-
translational processing.

The predicted structure of the calcium channel shows a close similarity to the voltage-
gated sodium channel, with four domains each containing six TM segments and an
H5 loop (see Figure 4.4). Overall, the sequence homology between the sodium and
calcium channels showed that 35% of amino acids were identical, and this rose to 55%
when the presence of similar residues was allowed for. This is called conservative
substitution, when, for example, either glutamate or aspartate are considered to be
equivalent, both having negatively charged side chains of roughly similar size.

The sequence shows a similar pattern to the sodium channel of amino acids in the 54
segments, giving it a similar role as a voltage sensor, and further similarities were
found in the position of the pore lining and internal and external domains.

The L channel antagonists are important classes of drugs, used in the treatment of a
number of cardiovascular diseases, because of their actions on cardiac and smooth
muscle. The phenylalkylamines, such as verapamil, bind to the intracellular face of the
a,-subunit and bind preferentially to the open channel. Photoaffinity labeling, where
a photoreactive analog is equilibrated with the channel and then covalently bound to
it by photoactivation using UV light, has been used to identify which areas of the
protein are involved in phenylalkylamine binding. After photolabeling, the a,-subunit
was cleaved, at lysine and arginine residues by trypsin, to make a number of peptide
fragments. The fragments were then separated on SDS gels and the labeled fragment
was identified, by immunoprecipitation, using anti-peptide antibodies. These antibodies
had been raised against the different fragments of the a,;-subunit. This method identi-
fied a 9.5-kDa fragment containing residues 1339-1400. Reducing the size of this
fragment using another protease defined a smaller 5-kDa fragment consisting of
residues 1349-1391. In the complete subunit, this corresponds to a region which is
centered around the S6 TM segment of domain IV, suggesting that the binding site for
phenyalkylamines lies at the intracellular end of S6.

The binding of DHPs, such as nifedipine and amlodipine, is from the extracellular side of
the membrane, and seems to be located in a hydrophobic region close to the outer surface
of the membrane. Although binding is not enhanced by channel opening, it is increased
by prolonged depolarizations, suggesting that DHPs have a higher affinity for inactivated
channels. A number of photoaffinity labeling studies have identified a range of different
binding sites on the a;-subunit, but there are problems relating to the size of the photore-
active compounds and the size of the peptide fragments generated, such that the resolu-
tion of the method is not sufficient to allow the binding site to be determined very closely.
Mutants called chimeras can be constructed, where parts of one subunit can be combined
with parts of another to produce hybrid channels, with differing properties. Chimeras
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were used to study the involvement of parts of domains IIl and IV in the activity of DHPs.
The chimeras were formed from combinations of parts of a;-subunits which are DHP sen-
sitive (cardiac a; C, see Table 4.2) and DHP insensitive (neuronal a, A). These experiments
indicated that the S5-56 linker region of domain IV, which contains the P5 loop, and the
S6 segment are critical in determining DHP activity.

Benzothiazepines, like diltiazem, also bind to the extracellular portion of the a;-subunit,
but the exact nature of the binding site has been much less well defined, although it
is thought to bind at a site which is also in domain IV.

4.5.2 Many other a;-subunits have been cloned

Using probes derived from the skeletal muscle L channel sequence, six different genes
encoding o-subunits have been found. Additionally, all of these genes can be spliced alter-
natively, giving a large number of alternative o;-subunits. ldentification of specific gene
products with channel types is continuing, but a tentative scheme is shown in Table 4.2.

Table 4.2. Calcium channel «,-subunits

Channel type Gene? Location
o, S (2) Skeletal muscle

L a, C (3+) Cardiac muscle, smooth muscle, brain
o, D (4) Endocrine, kidney, brain

P/Q? o, A (5) Neurons, kidney

N o, B (2) Neurons, endocrine

R/T? o, E (3+) Brain

&The number of currently known splice variants is shown in parentheses.

4.5.3 Other calcium channel subunits have also been cloned

As with the voltage-gated sodium channels, some of the calcium channel «,-subunits
can act as voltage-gated ion channels without the presence of other subunits, but these
other subunits can modify the properties of the calcium channels.

The B-subunit is thought to be intracellular as it contains mainly hydrophilic residues
and is not glycosylated. The presence of consensus sequences for phosphorylation by
multiple protein kinases allows for the possibility of interactions with intracellular
regulation mechanisms. So far, four genes have been discovered which code for the B-
subunit, each with splice variants, giving a minimum of 13 variants and, as with the
voltage-gated sodium channel, interactions between the a,- and B-subunit have direct
effects on channel gating.

The a,- and 8-subunits are linked by disulfide bonds and are produced by a single
gene with five known splice variants. The a,-subunit is thought to lie on the extracel-
lular face, whilst the 8-subunit forms a single TM segment. The a,- and §-subunits are
thought to have act synergistically to increase current amplitude and activation rate.
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Figure 4.8. Arrangement of calcium channel subunits.

The role of the y-subunit is not known; however, its structure consists of mainly
hydrophobic residues and contains four predicted TM segments. It is the only one of
the calcium channel subunits which has only been found as a single gene without
splice variants, and is thought to be only expressed in skeletal muscle, although both
L and N channels in brain are associated with a 100 kDa protein which may represent
a novel brain-specific subunit (Figure 4.8).

With the existence of so many different variants and the enormous number of possible
combinations, there are interesting questions that can be asked regarding the physio-
logical significance of these variants. Firstly, do all combinations exist in vivo and are
these distributed heterogeneously. Secondly, are there significant functional differences
in the different subunit combinations. These questions of diversity and heterogeneity
also apply to receptors, as shown in later chapters, and whether this actually matters
is surely a central issue for contemporary neuroscience.

4.5.4 Calcium channels can interact with intracellular proteins

In skeletal muscle, there is a link between the L channels and calcium release channels
in the sarcoplasmic reticulum (SR) which forms the basis of excitation—contraction cou-
pling. Calcium entry through L channels is not large compared with that released from
the SR, and the role of the L channels is mainly as a coupling device between the plasma
membrane and the SR. A direct interaction between the o;-subunit of the L channel and
the SR calcium release channel (also known as the ryanodine receptor because it can be
blocked by ryanodine) has been identified as involving the intracellular loop between
domains II and III. In neurons, voltage-gated calcium channels allow calcium entry to
stimulate exocytotic neurotransmitter release, a topic covered in Chapter 7. There are
interactions between calcium channels and a number of intracellular proteins, and again
the site of interaction seems to be the loop between domains II and IIL

#.6 How similar are sodium and calcium channels?

There are clearly a number of similarities between sodium and calcium channels and
it has been suggested that in the evolutionary development of ion channels, sodium
and calcium channels are derived from a common ancestor. Sodium channels diverged
from calcium channels with the appearance of the metazoa, only 1000 million years
ago, relatively recently when compared with the evolution of mechanosensitive chan-
rels which pre-date the evolution of eukaryotes.
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The close similarity between these two channel types has been shown in experiments
involving site-directed mutagenesis of the SS2 segments of sodium channels. As previ-
ously described, the SS2 segment of the sodium channel contains a number of acidic
amino acid residues (e.g. Glu387) which are involved in binding TTX and which form
part of the external mouth and/or pore of the channel.

Comparisons of sequences between different sodium channels showed that at position
384 of the rat brain sodium channel II and at equivalent positions in other domains
(Table 4.3), the amino acid residues are identical in sodium channels from brain, heart,
skeletal muscle and the eel electroplax. This high degree of conservation suggests that
these residues play an important role in channel function.

Table 4.3. Comparison of amino acid residues in SS2
segments of sodium and calcium channels

Position Na* channels Ca?t channels
384 Asp Glu
942 Glu Glu
1422 Lys Glu
1714 Ala Glu

In calcium channels from brain, heart and skeletal muscle, at the same positions there
are, again, identical residues, but this time they are all glutamate residues. Thus, at
these positions, sodium and calcium channels only seem to vary by two amino acids,
as aspartate is a conservative substitution for glutamate.

Mutants of the sodium channel were constructed with either the lysine at position
1422 converted to glutamate (K1422E) or the alanine (1714) converted to glutamate
(A1714E) or both (K1422E:A1714E). Patch clamp currents were recorded in solutions
containing Ba?* as a Ca?* substitute to record currents through calcium channels.
Barium is used rather than calcium for two reasons. Firstly, many calcium channels
are more permeable to barium than to calcium, so the measured current is larger.
Secondly, the inactivation rate of many calcium channels is dependent on intracellular
calcium, so using barium does not inactivate the channel being studied. In these studies,
neither A1714E nor the wild-type channel showed any Ba?* current, although the
mutant A1714E had a reduced selectivity for sodium over potassium. However,
the mutant K1422F had a significant Ba?* current, and the double mutant K1422E:A1714
not only had a large Ba?* current but was also selective for calcium over sodium at
physiological concentrations. This demonstration of the importance of these residues
in ion selectivity and conductance was confirmed by experiments on calcium channels
where modification of the four glutamate residues to lysine reduced the high-affinity
binding of calcium to the pore mouth, which is thought to be a prerequisite for calcium
selective permeation. It is a demonstration of the close relationship between sodium
and calcium channels that just a few amino acid substitutions can change the ion
selectivity of the channel, and it is quite surprising that such a small number of changes
can have such a significant effect on channel function.
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Figure 4.9. Chimeras of o,-subunits produce different inactivation rates. The substituted section
from the o,E channel is shown in bold. Modified from Zhang, J.-F. et al. (1994) Molecular
determinants of voltage-dependent inactivation in calcium channels, Nature 372: 97—100.

However, a given function need not involve identical molecular determinants, even in
closely related channels. Whereas sodium channel inactivation is thought to involve the
cytoplasmic loop between domains III and IV, variations in the III-IV loop of the cal-
cium channel have very little effect on channel inactivation. Two different calcium chan-
nel a;-subunits (o;A and o;E) show different patterns of inactivation when expressed in
oocytes (along with identical a,- and B-subunits), with the o;E subunit giving faster inac-
tivation than a;A. Chimeras in which the cytoplasmic loop III-IV of o,E was put into
the a; A-subunit produced no significant increase in the inactivation rate (Figure 4.9a).

Other chimeras were then designed to discover the region of the channel responsible
for the rate of inactivation. After testing many different combinations, it was shown
that if the channel contained the region from the S52 segment of domain I to the begin-
ning of domain II then this determined the inactivation rate regardless of the rest of
the channel (Figure 4.9b). Thus, channels made from o, A containing this region from
o,E behaved like o,E and vice versa. Chimeras with smaller and smaller insertions
were then used to narrow down the region of interest until it was determined that the
activation rate depends on nine or fewer amino acids between positions 322 and 375,
all of which are in or very close to S6 of domain I.

In this way, calcium channel inactivation differs significantly from that of sodium chan-
nels although it has been suggested that sodium channel inactivation could consist of
two components, one being the fast inactivation involving the III-IV loop which masks
a slower type of inactivation involving the SS2 and S6 regions of domain 1.

4.7 There is a large diversity of voltage-gated potassium channels
There are many types of potassium channel, each with its own distinctive electro-

physiological and pharmacological properties; what they all have in common is that
they tend to stabilize the membrane at the potassium equilibrium potential. This
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section will examine the role of just a few of these different kinds of potassium channel
in the overall physiology of cells. It is important to appreciate the various functions of
potassium channels since they are ubiquitously distributed — being present in most
cells, including plants and even single-celled eukaryotes —~ and because it is probably
fair to claim that the electrophysiological signatures of excitable cells is in large measure
determined by the exact mix of potassium channel populations they possess. In order
to classify the behavior of potassium channels, it is necessary first to examine the
phenomenon of rectification. This is the property that membrane resistance varies with
voltage, and can be demonstrated by performing voltage clamp experiments so that
current-voltage (I-V) plots can be constructed (Figure 4.10).

Although some ion channels appear to obey Ohm'’s law, where current and voltage
are linearly related, many do not, and it is this departure from Ohm’s law that is
rectification.

4.7.7 Action potential repolarization requires K, potassium channels

A glance at the I-V plot of the potassium channel involved in action potential repolariza-
tion, which causes the delayed outward current in voltage clamp experiments (see
Section 4.1), shows that it is an outward rectifier since it allows current to flow out but not
in (Figure 4.10b). Hence this type of potassium channel is called the delayed outward rec-
tifier (Ky) channel, and the current that it carries is depicted by Iyy,. That Ky, channels are
heterogenous is shown by the fact that those in squid axon do not inactivate but those in
frog myelinated nerve nodes of Ranvier do. Also, whilst the squid axon Ky is blocked by
TEA only if the drug is perfused internally into the axon, the frog node K, channel is
blocked by low (0.4 mM) concentrations of TEA in the external bathing medium.

#.7.2 Transient VDKCs control firing frequency of neurons

A brief current flowing through a population of potassium channels which are acti-
vated by small depolarizations following a period of hyperpolarization can be seen in

(b) Outward rectifier

Ex

—
-50

(c) Nonrectifier

N

(&) Inward (anomolous)
rectifier

Figure 4.10. -V plots of (a} cardiac inward rectifier; (b) neuron delayed outward rectifier; and
(c) nonrectifier.
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neurons. This current is termed the Iy, current, and the channels that pass it K, chan-
nels. K, channels have pharmacological properties distinct from Ky, channels, as shown
below. Iy, is blocked by external TEA, whilst Iy ,, is unaffected. Conversely, 4-amino-
pyridine (4-AP) selectively blocks Iy, (Figure 4.11).

The function of K, channels was deduced by intracellular recording from stimulated
molluscan neurons in the presence and absence of 4-AP. The experiments revealed that
4-AP reduces the interspike interval, the implication being that K, channels normally
act to increase the interspike interval, that is to reduce firing frequency. Because K,
channels activate at quite high potentials (i.e. >60 mV), I, current will flow as soon
as a neuron begins to depolarize, and the efflux of K* through the K, channel will
tend to oppose the depolarization. Essentially, this means that the Iy, acts to prolong
the afterhyperpolarization (AHP) following an action potential, and this increases the
interspike interval. The end result is a slower firing frequency than would be seen in
the absence of K, channels. This allows neurons to encode a wide range of stimulus
intensities since K, channels prevent the neuron from reaching its maximum firing rate
until stimulus intensity is higher than would be the case without them.

4.7.3 There are three types of Ca**-activated K* channel

So far all the channels discussed in this chapter have been activated by voltage.
However, there are some voltage-activated ion channels that, in addition, are regulated
by intracellular ligands. Furthermore, there are channels which are activated by intra-
cellular ligands but are not voltage dependent. These variations on the jon channel
theme are exemplified by Ca?*-activated K* channels (Kc,).
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Table 4.4. Properties of Ca?+-activated K* channels

Conductance
Channel Current (pS) Electrophysiology Antagonists
B Kc. lex(ca 100-250 Voltage-dependent TEA, charybdotoxin
I Kea hkea 18-50 Voltage-independent TEA, charybdotoxin
S K, Iskca 614 Voltage-independent Apamin

Potassium channels that are activated by intracellular Ca?* over the physiological
concentration range (102-107 M) are ubiquitously distributed in excitable tissues and
in some nonexcitable tissues such as salivary gland, and in red cells and macrophages.
There are three types, distinguished by their conductances, called, rather imaginatively,
big (B), intermediate (I) and small (S) K. Their properties are summarized in
Table 4.4.

Note that S K, is blocked by picomolar concentrations of the bee venom peptide,
apamin, which allows this channel to be distinguished from the other K, channels
which can be blocked by charybdotoxin (CrTx), a component of the venom of the scor-
pion Leiurus quinguestriatus. These toxins have proved to be useful tools for exploring
the function of these potassium channels just as toxins have proved crucial in charac-
terizing calcium channels.

The major role of K, channels in excitable cells is to prolong the AHP following calcium
action potentials that are seen in the dendrites of some neurons. Calcium entry during
the action potential activates the potassium channels, so increasing K* efflux from the
neuron. The action of K, channels in some neurons is to produce long periods of
hyperpolarization during which the cells are silent. Between these silent periods, the
neurons fire with quite high frequencies. The overall effect is that the neurons fire
bursts of action potentials.

Each burst terminates when the rise in intracellular Ca?* reaches the point at which
K, channels open. Although K, channels are involved in causing burst firing of
neurons, most cells expressing K., channels do not exhibit burst firing, indeed some
are not even excitable (e.g. macrophages), suggesting that there are other functions for
these channels. In some neurons, K, channels may, like K, channels, reduce the neuron
firing frequency. Bursting is a property of some neurons in the hippocampus, a prop-
erty of importance in mechanisms of plasticity and epilepsy.

4.8 Genes for potassium channels have been identified in naturally
occurring mutant flies

Until recently, no high-affinity ligands for potassium channels were available that could
act as tools for purifying the channel proteins in the way that TTX was important for
VDSCs. Hence, the first genes coding for potassium channels were identified entirely
by molecular genetic techniques.

The fruit fly Drosophila melanogaster is the workhorse (so to speak) of much experi-
mental genetics. A number of mutant strains of fly have been identified which, when
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exposed to ether to anesthetize them, develop uncontrolled shakes in legs, wings and
abdomen. Not surprisingly, these are called Shaker mutants.

The Shaker mutant has abnormal neuron and muscle electrophysiology. Nerve cell
action potentials are prolonged in mutant flies because of a defect in repolarization.
Voltage clamp studies of both neuron and muscle show a loss of the transient
K* current, Iy, which is known to be responsible for action potential repolarization
in flies. The obvious inference that the Shaker locus was a gene encoding a mutant
K, channel prompted a search to locate the Shaker gene. This turned out to be a diffi-
cult task which took several years, but, eventually, using chromosome walking
(Box 4.4, p. 75) and mapping techniques, the mutant gene was found. This enabled
(in 1987) the DNA from the wild-type gene to be sequenced. RNA transcribed from
the cDNA and injected into Xenopus oocytes resulted in the expression of channels that
behaved exactly like K, channels.

Actually, the Shaker locus is a huge gene containing several introns, and it encodes 12
closely related types of potassium channel by virtue of the fact that its primary tran-
script is subject to alternative splicing; different combinations of exons are selected
during the processing into mature RNA.

Subsequently, oligonucleotides constructed to be complementary to short regions of
the Shaker locus gene were used to probe genomic libraries, by hybridization under
low-stringency conditions, to hunt for related genes. This revealed three other genes
in Drosophila, called Shal, Shaw and Shab. Counterparts to all of the fly genes have been
found in mammals which showed anything between 55 and 82% homology.
Interestingly, in vertebrates, the Shaker gene homolog is a family of 12 intronless genes.
So, whilst Shaker locus channel diversity in the fly is brought about by alternative
splicing, in vertebrates Shaker channel subtypes are encoded by separate genes which
presumably have arisen by gene duplication. The implication of this is that during
early evolution two quite different strategies for generating potassium channel diver-
sity evolved. Curiously, the method adopted by vertebrates (which evolved after
invertebrates) is the most ancient strategy for achieving diversity; prokaryotic genes
have no introns and so gene duplication is the only way of generating diversity.

The electrophysiological properties of the Drosophila gene products and their
mammalian equivalents are quite diverse. Shaker, Shal, Shab and Shaw genes all produce
channels that are outward rectifiers, and their mammalian homologs are termed
Ky channels. So, for example, the 12 splice variants of the fly Shaker locus are called
Ky 1.1 through Ky 1.12 in the mammal (Table 4.5).

Table 4.5. Drosophila potassium channel
nomenclature and mammalian homologs

Drosophila gene Mammalian homolog
Shaker Ky 1.1-K, 1.12
Shab Ky 2.1-K, 2.2

Shaw K, 3.1-K, 3.4

Shal K, 4.1-K, 4.2
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Figure 4.12. Voltage clamping of Xenopus oocytes expressing channels encoded by Shaker,
Shal, Shab and Shaw transcripts. /,,, was recorded in response to clamping between —80 and
+20 mV in 10 mV steps from a holding potential of —-90 mV.

When fly transcripts are expressed in Xenopus oocytes (Figure 4.12), both Shaker and
Shal generate rapidly inactivating currents that resemble Iy, in neurons of various
species. Shab transcripts produce slowly inactivating currents, the mouse homolog of
which closely resembles the delayed outward rectifier of rat hippocampal neurons.
Shaw currents show no sign of inactivation.

4.8.7 Potassium channels are homologous to voltage-dependent Na*channels

DNA sequencing reveals that the potassium channels encoded by fly and vertebrate
Shaker, Shal, Shaw and Shab genes all resemble a single domain of the VSDC (Figure 4.13).

Each contains six putative TM hydrophobic segments — only some of which are
a-helices — and has intracellular N- and C-terminal ends. A fifth gene, Slo, codes for the B
K, channel, and its sequence suggests that B K, contains the usual potassium channel
motif but also has a much longer C terminus and may have additional TM segments.

By analogy with VDSCs which clearly resemble four covalently linked Shaker proteins,
VDKCs are assumed to be tetrameric homo-oligomers.

Recall that the Drosophila Shaker gene encodes 12 distinct channel proteins. Experiments
in which Xenopus oocytes have been coinjected with mRNA coding for several Shaker
channel proteins show that hetero-oligomers are formed, that is functional channels
can be created by association of several distinct proteins of the Shaker gene family,
though whether this happens in vivo is not known. Amazingly, hetero-oligomers are
formed even if the mRNAs come from more than one species. In other words, it is
possible to have potassium channels that are part fly and part mouse! By contrast,
hetero-association of proteins from different gene families (e.g. Shaker + Shal, etc.) has
never been seen to result in functional channels.

As with VDSCs, the S4 TM segment carries a cluster of positively charged residues
and is thought to act as the voltage sensor for channel activation. It is noteworthy that
the noninactivating Drosophila Shaw proteins have fewer positive charges on their S4
segments that the other channel families.
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Site-directed mutagenesis studies, coupled with the use of selective toxins, have proved
invaluable in unraveling which bits of the potassium channel are functionally impor-
tant. In particular, attention has focused on identification of the pore-forming region,
and on the mechanism of inactivation.

4.8.2 Pore-lining residues have been found

Charybdotoxin (CrTx) is an extracellular blocker of several types of potassium channel
and is assumed, therefore, to bind a site close to the external mouth of the pore. Amino
acid residues, mainly glutamate and aspartate, required for high-affinity CrTx binding
are clustered on the extracellular ends of SS1 and SS2. Mutagenesis of these residues
to positively charged residues reduces CrTx affinity 300-fold. The implication is that
the 551 and SS2 regions are part of the pore region.

This is supported by studies using TEA. Crucial residues for TEA blockade extracel-
lularly are located on SS2. Thus, position 449 must be either a phenylalanine or a
tyrosine residue to confer blockade. However, only eight residues away lies Thr441
which is needed for TEA to produce intracellular block; mutation of this residue results
in a 10-fold reduction in affinity for TEA applied to the intracellular face of the channel.
It was the discovery of the close proximity of the residues required for external and
internal blockade by TEA which led to the inevitable conclusion that the SS2 region
must span the membrane and so together the SS1 and SS2 regions formed a loop, the
H5 loop which was associated with the ion pore. Actually it is by analogy with
the potassium channel that, as we saw earlier, VDSCs are now thought to have H5
loops between segments S5 and S6 in each of the four domains. Further evidence that
the H5 loop is part of the pore comes from the observations that:

(i) deletions of Tyr445 or Gly446 result in total loss of K* selectivity;

(ii) the creation of chimeric channels in which the H5 loop is swapped between different
channel subtypes with distinctive conductances and affinities for extracellular and
intracellular TEA binding shows that these pore properties swapped with the H5
loop.
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#.8.3 A potassium channel inactivation mechanism has been identified.

Fast inactivation of VDKCs seems to occur by a quite remarkable process aptly
described as the ball and chain model. The idea is that the N-terminal end of the mole-
cule forms a ball or inactivation particle which occludes the intracellular mouth of the
channel. Because of this mechanism, fast inactivation is also called N-type inactivation.
Mutant channels in which a 50-amino acid residue sequence is inserted into the chain
region of the N-terminal end show slower inactivation kinetics than wild-type chan-
nels. Presumably this is because the longer chain means that it is less likely that the
inactivation particle finds its way into the internal mouth.

Mutants lacking the N-terminal ‘ball’ region fail to inactivate and, interestingly, when
peptides with a sequence homologous to the ball region have been microinjected into
Xenopus oocytes expressing Shaker potassium channel mutants with a deleted N
terminus, inactivation is restored. The N-terminal ball is presumed to interact with the
intracellular region of the H5 loop to produce fast inactivation since mutants with dele-
tions in the H5 loop region do not fast-inactivate.

Despite the apparent differences in Na* and K* channel fast inactivation — the VDSC
has no N-terminal inactivation particle — and the fact that there is no homology between
the VDSC third cytoplasmic loop and the K* channel inactivation particle, there is
evidence that inactivation in the two channel families is related.

Splicing of the VDSC third cytoplasmic loop sequence containing the amino acids
-lle-Phe-Met- onto the N terminus of a noninactivating VDKC (Shaw) generates N-
type inactivation. Thus, the K* channel intracellular mouth recognizes the VDSC
inactivation sequence. This implies an ancient common ancestral fast inactivation mech-
anism that evolved with the origin of the first voltage-dependent ion channels, probably
some type of potassium channel in prokaryotes some two to three billion years ago.
First VDKC then, later, VDSC inactivation mechanisms descended from this.

As it happens, N-terminal deleted Shaker mutants do inactivate slowly by a quite distinct
mechanism which seems to depend on amino acids at the extracellular end
of S6. This is termed slow or C-type inactivation and, although its physiological
significance is currently a mystery in terms of kinetics and the part of the channel impli-
cated, it may resemble the slow inactivation of the Ca?* channel discussed earlier.

In summary, molecular biology has revealed a superfamily of K* channels, comprising
Shaker, Shal, Shab, Shaw and Slo subfamilies, which between them encode populations
of Ky and K, channels and the B K, channel.

4.8.¢ Potassium channels contain auxiliary proteins

As for the voltage-dependent Na* and Ca?* channels, associated with K* channels are
auxiliary proteins. These have been discovered with the help of neurotoxins, such as
a-dendrotoxin (a-DTx) in the venom of the black mamba Dendroapsis polepsis. a-DTx
recognizes the same site as a-CrTx, and has been used to purify potassium channel
complexes from bovine brain by affinity chromatography. The channels bind covalently



68 Chapter 4

to the toxin in the column by disulfide bonds and so, after eluting unwanted material
with high salt buffer, the channel complexes are recovered by treating the column with
reducing agents. Running the preparation on SDS-polyacrylamide gels shows two
subunits, « and B. Treatment of the a-subunit with neuraminidase and endoglycosi-
dase F reduced its relative molecular mass from 80 to 65 kDa, showing it to be a
glycoprotein.

The primary sequence of the N-terminal end of the a-subunit is virtually identical
to that predicted from the ¢cDNA for the rat cerebral cortical Shaker homolog
Ky 1.5. Subsequent work has shown that there are 20 o:-subunit isoforms and they
correspond to the K* channel superfamily. The 41-kDa B-subunits — two isoforms
have thus far been identified — are auxiliary proteins closely associated with the
a channel subunits; they cannot be dissociated even by high salt concentration.
The B-subunits are thought to be cytoplasmic rather than TM proteins since they
are largely hydrophilic, have no obvious hydrophobic amino acid TM sequences,
have no N-terminal hydrophobic signal sequence, and are not glycosylated (Figure
4.13a). They contain consensus sequences for phosphorylation by PKA, PKC and
casein kinase II, and indeed an endogenous kinase co-purifies with the channel
complexes.

That the B-subunits are an essential component of mammalian K* channels in vivo
is suggested by the fact that the biophysical properties of channels composed of
a-subunits alone do not match those of native channels. The size of the purified channel
complex (400 kDa) indicates an octamer stoichiometry, «,B, (Figure 4.13b).

Furthermore, only coexpression of both a- and B-subunits produces channels with
native inactivation kinetics, as shown by experiments combining a-subunit from rat
cortex K, 1.1 (RCK1) with B in Xenopus oocytes. When RCK1 alone is expressed, the
resulting current does not inactivate. However, when RCK1 and B-subunits are
expressed together, the current inactivates as normal.

The B-subunits are thought to bind the N-terminal end of the a-subunits. The B-subunit
has an extended N terminus which is thought to produce fast inactivation by forming
a ‘ball and chain’ conformation which blocks the open internal mouth of the channel
formed by the a-subunits. Hence, in mammals, K* channel inactivation seems to be
the same sort of mechanism as in the fly, except that additional (B) proteins are
involved. Presumably the B-subunits provide another vehicle for generating diversity
of mammalian K* channels.

Although there are some structural similarities, the B-subunits associated with K* chan-
nels have little amino acid sequence homology with the B-subunits associated with
Ca?* channels. Moreover, whilst the p-subunits associated with both channel types
regulate gating kinetics, there is no indication that they use a similar mechanism.
Indeed, this is unlikely since the predominant modes of inactivation of the two channel
types appear quite distinct; fast N-type inactivation for K* channels and slow C-type
inactivation for Ca?* channels. What is more, the B-subunits required for native
Na* channel gating behavior are structurally quite distinct from the calcium and potas-
sium B-subunits. The evolution of ion channel auxiliary proteins was clearly a messy
business.
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4.9 Not all K* channels belong to the same superfamily

Recently, K* channels have been sequenced that bear little relationship to the superfam-
ily considered so far (Table 4.6). Amongst these is the inward rectifier (see
Figure 4.10a) isolated from heart muscle, K, (Figure 4.14). It has only two postulated TM
sequences, between which lies an H5 loop, and it possesses a long C terminus which has
phosphorylation consensus sequences. It is thought to associate into a tetramer to form a
functional channel. Now Ky, channels are voltage-dependent, they activate and inacti-
vate, yet they have none of the motifs that we might expect. There is no positively charged
TM segment homologous to $4, neither is there an apparent inactivation particle. Hence,
molecular mechanisms of gating in these channels are not yet understood.

The importance of K for neuroscience is twofold. Firstly, they, or channels resem-
bling them, are likely to be responsible for the inward K* currents activated by
hyperpolarization seen widely throughout the central nervous system (CNS) such as
olfactory cortex, neocortex, hippocampus, forebrain cholinergic cells, lateral geniculate
nucleus, locus ceruleus and raphé nuclei. The role of inward rectifiers in the nervous
system is not immediately obvious, but one suggestion is that in periods of intense
activity the external potassium concentration will rise, so activating the Na*/K* ATPase.
As this transporter allows influx of 2K* for an efflux of 3Na* it is electrogenic, and its
activity generates a modest hyperpolarization. This hyperpolarization will result in I,
through inwardly rectifying K* channels in both neurons and glia. In neurons, this will
tend to stabilize the resting membrane potential around the potassium equilibrium
potential, Ey. In other words, the extent of the hyperpolarization will be limited. In
this way, other voltage-dependent ion channels in the neuron membrane are kept at
a potential where they can display appropriate gating behavior and so maintain
excitable properties of the neuron. In glia, activation of inward rectifiers allows a large
K* influx, so lowering K* concentration in the extracellular space. In this way, glial cells
help maintain ion homeostasis in the extracellular space.

Secondly, a species of K* channel that is modulated by nucleotides, the K, channel,
has been cloned and sequenced from cardiac muscle. The sequence turned out to show
high homology with previously sequenced inward rectifiers (Kg). Interestingly, mRNA
coding for K,rp channels has been identified throughout the brain. This was achieved
by extracting total RNA from brain areas and reverse transcribing it using random

Table 4.6. Nomenclature of K channels

Mammalian gene Channel clone Designation Notes

Kir 1.1a,1.1b ROMK1/ROMK2 Kg Rat outer medulla, splice variants
Kir 2.1-2.3 IRK1-3 K

Kir 3.1-3.3 GIRK1-32 Kn G protein-linked

Kir 3.4 CIR® K Cardiac

Kir 4.1 BIR10 Kg Brain

Kir 5.1 BIR9 Kir Brain

Kir 6.1 uKare Katp

& GIR3 and CIR are thought to form the acetylcholine-activated K* channel, Kac,..
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Figure 4.14. Putative structure of a Kz channel.

primers. The cDNA of interest was then amplified by PCR using unique oligo-
nucleotides directed against known 5-untranslated and N-terminal coding sequences.
The reaction products were probed by a specific radiolabeled oligonucleotide directed
to a sequence between the amplification primers using Southern blotting. Whilst this
procedure may seem rather more complicated than the Northern blotting technique
commonly employed to localize tissue-specific expression of mRNA, it has the advan-
tage that low-abundance mRNAs can be detected more readily. Unfortunately, in
neuroscience, it is frequently the low-abundance message that is of most interest.

K,rp channels are closed when the ratio of ATP:ADP is high. Under conditions of very
intense cellular activity or hypoxia, there is a fall in the ATP:ADP ratio and K, chan-
nels open, allowing K* efflux and membrane hyperpolarization. This increase in
membrane potential will tend to reduce excitability and hence neural activity, so
curtailing the oxygen requirements of the cell. In this way, K,p channels are thought
to match membrane potential to metabolic status, so minimizing oxidative stress. While
this role of K,p channels is well established in heart muscle, it is less clear in the
nervous system, but important to understand. If K,;, channel activity is neuroprotec-
tive in brain, as it is cardioprotective in heart, this opens up therapeutic possibilities
for treatment of severe epilepsy, strokes and other disorders in which hypoxia plays
a part. There is much work still to be done in this area. The notion that K, channels
are inward rectifiers, electrophysiologically, is by no means universally accepted, and
it has been suggested that K., channels are a modified type of Ky channel.
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Voltage clamping is a technique which
makes it possible to measure the currents
that flow across a cell membrane at a given
potential. Although intracellular recording
can measure the potential difference across
the cell membrane, it is not possible to derive
the current directly. From Ohm's law, / = V/R,
so, in order to calculate the current, the resis-
tance must also be known and this is not
easily measured. Voltage clamping circum-
vents this problem by using the intracellular
microelectrode to record the potential differ-
ence established by the current flow, and a
feedback amplifier to inject a current, the
short-circuit current (/sc), across the mem-
brane to maintain the potential difference at
the initial value. Since the /g is just sufficient
to counteract the change in potential differ-
ence, it must be the same size (although
opposite in direction) as the current we wish
to measure. Essentially, voltage clamping
fixes the membrane potential at a given value
and measures the current needed to main-
tain this potential. It is because the voltage
across the membrane is held fixed that the
technique is called voltage clamping. A cell
membrane can be clamped at any appropri-
ate potential, which is called the command
potential.

There are two reasons why it is not possi-
ble to measure the current flow directly with

ox 4.1. Voltage clamping
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an ammeter. Firstly, there is insufficient time
to measure the current flow across a mem-
brane if the potential is allowed to change
along with the current. Peak rate of depolar-
ization during the action potential may be as
high as 500 V sec™!, and a system to moni-
tor the underlying currents must therefore
have a response time of microseconds and
there are no ammeters fast enough to do
this. Secondly, many of the ion channels
which control the flow of currents across the
cell membrane are voltage dependent, that
is the channels may open and close in
response to the membrane potential. Hence,
if the membrane potential is allowed to
change, the currents will also change contin-
uously. Voltage clamping overcomes this
problem by fixing the voltage.

Practically, the cell is impaled with two
microelectrodes, one to measure the voltage
and another to inject the current (Figure 1).
The voltage electrode measures the mem-
brane potential (V,). A variable voltage
source generates a command voltage (V)
which is fed into the positive input of the volt-
age clamp amplifier and V,, is fed into the
negative input. Whenever V,, differs from V,,
the amplifier generates a current, /g, pro-
portional to the difference in voltage. This /g
is of appropriate amplitude and sign to drive
V,, back to V, within microseconds, and is

_ Voltage clamp amplifier

electrode

Figure 1. Voltage clamp circuitry.

~ Current
electrode
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measured by an ammeter (A). The voltage
clamp is thus a negative feedback device
designed to hold V,, equal to V, in which the
error signal provides an almost instanta-
neous measure of the events which pro-
duced the error. A variation of this technique,

called single electrode voltage clamping

uses the same method except that only one
intracellular electrode is used and there is
rapid switching between measuring voltage
and current injection by the same electrode.
This avoids having to insert two electrodes
and can be used in smaller cells than tradi-
tional voltage clamping. /

(e

The technique of patch clamping, which is a
development from voltage clamping, was first
described in 1976 by Bert Sakmann and
Erwin Neher as a method for measuring
the currents flowing through single acetyl-
choline-activated channels in frog skeletal
muscle. Over the next 3 years, the method
was refined and extended into a range of
techniques designed to measure currents
through single ion channels, and has proved
to be an immensely powerful tool in the
understanding of the physiology, pharmacol-
ogy and molecular biology of ion channels
at the level of individual molecules. Patch
clamping can be used to investigate any type
of ion channel, and has revolutionized our
knowledge of ion channels. In recognition of
the importance of these methods, Sakmann
and Neher were awarded the 1991 Nobel
Prize in Physiology or Medicine.

Patch clamping works in essence by isolat-
ing a tiny patch of membrane beneath the
microelectrode so that all extraneous noise is
eliminated and only the signal from the patch
is recorded. Microelectrodes which have a tip
diameter of about 1 pm are fire-polished to
smooth the ends and coated with hydropho-
bic resin to reduce capacitance. The micro-
electrode is placed gently on the surface of

ox 4.2. Patch clamping
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the cell, and a small amount of suction
applied which greatly increases the seal
between the cell membrane and the tip of the
microelectrode. Once the seal, which is.of the
order of gigaohms, is established, it is possi-
ble to see current records as in Figure 1
where the channel switches between closed
and open states. In the ideal situation, the
small patch of membrane contains only a few
channels, and each square wave represents
the opening of a single channel.

This type of patch clamping is called
single-channel recording in the cell-
attached mode and is one of a number of
configurations that can be used. In cell-
attached mode, voltage-activated channels
can be opened by applying a voltage step
to the pipette. This mode can also be used
to study the effect of ligands applied to the
remainder of the cell on second messenger-
activated channels that may be in the patch.

Other types of single-channel recording
use outside-out or inside-out patches
(Figure 2). These modes allow the applica-
tion of putative ligands or second messen-
gers to either the intracellular or extracellular
faces of the membrane in order to activate or
modulate the channel activity. Most com-
monly, the outside-out mode is used to study
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Figure 1. An example of single-channel records.
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the effect of neurctransmitters as by adding
these to the bath solution they can be rapidly
and easily exchanged, which has advan-
tages for performing complicated experi-
ments such as examining dose-response
relationships. Inside-out mode is usually
used for the detailed examination of second
messengers since these can be applied to
the bath.

The other mode of patch clamping is called
whole-cell mode and is essentially a form of

Suction

KCV/Ca?+-free pulse
of suction or volt’eV

Figure 2. Patch clamp configurations.

%4
A
A%

intracellular recording, but one which can be
used on the very cells which are too small to
be impaled with conventional microelec-
trodes. After a gigaohm seal has been
formed, the patch of membrane is ruptured
by applying either a transient pulse of suc-
tion or a high-voltage pulse. This enables the
measurement of the macroscopic currents
that flow through the channels in the whole-
cell membrane.
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Box 4.3. Site-directed mutagenesis

This technique allows alteration to be made
in the DNA sequence in order to introduce
specific changes in the amino acids of the
protein. For example, changing a single base
of the codon AAG to CAG will cause gluta-
mate to be translated rather than lysine. This
would remove a positively charged residue
and replace it with a negatively charged one,
an overall change of two charges. In this
way, the role of a specific amino acid residue
or residues can be examined.

The earliest versions of this technique
involved cutting the DNA with specific restric-
tion enzymes and then modifying the DNA of
the cut ends to produce an insertion or a
deletion at the restriction site. Refinements of
this technique used multiple restriction sites
to cut the DNA in the region of interest and
to replace parts of the normal, ‘wild-type’,
DNA with DNA containing new, synthetically
generated, sequences.

More recent developments in the methods
of site-directed mutagenesis use synthetic

A Y B

Oligonucleotide
containing mutation (Y)

Anneal

Single-stranded
vector containing
DNA fragment

Y

(igure 1. Diagram of site-directed mutagenesi

Transform in E. cofi

Mutant clone

‘/ ve

~

oligonuclectides to intfroduce the mutation at
the desired position. An oligonucleotide of
about 15-30 nucleotides, which is comple-
mentary to the section of the gene required
but differing by one or two nucleotides near
the center of the oligonucleotide, is annealed
to the single-stranded DNA of the gene under
conditions of low stringency. This means that
despite the mismatches at the mutation
site, the flanking sequences can confer suf-
ficient stability to the hybrid. The rest of the
single-stranded DNA is now copied using
DNA polymerase to give a double-stranded
DNA molecule with one wild-type strand
and one mutant strand. When transformed
in E. coli, this produces daughter plasmids,
some of which will carry the mutant strands.
The mutant colonies can then be identified
by hybridization with the same synthetic
oligonucleotide (now 32P labeled), but at high
stringency, when only clones containing the
mutant plasmid are labeled.

Mutant strand
Wild-type strand
DNA
polymerase
dNTPs
DNA ligase
A °

Wild-type
clone

[

is using oligonucleotides
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/Box 4.4. Chromosome walking

The gene responsible for a particular pheno-
type may be associated with a region of a
chromosome if it tends to be inherited with
a marker gene whose position is known.
Using the method of linkage analysis, it is
possible to estimate how far away from the
known gene the unknown gene is found.
Using chromosome walking, it is possible
to explore the region of interest to locate
and sequence the gene responsible for the
phenotype by moving systematically along
the chromosome from the marker gene to the
unknown gene.

The DNA containing both the marker and
the unknown gene is cut into overlapping
fragments and used to construct a DNA
library. The largest clone containing the
marker gene is identified, by probing the
library with an oligonuclectide probe for
the marker, and the clone sequenced. A
probe is then made from the part of the
sequence which is furthest from the marker

~

in the direction of the unknown gene, and this
is used to probe the library for clones
which contain this new sequence (Figure 1,
Probe A). This new clone will contain a
stretch of DNA which is closer to the
unknown gene than the original clone con-
taining the marker. This new clone is then
sequenced and again a probe is derived from
the furthest end (Probe B). This is then used
to probe for sequences which are even
closer to the unknown gene. This is repeated
until a clone is obtained which is the correct
distance from the marker gene and thus con-
tains the unknown gene. The gene can then
be sequenced and the first steps made to
identify the structure and function of the gene
product.

In the case of the Drosophila Shaker gene,
chromosome walking was initiated in a
region of the X chromosome called 16F/17
where the Shaker gene locus previously had
been identified.

Unknown

Marker DNA
/// —
—E—E.
——
1 ProbeA

=

Egure 1. Chromosome walking.
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5.7 Introduction

Chapter 2 explained how the nAChR was cloned and sequenced and how deductions
about how it might be assembled in situ were made. This chapter shows that the
powerful techniques of genetic engineering can be used to confirm guesses about rela-
tionships between the receptor and cell membrane, reveal the regions of the molecule
important in ligand binding, in ion selectivity and in gating or intracellular modula-
tion, and moreover that nicotinic receptors are just one member of a large superfamily
of related receptors. Glutamate and y-aminobutyric acid (GABA), quantitatively the
most important transmitters in the mammalian brain, mediate fast transmission via
ionotropic receptors. These receptors are implicated in a number of pathologies and
are targets for clinically important drugs.

5.2 Nicotinic acetylcholine receptors have been studied extensively

5.2.71 A 4TM topology for nAChR is most likely

For some years, the prevailing model of nAChR subunits was that they have five TM
(5TM) segments which included an amphipathic transmembrane domain (MA) between
M3 and M4. However, currently this model is not widely accepted for two reasons.
One is because most recent work suggests the M2 not the MA segment is crucial to
the jon pore. Indeed, the MA segment is poorly conserved whereas the M2 segment
is the most highly conserved region in the vertebrate nicotinic receptors, hinting that
it is of vital importance. The other reason is that the C terminus appears to be extra-
cellular, consistent with a 4TM topology (see Figure 2.19). Several independent
approaches have led to this conclusion. Firstly, Torpedo (though not vertebrate) nAChRs
aggregate into dimers in vivo via disulfide bonds between cysteines at the C-terminal
ends of the 8-subunits. These disulfide bonds are reduced by application of 2-mercap-
toethanesulfonate and glutathione to sealed outside-out vesicles just as well in the
presence and absence of detergents (Figure 5.1a). By contrast, detergents enhanced
reduction of the receptor dimer in inside-out vesicles. (Figure 5.1b). This shows that the
C termini of the 8-subunits, at least, face into the synaptic cleft.
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Figure 5.1. Only reducing agents on the extracellular face of the nAChR disrupt the disulfide
links between the C termini of 3-subunits. (a) Receptor in outside-out vesicles; (b) receptor in
inside-out vesicles.

Secondly, producing mutant a-subunits in which glycosylation consensus sites were
engineered in various parts of the molecule and then determining which mutants could
in fact be glycosylated, strongly supports the notion of extracellular N and C termini,
with the rest of the protein either transmembrane or intracellular.

Thirdly, and perhaps most convincingly, the 4TM topology is most consistent with the
results of fusion protein experiments. These involve inserting foreign DNA into a bacte-
rial gene in such a way that the open reading frames of both foreign DNA and gene
are preserved. Thus the hybrid gene has both reading frames perfectly fused, and when
transcribed and translated results in a fusion protein. It is usual to insert the foreign
DNA near the start of the bacterial gene. In general, fusion proteins are a useful
way of encouraging bacteria to express foreign genes efficiently. Expression can be
under the control of the bacterial promoter of choice (the lac promoter is popular)
and so regulated by the experimenter. Fusion proteins tend to be relatively stable to
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degradation by bacterial proteases and — expressed in appropriate bacterial genes -
will be exported out of the cell into the periplasmic space from which they readily can
be harvested.

In the case of nAChR, fusion proteins were constructed in which a C-terminal 142
amino acid fragment of prolactin (PRL), used as an antigenic marker, was placed after
each of the putative TM segments of the a-subunits. Transcripts coding for each of the
fusion proteins were incubated with rabbit reticulocyte lysates and dog pancreatic
microsomes. This cell-free system contains everything needed for translation and inser-
tion of the fusion proteins into the microsomes. The microsomes were now treated
with proteinase K on the basis that digestion of the PRL fragment would only occur
if it were outside the vesicle, equivalent to the cytoplasmic site in vivo. The presence
of the PRL fragment is reported by prolactin antiserum.

Figure 5.2. Deduced topology of o-
subunit—PRL fusion proteins confirm the
4TM model for nAChR subunits.

Figure 5.2 illustrates the findings obtained using the five a-subunit fusion proteins aPM1,
oaPM2, aPM3, oPMA and oPM4. PRL-immunoreactive peptides were recovered from
aPM2 and aPM4, showing that their PRL fragments had not been exposed to the pro-
tease and so must have been inside the microsome, equivalent to the extracellular face
in situ. aPM1, aPM3 and aPMA failed to react to PRL antiserum after digestion, show-
ing that their PRL fragments were outside the microsome. Results with 8-subunit fusion
proteins were identical. These data provide convincing evidence for the 4TM model.

Finally, the 4TM model places the loop between M3 and M4 segments in the cytoplasm,
a notion supported by the presence here of phosphorylation consensus sequences.

5.2.2 nAChR ligand-binding sites occur at the a—6 subunit and
a—y subunit interfaces

ACh, potent agonists and competitive antagonists of nAChR all contain a positively
charged quaternary nitrogen and, as we saw in Chapter 2, this was assumed to bind
to an anionic site comprised of aspartate or glutamate residues. Photoaffinity labeling
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of the Torpedo a-subunit bound only the cysteines in positions 192 and 193 and a cluster
of four aromatic residues of the a-subunit. All these residues are fully conserved in a-
subunits across species, implying a crucial functional role. Site-directed mutagenesis
of these residues causes a dramatic decrease in the affinity for ACh. However, acidic
amino acid residues are also implicated by elegant experiments using a 0.9 nm cross-
linker, one end of which reacts with sulfhydryl groups and the other end with carboxyl
groups. This is predicated on the notion that the subsite binding the quaternary ammo-
nium group of ACh is about 1 nm away from the cysteine residues in positions 192
and 193 in Torpedo. In both Torpedo and mouse, the cross-linker located acidic amino
acid residues within 1 nm of the conserved cysteines, but on the 8- not the a-subunit.
Mutation of these acidic residue results in large decreases in affinity for ACh. This
indicates that the 8-subunit contributes together with an a-subunit to one of the two
ACh-binding sites in the receptor. Moreover, homologous acidic amino acid residues
are located in the y- and e-subunits and so may contribute, with the other a-subunit,
to the second ACh-binding site in fetal and adult receptor respectively. All of the above
considerations allow a model to be constructed of how nAChR binds ACh (Figure 5.3)

o
E

y(fetus)
€(adult)

Figure 5.3. Cartoon depicting the putative
location of two ACh-binding sites, formed at
the interface of a—8- and a—y (g)-subunits. ¢ is
expressed in the adult and replaces the fetal
y-subunit.

Interestingly the B-subunits have no acidic residues corresponding to those in the
a-, 8- or e-subunits, and coexpression of a- plus B-subunits fails to form proper ACh-
binding sites. Occupation of the binding site with ACh contracts the site and is
postulated to cause a shift of one subunit relative to the other at the binding site. When
this occurs simultaneously at both binding sites, the conformational changes necessary
to open the channel are triggered.

5.2 The M2 segments contribute to the ion pore

Considerable evidence implicates the M2 segments as part of the channel.

(i) By constructing chimeric receptors in Xenopus oocytes, it had been shown that the
d-subunit was an important determinant of the unitary conductance of the nico-
tinic receptor. The native Torpedo receptor has a large conductance, but the calf
receptor has a small conductance. Chimeras in which the 8-subunits had been
swapped were found to have the conductance of the 8-subunit species.
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(ii)

(iii)

(iv)

To localize the part of the 8-subunit responsible for the species difference in
conductance, cDNA constructs encoding 11 chimeric 8-subunits in which portions
of the Torpedo d-subunits were replaced systematically by corresponding regions
of the calf 8-subunit were prepared by cutting and ligating plasmids containing
either Torpedo or calf d-subunits. The constructs were transcribed in vitro, and
resulting chimeric 8-subunit mRNA injected with Torpedo a-, B- and <y-subunit
mRNA into Xenopus oocytes. Single-channel current measurements of voltage-
clamped cell-attached patches allowed I-V plots to be constructed for
ACh-activated chimeras from which conductances were calculated. The results
were clear. Conductances were either Torpedo-like or calf-like, and were deter-
mined by the provenance of the M2 segment only.

A second strategy has been to use open channel blockers as probes to locate the
ion pore. These compounds, which include chlorpromazine (CPZ), triphenyl-
methylphosphonium (TPP), phencyclidine (PCP) and some local anesthetics, are
noncompetitive antagonists which stabilize the desensitized state of the nAChR.
That open channel blockers are orders of magnitude more potent in the presence
of agonist implies that their target is within the ion channel. For example, [*(H]PCP
binds to Torpedo nAChR-rich membranes 10 000-fold faster if the cholinergic
agonist carbamylcholine is also present. CPZ, TPP and other compounds have
been used to photolabel the Torpedo receptor, since they will react covalently with
amino acid residues when activated by a brief pulse of UV light. Proteolysis and
sequencing of the labeled peptides shows binding to a serine conserved in all
subunits, and labeling of a few additional residues within M2 (Figure 5.4). The
most obvious inference to draw from these data is that the M2 segment lines
the channel.

Site-directed mutagenesis within M2 provides robust evidence that it is part
of the channel. Mutant channels in which alanine residues had been substituted
for the serines photolabeled in M2 altered the binding affinity for the open
channel blocker QX-222, showing that these serine residues are targets for these
compounds. Surprisingly, however, these mutations had little of no effect on ion
conductance. However, mutating other serine residues in the M2 segment of the
Torpedo a-subunit did succeed in reducing ion conductance. Moreover, mutations
in all subunits at one position (263) produced decreases in conduction propor-
tional to the volume or hydrophobicity of the substituted side chain. It is thought
that residues at position 263 form a narrow ring deep in the channel important
in ion selectivity. It was not surprising, in view of the Torpedo—calf chimera studies,
that mutations in the 3-subunit at position 263 had by far the biggest effect.
Site-directed mutagenesis of residues flanking the M2 segment can have dramatic
effects on ion fluxes. In a massive study, Xenopus oocytes were injected with mutant
and wild-type Torpedo o-, B-, y- and 8-subunit mRNAs in a 2:1:1:1 molar ratio.
After 3-5 days, single-channel currents were measured in inside-out patches, with
ACh in the pipette, to generate I-V plots for each mutant receptor. The mutations

Cytoplasmic Extracellular
-— . —
a MTLSISVLLSLTVF
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Figure 5.4. Aligned sequences of Torpedo P MsLSISSALLAVTVF
nAChR subunit M2 segments showing photo- Y CTLSISVLLAQTIF

affinity labeling by CPZ (*) and TPP(+). 8 MsTAIS'VLLAQAVF
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Figure 5.5. Identification of the conduction pore of the AChR by point mutations in the vicinity
of M2,
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were made in conserved negatively charged and glutamine residues arranged in
three clusters which flank M2. (Figure 5.5)

The wild-type nAChR is nonrectifying; it allows current to pass just as readily
in or out and so has a linear I-V plot. By contrast, mutations of the anionic clus-
ters A and C, which reduce the negative charge, cause inward and outward
rectification of ion transport respectively. In other words, alterations in A reduce
outward current while those in C reduce inward current. That the same mutation
of electrical polarity (negative to positive) in the two anionic clusters produced a
different direction of rectification implies that the two rings are on opposite sides
of the membrane, i.e. M2 is membrane spanning. Moreover, an approximately
inverse relationship was apparent between channel conductance and total net
negative charge, that is the more negative charges that were mutated, the smaller
the conductance. Mutations of the intermediate cluster (B) had the largest effect
on conductance and variable effects on rectification. Further evidence for the
membrane topology of clusters A and C was provided by the effects of Mg?*.
When added to the extracellular side of wild-type or cluster A mutant channels,
Mg?* (0.5 mM) decreases inward but not outward current. In contrast, addition
of Mg?* to the intracellular side decreased the outward but not the inward current
in wild-type and cluster C mutant channels.

Remarkably just three single point mutations in the a-subunit in the region of
M2 result in a channel selective for anions rather than cations. Hence ion selec-
tivity seems to be governed by very few residues in ligand-gated ion channels
(LGICs) just as in voltage-dependent ion channels. Perhaps the time of the
‘designer’ ion channel is not so far away.

In a particularly ingenious use of site-directed mutagenesis, nine consecutive
residues which lie in the middle of the mouse M2 a-subunit were mutated one at
a time to cysteines and the mutants expressed together with native -, y- and 8-
subunits in Xenopus oocytes. The accessibility of the substituted cysteines to the
aqueous compartment was tested by examining whether the highly polar mole-
cule methanethiosulfonate ethylammonium (MEA), which reacts with sulfhydryl
groups, would inhibit ACh-evoked currents when applied to the outside of
oocytes. It was reasoned that only cysteines either on the extracellular surface of
the receptor or lining the channel would be available to react with the MEA, by
virtue of their aqueous environment. The experiment showed that every alternate
residue mutant was irreversibly blocked by MEA, even when the channel was
closed. Several deductions can be made from this result. Firstly, the gate which
closes the channel must lie closer to the cytoplasmic side than the deepest mutated
residue (equivalent to Torpedo aligned a267). Secondly, that alternate residues are
accessible to the reagent suggests that M2 is not an a-helix, as TM segments are
often assumed to be, but a B-sheet. What follows from this is that as five parallel
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B-strands cannot enclose a cylinder with a 0.7-nm diameter lumen, as demanded
by X-ray diffraction and other studies, regions other than M2 must contribute to
the channel lining. At present there is no consensus about what these additional
regions might be. A model of the channel based on experiments examining M2 is
given in Figure 5.6.

As with all such models, it should be regarded with healthy scepticism. At the
very least it is incomplete, at worst it may be wrong. It assumes that the rela-
tionship between mutant structure and mutant function is a simple one. It is far
from obvious that this is always the case. Mutating a residue might cause confor-
mational changes in apparently quite remote parts of a molecule and/or have
knock-on consequences for quaternary structure and function. This would greatly
complicate the interpretation of site-directed mutagenesis experiments.

5.5.7 nACHR subunit TM segments may be B-sheet conformation

Structural considerations suggest that all TM regions in the nicotinic receptor may be
B-sheet rather than the hitherto assumed a-helix. One powerful argument is that B-
sheet invested subunits interact via hydrogen bonding between the polypeptide
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backbone, whereas with a-helices the interaction is via the side chains. Hence, higher
order structure is much less dependent on specific amino acid sequences in the case
of B-sheet secondary structure, and so the basic organization of the receptor in the
membrane would be fixed for a wide range of channel subtypes. This would ensure
that despite the diversity of nicotinic receptors, crucial regions of the pore gating mech-
anism would be aligned correctly with respect to the binding site. Moreover, because
B-sheets have exposed hydrogen bonding groups, in the hydrophobic interior of the
lipid bilayer B-sheet invested subunits would aggregate spontaneously. Thus, we have
an explanation for the assembly of the quaternary structure of the receptor.

5.5.2 Channel gating currently is a mystery

Although the precise sequence of molecular events that causes the channel to open
when ACh binds is not yet known, elegant experiments by Nigel Unwin in Cambridge
have revealed structural differences between closed and open nicotinic receptors that
at least highlight which regions of the receptor are involved in the closed to open tran-
sition. The experiments used electron microscopy to study nicotinic receptors arranged
in a particularly symmetrical array, comparing closed receptors with those frozen in
the open state after brief exposure to ACh. Membrane isolated from Torpedo electric
organ can be made to crystallize into long tubular vesicles when resuspended in low
salt solution. These contain receptors incorporated in an outside-out configuration. To
capture nAChRs in the open state, the vesicles were sprayed with tiny (~1 um dia-
meter) droplets containing 100 mM ACh, 5 msec before being frozen in ethane cooled
to —160°C. They were analyzed by electron diffraction down to a resolution of about
0.9 nm. Small but reproducible differences could be measured between ACh-sprayed
vesicles and nonactivated ones. The study revealed that activation by ACh caused a
cavity about half way down the extracellular region of the ag-subunit, which is
presumed to be one of the two ACh-binding sites, to disappear. Moreover, three
apparent a-helical rods placed around the original cavity are displaced anti-clockwise
by approximately 30° on exposure to ACh. Similar but smaller changes occur in the
a-subunit. At the level of the TM region of the receptor, activation by ACh caused
displacements of five electron-dense rods assumed to be the M2 a-helices, resulting in
opening of the central pore. The opening has two remarkable consequences. Firstly, it
exposes hydroxyl groups on each a-helix which come to lie virtually parallel to the
pore axis. It is tempting to speculate that these are important in ion permeation.
Secondly, in the open state, the narrowest part of the channel (~1 nm across) shifts to
lie about 1 nm deeper than in the closed state. The open channel constriction appears
to correspond to several threonine residues. That mutation of one of these threonine
residues has already been found to enhance or reduce ion flow depending on the
volume of the substituted residue supports the model.

It is worth noting that the model developed as a result of the work contradicts the
interpretation placed on the cysteine mutation experiments reviewed earlier in two
respects. Firstly, the model requires that the M2 TM regions are a-helices. Secondly, it
requires that the leucine residues do indeed form the narrowest part of the closed
channel, that is the gate. This is contradicted by the cysteine substitution mutations
which suggested that the gate lies deeper than the leucine ring. In agreement with the
model, however, is the finding that cysteines substituted for the a-subunit leucines
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proved to be available to the sulfhydryl reagent MEA when the channel was open,
since in the open state the narrowest part of the channel does lie deeper than the leucine
ring.

5.4 GABA is the major CNS inhibitory transmitter

It was the high abundance of nicotinic receptor in electric organs and in mammalian
muscle which made them obvious candidates for molecular study. In the CNS, however,
cholinergic neurons make up only a few percent of the total number of neurons, and
cholinoceptors are correspondingly rare. Central nicotinic receptors are even more
sparse, since estimates suggest that most cholinergic receptors in the CNS are
muscarinic. In quantitative terms, by far the most important of the 100 or so molecules
postulated to be neurotransmitters in the mammalian brain are the simple amino acids,
y-aminobutyric acid (GABA) and glutamate. The great majority of all brain synapses
use one or other of these molecules, which are responsible for most of the fast trans-
mission in the CNS via LGICs. In general - though not invariably - GABA is inhibitory
whereas glutamate is excitatory on postsynaptic neurons.

Traditionally, pharmacologists have distinguished between fast responses, which can
be mimicked by muscimol and blocked by bicuculline, attributed to GABA, receptors,
and slower bicuculline-insensitive responses that can be elicited by the agonist baclofen
at GABAG receptors. Currently three populations of GABA receptor have been defined;
GABA,, GABA; and GABA.. GABA; receptors are metabotropic receptors (see
Chapter 6), whilst the others are ionotropic.

5.4.71 GABA, receptors mediate fast inhibitory responses

GABA, receptors are found on neurons, glial cells and adrenal medulla cells. They are
responsible for most of the fast inhibitory responses in the CNS. Activation of the
receptor by GABA opens an intrinsic chloride selective ion conductance which tends
to clamp the membrane potential at the chloride reversal potential, E., approxi-
mately ~60 mV. The chloride current shunts depolarizing currents and so reduces the
probability that excitatory inputs will drive the cell across the threshold for firing
action potentials. In cortical pyramidal cells, the axosomatic location of the 50 or
so GABAergic synapses gives them a very high weighting. Thus, activation of only a
few GABA synapses is sufficient to offset activation of many hundreds of excitatory
synaptic inputs into the dendrite tree.

5.5 GABA, receptors bind many different ligands

One of the reasons why GABA,, receptors have attracted much attention is that they
have recognition sites not only for their endogenous ligand GABA but also for several
major classes of drugs which, on binding, allosterically modulate the kinetics of binding
of GABA and the kinetics of the ion channel. Many of these drugs are in clinical use,
but understanding in molecular detail how they work has obvious implications for
developing novel therapeutic agents.
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5.5.1 Benzodiazepine-binding sites

1,4-Benzodiazepines (BZs) such as diazepam increase the affinity of the GABA site for
GABA and increase the frequency of opening of the CI- channel, resulting in potentiation of
the effects of GABA without prolonging its effects. GABA enhances the binding of BZs. BZs
like diazepam are acting as allosteric agonists at the GABA , receptor, and this accounts for
their usefulness as minor tranquillizers and anticonvulsants. There is a good correlation
between potency of BZs and their affinity for binding to the GABA , BZ-binding site.

Several compounds, both BZs and some members of the B-carboline series of esters,
bind competitively to the BZ site and reduce the frequency of opening of the CI~ chan-
nels. Their effects are the opposite of what is expected of a typical BZ and so they are
described as inverse agonists. They are either convulsant or proconvulsant (i.e. they
potentiate seizures triggered by other means) and anxiogenic (anxiety-promoting).

The binding and effects of both agonists and inverse agonists are blocked by BZ antago-
nists, such as flumazenil. BZ antagonists prevent enhancement of GABA effects but do not
reduce basal conductance of CI". GABA antagonists prevent gating of Cl~ channels in spite
of the presence of BZs. Table 5.1 summarizes the effects of ligands at the BZ-binding site.

Autoradiography of brain slices with radioligands such as [*H]muscimol to measure
GABA,, receptors and [*H]flunitrazepam or [*H]flumazenil to measure BZ-binding sites
consistently shows that there are more GABA than BZ sites. The implication is that
some GABA, receptors lack BZ-binding sites and hence that there is GABA, receptor
heterogeneity.

5.5.2 Barbiturate-binding site

Barbiturates increase the affinity of the GABA, receptor for both GABA and BZs in a
manner which correlates with their potency as anesthetics and hypnotics. They increase
the mean open time (1) of the CI” ion channel and so prolong the actions of GABA.

Table 5.1. Ligands acting at the BZ-binding site of the GABA, receptor and their effects

Action Drug Effect
Agonists Flunitrazepam Increase CI- current
Zolpidem Anticonvulsant
Abecarnil (partial) Anxiolytic
B-CCP Amnestic
Inverse agonists DMCM Reduce CI- current
B-CCE Convulsant (or proconvulsant)
Ro0194603 Anxiogenic
B-CCM (partial) Increases avoidance learning
Antagonist Flumazenil [ No effect on ClI- current
ZK93426 Inhibits agonist and inverse agonist binding

B-CCE, ethyl-B-carboline-3-carboxylate; B-CCM, methyl-B-carboline-3-carboxylate; B-CCP, n-propyl-p-carbo-
line-3-carboxylate; DMCM, methyl-6,7-dimethoxy-4-ethyl-B-carboline-3-carboxylate; ZK93426, ethyl-6-benzyl-
oxy-4-methoxymethyl-B-carboline-3-carboxylate.
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At high concentration, barbiturates open the CI- channel even in the absence of GABA.
The barbiturate-binding site has not been well characterized because of its low affinity;
[*H]phenobarbitone binds with a K; of 100 um. There is a close correlation between
octanol:water partition coefficients, ability to enhance GABA binding and ability to
displace [PH]phenobarbitone binding for a whole series of barbiturates and, further-
more, barbiturate binding is abolished by detergents. All this might signify that the
binding site has a lipid component.

5.5.3 Anesthetic steroid-binding site

A number of 5a-reduced metabolites of progesterone are short-acting anesthetics at
high dose and anxiolytic at low dose. They act to increase the affinity of the GABA ,
receptor for GABA and BZs and to increase the mean channel open time of the CI" ion
channel, but via a binding site distinct from that of barbiturates. These steroids have
a wider therapeutic window than the short-acting barbiturate anesthetics.

5.5.4 The chloride ion channel is a target for convulsants

Picrotoxin, a potent convulsant, reduces the frequency of opening of the CI- channel
without an effect on GABA or BZ binding, and is thought to bind close to the ion chan-
nel, sterically hindering chloride flux. T-Butylbicyclophorothionate (TBPS), a second
convulsant, may bind to the same site, but then exerts its effects rather differently. BZs,
barbiturates and anesthetic steroids inhibit, while convulsant B-carbolines increase TBPS
binding, suggesting that TBPS binds to the closed state of the channel. Pentylenetetrazole
(PZT) and penicillin are convulsant and may also act on the ion channel directly.

5.5.5 Additional GABA receptor interactions

Apart from the well-defined binding sites, described above, interactions with other
molecules occur. These include volatile general anesthetics and Zn?*, which binds to
the extracellular face of the receptor and may be an endogenous modulator of neuro-
transmission. Interestingly, ethanol probably alters CNS function in part via GABA,

Avermectin Barbiturate

Zn2+ Steroid

Ro54844 | Picrotaxin,

Figure 5.7. There are many independent TBPs

binding sites on the GABA,, receptor complex.
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receptors. It enhances GABA-mediated 3¢Cl- influx into spinal neurons and brain synap-
tosomes. Figure 5.7 summarizes the binding sites on the GABA, receptor.

5.6 GABA, receptor heterogeneity is evident from pharmacology

It is clear that the GABA, receptor is a remarkably complex macromolecule. However,
it turns out that the complexity is much greater than originally suspected, since mole-
cular biology studies have revealed a potentially huge diversity of GABA, receptor
subtypes. In fact this heterogeneity is hinted at by conventional pharmacology.

Strains of mice have been bred with large differences in sensitivity to convulsants and
anticonvulsants, or to the ataxic effects of ethanol and diazepam, which reflect func-
tional heterogeneity in the GABA, receptor they express.

At least two distinct BZ-binding sites have been distinguished by their different affini-
ties for BZs, the triazolopyridazine CL218872 (3-methyl-6-[(3-trifluoromethyl)phenyl]-
1,2,4-triazolo-[4,3B]pyridazine, B-carbolines and clonazepam (see Table 5.2). The
predominant type I (BZ,) binding site which has the highest affinity for CL218872 is
particularly dense in the cerebellum. The type Il (BZ,) site is preferentially enriched in
spinal cord, striatum and hippocampus.

Table 5.2. Benzodiazepine receptor heterogeneity

Characteristic BZ, Bz,

Binding affinity for BZs nM wM

Affinity for CLL218872 and p-CCM High Low

Clonazepam binding + -

Location Cerebellum Spinal cord, striatum, hippocampus

5.6.7 GABA, receptor subunits were first cloned from bovine brain

In 1987, Eric Barnard and 11 other authors reported the sequence of two subunits, a
and B, of a GABA, receptor and, noting their high homology with subunits of the
nAChR, argued for the existence of a superfamily of LGICs, a view now universally
accepted.

The strategy for cloning the GABA, subunits was not very different in principle to
that used for nicotinic receptor subunits. The GABA , receptor was purified from bovine
cerebral cortex by BZ affinity chromatography. On SDS—polyacrylamide gels under
reducing conditions two subunits could be resolved. Oligonucleotide probes were
prepared on the basis of microsequencing of four peptides generated either by cleavage
of the receptor protein with cyanogen bromide and separation using high-