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## Introduction

Consider the following expression:

$$
\frac{f(x)-f\left(x_{0}\right)}{x-x_{0}}
$$

As $x$ approaches $x_{0}$, the limit, if it exists, gives the familiar definition of the derivative $\frac{d f}{d x}$ of a function $f(x)$ at $x=x_{0}$. However, if we take $x=q x_{0}$ or $x=x_{0}+h$, where $q$ is a fixed number different from 1 , and $h$ a fixed number different from 0 , and do not take the limit, we enter the fascinating world of quantum calculus: The corresponding expressions are the definitions of the $q$-derivative and the $h$-derivative of $f(x)$. Beginning with these two definitions, we develop in this book two types of quantum calculus, the $q$-calculus and the $h$-calculus.

In the course of developing quantum calculus along the traditional lines of ordinary calculus we discover many important notions and results in combinatorics, number theory, and other fields of mathematics.

For example, the $q$-derivative of $x^{n}$ is $[n] x^{n-1}$, where

$$
[n]=\frac{q^{n}-1}{q-1}
$$

is the $q$-analogue of $n$ (in the sense that $n$ is the limit of $[n]$ as $q \rightarrow 1$ ). Next, in the search of the $q$-analogue of the binomial, that is a function, $(x-a)_{q}^{n}$ that "behaves" with respect to the $q$-derivative in the same way as $(x-a)^{n}$ "behaves" with respect to the ordinary derivative, we discover the function

$$
(x-a)_{q}^{n}=(x-a)(x-q a) \cdots\left(x-q^{n-1} a\right) .
$$

The quantity $(1-a)_{q}^{n}$ plays in combinatorics the most fundamental role, and we find it unfortunate that the commonly used notation $(a ; q)_{n}$ for this quantity is so nonsuggestive.

Having the $q$-binomial, we go on to establish a $q$-analogue of Taylor's formula. Remarkably, the $q$-Taylor formula encompasses many results of eighteenth and nineteenth century mathematics: Euler's identities for $q$ exponential functions, Gauss's $q$-binomial formula, and Heine's formula for a $q$-hypergeometric function.

Of course, Gauss's formula

$$
(x+a)_{q}^{n}=\sum_{j=0}^{n} q^{j(j-1) / 2}\left[\begin{array}{l}
n \\
j
\end{array}\right] a^{j} x^{n-j}
$$

is the source of the all important $q$-binomial coefficients

$$
\left[\begin{array}{l}
n \\
j
\end{array}\right]=\frac{[n]!}{[j]![n-j]!}, \text { where }[k]!=[1][2] \cdots[k] .
$$

We study these coefficients in some detail; in particular, we interpret them in terms of geometry over finite fields.

Euler's identities lead to the celebrated Jacobi triple-product identity, and Heine's formula leads to the remarkable Ramanujan product formula.

Having established all these formulas, we go on to harvest the whole array of applications, rediscovering some of the famous results of eighteenth and nineteenth century mathematics: Euler's recurrent formula for the classical partition function, Gauss's formula for the number of sums of two squares, Jacobi's formula for the number of sums of four squares, etc. The special cases of the last two results are, of course, Fermat's theorem that an odd prime $p$ can be represented as a sum of two squares of integers if and only if $p-1$ is divisible by 4, and Lagrange's theorem that any positive integer is a sum of four squares of integers.

Returning to $q$-calculus, as in the ordinary calculus, after studying the properties of the $q$-derivative we go on to study the $q$-antiderivative and the definite $q$-integral. The latter was introduced by F.H. Jackson in the beginning of the twentieth century: He was the first to develop $q$-calculus in a systematic way.

We conclude our treatment of $q$-calculus with a study of $q$-analogues of classical Euler's gamma and beta functions.

In spite of its apparent similarity to $q$-calculus, the $h$-calculus is rather different. It is really the calculus of finite differences, but a more systematic analogy with classical calculus makes it more transparent. For example, the $h$-Taylor formula is nothing else but Newton's interpolation formula, and $h$-integration by parts is simply the Abel transform. The definite $h$-integral is a Riemann sum, so that the fundamental theorem of $h$-calculus allows one to evaluate finite sums.

We do this for sums of $n$th powers, using the ( $h=1$ )-integral of $x^{n}$. This leads us naturally to Bernoulli numbers and Bernoulli polynomials. Closely related is the Euler-Maclaurin formula, discussed at the end of the book.

The book assumes only some knowledge of first-year calculus and linear algebra and is addressed mainly to undergraduate students (the second author was an undergraduate during the preparation of the book).

This book is based on lectures and seminars given by the first author at MIT: A part of the lecture course on quantum groups in the fall of 1993, a seminar in analysis for majors in the fall of 1996, and the freshman seminar on quantum calculus in the spring of 2000 , in which the second author was the most active participant. We are grateful to the Undergraduate Research Opportunities Program at MIT for their support. We are also grateful to Dan Stroock for very useful suggestions.

In our presentation of the Euler-Maclaurin formula we used unpublished lecture notes by Haynes Miller. We wish to thank him for giving us these notes. Other sources that have been used are quoted at the end of the book.

## 1

## $q$-Derivative and $h$-Derivative

As has been mentioned in the introduction, we shall develop two types of quantum calculus, the $q$-calculus and the $h$-calculus. We begin with the notion of a quantum differential.

Definition. Consider an arbitrary function $f(x)$. Its $q$-differential is

$$
\begin{equation*}
d_{q} f(x)=f(q x)-f(x) \tag{1.1}
\end{equation*}
$$

and its $h$-differential is

$$
\begin{equation*}
d_{h} f(x)=f(x+h)-f(x) \tag{1.2}
\end{equation*}
$$

Note that in particular, $d_{q} x=(q-1) x$ and $d_{h} x=h$. An interesting difference of the quantum differentials from the ordinary ones is the lack of symmetry in the differential of the product of two functions. Since

$$
\begin{aligned}
d_{q}(f(x) g(x)) & =f(q x) g(q x)-f(x) g(x) \\
& =f(q x) g(q x)-f(q x) g(x)+f(q x) g(x)-f(x) g(x)
\end{aligned}
$$

we have

$$
\begin{equation*}
d_{q}(f(x) g(x))=f(q x) d_{q} g(x)+g(x) d_{q} f(x) \tag{1.3}
\end{equation*}
$$

and similarly,

$$
\begin{equation*}
d_{h}(f(x) g(x))=f(x+h) d_{h} g(x)+g(x) d_{h} f(x) \tag{1.4}
\end{equation*}
$$

With the two quantum differentials we can then define the corresponding quantum derivatives.

Definition. The following two expressions,

$$
\begin{align*}
& D_{q} f(x)=\frac{d_{q} f(x)}{d_{q} x}=\frac{f(q x)-f(x)}{(q-1) x},  \tag{1.5}\\
& D_{h} f(x)=\frac{d_{h} f(x)}{d_{h} x}=\frac{f(x+h)-f(x)}{h}, \tag{1.6}
\end{align*}
$$

are called the $q$-derivative and $h$-derivative, respectively, of the function $f(x)$.

Note that

$$
\lim _{q \rightarrow \mathbf{1}} D_{q} f(x)=\lim _{h \rightarrow 0} D_{h} f(x)=\frac{d f(x)}{d x}
$$

if $f(x)$ is differentiable. The Leibniz notation $\frac{d f(x)}{d x}$, a ratio of two "infinitesimals," is rather confusing, since the notion of the differential $d f(x)$ requires an elaborate explanation: In contrast, the notions of $q$ - and $h$-differentials are obvious, and the $q$ - and $h$-derivatives are plain ratios.
It is clear that as with the ordinary derivative, the action of taking the $q$ - or $h$-derivative of a function is a linear operator. In other words, $D_{q}$ and $D_{h}$ have the property that for any constants $a$ and $b$,

$$
\begin{aligned}
D_{q}(a f(x)+b g(x)) & =a D_{q} f(x)+b D_{q} g(x), \\
D_{h}(a f(x)+b g(x)) & =a D_{h} f(x)+b D_{h} g(x) .
\end{aligned}
$$

Example. Compute the $q$-derivative and $h$-derivative of $f(x)=x^{n}$, where $n$ is a positive integer. By definition,

$$
\begin{equation*}
D_{q} x^{n}=\frac{(q x)^{n}-x^{n}}{(q-1) x}=\frac{q^{n}-1}{q-1} x^{n-1} \tag{1.7}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{h} x^{n}=\frac{(x+h)^{n}-x^{n}}{h}=n x^{n-1}+\frac{n(n-1)}{2} x^{n-2} h+\cdots+h^{n-1} . \tag{1.8}
\end{equation*}
$$

Since the fraction ( $\left.q^{n}-1\right) /(q-1)$ appears quite frequently, let us introduce the following notation,

$$
\begin{equation*}
[n]=\frac{q^{n}-1}{q-1}=q^{n-1}+\cdots+1 \tag{1.9}
\end{equation*}
$$

for any positive integer $n$. This is called the $q$-analogue of $n$. Then (1.7) becomes

$$
\begin{equation*}
D_{q} x^{n}=[n] x^{n-1}, \tag{1.10}
\end{equation*}
$$

which resembles the ordinary derivative of $x^{n}$. As $q \rightarrow 1$, we have $[n]=$ $q^{n-1}+\cdots+1 \rightarrow 1+1+\cdots+1=n$. As we shall see time and again, $[n]$ plays the same role in $q$-calculus as the integer $n$ does in ordinary calculus.

On the other hand, the expression of $D_{h} x^{n}$ is more complicated. It is fair to say that $x^{n}$ is a good function in $q$-calculus but a bad one in $h$ -
calculus. For the time being, we will focus on $q$-calculus. The $h$-calculus. will be discussed in the last chapters of the book.

Let us compute the $q$-derivative of the product and the quotient of $f(x)$ and $g(x)$. From (1.3) we have

$$
D_{q}(f(x) g(x))=\frac{d_{q}(f(x) g(x))}{(q-1) x}=\frac{f(q x) d_{q} g(x)+g(x) d_{q} f(x)}{(q-1) x},
$$

and hence,

$$
\begin{equation*}
D_{q}(f(x) g(x))=f(q x) D_{q} g(x)+g(x) D_{q} f(x) . \tag{1.11}
\end{equation*}
$$

By symmetry, we can interchange $f$ and $g$, and obtain

$$
\begin{equation*}
D_{q}(f(x) g(x))=f(x) D_{q} g(x)+g(q x) D_{q} f(x), \tag{1.12}
\end{equation*}
$$

which is equivalent to (1.11).
If we apply (1.11) to differentiate

$$
g(x) \cdot \frac{f(x)}{g(x)}=f(x),
$$

we obtain

$$
g(q x) D_{q}\left(\frac{f(x)}{g(x)}\right)+\frac{f(x)}{g(x)} D_{q} g(x)=D_{q} f(x),
$$

and thus,

$$
\begin{equation*}
D_{q}\left(\frac{f(x)}{g(x)}\right)=\frac{g(x) D_{q} f(x)-f(x) D_{q} g(x)}{g(x) g(q x)} . \tag{1.13}
\end{equation*}
$$

However, if we use (1.12), we get

$$
g(x) D_{q}\left(\frac{f(x)}{g(x)}\right)+\frac{f(q x)}{g(q x)} D_{q} g(x)=D_{q} f(x),
$$

and thus,

$$
\begin{equation*}
D_{q}\left(\frac{f(x)}{g(x)}\right)=\frac{g(q x) D_{q} f(x)-f(q x) D_{q} g(x)}{g(x) g(q x)} . \tag{1.14}
\end{equation*}
$$

The formulas (1.13) and (1.14) are both valid, but one may be more useful than the other under particular circumstances.

After deriving the product rule and quotient rule of $q$-differentiation, one may then wonder about a quantum version of the chain rule. However, there doesn't exist a general chain rule for $q$-derivatives. An exception is the differentiation of a function of the form $f(u(x))$, where $u=u(x)=\alpha x^{\beta}$
with $\alpha, \beta$ being constants. To see how chain rule applies, consider

$$
\begin{aligned}
D_{q}[f(u(x))] & =D_{q}\left[f\left(\alpha x^{\beta}\right)\right]=\frac{f\left(\alpha q^{\beta} x^{\beta}\right)-f\left(\alpha x^{\beta}\right)}{q x-x} \\
& =\frac{f\left(\alpha q^{\beta} x^{\beta}\right)-f\left(\alpha x^{\beta}\right)}{\alpha q^{\beta} x^{\beta}-\alpha x^{\beta}} \cdot \frac{\alpha q^{\beta} x^{\beta}-\alpha x^{\beta}}{q x-x} \\
& =\frac{f\left(q^{\beta} u\right)-f(u)}{q^{\beta} u-u} \cdot \frac{u(q x)-u(x)}{q x-x}
\end{aligned}
$$

and hence,

$$
\begin{equation*}
D_{q} f(u(x))=\left(D_{q^{\beta}} f\right)(u(x)) \cdot D_{q} u(x) \tag{1.15}
\end{equation*}
$$

On the other hand, if for instance $u(x)=x+x^{2}$ or $u(x)=\sin x$, the quantity $u(q x)$ cannot be expressed in terms of $u$ in a simple manner, and thus it is impossible to have a general chain rule.

We end this section with a discussion of why the letters $h$ and $q$ are used as the parameters. The letter $q$ has several meanings:

- the first letter of "quanturn,"
- the letter commonly used to denote the number of elements in a finite field,
- the indeterminate of power series expansions.

The letter $h$ is used as a reminder of Planck's constant, which is the most important fundamental physical constant in quantum mechanics (physics of the microscopic world). One gets the "classical" limit as $q \rightarrow 1$ or $h \rightarrow 0$, and the two quanturn parameters are usually related by $q=e^{h}$.

## 2

## Generalized Taylor's Formula for Polynomials

In the ordinary calculus, a function, $f(x)$ that possesses derivatives of all orders is analytic at $x=a$ if it can be expressed as a power series about $x=a$. Taylor's theorem tells us the power series is

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} f^{(n)}(a) \frac{(x-a)^{n}}{n!} . \tag{2.1}
\end{equation*}
$$

The Taylor expansion of an analytic function often allows us to extend the definition of the function to a larger and more interesting domain. For example, we can use the Taylor expansion of $e^{x}$ to define the exponentials of complex numbers and square matrices. We would also like to formulate a $q$-analogue of Taylor's formula. But before doing so, let us first consider a more general situation.
Theorem 2.1. Let a be a number, $D$ be a linear operator on the space of polynomials, and $\left\{P_{0}(x), P_{1}(x), P_{2}(x), \ldots\right\}$ be a sequence of polynomials satisfying three conditions:
(a) $P_{0}(a)=1$ and $P_{n}(a)=0$ for any $n \geq 1$;
(b) $\operatorname{deg} P_{n}=n$;
(c) $D P_{n}(x)=P_{n-1}(x)$ for any $n \geq 1$, and $D(1)=0$.

Then, for any polynomial $f(x)$ of degree $N$, one has the following generalized Taylor formula:

$$
\begin{equation*}
f(x)=\sum_{n=0}^{N}\left(D^{n} f\right)(a) P_{n}(x) \tag{2.2}
\end{equation*}
$$

Proof. Let $V$ be the space of polynomials of degree not larger than $N$, so that $\operatorname{dim} V=N+1$. The polynomials $\left\{P_{0}(x), P_{1}(x), \ldots, P_{N}(x)\right\}$ are linearly independent because, by condition (b), their degrees are strictly increasing. Hence they constitute a basis for $V$; i.e., any polynomial $f(x) \in$ $V$ may be expressed as

$$
\begin{equation*}
f(x)=\sum_{k=0}^{N} c_{k} P_{k}(x) \tag{2.3}
\end{equation*}
$$

for some unique constants $c_{k}$. Putting $x=a$ and using condition (a), one gets $c_{0}=f(a)$. Then, apply the linear operator $D n$ times to both sides of the above equation, where $1 \leq n \leq N$. Using (b) and (c), we get

$$
\left(D^{n} f\right)(x)=\sum_{k=n}^{N} c_{k} D^{n} P_{k}(x)=\sum_{k=n}^{N} c_{k} P_{k-n}(x)
$$

Again, putting $x=a$ and using (a), we get

$$
c_{n}=\left(D^{n} f\right)(a), \quad 0 \leq n \leq N
$$

and (2.3) becomes (2.2).
Example. If

$$
D=\frac{d}{d x}, \quad P_{n}(x)=\frac{(x-a)^{n}}{n!}
$$

then all the three conditions are satisfied, and the theorem gives the Taylor expansion about $a$ of a polynomial.

It is easy to see that given $D$, the sequence of polynomials satisfying conditions (a), (b), and (c) of Theorem 2.1, if it exists, is uniquely determined. Moreover, if $D$ is a linear operator that maps the space of polynomials of degree $n$ onto the space of polynomials of degree $n-1$, such a sequence always exists.

## 3

## $q$-Analogue of $(x-a)^{n}, n$ an Integer, and $q$-Derivatives of Binomials

As remarked in Chapter 1, $D_{q}$ is a linear operator on the space of polynomials. We shall try to apply Theorem 2.1 to $D \equiv D_{q}$. We shall need for that the following $q$-analogue of $n!$ :

$$
[n]!= \begin{cases}1 & \text { if } n=0,  \tag{3.1}\\ {[n] \times[n-1] \times \cdots \times[1]} & \text { if } n=1,2, \ldots\end{cases}
$$

Now let us construct the sequence of polynomials $\left\{P_{0}(x), P_{1}(x), P_{2}(x), \ldots\right\}$ satisfying the three conditions of Theorem 2.1 with respect to $D \equiv D_{q}$. If $a=0$, we can choose

$$
\begin{equation*}
P_{n}(x)=\frac{x^{n}}{[n]!}, \tag{3.2}
\end{equation*}
$$

because (a) $P_{0}(0)=1, P_{n}(0)=0$ for $n \geq 1$, (b) $\operatorname{deg} P_{n}=n$, and (c) using (1.10), for $n \geq 1$,

$$
D_{q} P_{n}(x)=\frac{D_{q} x^{n}}{[n]!}=\frac{[n] x^{n-1}}{[n]!}=\frac{x^{n-1}}{[n-1]!}=P_{n-1}(x) .
$$

If $a \neq 0, P_{n}(x)$ is not simply $(x-a)^{n} /[n]!$; for example, $D_{q}(x-a)^{2} /[2]!\neq$ ( $x-a$ ). Let us find the first few $P_{n}(x)$ and try to deduce a general formula. We have

$$
P_{0}(x)=1
$$

In order that $D_{q} P_{1}(x)=1$ and $P_{1}(a)=0$, we must have

$$
P_{1}(x)=x-a .
$$

In order that $D_{q} P_{2}(x)=x-a$ and $P_{2}(a)=0$, we must have

$$
P_{2}(x)=\frac{x^{2}}{[2]}-a x-\frac{a^{2}}{[2]}+a^{2}=\frac{(x-a)(x-q a)}{[2]}
$$

Similarly,

$$
P_{3}(x)=\frac{(x-a)(x-q a)\left(x-q^{2} a\right)}{[2][3]}
$$

and so on. A logical guess would be

$$
\begin{equation*}
P_{n}(x)=\frac{(x-a)(x-q a) \cdots\left(x-q^{n-1} a\right)}{[n]!} \tag{3.3}
\end{equation*}
$$

which agrees with (3.2) when $a=0$. Before verifying the validity of condition (c) for Theorem 2.1, let us introduce some notation.

Definition. The $q$-analogue of $(x-a)^{n}$ is the polynomial

$$
(x-a)_{q}^{n}= \begin{cases}1 & \text { if } n=0  \tag{3.4}\\ (x-a)(x-q a) \cdots\left(x-q^{n-1} a\right) & \text { if } n \geq 1\end{cases}
$$

Proposition 3.1. For $n \geq 1$,

$$
\begin{equation*}
D_{q}(x-a)_{q}^{n}=[n](x-a)_{q}^{n-1} \tag{3.5}
\end{equation*}
$$

Proof. The formula is obviously true when $n=1$. Let us assume $D_{q}(x-a)_{q}^{k}=[k](x-a)_{q}^{k-1}$ for some integer $k$. According to the definition, $(x-a)_{q}^{k+1}=(x-a)_{q}^{k}\left(x-q^{k} a\right)$. Using the product rule (1.12),

$$
\begin{aligned}
D_{q}(x-a)_{q}^{k+1} & =(x-a)_{q}^{k}+\left(q x-q^{k} a\right) D_{q}(x-a)_{q}^{k} \\
& =(x-a)_{q}^{k}+q\left(x-q^{k-1} a\right) \cdot[k](x-a)_{q}^{k-1} \\
& =(1+q[k])(x-a)_{q}^{k}=[k+1](x-a)_{q}^{k}
\end{aligned}
$$

Hence, the proposition is proved by induction on $k$.
Thus, $D_{q} P_{n}=P_{n-1}$ is an immediate result of the above proposition. Now let us explore some other properties of the polynomial $(x-a)_{q}^{n}$. In general, $(x-a)_{q}^{m+n} \neq(x-a)_{q}^{m}(x-a)_{q}^{n}$. Instead,

$$
\begin{aligned}
(x-a)_{q}^{m+n}= & (x-a)(x-q a) \cdots\left(x-q^{m-1} a\right)\left(x-q^{m} a\right)\left(x-q^{m+1} a\right) \\
& \times \cdots\left(x-q^{m+n-1} a\right) \\
= & \left((x-a)(x-q a) \cdots\left(x-q^{m-1} a\right)\right) \\
& \times\left(\left(x-q^{m} a\right)\left(x-q\left(q^{m} a\right)\right) \cdots\left(x-q^{n-1}\left(q^{m} a\right)\right)\right)
\end{aligned}
$$

which gives

$$
\begin{equation*}
(x-a)_{q}^{m+n}=(x-a)_{q}^{m}\left(x-q^{m} a\right)_{q}^{n} \tag{3.6}
\end{equation*}
$$

Substituting $m$ by $-n$, we can thus extend the definition in (3.4) to all integers by defining

$$
\begin{equation*}
(x-a)_{q}^{-n}=\frac{1}{\left(x-q^{-n} a\right)_{q}^{n}} \tag{3.7}
\end{equation*}
$$

for any positive integer $n$. The following two propositions show that this indeed gives a good extension.

Proposition 3.2. For any two integers $m$ and $n$, (3.6) is true.

Proof. The case where $m>0$ and $n>0$ has already been proved, and the case where one of $m$ and $n$ is zero is easy. Let us first consider $m=-m^{\prime}<0$ and $n>0$. Then,

$$
\begin{aligned}
(x-a)_{q}^{m}\left(x-q^{m} a\right)_{q}^{n} & =(x-a)_{q}^{-m^{\prime}}\left(x-q^{-m^{\prime}} a\right)_{q}^{n} \\
\text { by (3.7) } & =\frac{\left(x-q^{-m^{\prime}} a\right)_{q}^{n}}{\left(x-q^{-m^{\prime}} a\right)_{q}^{m^{\prime}}} \\
\text { by (3.6) } & =\left\{\begin{array}{ll}
\frac{\left(x-q^{m^{\prime}}\left(q^{-m^{\prime}} a\right)\right)_{q}^{n-m^{\prime}}}{} \begin{array}{ll}
\left(x-q^{n}\left(q^{-m^{\prime}} a\right)\right)_{q}^{m^{\prime}-n} & n \geq m^{\prime} \\
\text { by (3.7) } & =(x-a)_{q}^{n-m^{\prime}}=(x-a)_{q}^{n+m}
\end{array}
\end{array} .\right.
\end{aligned}
$$

If $m \geq 0$ and $n=-n^{\prime}<0$, then

$$
\begin{aligned}
(x-a)_{q}^{m}\left(x-q^{m} a\right)_{q}^{n} & =(x-a)_{q}^{m}\left(x-q^{m} a\right)_{q}^{-n^{\prime}} \\
\text { by (3.7) } & =\frac{(x-a)_{q}^{m}}{\left(x-q^{m-n^{\prime}} a\right)_{q}^{n^{\prime}}} \\
\text { by (3.6) } & = \begin{cases}\frac{(x-a)_{q}^{m-n^{\prime}}\left(x-q^{m-n^{\prime}} a\right)_{q}^{n^{\prime}}}{\left(x-q^{m-n^{\prime}} a\right)_{q}^{n^{\prime}}} & m \geq n \\
\frac{(x-a)_{q}^{m}}{\left(x-q^{\left.m-n^{\prime} a\right)_{q}^{n^{\prime}-m}\left(x-q^{n^{\prime}-m}\left(q^{m-n^{\prime}} a\right)\right)_{q}^{m}}\right.} \begin{array}{ll}
m<n
\end{array} \\
& = \begin{cases}(x-a)_{q}^{m-n^{\prime}} & m \geq n \\
\frac{\left(x-q^{m-n^{\prime}} a\right)_{q}^{n^{\prime}-m}}{} & m<n\end{cases} \\
& =(x-a)_{q}^{m-n^{\prime}}=(x-a)_{q}^{m+n} .\end{cases}
\end{aligned}
$$

Lastly, if $m=-m^{\prime}<0$ and $n=-n^{\prime}<0$,

$$
\begin{aligned}
(x-a)_{q}^{m}\left(x-q^{m} a\right)_{q}^{n} & =(x-a)_{q}^{-m^{\prime}}\left(x-q^{-m^{\prime}} a\right)_{q}^{-n^{\prime}} \\
& =\frac{1}{\left(x-q^{-m^{\prime}} a\right)_{q}^{m^{\prime}}\left(x-q^{-n^{\prime}-m^{\prime}} a\right)_{q}^{n^{\prime}}} \\
& =\frac{1}{\left(x-q^{-n^{\prime}-m^{\prime}} a\right)_{q}^{n^{\prime}}\left(x-q^{n^{\prime}}\left(q^{-m^{\prime}-n^{\prime}} a\right)\right)_{q}^{m^{\prime}}} \\
& =\frac{1}{\left(x-q^{-n^{\prime}-m^{\prime}} a\right)_{q}^{n^{\prime}+m^{\prime}}} \\
& =(x-a)_{q}^{-m^{\prime}-n^{\prime}}=(x-a)_{q}^{m+n}
\end{aligned}
$$

Therefore, (3.6) is true for any integers $m$ and $n$.
We would like to see that Proposition 3.1 is true for any integer $n$ as well. But before proving this, we have to extend our definition of $[n]$ in (1.9).

Definition. For any number $\alpha$,

$$
\begin{equation*}
[\alpha]=\frac{1-q^{\alpha}}{1-q} \tag{3.8}
\end{equation*}
$$

Proposition 3.3. For any integer $n$,

$$
D_{q}(x-a)_{q}^{n}=[n](x-a)_{q}^{n-1}
$$

Proof. Note that $[0]=0$, so (3.8) is true for $n=0$. If $n=-n^{\prime}<0$, using (1.13) and (3.7) we have

$$
\begin{aligned}
D_{q}(x-a)_{q}^{n} & =D_{q}\left(\frac{1}{\left(x-q^{-n^{\prime}} a\right)_{q}^{n^{\prime}}}\right) \\
& =-\frac{D_{q}\left(x-q^{-n^{\prime}} a\right)_{q}^{n^{\prime}}}{\left(x-q^{-n^{\prime}} a\right)_{q}^{n^{\prime}}\left(q x-q^{-n^{\prime}} a\right)_{q}^{n^{\prime}}} \\
& =-\frac{\left[n^{\prime}\right]\left(x-q^{-n^{\prime}} a\right)_{q}^{n^{\prime}-1}}{q^{n^{\prime}}\left(x-q^{-n^{\prime}} a\right)_{q}^{n^{\prime}}\left(x-q^{-n^{\prime-1}} a\right)_{q}^{n^{\prime}}} \\
& =\frac{1-q^{n^{\prime}}}{q-1} \frac{q^{-n^{\prime}}}{\left(x-q^{-1} a\right)\left(x-q^{-n^{\prime}-1} a\right)_{q}^{n^{\prime}}} \\
& =\frac{q^{-n^{\prime}}-1}{q-1} \frac{1}{\left(x-q^{-n^{\prime}-1} a\right)_{q}^{n^{\prime}+1}} \\
& =\frac{q^{n}-1}{q-1}(x-a)_{q}^{n-1}
\end{aligned}
$$

as desired.
Proposition 3.3 cannot be directly applied to find the $q$-derivatives of

$$
\frac{1}{(x-a)_{q}^{n}}, \quad(a-x)_{q}^{n}, \quad \frac{1}{(a-x)_{q}^{n}},
$$

because, for example, $(a-x)_{q}^{n} \neq(-1)^{n}(x-a)_{q}^{n}$. Instead, for $n \geq 1$,

$$
\begin{aligned}
(a-x)_{q}^{n} & =(a-x)(a-q x)\left(a-q^{2} a\right) \cdots\left(a-q^{n-1} x\right) \\
& =(a-x) \cdot q\left(q^{-1} a-x\right) \cdot q^{2}\left(q^{-2}-x\right) \cdots q^{n-1}\left(q^{-n+1} a-x\right) \\
& =(-1)^{n} q^{n(n-1) / 2}\left(x-q^{-n+1} a\right) \cdots\left(x-q^{-2} a\right)\left(x-q^{-1} a\right)(x-a)
\end{aligned}
$$

or

$$
\begin{equation*}
(a-x)_{q}^{n}=(-1)^{n} q^{n(n-1) / 2}\left(x-q^{-n+1} a\right)_{q}^{n} \tag{3.9}
\end{equation*}
$$

Obviously, (3.9) is true for $n=0$, and it is straightforward to verify that it is true for $n<0$.

Let us end this chapter by finding the $q$-derivatives of the three functions above. By (3.7), we have

$$
D_{q} \frac{1}{(x-a)_{q}^{n}}=D_{q} \frac{1}{\left(x-q^{-n}\left(q^{n} a\right)\right)_{q}^{n}}=D_{q}\left(x-q^{n} a\right)_{q}^{-n}
$$

Using (3.9) twice, we have

$$
\begin{aligned}
D_{q}(a-x)_{q}^{n} & =(-1)^{n} q^{n(n-1) / 2} \cdot[n]\left(x-q^{-n+1} a\right)_{q}^{n-1} \\
& =-[n] q^{n-1} \cdot(-1)^{n-1} q^{(n-1)(n-2) / 2}\left(x-q^{-n+2}\left(q^{-1} a\right)\right)_{q}^{n-1} \\
& =-[n] q^{n-1}\left(q^{-1} a-x\right)_{q}^{n-1}=-[n](a-q x)_{q}^{n-1}
\end{aligned}
$$

Finally, we use the quotient rule (1.13) and get

$$
D_{q} \frac{1}{(a-x)_{q}^{n}}=-\frac{-[n](a-q x)_{q}^{n-1}}{(a-x)_{q}^{n}(a-q x)_{q}^{n}}=\frac{[n]}{(a-x)_{q}^{n}\left(a-q^{n+1} x\right)}
$$

To conclude, for any integer $n$, we have

$$
\begin{align*}
D_{q} \frac{1}{(x-a)_{q}^{n}} & =[-n]\left(x-q^{n} a\right)_{q}^{-n-1}  \tag{3.10}\\
D_{q}(a-x)_{q}^{n} & =-[n](a-q x)_{q}^{n-1}  \tag{3.11}\\
D_{q} \frac{1}{(a-x)_{q}^{n}} & =\frac{[n]}{(a-x)_{q}^{n+1}} \tag{3.12}
\end{align*}
$$

## 4

## $q$-Taylor's Formula for Polynomials

As has been shown in the previous chapter, $P_{n}(x)=(x-a)_{q}^{n} /[n]$ ! satisfies the three requirements of Theorem 2.1 with respect to the linear operator $D_{q}$. Therefore, we now obtain the $q$-version of Taylor's formula.
Theorem 4.1. For any polynomial $f(x)$ of degree $N$ and any number $c$, we have the following $q$-Taylor expansion:

$$
\begin{equation*}
f(x)=\sum_{j=0}^{N}\left(D_{q}^{j} f\right)(c) \frac{(x-c)_{q}^{j}}{[j]!} . \tag{4.1}
\end{equation*}
$$

Example. Consider $f(x)=x^{n}$ and $c=1$, where $n$ is a positive integer. For $j \leq n$, we have

$$
\begin{align*}
\left(D_{q}{ }^{j} f\right)(x) & =[n] x^{n-1}=[n][n-1] x^{n-2}=\cdots \\
& =[n][n-1] \cdots[n-j+1] x^{n-j} \tag{4.2}
\end{align*}
$$

and hence,

$$
\begin{equation*}
\left(D_{q}{ }^{j} f\right)(1)=[n][n-1] \cdots[n-j+1] . \tag{4.3}
\end{equation*}
$$

The $q$-Taylor formula for $x^{n}$ about $x=1$ then gives

$$
x^{n}=\sum_{j=0}^{n} \frac{[n] \cdots[n-j+1]}{[j]!}(x-1)_{q}^{j}=\sum_{j=0}^{n}\left[\begin{array}{c}
n  \tag{4.4}\\
j
\end{array}\right](x-1)_{q}^{j},
$$

where

$$
\left[\begin{array}{c}
n  \tag{4.5}\\
j
\end{array}\right]=\frac{[n][n-1] \cdots[n-j+1]}{[j]!}=\frac{[n]!}{[j]![n-j]!}
$$

are called $q$-binomial coefficients. We will give a nice combinatorial interpretation of equation (4.4) in Chapter 7.

Note that as $q \rightarrow 1$, the $q$-binomial coefficients reduce to the ordinary binomial coefficients and (4.4) becomes a result of the ordinary binomial formula. The properties of the $q$-binomial coefficients will be examined in the next two chapters.

## 5

## Gauss's Binomial Formula and a Noncommutative Binomial Formula

In this chapter we will encounter two binomial formulas involving $q$ binomial coefficients. Let us first consider an example similar to the one given in the previous chapter.
Example. Let $n$ be a nonnegative integer and $a$ be a number. Let us expand $f(x)=(x+a)_{q}^{n}$ about $x=0$ using $q$-Taylor's formula. As in (4.2), for $j \leq n$ we have

$$
\begin{equation*}
\left(D_{q}^{j} f\right)(x)=[n][n-1] \cdots[n-j+1](x+a)_{q}^{n-j} \tag{5.1}
\end{equation*}
$$

Recall that

$$
(x+a)_{q}^{m}=(x+a)(x+q a) \cdots\left(x+q^{m-1} a\right)
$$

so, with $x=0$, the right-hand side gives $(a)(q a) \cdots\left(q^{m-1} a\right)=q^{m(m-1) / 2} a^{m}$. Apply this to (5.1) to get for $j \leq n$,

$$
\begin{equation*}
\left(D_{q}^{j} f\right)(0)=[n][n-1] \cdots[n-j+1] q^{(n-j)(n-j-1) / 2} a^{n-j} \tag{5.2}
\end{equation*}
$$

Thus, the $q$-Taylor formula gives

$$
(x+a)_{q}^{n}=\sum_{j=0}^{n}\left[\begin{array}{l}
n  \tag{5.3}\\
j
\end{array}\right] q^{(n-j)(n-j-1) / 2} a^{n-j} x^{j}
$$

We can improve the expression a little bit if we replace $j$ by $n-j$. From the definition of $q$-binomial coefficients (4.5), we have, similar to the usual binomial coefficients,

$$
\left[\begin{array}{c}
n  \tag{5.4}\\
n-j
\end{array}\right]=\frac{[n]!}{[j]![n-j]!}=\left[\begin{array}{c}
n \\
j
\end{array}\right]
$$

Therefore, (5.3) is equivalent to

$$
(x+a)_{q}^{n}=\sum_{j=0}^{n}\left[\begin{array}{c}
n  \tag{5.5}\\
j
\end{array}\right] q^{j(j-1) / 2} a^{j} x^{n-j}
$$

Formula (5.5) is called Gauss's binomial formula. It will be useful in the subsequent chapters.

Now we turn to another (though related) topic. As we all know, the multiplication of real numbers is commutative, i.e., $x y=y x$. However, when more general multiplication is concerned, such as matrix multiplication or composition of operators, commutativity may no longer be true. Consider the following example.

Example. Let $\hat{x}$ and $\hat{M}_{q}$ be the linear operators on the space of polynomials whose actions on a polynomial $f(x)$ are

$$
\begin{equation*}
\hat{x}[f(x)]=x f(x), \quad \hat{M}_{q}[f(x)]=f(q x) \tag{5.6}
\end{equation*}
$$

Then for any $f(x)$ we have

$$
\hat{M}_{q} \hat{x}[f(x)]=\hat{M}_{q}[x f(x)]=q x f(q x)=q \hat{x} \hat{M}_{q}[f(x)]
$$

so

$$
\begin{equation*}
\hat{M}_{q} \hat{x}=q \hat{x} \hat{M}_{q} \tag{5.7}
\end{equation*}
$$

Theorem 5.1 below introduces a noncommutative binomial formula involving two elements satisfying a special commutation relation like (5.7).

Theorem 5.1. If $y x=q x y$, where $q$ is a number commuting with both $x$ and $y$, then

$$
(x+y)^{n}=\sum_{j=0}^{n}\left[\begin{array}{c}
n  \tag{5.8}\\
j
\end{array}\right] x^{j} y^{n-j}
$$

Proof. Our proof is by induction on $n$. Equation (5.8) is obviously true for $n=1$. Noting that $y^{k} x=q y^{k-1} x y=q^{2} y^{k-2} x y^{2}=\ldots=q^{k} x y^{k}$, we
compute

$$
\begin{aligned}
(x+y)^{n+1} & =(x+y)^{n}(x+y)=\left(\sum_{j=0}^{n}\left[\begin{array}{l}
n \\
j
\end{array}\right] x^{j} y^{n-j}\right)(x+y) \\
& =\sum_{j=0}^{n}\left[\begin{array}{l}
n \\
j
\end{array}\right] x^{j} y^{n-j} x+\sum_{j=0}^{n}\left[\begin{array}{l}
n \\
j
\end{array}\right] x^{j} y^{n-j+1} \\
& =\sum_{j=0}^{n}\left[\begin{array}{l}
n \\
j
\end{array}\right] x^{j}\left(q^{n-j} x y^{n-j}\right)+\sum_{j=0}^{n}\left[\begin{array}{l}
n \\
j
\end{array}\right] x^{j} y^{n-j+1} \\
& =\sum_{j=1}^{n+1} q^{n-j+1}\left[\begin{array}{c}
n \\
j-1
\end{array}\right] x^{j} y^{n-j+1}+\sum_{j=0}^{n}\left[\begin{array}{l}
n \\
j
\end{array}\right] x^{j} y^{n-j+1} \\
& =y^{n+1}+\sum_{j=1}^{n}\left(q^{n-j+1}\left[\begin{array}{c}
n \\
j-1
\end{array}\right]+\left[\begin{array}{c}
n \\
j
\end{array}\right]\right) x^{j} y^{n-j+1}+x^{n+1} \\
& =\sum_{j=0}^{n+1}\left[\begin{array}{c}
n+1 \\
j
\end{array}\right] x^{j} y^{n+1-j},
\end{aligned}
$$

where we have used the $q$-Pascal rule (6.3), to be discussed in the next chapter. The theorem has thus been proved.

## 6

## Properties of $q$-Binomial Coefficients

Let us examine some properties of the $q$-binomial coefficients, defined by (4.5), with $n$ and $j$ being nonnegative integers and $n \geq j$. Because we will recover the ordinary binomial coefficients if we take $q \rightarrow 1$, we expect their $q$-analogues to have similar properties. Firstly, as already remarked in (5.4),

$$
\left[\begin{array}{c}
n  \tag{6.1}\\
j
\end{array}\right]=\frac{[n]!}{[j]![n-j]!}=\left[\begin{array}{c}
n \\
n-j
\end{array}\right]
$$

follows exactly the classical result. However, the correspondence is more subtle for another identity of binomial coefficients, the Pascal rule:

$$
\binom{n}{j}=\binom{n-1}{j-1}+\binom{n-1}{j}, \quad \mathbf{1} \leq j \leq n-1
$$

For example,

$$
\left[\begin{array}{l}
2 \\
1
\end{array}\right]=1+q \neq 2=\left[\begin{array}{l}
1 \\
0
\end{array}\right]+\left[\begin{array}{l}
1 \\
1
\end{array}\right]
$$

Proposition 6.1. There are two $q$-Pascal rules, namely,

$$
\left[\begin{array}{l}
n  \tag{6.2}\\
j
\end{array}\right]=\left[\begin{array}{c}
n-1 \\
j-1
\end{array}\right]+q^{j}\left[\begin{array}{c}
n-1 \\
j
\end{array}\right]
$$

and

$$
\left[\begin{array}{c}
n  \tag{6.3}\\
j
\end{array}\right]=q^{n-j}\left[\begin{array}{l}
n-1 \\
j-1
\end{array}\right]+\left[\begin{array}{c}
n-1 \\
j
\end{array}\right]
$$

where $1 \leq j \leq n-1$.

Proof. Because for any $1 \leq j \leq n-1$,

$$
\begin{aligned}
{[n] } & =1+q+\cdots+q^{n-1} \\
& =\left(1+q+\cdots+q^{j-1}\right)+q^{j}\left(1+q+\cdots+q^{n-j-1}\right) \\
& =[j]+q^{j}[n-j],
\end{aligned}
$$

we have

$$
\begin{aligned}
{\left[\begin{array}{c}
n \\
j
\end{array}\right] } & =\frac{[n]!}{[j]![n-j]!!}=\frac{[n-1]![n]}{[j]![n-j]!} \\
& =\frac{[n-1]!\left([j]+q^{5}[n-j]\right)}{[j]![n-j]!} \\
& =\frac{[n-1]!}{[j-1]![n-j]!}+q^{j} \frac{[n-1]!}{[j]![n-j-1]!} \\
& =\left[\begin{array}{c}
n-1 \\
j-1
\end{array}\right]+q^{j}\left[\begin{array}{c}
n-1 \\
j
\end{array}\right],
\end{aligned}
$$

which is (6.2). The symmetric property of the coefficients (6.1) gives us the other identity, because

$$
\begin{aligned}
{\left[\begin{array}{l}
n \\
j
\end{array}\right] } & =\left[\begin{array}{c}
n \\
n-j
\end{array}\right]=\left[\begin{array}{c}
n-1 \\
n-j-1
\end{array}\right]+q^{n-j}\left[\begin{array}{l}
n-1 \\
n-j
\end{array}\right] \\
& =\left[\begin{array}{c}
n-1 \\
j
\end{array}\right]+q^{n-j}\left[\begin{array}{c}
n-1 \\
j-1
\end{array}\right] .
\end{aligned}
$$

Corollary 6.1. Each $q$-binomial coefficient is a polynomial in $q$ of degree $j(n-j)$, with 1 as the leading coefficient.

Proof. For any nonnegative integer $n$,

$$
\left[\begin{array}{c}
n \\
0
\end{array}\right]=\left[\begin{array}{l}
n \\
n
\end{array}\right]=1,
$$

which is of course a polynomial. Using Proposition 6.1 and induction on $n$, for any $1 \leq j \leq n-1,\left[\begin{array}{c}n \\ j\end{array}\right]$ is the sum of two polynomials, thus is itself a polynomial.

By definitions (4.5) and (1.9), the explicit expression of a $q$-binomial coefficient is

$$
\left[\begin{array}{c}
n  \tag{6.4}\\
j
\end{array}\right]=\frac{\left(q^{n}-1\right)\left(q^{n-1}-1\right) \cdots\left(q^{n-j+1}-1\right)}{\left(q^{j}-1\right)\left(q^{j-1}-1\right) \cdots(q-1)} .
$$

Since both the numerator and denominator of (6.4) are polynomials in $q$ with leading coefficient 1 , so is their quotient. Finally, the degree of $\left[\begin{array}{c}n \\ j\end{array}\right]$ in $q$ is the difference of the degrees of the numerator and denominator, which is $[n+(n-1)+\cdots+(n-j+1)]-[j+(j-1)+\cdots+1]=$ $(n-j)+(n-j)+\cdots+(n-j)=j(n-j)$.

Another fact can be deduced from the explicit expression (6.4) of the $q$ binomial coefficient. Knowing that it is a polynomial in $q$ of degree $j(n-j)$, we let

$$
\begin{aligned}
a_{0}+a_{1} q+\cdots & +a_{j(n-j)-1} q^{j(n-j)-1}+a_{j(n-j)} q^{j(n-j)} \\
& =\frac{\left(q^{n}-1\right)\left(q^{n-1}-1\right) \cdots\left(q^{n-j+1}-1\right)}{\left(q^{j}-1\right)\left(q^{j-1}-1\right) \cdots(q-1)}
\end{aligned}
$$

If we replace $q$ by $1 / q$ and multiply both sides by $q^{j(n-j)}$, it is easy to check that the right-hand side will be unchanged, while the left-hand side,

$$
a_{0} q^{j(n-j)}+a_{1} q^{j(n-j)-1}+\cdots+a_{j(n-j)-1} q+a_{j(n-j)}
$$

has the sequence of coefficients $a_{i}$ reversed in order. By comparing coefficients, we observe that the coefficients in the polynomial expression of $\left[\begin{array}{c}n \\ j\end{array}\right]$ are symmetric, i.e., $a_{i}=a_{j(n-j)-i}$.

Like the ordinary binomial coefficients, the $q$-binomial coefficients also have combinatorial interpretations. Here is one of them, and another one will be given in the next chapter.

Theorem 6.1. Let $A_{n}=\{1,2, \ldots, n\}$ and let $\mathcal{A}_{n, j}$ be the collection of all subsets of $A_{n}$ with $j$ elements, $0 \leq j \leq n$. Then

$$
\left[\begin{array}{c}
n  \tag{6.5}\\
j
\end{array}\right]=\sum_{S \in \mathcal{A}_{n, j}} q^{w(S)-j(j+1) / 2}, \quad \text { where } w(S)=\sum_{s \in S} s
$$

Proof. We will prove the theorem by induction on $n$. First, consider $n=1, j=0,1$. For $j=0, \mathcal{A}_{1,0}=\{\phi\}$ and $w(\phi)=0$. Thus, the right-hand side of (6.5) equals unity, agreeing with the left-hand side. For $j=1$, the only element of $\mathcal{A}_{1,1}$ is $A_{1}=\{1\}$, and $w(\{1\})=1$. Again, the right-hand side equals unity and agrees with the left-hand side.

Assume that (6.5) holds for $1 \leq n \leq m-1$, where $m \geq 2$, and consider $n=m$. The case $j=0$ is similar to that for $n=1$ described above. For $j \geq 1$, write $\mathcal{A}_{m, j}=\mathcal{B} \cup \mathcal{B}^{\prime}$, where $\mathcal{B}=\left\{S \in \mathcal{A}_{m, j} \mid m \notin S\right\}$ and $\mathcal{B}^{\prime}=\left\{S \in \mathcal{A}_{m, j} \mid m \in S\right\}$. The sets in $\mathcal{B}$ are all the $j$-element subsets of $A_{m-1}$, i.e., $B=\mathcal{A}_{m-1, j}$. The sets in $B^{\prime}$ each with the element " $m$ " removed are all the $(j-1)$-element subsets of $A_{m-1}$. Hence, the right-hand side of
(6.5) becomes

$$
\begin{aligned}
& \sum_{S \in \mathcal{B}} q^{w(S)-j(j+1) / 2}+\sum_{S \in \mathcal{B}^{\prime}} q^{w(S)-j(j+1) / 2} \\
&= \sum_{S \in \mathcal{A}_{m-1, j}} q^{w(S)-j(j+1) / 2} \\
&+\sum_{S \in \mathcal{A}_{m-1, j-1}} q^{(w(S)+m)-j(j+1) / 2} \\
&= \sum_{S \in \mathcal{A}_{m-1, j}} q^{w(S)-j(j+1) / 2} \\
&+\sum_{S \in \mathcal{A}_{m-1, j-1}} q^{w(S)-j(j-1) / 2} \cdot q^{m-j} \\
&= {\left[\begin{array}{c}
m-1 \\
j
\end{array}\right]+q^{m-j}\left[\begin{array}{c}
m-1 \\
j-1
\end{array}\right]=\left[\begin{array}{c}
m \\
j
\end{array}\right] }
\end{aligned}
$$

The last line follows from one of the $q$-Pascal rules (6.3). By induction on $j$, (6.5) is true for $0 \leq j \leq m$. Finally, induction on $n$ completes the proof.

For future use, note that the definition of the $q$-binomial coefficient can be generalized in a way similar to its ordinary counterpart, using (3.8):

$$
\left[\begin{array}{c}
\alpha  \tag{6.6}\\
j
\end{array}\right]=\frac{[\alpha][\alpha-1] \cdots[\alpha-j+1]}{[j]!}
$$

where $\alpha$ is any number and $j$ is a nonnegative integer.

## 7

## $q$-Binomial Coefficients and Linear Algebra over Finite Fields

In this chapter we explain an important combinatorial meaning of the $q$ binomial coefficients.

Theorem 7.1. If $q$ is the order of a finite field $\mathbb{F}_{q}$ (hence, $q$ is a prime power), then

$$
\left[\begin{array}{c}
n  \tag{7.1}\\
j
\end{array}\right]=\begin{aligned}
& \text { number of } j \text {-dimensional subspaces in the } \\
& n \text {-dimensional vector space } \mathbb{F}_{q}^{n} .
\end{aligned}
$$

Before proving the theorem, let us very briefly review some basic concepts of linear algebra. A collection of vectors in a vector space $V$ over a field $F$ is a subspace if it contains the zero vector and it is closed under vector addition and scalar multiplication. The dimension of a subspace, if finite, is given by the number of vectors in a basis for the subspace, which is a collection of linearly independent vectors that span the whole subspace. The only zero-dimensional subspace is $\{0\}$. A onedimensional subspace is spanned by one nonzero vector, $\{a v \mid v \neq 0, a \in F\}$, a two-dimensional subspace is spanned by two linearly independent vectors, $\left\{a v_{1}+b v_{2} \mid v_{1}, v_{2}\right.$ linearly independent, $\left.a, b \in F\right\}$, and so on. The vector space $\mathbb{E}_{q}^{n}$ consists of all $n$-tuples, or $n$-component vectors,

$$
\left(a_{1}, a_{2}, \ldots, a_{n}\right)
$$

where each $a_{i}$ is an element of the finite field $\mathbb{F}_{q}$. Since $\left|\mathbb{F}_{q}\right|=q$, there are $q^{n}$ such $n$-tuples, or $\left|\mathbb{F}_{q}^{n}\right|=q^{n}$.

Proof of Theorem 7.1. Let $V=F_{q}{ }^{n}$. For $j=0,\left[\begin{array}{l}n \\ 0\end{array}\right]=1$ and there is only one zero-dimensional subspace of $V$, so this case is proved.

For $j \geq 1$, to obtain a $j$-dimensional subspace, we choose $j$ linearly independent vectors in $V$ to form a basis. The first one, $v_{1}$, can be any one of the $q^{n}-1$ nonzero vectors. The second one, $v_{2}$, can be any vector not in the subspace spanned by $v_{1}$. Since a one-dimensional subspace of $V$ has $q$ elements, there are $q^{n}-q$ different choices for the second basis vector. Then, the number of choices for the third one, $v_{3}$, is $q^{n}-q^{2}$, because it can be any vector not in the two-dimensional subspace spanned by $v_{1}$ and $v_{2}$, which has $q^{2}$ elements. In general, after the $i$ th basis vector is picked, the number of vectors in the subspace spanned by the first $i$ basis vectors is $q^{i}$, and we are left with $q^{n}-q^{i}$ choices for the $(i+1)$ th one. Thus, we have

$$
\begin{equation*}
\left(q^{n}-1\right)\left(q^{n}-q\right)\left(q^{n}-q^{2}\right) \cdots\left(q^{n}-q^{j-1}\right) \tag{7.2}
\end{equation*}
$$

different ways to choose $j$ linearly independent vectors in $\mathbb{F}_{q}^{n}$.
However, many of these $j$-tuples span the same subspace. We have to divide the expression in (7.2) by the number of different possible choices of basis of a particular $j$-dimensional subspace. But it is essentially the same number in (7.2), with $n$ replaced by $j$. Therefore, the number of different $j$-dimensional subspaces is

$$
\begin{aligned}
& \frac{\left(q^{n}-1\right)\left(q^{n}-q\right)\left(q^{n}-q^{2}\right) \cdots\left(q^{n}-q^{j-1}\right)}{\left(q^{j}-1\right)\left(q^{j}-q\right)\left(q^{j}-q^{2}\right) \cdots\left(q^{j}-q^{j-1}\right)} \\
& \quad=\frac{q \cdot q^{2} \cdots q^{j-1} \cdot\left(q^{n}-1\right)\left(q^{n-1}-1\right) \cdots\left(q^{n-j+1}-1\right)}{q \cdot q^{2} \cdots q^{j-1} \cdot\left(q^{j}-1\right)\left(q^{j-1}-1\right) \cdots(q-1)} \\
& \quad=\left[\begin{array}{c}
n \\
j
\end{array}\right],
\end{aligned}
$$

according to (6.4).
Like the Pascal rule, many identities involving binomial coefficients have their $q$-analogues. Imagine that we have $m+n$ balls, and they are placed into two groups, one with $m$ and one with $n$ of them. Each way of choosing $k$ balls from all $m+n$ of them corresponds in a one-to-one manner to a way of choosing $j$ balls from the group with $m$ balls and choosing $k-j$ balls from the group of $n$ balls, with $j$ running from 0 to $k$. Hence, we have the following identity of binomial coefficients:

$$
\begin{equation*}
\binom{m+n}{k}=\sum_{j=0}^{k}\binom{m}{j}\binom{n}{k-j} \tag{7.3}
\end{equation*}
$$

Example. Obtain a $q$-analogue of the identity (7.3) using the combinatorial interpretation of $q$-binomial coefficients as stated in Theorem 7.1.

Let $V=\mathbb{F}_{q}^{m+n}$ and let $V_{m} \subset V$ be a fixed subspace with $\operatorname{dim} V_{m}=m$. We would like to obtain an identity by counting the number of $k$-dimensional subspaces in $V$ in two ways. First, by Theorem 7.1, we know that this number is $\left[\begin{array}{c}m+n \\ k\end{array}\right]$.

On the other hand, let $W$ be a $k$-dimensional subspace of $V$. As the intersection of two subspaces, $W \cap V_{m}$ is also a subspace, of dimension $\boldsymbol{j}$, which is between 0 and $k$. We may then regard each $W$ as being extended from a $j$-dimensional subspace of $V_{m}$. Suppose such a subspace $W^{\prime} \subset V_{m}$, $\operatorname{dim} W^{\prime}=j$, has been chosen. We now append $k-j$ linearly independent vectors $\left(v_{1}, v_{2}, \ldots, v_{k-j}\right)$ to $W^{\prime}$ to form $W: v_{1}$ can be chosen from the $q^{m+n}-q^{m}$ vectors not in $V_{m}, v_{2}$ can be chosen from the $q^{m+n}-q^{m+1}$ vectors not in the subspace spanned by $V_{m}$ and $v_{1}$, etc. By the same argument as in the proof of Theorem 7.1, there are

$$
\begin{equation*}
\left(q^{m+n}-q^{m}\right)\left(q^{m+n}-q^{m+1}\right) \cdots\left(q^{m+n}-q^{m+k-j-1}\right) \tag{7.4}
\end{equation*}
$$

different ways to append $k-j$ linearly independent vectors to $W^{\prime}$.
Again, we have to count the number of different ways of extending $W^{\prime}$ to a single $W$. Since $\operatorname{dim} W=k$ and $\operatorname{dim} W^{\prime}=j$, the number is

$$
\begin{equation*}
\left(q^{k}-q^{j}\right)\left(q^{k}-q^{j+1}\right) \cdots\left(q^{k}-q^{k-1}\right), \tag{7.5}
\end{equation*}
$$

according to similar arguments. Therefore, the number of different $W$ obtained by extending from a given $W^{\prime}$ is

$$
\begin{aligned}
& \frac{\left(q^{m+n}-q^{m}\right)\left(q^{m+n}-q^{m+1}\right) \cdots\left(q^{m+n}-q^{m+k-j-1}\right)}{\left(q^{k}-q^{j}\right)\left(q^{k}-q^{j+1}\right) \cdots\left(q^{k}-q^{k-1}\right)} \\
& \quad=\frac{q^{m} \cdot q^{m+1} \cdots q^{m+k-j-1} \cdot\left(q^{n}-1\right)\left(q^{n-1}-1\right) \cdots\left(q^{n-k+j+1}-1\right)}{q^{j} \cdot q^{j+1} \cdots q^{k-1} \cdot\left(q^{k-j}-1\right)\left(q^{k-j-1}-1\right) \cdots(q-1)} \\
& \quad=q^{(k-j)(m-j)}\left[\begin{array}{c}
n \\
k-j
\end{array}\right] .
\end{aligned}
$$

Because there are $\left[\begin{array}{c}m \\ j\end{array}\right]$ different choices for $W^{\prime}$ and any two of them generate distinct $W$, we obtain the identity

$$
\left[\begin{array}{c}
m+n  \tag{7.6}\\
k
\end{array}\right]=\sum_{j=0}^{k} q^{(k-j)(m-j)}\left[\begin{array}{c}
m \\
j
\end{array}\right]\left[\begin{array}{c}
n \\
k-j
\end{array}\right],
$$

which is a $q$-analogue of (7.3).
Example. Recall from (4.4) the $q$-Taylor expansion of $f(x)=x^{n}$ about $x=1$ :

$$
x^{n}=\sum_{j=0}^{n}\left[\begin{array}{c}
n \\
j
\end{array}\right](x-1)_{q}^{j} .
$$

As promised earlier, we will now prove this expansion again using combinatorial arguments. Our strategy is to show that the identity holds if $x=q^{m}$, where $m$ is any positive integer. Since both sides of the identity are polynomials, equality at infinitely many points ensures equality at all points. (If $f, g$ are polynomials and $f(x)=g(x)$ for infinitely many values
of $x$, the polynomial $h(x)=f(x)-g(x)$ has infinitely many zeros, which is possible only if $h$ is identically zero.)

Let $n, m$ be positive integers and $\mathcal{S}$ be the set of all linear transformations from $A=\mathbb{F}_{q}^{n}$ to $B=\mathbb{F}_{q}^{m}$. Suppose $\left\{e_{1}, \ldots, e_{n}\right\}$ is a basis of $A$. Since, given any $T \in \mathcal{S}, T\left(e_{k}\right)$ can be any of the $q^{m}$ vectors in $B$, for each $1 \leq k \leq n$, and together they uniquely determine $T$, the number of elements $|\mathcal{S}|$ of $\mathcal{S}$ is thus $\left(q^{m}\right)^{n}$, which is the left-hand side of (4.4) when $x=q^{m}$. On the other hand, we can write

$$
|\mathcal{S}|=\sum_{j=0}^{n}(\text { number of elements in } \mathcal{S} \text { of rank } j)
$$

We desire to show that the $j$ th summand is $\left[\begin{array}{c}n \\ j\end{array}\right]\left(q^{m}-1\right)_{q}^{j}$. Note that the rank of $T$ cannot be larger than $m$, which agrees with the fact that $\left(q^{m}-1\right)_{q}^{j}=0$ when $j>m$. Thus, we consider only $j \leq m$.

Here we use some facts about linear transformations. That $T$ has rank $j$ means that $W=T(A) \subset B$ is a $j$-dimensional subspace, and $A$ can be decomposed as a direct sum of two subspaces, $A=V \oplus K$, where $\operatorname{dim} V=j$ and $\operatorname{dim} K=n-j$, such that $T$ maps $V$ onto $W$ in a one-to-one fashion and $K=\{v \in A \mid T(v)=0\}$. In other words, any vector in $A$ may be represented as a sum of two vectors in a unique way, so that one is in $V$ and the other in $K$. (To see why such a decomposition is possible, choose $u_{1}, \ldots, u_{j}$ in $A$ such that their images form a basis for $W$. The linear independence of their images implies their own linear independence. Let $V$ be the space spanned by $u_{i}$. For any $v \in A, T(v) \in W$. Since $T\left(u_{i}\right)$ is a basis of $W, T(v)=\sum a_{i} T\left(u_{i}\right)$ for some $a_{i}$. Let $v^{\prime}=\sum a_{i} u_{i}$. Then, $v^{\prime} \in V$ and $T\left(v-v^{\prime}\right)=0$; thus $v-v^{\prime} \in K$. That $K$ is a subspace is easy to show. Since $T(V)=W$ and both $V$ and $W$ contain $q^{j}$ vectors, $T$ is one-to-one on $V$, and thus $v^{\prime}$ is the only vector in $V$ such that $T(v)=T\left(v^{\prime}\right)$, implying the uniqueness of the decomposition.)

From another perspective, we may specify $T$ by choosing the subspaces $V \subset A$ and $W \subset B$ and the way $V$ is mapped into $W$. By Theorem 7.1, the number of choices for $V$ and $W$ is $\left[\begin{array}{c}n \\ j\end{array}\right]\left[\begin{array}{c}m \\ j\end{array}\right]$. Now, suppose $V$ and $W$ are given, and let $\left\{u_{1}, \ldots, u_{j}\right\}$ be a basis of $V$. Keeping in mind that $T$ is one-to-one, we know that $T\left(u_{1}\right)$ can be any of the $q^{j}-1$ nonzero vectors in $W, T\left(u_{2}\right)$ can be any of the $q^{j}-q$ vectors in $W$ not in the span of $T\left(u_{1}\right)$, $T\left(u_{3}\right)$ can be any of the $q^{j}-q^{2}$ vectors in $W$ not in the span of $T\left(u_{1}\right)$ and $T\left(u_{2}\right)$, and so on. Hence, there are $\left(q^{j}-1\right)\left(q^{j}-q\right) \cdots\left(q^{j}-q^{j-1}\right)$ ways to map $V$ into $W$ bijectively. Therefore, the number of elements in $\mathcal{S}$ of rank
$j$ is

$$
\begin{aligned}
{\left[\begin{array}{c}
n \\
j
\end{array}\right]\left[\begin{array}{c}
m \\
j
\end{array}\right] \prod_{i=0}^{j-1}\left(q^{j}-q^{i}\right) } & =\left[\begin{array}{c}
n \\
j
\end{array}\right] \prod_{i=0}^{j-1}\left(\frac{q^{m-i}-1}{q^{j-i}-1}\right) \prod_{i=0}^{j-1}\left(q^{j}-q^{i}\right) \\
& =\left[\begin{array}{c}
n \\
j
\end{array}\right] \prod_{i=0}^{j-1}\left(q^{m}-q^{i}\right)=\left[\begin{array}{c}
n \\
j
\end{array}\right]\left(q^{m}-1\right)_{q}^{j}
\end{aligned}
$$

as desired.
Theorem 7.1 also tells us that the total number of subspaces of the vector space $\mathbb{F}_{q}^{n}$ is given by

$$
G_{n}=\sum_{j=0}^{n}\left[\begin{array}{l}
n  \tag{7.7}\\
j
\end{array}\right]
$$

which is called the $n$th Galois number. If the $q$-binomial coefficients are replaced by ordinary ones, the sum is exactly $2^{n}$. However, the $q$-calculus case is not as easy to calculate explicitly. Instead, the Galois numbers may be computed recursively, as was shown by Goldman and Rota.

Proposition 7.1. The Galois numbers satisfy the following recursive relation:

$$
\begin{equation*}
G_{n+1}=2 G_{n}+\left(q^{n}-1\right) G_{n-1} \tag{7.8}
\end{equation*}
$$

with $G_{0}=1$ and $G_{1}=2$.
Proof. Let $P_{n}(x)=(x-1)_{q}^{n}$. The trick we are going to use is to define a linear function $L$ on the space of polynomials such that

$$
\begin{equation*}
L\left\{P_{n}(x)\right\}=1 \tag{7.9}
\end{equation*}
$$

for any nonnegative integer $n$. Such a linear function exists because the polynomials $(x-a)_{q}^{n}$ are linearly independent (for different $n$ ). If we apply $L$ to both sides of (4.4), we have

$$
L\left\{x^{n}\right\}=\sum_{j=0}^{n}\left[\begin{array}{l}
n  \tag{7.10}\\
j
\end{array}\right] L\left\{P_{j}(x)\right\}=\sum_{j=0}^{n}\left[\begin{array}{l}
n \\
j
\end{array}\right]=G_{n}
$$

To exploit the linear property of $L$, note that $P_{n+1}(x)=\left(x-q^{n}\right) P_{n}(x)=$ $x P_{n}(x)-q^{n} P_{n}(x)$, hence

$$
\begin{equation*}
L\left\{x P_{n}(x)\right\}=L\left\{P_{n+1}(x)\right\}+q^{n} L\left\{P_{n}(x)\right\}=1+q^{n} \tag{7.11}
\end{equation*}
$$

On the other hand, from $D_{q} P_{n}(x)=[n] P_{n-1}(x)$, we have

$$
\begin{equation*}
1+q^{n}=2 L\left\{P_{n}(x)\right\}+(q-1) L\left\{D_{q} P_{n}(x)\right\} \tag{7.12}
\end{equation*}
$$

Equating (7.11) and (7.12), we obtain

$$
\begin{equation*}
L\left\{x P_{n}(x)\right\}=2 L\left\{P_{n}(x)\right\}+(q-1) L\left\{D_{q} P_{n}(x)\right\} \tag{7.13}
\end{equation*}
$$

which is true for any $n \geq 0$. Since any polynomial can be expressed as a linear combination of $P_{n}(x)$, we can replace $P_{n}(x)$ in (7.13) by any polynomial. In particular, if we replace it by $x^{n}$, we get

$$
\begin{aligned}
L\left\{x^{n+1}\right\} & =2 L\left\{x^{n}\right\}+(q-1) L\left\{[n] x^{n-1}\right\} \\
& =2 L\left\{x^{n}\right\}+\left(q^{n}-1\right) L\left\{x^{n-1}\right\} .
\end{aligned}
$$

According to (7.10), this proves (7.8).
Furthermore, if we choose another linear function $L^{\prime}$ such that $L^{\prime}\left\{P_{n}\right\}=$ $t^{n}$, we may obtain the following recursive formula in a similar manner:

$$
L^{\prime}\left\{x^{n+1}\right\}=(t+1) L^{\prime}\left\{x^{n}\right\}+t\left(q^{n}-1\right) L^{\prime}\left\{x^{n-1}\right\}
$$

And if we define the sequence

$$
f_{n}(t)=\sum_{j=0}^{n}\left[\begin{array}{c}
n \\
j
\end{array}\right] t^{j}
$$

of polynomials in $t$, we have $f_{n}(t)=L^{\prime}\left\{x^{n}\right\}$, and thus

$$
f_{n+1}(t)=(t+1) f_{n}(t)+\left(q^{n}-1\right) t f_{n-1}(t), \quad n \geq 1
$$

Note that $G_{n}=f_{n}(1)$ and putting $t=1$ above recovers Proposition 7.1. When $t=-1$, the recursive relation is particularly simple:

$$
f_{n+1}(-1)=\left(1-q^{n}\right) f_{n-1}(-1), \quad n \geq 1
$$

Since $f_{0}(-1)=1$ and $f_{1}(-1)=0$, we have

$$
\sum_{j=0}^{2 m}(-1)^{j}\left[\begin{array}{c}
2 m  \tag{7.14}\\
j
\end{array}\right]=\left(1-q^{2 m-1}\right)\left(1-q^{2 m-3}\right) \cdots(1-q)
$$

and

$$
\sum_{j=0}^{2 m+1}(-1)^{j}\left[\begin{array}{c}
2 m+1  \tag{7.15}\\
j
\end{array}\right]=0
$$

for any $m \geq 0$. These two identities were first discovered by Gauss. The present proof is due to Goldman and Rota.

## 8

## $q$-Taylor's Formula for Formal Power Series and Heine's Binomial Formula

We now begin to apply what we have learned so far, particularly $q$-Taylor's formula (4.1), to study identities involving infinite sums and products. In order to do this, we first have to remark that the generalized Taylor formula (2.2) about $a=0$, and hence the $q$-Taylor formula (4.1) about $c=0$, apply not only to polynomials, but also to formal power series. A formal power series, of the form

$$
f(x)=\sum_{k=0}^{\infty} c_{k} x^{k},
$$

may be thought of as a polynomial of infinite degree. It is "formal" because often we do not worry about whether the series converges or not, and we can operate on (for example, differentiate) the series formally. We have to assume $a$ and $c$ to be zero in order to avoid divergence problems. Of course, $f(0)=c_{0}$ by definition.
The $q$-derivative of the formal power series $f(x)$ is, of course, $D_{q} f(x)=$ $\sum_{k=0}^{\infty}[k] c_{k} x^{k-1}$. Hence we have

$$
[k]!c_{k}=\left(D_{q}^{k} f(x)\right)(0) .
$$

It follows, in particular, that if two formal power series converge in some neighborhood of 0 to the same function, then they are equal.

Theorem 8.1. Suppose $D$ is a linear operator on the space of formal power series and $\left\{P_{0}(x), P_{1}(x), P_{2}(x), \ldots\right\}$ is a sequence of polynomials such that the three conditions in Theonem 2.1 are satisfied for $a=0$. Then, any
formal power series $f(x)$ can be expressed as a generalized Taylor's series (2.2) about $x=0$.

Corollary 8.1. Any formal power series $f(x)$ can be expressed as a $q$ Taylor series (4.1) about $x=0$.

Proof of Theorem 8.1. It is easy to see by induction on $n$ that in the case $a=0$ the three conditions of Theorem 2.1 imply that $P_{n}(x)=a_{k} x^{k}$, where the $a_{k}$ are nonzero numbers. Hence for any formal power series $f(x)$, we have

$$
f(x)=\sum_{j=0}^{\infty} c_{j} P_{j}(x)
$$

for some constants $c_{j}$. Applying $D k$ times and putting $x=0$ yields $c_{k}=$ $\left(D^{k} f\right)(0)$, which completes the proof.
Example. Consider the function $f(x)=1 /(1-x)_{q}^{n}$. Using long division, we can see that $f(x)$ is a formal power series. Let us expand $f(x)$ using $q$-Taylor's formula about $x=0$. From (3.12), we have

$$
D_{q} f(x)=D_{q} \frac{1}{(1-x)_{q}^{n}}=\frac{[n]}{(1-x)_{q}^{n+1}},
$$

and, by induction,

$$
D_{q}^{j} f(x)=\frac{[n][n+1] \cdots[n+j-1]}{(1-x)_{q}^{n+j}} .
$$

Hence, $\left(D_{q}{ }^{j} f\right)(0)=[n][n+1] \cdots[n+j-1]$ for any $j \geq 1$, and therefore,

$$
\begin{equation*}
\frac{1}{(1-x)_{q}^{n}}=1+\sum_{j=1}^{\infty} \frac{[n][n+1] \cdots[n+j-1]}{[j]!} x^{j}, \tag{8.1}
\end{equation*}
$$

which is the $q$-analogue of Taylor's expansion of $f(x)=1 /(1-x)^{n}$ in ordinary calculus. Formula (8.1) is called Heine's binomial formula.

## 9

## Two Euler's Identities and Two $q$-Exponential Functions

Now we have two binomial formulas, namely Gauss's binomial formula (5.5) (with $x$ and $a$ replaced by 1 and $x$ respectively)

$$
(1+x)_{q}^{n}=\sum_{j=0}^{n} q^{j(j-1) / 2}\left[\begin{array}{l}
n \\
j
\end{array}\right] x^{j},
$$

and Heine's binomial formula (8.1)

$$
\frac{1}{(1-x)_{q}^{n}}=\sum_{j=0}^{\infty} \frac{[n][n+1] \cdots[n+j-1]}{[j]!} x^{j} .
$$

What if we let $n \rightarrow \infty$ in both formulas? In the ordinary calculus, i.e., $q=1$, the answer is not very interesting. It is either infinitely large or infinitely small, depending on the value of $x$. However, it is different in quantum calculus, because, for example, when $|q|<1$, the infinite product ( $1+x)_{q}^{\infty}=$ $(1+x)(1+q x)\left(1+q^{2} x\right) \cdots$ converges to some finite limit. Moreover, if we assume $|q|<1$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}[n]=\lim _{n \rightarrow \infty} \frac{1-q^{n}}{1-q}=\frac{1}{1-q} \tag{9.1}
\end{equation*}
$$

and

$$
\lim _{n \rightarrow \infty}\left[\begin{array}{l}
n \\
j
\end{array}\right]=\lim _{n \rightarrow \infty} \frac{\left(1-q^{n}\right)\left(1-q^{n-1}\right) \cdots\left(1-q^{n-j+1}\right)}{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{j}\right)} .
$$

Thus

$$
\lim _{n \rightarrow \infty}\left[\begin{array}{c}
n  \tag{9.2}\\
j
\end{array}\right]=\frac{1}{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{j}\right)}
$$

So, the $q$-analogues of integers and binomial coefficients behave in a very different way when $n$ is large as compared to their ordinary counterparts.

If we apply ( 9.1 ) and ( 9.2 ) to Gauss's and Heine's binomial formulas, we obtain, as $n \rightarrow \infty$, the following two identities of formal power series in $x$ (assuming that $|q|<1$ ):

$$
\begin{align*}
(1+x)_{q}^{\infty} & =\sum_{j=0}^{\infty} q^{j(j-1) / 2} \frac{x^{j}}{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{j}\right)}  \tag{9.3}\\
\frac{1}{(1-x)_{q}^{\infty}} & =\sum_{j=0}^{\infty} \frac{x^{j}}{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{j}\right)} \tag{9.4}
\end{align*}
$$

The two identities above relate infinite products to infinite sums. They have no classical analogues because each term in the sums has no meaning when $q=1$. Interestingly, the two identities were discovered by Euler, who lived before Gauss and Heine. We shall call (9.3) and (9.4) Euler's first and second identities, respectively, or E1 and E2.

Let us study E2 more closely. Consider

$$
\begin{align*}
\sum_{j=0}^{\infty} \frac{x^{j}}{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{j}\right)} & =\sum_{j=0}^{\infty} \frac{\left(\frac{x}{1-q}\right)^{j}}{1\left(\frac{1-q^{2}}{1-q}\right) \cdots\left(\frac{1-q^{j}}{1-q}\right)} \\
& =\sum_{j=0}^{\infty} \frac{\left(\frac{x}{1-q}\right)^{j}}{[j]!} \tag{9.5}
\end{align*}
$$

which resembles Taylor's expansion of the classical exponential function:

$$
\begin{equation*}
e^{x}=\sum_{j=0}^{\infty} \frac{x^{j}}{j!} \tag{9.6}
\end{equation*}
$$

Definition. A $q$-analogue of the classical exponential function $e^{x}$ is

$$
\begin{equation*}
e_{q}^{x}=\sum_{j=0}^{\infty} \frac{x^{j}}{[j]!} \tag{9.7}
\end{equation*}
$$

Then, from (9.4) and (9.5), we immediately have

$$
\begin{equation*}
e_{q}^{x /(1-q)}=\frac{1}{(1-x)_{q}^{\infty}} \tag{9.8}
\end{equation*}
$$

or

$$
\begin{equation*}
e_{q}^{x}=\frac{1}{(1-(1-q) x)_{q}^{\infty}} \tag{9.9}
\end{equation*}
$$

Analogously, we can define another $q$-exponential function using E1.
Definition. Another $q$-analogue of the classical exponential function is

$$
\begin{equation*}
E_{q}^{x}=\sum_{j=0}^{\infty} q^{j(j-1) / 2} \frac{x^{j}}{[j]!}=(1+(1-q) x)_{q}^{\infty} \tag{9.10}
\end{equation*}
$$

Let us study some properties of the two $q$-exponential functions. The classical exponential function is unchanged under differentiation. Its two $q$-analogues have similar behavior. Since

$$
D_{q} e_{q}^{x}=\sum_{j=0}^{\infty} \frac{D_{q} x^{j}}{[j]!}=\sum_{j=1}^{\infty} \frac{[j] x^{j-1}}{[j]!}=\sum_{j=1}^{\infty} \frac{x^{j-1}}{[j-1]!}=\sum_{j=0}^{\infty} \frac{x^{j}}{[j]!},
$$

and,

$$
\begin{aligned}
D_{q} E_{q}^{x} & =\sum_{j=0}^{\infty} q^{j(j-1) / 2} \frac{D_{q} x^{j}}{[j]!}=\sum_{j=1}^{\infty} q^{j(j-1) / 2} \frac{[j] x^{j-1}}{[j]!} \\
& =\sum_{j=1}^{\infty} q^{(j-1)(j-2) / 2} q^{j-1} \frac{x^{j-1}}{[j-1]!}=\sum_{j=0}^{\infty} q^{j(j-1) / 2} \frac{q^{j} x^{j}}{[j]!}
\end{aligned}
$$

we have

$$
\begin{equation*}
D_{q} e_{q}^{x}=e_{q}^{x} \quad \text { and } \quad D_{q} E_{q}^{x}=E_{q}^{q x} \tag{9.11}
\end{equation*}
$$

Note that the derivative of $E_{q}^{x}$ is not exactly itself. The results in (9.11) may also be obtained by letting $n \rightarrow \infty$ in

$$
D_{q} \frac{1}{(1-(1-q) x)_{q}^{n}}=\frac{(1-q)[n]}{(1-(1-q) x)_{q}^{n+1}}
$$

and

$$
D_{q}(1+(1-q) x)_{q}^{n}=(1-q)[n](1+q(1-q) x)_{q}^{n-1}
$$

How about $e_{q}^{x} e_{q}^{y}$ ? In general, $e_{q}^{x} e_{q}^{y} \neq e_{q}^{x+y}$. But the additive property of the exponentials holds if $x$ and $y$ satisfy the commutation relation mentioned in Chapter 5, i.e., $y x=q x y$. To see this, consider

$$
\begin{aligned}
e_{q}^{x} e_{q}^{y} & =\left(\sum_{j=0}^{\infty} \frac{x^{j}}{[j]!}\right)\left(\sum_{k=0}^{\infty} \frac{y^{k}}{[k]!}\right)=\sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \frac{x^{j} y^{k}}{[j]![k]!} \\
& =\sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \frac{[j+k]!}{[j]![k]!} \cdot \frac{x^{j} y^{k}}{[j+k]!}
\end{aligned}
$$

If we change variables from $j$ and $k$ to $j$ and $n=j+k$, then for a particular value of $n, j$ runs from 0 to $n$. Using Theorem 5.1, we have

$$
e_{q}^{x} e_{q}^{y}=\sum_{n=0}^{\infty}\left(\sum_{j=0}^{n}\left[\begin{array}{c}
n \\
j
\end{array}\right] x^{j} y^{n-j}\right) \frac{1}{[n]!}=\sum_{n=0}^{\infty} \frac{(x+y)^{n}}{[n]!}
$$

Hence, we have

$$
\begin{equation*}
e_{q}^{x} e_{q}^{y}=e_{q}^{x+y} \quad \text { if } y x=q x y \tag{9.12}
\end{equation*}
$$

Due to their commutation relation, $x$ and $y$ are not symmetric, and $e_{q}^{y} e_{q}^{x} \neq$ $e_{q}^{x} e_{q}^{y}$.

Also, the two $q$-exponential functions are closely related. From (9.9) and (9.10), we see that

$$
\begin{equation*}
e_{q}^{x} E_{q}^{-x}=1, \tag{9.13}
\end{equation*}
$$

and, using (9.3) and (9.4) as well, we obtain

$$
\begin{aligned}
e_{1 / q}^{x} & =\sum_{j=0}^{\infty} \frac{(1-1 / q)^{j} x^{j}}{(1-1 / q)\left(1-1 / q^{2}\right) \cdots\left(1-1 / q^{j}\right)} \\
& =\sum_{j=0}^{\infty} q^{j(j-1) / 2} \frac{(1-q)^{j} x^{j}}{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{j}\right)}
\end{aligned}
$$

and thus

$$
\begin{equation*}
e_{1 / q}^{x}=E_{q}^{x} . \tag{9.14}
\end{equation*}
$$

## 10

## $q$-Trigonometric Functions

The $q$-analogues of the sine and cosine functions can be defined in analogy with their well-known Euler expressions in terms of the exponential function.

Definition. The $q$-trigonometric functions are

$$
\begin{array}{ll}
\sin _{q} x=\frac{e_{q}^{i x}-e_{q}^{-i x}}{2 i}, & \operatorname{Sin}_{q} x=\frac{E_{q}^{i x}-E_{q}^{-i x}}{2 i}, \\
\cos _{q} x=\frac{e_{q}^{i x}+e_{q}^{-i x}}{2}, & \operatorname{Cos}_{q} x=\frac{E_{q}^{i x}+E_{q}^{-i x}}{2} . \tag{10.2}
\end{array}
$$

From (9.14) we have $\operatorname{Sin}_{q} x=\sin _{1 / q} x$ and $\operatorname{Cos}_{q} x=\cos _{1 / q} x$. Also, using (9.13), we get

$$
\cos _{q} x \operatorname{Cos}_{q} x=\frac{e_{q}^{i x} E_{q}^{i x}+e_{q}^{-i x} E_{q}^{-i x}+2}{4}
$$

and

$$
\sin _{q} x \operatorname{Sin}_{q} x=-\frac{e_{q}^{i x} E_{q}^{i x}+e_{q}^{-i x} E_{q}^{-i x}-2}{4} .
$$

Hence, we have

$$
\begin{equation*}
\cos _{q} x \operatorname{Cos}_{q} x+\sin _{q} x \operatorname{Sin}_{q} x=1, \tag{10.3}
\end{equation*}
$$

which is the $q$-analogue of the identity $\sin ^{2} x+\cos ^{2} x=1$. The reader is invited to try to find $q$-analogues of other trigonometric formulas.

To find the derivatives of the $q$-trigonometric functions, we apply the chain rule (1.15), where $u(x)=i x$, and use (9.11). Then, we obtain

$$
\begin{align*}
D_{q} \sin _{q} x=\cos _{q} x, & D_{q} \operatorname{Sin}_{q} x=\operatorname{Cos}_{q} q x  \tag{10.4}\\
D_{q} \cos _{q} x=-\sin _{q} x, & D_{q} \operatorname{Cos}_{q} x=-\operatorname{Sin}_{q} q x \tag{10.5}
\end{align*}
$$

## 11

## Jacobi's Triple Product Identity

We recall that the two Euler identities, (9.3) and (9.4), relate infinite products and infinite sums. In this chapter, we will use them to prove an important identity first discovered by Jacobi. Several interesting applications of this identity in number theory will be explored in subsequent chapters.
Theorem 11.1. If $|q|<1$, we have

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} q^{n^{2}} z^{n}=\prod_{n=1}^{\infty}\left(1-q^{2 n}\right)\left(1+q^{2 n-1} z\right)\left(1+q^{2 n-1} z^{-1}\right) \tag{11.1}
\end{equation*}
$$

which is called Jacobi's triple product identity.
Proof (G.E. Andrews). We start with E1:

$$
\begin{equation*}
\prod_{n=0}^{\infty}\left(1+q^{n} x\right)=\sum_{j=0}^{\infty} \frac{q^{j(j-1) / 2} x^{j}}{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{j}\right)} . \tag{11.2}
\end{equation*}
$$

If we replace $q$ by $q^{2}$, and then $x$ by $z q$, we obtain

$$
\prod_{n=1}^{\infty}\left(1+q^{2 n-1} z\right)=\prod_{n=0}^{\infty}\left(1+q^{2 n+1} z\right)=\sum_{j=0}^{\infty} \frac{q^{j^{2}} z^{j}}{\left(1-q^{2}\right)\left(1-q^{4}\right) \cdots\left(1-q^{2 j}\right)} .
$$

The product in the denominator of each summand can be removed by multiplying both sides by

$$
\prod_{n=1}^{\infty}\left(1-q^{2 n}\right)
$$

giving

$$
\begin{equation*}
\prod_{n=1}^{\infty}\left(1-q^{2 n}\right)\left(1+q^{2 n-1} z\right)=\sum_{j=-\infty}^{\infty}\left(q^{j^{2}} z^{j} \prod_{n=0}^{\infty}\left(1-q^{2 n+2 j+2}\right)\right) \tag{11.3}
\end{equation*}
$$

Note that the summation on the right now starts from $-\infty$ instead of zero. The sum is unchanged because $\left(1-q^{2 n+2 j+2}\right)=0$ for some $n \geq 0$ if $j$ is negative. On the other hand, we use (11.2) again, replacing the index $j$ by $k, q$ by $q^{2}$, and then $x$ by $-q^{2 j+2}$, to obtain

$$
\prod_{n=0}^{\infty}\left(1-q^{2 n+2 j+2}\right)=\sum_{k=0}^{\infty} \frac{(-1)^{k} q^{k^{2}+2 k j+k}}{\left(1-q^{2}\right)\left(1-q^{4}\right) \cdots\left(1-q^{2 k}\right)}
$$

Putting this into (11.3) yields

$$
\begin{align*}
\prod_{n=1}^{\infty}\left(1-q^{2 n}\right)\left(1+q^{2 n-1} z\right) & =\sum_{j=-\infty}^{\infty} \sum_{k=0}^{\infty} \frac{(-1)^{k} q^{(j+k)^{2}+k} z^{j}}{\left(1-q^{2}\right)\left(1-q^{4}\right) \cdots\left(1-q^{2 k}\right)} \\
& =\sum_{j=-\infty}^{\infty} \sum_{k=0}^{\infty} \frac{q^{j^{2}} z^{j}\left(-q z^{-1}\right)^{k}}{\left(1-q^{2}\right)\left(1-q^{4}\right) \cdots\left(1-q^{2 k}\right)},(1 \tag{11.4}
\end{align*}
$$

where the last line is obtained by shifting the index $j$ to $j-k$. Now we use E2 with $q$ replaced by $q^{2}$ and then $x$ by $-q z^{-1}$ to get

$$
\begin{equation*}
\prod_{n=1}^{\infty} \frac{1}{\left(1+q^{2 n-1} z^{-1}\right)}=\sum_{k=0}^{\infty} \frac{\left(-q z^{-1}\right)^{k}}{\left(1-q^{2}\right)\left(1-q^{4}\right) \cdots\left(1-q^{2 k}\right)} \tag{11.5}
\end{equation*}
$$

Therefore, from (11.4) and (11.5), we have
which is equivalent to (11.1).
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## Classical Partition Function and Euler's Product Formula

With various substitution of $q$ and $z$, Jacobi's triple product identity gives many interesting results. For example, if we put $q=q^{3 / 2}$ and then $z=$ $-q^{-1 / 2}$ into (11.1), we get
$\sum_{n \in \mathbf{Z}}(-1)^{n} q^{\frac{\left(3 n^{2}-n\right)}{2}}=\prod_{n=1}^{\infty}\left(1-q^{3 n}\right)\left(1-q^{3 n-2}\right)\left(1-q^{3 n-1}\right)=\prod_{n=1}^{\infty}\left(1-q^{n}\right)$,
which is called Euler's product formula. We proved that it holds when $|q|<1$. It follows that it also holds as an equality of formal power series in $q$ (see Chapter 8). The formula may also be written using Euler's product

$$
\varphi(q)=\prod_{n=1}^{\infty}\left(1-q^{n}\right)
$$

as

$$
\begin{equation*}
\varphi(q)=\sum_{n \in \mathbb{Z}}(-1)^{n} q^{e_{n}}, \tag{12.2}
\end{equation*}
$$

where

$$
\begin{equation*}
e_{n}=\frac{3 n^{2}-n}{2} \tag{12.3}
\end{equation*}
$$

are called pentagonal numbers. The reader is encouraged to multiply out the first few factors of Euler's product to discover the astonishing fact that indeed the $e_{n}$ th coefficient is $(-1)^{n}$ and all other coefficients are zero.

Definition. The classical partition function $p(n)$ is defined on the set of integers by letting $p(n)$ be the number of ways to partition $n$ into a sum of positive integers (not counting the order of summands) if $n>0, p(n)=0$ if $n<0$, and $p(0)=1$.

For example, $p(1)=1$ because the only way to write 1 as a sum is $1=1$, $p(2)=2$ because $2=2=1+1, p(3)=3$ because $3=3=2+1=1+1+1$, $p(4)=5$ because $4=4=3+1=2+2=2+1+1=1+1+1+1$, and so on. This slow growth of $p(n)$ for small values of $n$ is deceptive, since in fact, one knows that

$$
p(n) \sim \frac{1}{4 \sqrt{3} n} e^{\pi \sqrt{2 n / 3}} \text { as } n \rightarrow \infty
$$

Thus the time needed to enumerate all partitions on $n$ grows exponentially with $n$.

The following proposition shows how $\varphi(q)$ is related to the partitions of integers.

Proposition 12.1. One has the following equality of formal power series in $q$ :

$$
\begin{equation*}
\frac{1}{\varphi(q)}=\sum_{n=0}^{\infty} p(n) q^{n} . \tag{12.4}
\end{equation*}
$$

Proof. This well-known argument will often be used in the subsequent Chapters. Assuming that $|q|<1$ and using the geometric series expansion, we have

$$
\begin{aligned}
\frac{1}{\varphi(q)}= & \frac{1}{(1-q)\left(1-q^{2}\right)\left(1-q^{3}\right) \cdots} \\
= & \left(1+q+q^{2}+q^{3}+\cdots\right)\left(1+q^{2}+q^{4}+q^{6}+\cdots\right) \\
& \times\left(1+q^{3}+q^{6}+q^{9}+\cdots\right) \cdots .
\end{aligned}
$$

Note that the exponents of $q$ in the $n$th factor are all the nonnegative integer multiples of $n$. If we expand the product on the right-hand side into a power series, each term will be of the form $q^{n_{1}} q^{2 n_{2}} q^{3 n_{3}} \ldots=q^{1 n_{1}+2 n_{2}+3 n_{3}+\cdots}$, where $n_{i}$ are all nonnegative integers. A $q^{n}$ term is obtained if $n=1 n_{1}+$ $2 n_{2}+3 n_{3}+\cdots$, for some $n_{i}$, and each $q^{n}$ term corresponds to a way to express $n$ as a sum of positive integers, i.e., the sum of $n_{1} 1$ 's, $n_{2} 2$ 's, $n_{3} 3$ 's and so on. Also, a different way to partition $n$ will contribute one new $q^{n}$ term. Therefore, the coefficient of $q^{n}$, or the number of $q^{n}$ terms, is exactly the number of ways to partition $n$ into a sum of positive integers.

With the above interpretation of $\varphi(q)$, we can apply Euler's product identity to obtain a relation among the numbers $p(n)$. This relation is stated in the following theorem.

Theorem 12.1. For any positive integer $n$ we have

$$
\begin{align*}
p(n)= & p\left(n-e_{1}\right)+p\left(n-e_{-1}\right)-p\left(n-e_{2}\right)-p\left(n-e_{-2}\right) \\
& +p\left(n-e_{3}\right)+p\left(n-e_{-3}\right)+\cdots \tag{12.5}
\end{align*}
$$

where $e_{n}$ are the pentagonal numbers defined by (12.3).
Proof. Using (12.2) and (12.4), we have

$$
\begin{equation*}
1=\left(\sum_{j \in \mathbb{Z}}(-1)^{j} q^{e_{j}}\right)\left(\sum_{k \in \mathbb{Z}} p(k) q^{k}\right) \tag{12.6}
\end{equation*}
$$

When we expand the product, we obtain a $(-1)^{j} p(k) q^{n}$ term if $n=e_{j}+k$ for some integers $j$ and $k$. Hence, for $n>0$, we will obtain

$$
\begin{align*}
0= & p\left(n-e_{0}\right)-p\left(n-e_{1}\right)-p\left(n-e_{-1}\right)+p\left(n-e_{2}\right)+p\left(n-e_{-2}\right) \\
& -p\left(n-e_{3}\right)-p\left(n-e_{-3}\right)+\cdots \tag{12.7}
\end{align*}
$$

when equating the coefficients on both sides. Since $e_{0}=0$, the proof is complete.

Formula (12.5) is a very convenient recursive formula for a rapid calculation of $p(n)$. For example, $p(5)=p(4)+p(3)-p(0)=5+3-1=7$, $p(6)=p(5)+p(4)-p(1)=11$, etc. The time needed to evaluate $p(n)$ using formula (12.5) grows slower than $n$, which is, of course, much less than that required to enumerate all partitions of $n$,

As hinted by its name, the pentagonal numbers $e_{n}$ have a geometrical meaning. This is described in the following picture:

pentagons that are similar to each other can be drawn by joining the $n$th vertices on each ray. The numbers of vertices enclosed by the pentagons counting those on the edges) are the pentagonal numbers. For example, the first nontrivial pentagon encloses $e_{2}=5$ vertices and the second one $e_{3}=12$ vertices. The general formula for $e_{n}$ under this interpretation can easily be proved by induction to be (12.3).

Now that we have pentagonal numbers, we can define $m$-gonal numbers for any $m \geq 3$ in a similar manner. The two most common types of
polygonal numbers are the triangular numbers,

$$
\Delta_{n}=\frac{n(n+1)}{2}
$$

and, of course, the square numbers,

$$
\square_{n}=n^{2}
$$

In general, we may deduce geometrically the formula for the $n$th $m$-gonal number:

$$
m_{n}=(m-2) \Delta_{n-1}+n=\frac{n(m n-2 n-m+4)}{2}
$$

Identities for triangular and square numbers similar to Euler's product formula can also be derived from Jacobi's triple product identity. Both of the identities given below were discovered by Gauss (before Jacobi discovered his triple product identity).

## Proposition 12.2.

$$
\begin{equation*}
\sum_{n=0}^{\infty} q^{\Delta_{n}}=\prod_{n=1}^{\infty} \frac{1-q^{2 n}}{1-q^{2 n-1}} \tag{12.8}
\end{equation*}
$$

Proof. Substitute both $q$ and $z$ by $q^{1 / 2}$ in (11.1). We obtain

$$
\begin{aligned}
\sum_{n \in \mathbb{Z}} q^{\Delta_{n}} & =\prod_{n=1}^{\infty}\left(1-q^{n}\right)\left(1+q^{n}\right)\left(1+q^{n-1}\right) \\
& =2 \prod_{n=1}^{\infty}\left(1-q^{2 n}\right)\left(1+q^{n}\right)
\end{aligned}
$$

Observe that $\Delta_{n}=\Delta_{-n-1}$, and the sum from $n=0$ to $\infty$ is thus the same as from $n=-1$ back to $-\infty$. Hence, we have

$$
\begin{equation*}
\sum_{n=0}^{\infty} q^{\Delta_{n}}=\prod_{n=1}^{\infty}\left(1-q^{2 n}\right)\left(1+q^{n}\right) \tag{12.9}
\end{equation*}
$$

Since

$$
\begin{equation*}
\prod_{n=1}^{\infty}\left(1+q^{n}\right)=\prod_{n=1}^{\infty} \frac{1-q^{2 n}}{1-q^{n}}=\prod_{n=1}^{\infty} \frac{1}{1-q^{2 n-1}} \tag{12.10}
\end{equation*}
$$

the desired result is obtained.
Proposition 12.3.

$$
\begin{equation*}
\sum_{n \in \mathbb{Z}}(-q)^{n^{2}}=\prod_{n=1}^{\infty} \frac{1-q^{n}}{1+q^{n}} \tag{12.11}
\end{equation*}
$$

Proof. If we put $z=-1$ in (11.1), we have

$$
\begin{aligned}
\sum_{n \in \mathbb{Z}}(-q)^{n^{2}} & =\prod_{n=1}^{\infty}\left(1-q^{2 n}\right)\left(1-q^{2 n-1}\right)\left(1-q^{2 n-1}\right) \\
& =\prod_{n=1}^{\infty}\left(1-q^{n}\right)\left(1-q^{2 n-1}\right)=\prod_{n=1}^{\infty} \frac{1-q^{n}}{1+q^{n}}
\end{aligned}
$$

where we have used (12.10) in the last equality.
Identities (12.8) and (12.11) will be useful later when we study the partition of an integer as a sum of triangular numbers or of square numbers. Before going on, the combinatorial meaning of (12.10) deserves a remark. The product on the left in (12.10) is

$$
(1+q)\left(1+q^{2}\right)\left(1+q^{3}\right) \cdots
$$

A $q^{n}$ term appears in the expansion if $n=a_{1}+a_{2}+a_{3}+\cdots$, where $a_{i}$ are distinct. Using the similar argument in the proof of Proposition 12.1, the coefficient of $q^{n}$ is the number of ways to write $n$ as a sum of distinct positive integers. On the other hand, the product on the other side is

$$
\left(1+q+q^{2}+q^{3}+\cdots\right)\left(1+q^{3}+q^{6}+q^{9}+\cdots\right)\left(1+q^{5}+q^{10}+q^{15}+\cdots\right) \cdots
$$

Each $q^{n}$ term corresponds to a way of expressing $n$ as a sum of odd numbers. Therefore, (12.10) says that the number of ways to partition $n$ into distinct positive numbers is the same as the number of ways to partition $n$ into odd numbers.

To conclude this chapter, we briefly interrupt our discussion of $q$-calculus by introducing an important function in number theory that shares with $p(n)$ the same recursive relation (12.5).

Theorem 12.2. For any nonzero integer $n$, define a function

$$
d(n)= \begin{cases}\text { sum of positive divisors of } n, & n>0 \\ 0 & n<0\end{cases}
$$

Then, for $n>0$ we have

$$
\begin{equation*}
d(n)=d\left(n-e_{1}\right)+d\left(n-e_{-1}\right)-d\left(n-e_{2}\right)-d\left(n-e_{-2}\right)+\cdots \tag{12.12}
\end{equation*}
$$

where we take $d(0)=n$ if it enters the right-hand side.
Proof. Define the generating function

$$
D(q)=\sum_{n=1}^{\infty} d(n) q^{n}
$$

Switching the order of summation, we have

$$
\begin{aligned}
D(q) & =\sum_{n=1}^{\infty} \sum_{m \mid n} m q^{n}=\sum_{m=1}^{\infty} \sum_{m \mid n} m q^{n} \\
& =\sum_{m=1}^{\infty} \sum_{m \mid n} m\left(q^{m}+q^{2 m}+q^{3 m}+\cdots\right)=\sum_{m=1}^{\infty} \sum_{m \mid n} \frac{m q^{m}}{1-q^{m}} \\
& =-q \sum_{m=1}^{\infty} \frac{d}{d q} \log \left(1-q^{m}\right)=-q \frac{d}{d q} \log \prod_{m=1}^{\infty}\left(1-q^{m}\right) \\
& =\frac{-q \frac{d}{d q} \prod_{m=1}^{\infty}\left(1-q^{m}\right)}{\prod_{m=1}^{\infty}\left(1-q^{m}\right)}
\end{aligned}
$$

or

$$
D(q) \varphi(q)=-q \frac{d}{d q} \varphi(q)
$$

Using (12.2), we have

$$
\left(\sum_{j=1}^{\infty} d(j) q^{j}\right)\left(\sum_{k \in \mathbb{Z}}(-1)^{k} q^{e_{k}}\right)=\sum_{m \in \mathbb{Z}}(-1)^{m+1} e_{m} q^{e_{m}}
$$

Comparing the coefficients of $q^{n}$ on both sides, we have

$$
\sum_{k \in \mathbb{Z}}(-1)^{k} d\left(n-e_{k}\right)= \begin{cases}(-1)^{m+1} e_{m} & \text { if } n=e_{m} \text { for some } m \in \mathbb{Z} \\ 0 & \text { otherwise }\end{cases}
$$

which is the same as (12.12), since $j=n-e_{k} \geq 1$ and $d(n)$ is defined to be zero for any negative $n$.

## 13

## $q$-Hypergeometric Functions and Heine's Formula

For further study of infinite sums and infinite products we would like to introduce the hypergeometric series. A classical hypergeometric series is defined as follows.

Definition. $F(x)$ is a hypergeometric series if

$$
\begin{equation*}
F(x)=\sum_{n=0}^{\infty} c_{n} x^{n} \tag{13.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{c_{n+1}}{c_{n}}=R(n), \quad c_{0}=1 \tag{13.2}
\end{equation*}
$$

and $R$ is a rational function whose denominator does not vanish at nonnegative integers.

If $R(t)$ is given, the coefficients $c_{n}$ are immediately determined:

$$
c_{n}=R(0) R(1) \cdots R(n-1)
$$

For example, if $R(t) \equiv 1$, then $c_{n}=1$ for all $n$, and $F(x)$ is a geometric series. Rescaling $t$ if necessary, we may factorize $R(t)$ into the following form, up to a constant factor:

$$
\begin{equation*}
R(t)=\frac{\left(t+a_{1}\right)\left(t+a_{2}\right) \cdots\left(t+a_{r}\right)}{\left(t+b_{1}\right)\left(t+b_{2}\right) \cdots\left(t+b_{s}\right)(t+1)}, \tag{13.3}
\end{equation*}
$$

where $a_{i} \neq b_{j}$, and $b_{j}$ are not nonpositive integers, for all $1 \leq i \leq r$, $\mathbf{1 \leq j} \leq \mathbf{s}$.

A notation introduced by Gauss summarizes the essential information of a general hypergeometric series. If $F(x)$ is as defined by (13.1) and (13.2), and $R(t)$ has the form (13.3), one writes

$$
F(x)={ }_{r} F_{s}\left[\begin{array}{c}
a_{1}, \ldots, a_{r}  \tag{13.4}\\
b_{1}, \ldots, b_{s}
\end{array} ; x\right]
$$

which, when expressed explicitly, is

$$
\begin{equation*}
1+\sum_{n=1}^{\infty} \frac{\left\{a_{1}\left(a_{1}+1\right) \cdots\left(a_{1}+n-1\right)\right\} \cdots\left\{a_{r}\left(a_{r}+1\right) \cdots\left(a_{r}+n-1\right)\right\}}{\left\{b_{1}\left(b_{1}+1\right) \cdots\left(b_{1}+n-1\right)\right\} \cdots\left\{b_{s}\left(b_{s}+1\right) \cdots\left(b_{s}+n-1\right)\right\}} \frac{x^{n}}{n!} \tag{13.5}
\end{equation*}
$$

For example,

$$
{ }_{0} F_{0}[x]=1+\sum_{n=1}^{\infty} \frac{x^{n}}{n!}=e^{x}
$$

and

$$
{ }_{1} F_{0}\left[\begin{array}{c}
a \\
-
\end{array} ; x\right]=1+\sum_{n=1}^{\infty} \frac{a(a+1) \cdots(a+n-1)}{n!} x^{n}=\frac{1}{(1-x)^{a}}
$$

Thus, the hypergeometric series is a general type of series, for which many series, like geometric, binomial, and exponential series, are special cases.

The $q$-analogue of hypergeometric series was first introduced by Heine. Definition. $\Phi(x)$ is a $q$-hypergeometric series if

$$
\begin{equation*}
\Phi(x)=\sum_{n=0}^{\infty} c_{n} x^{n} \tag{13.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{c_{n+1}}{c_{n}}=R\left(q^{n}\right), \quad c_{0}=1 \tag{13.7}
\end{equation*}
$$

and $R(t)$ is a rational function whose denominator does not vanish at $t=$ $1, q, q^{2}, \ldots$.

Similarly, we have, for $n \geq 1$,

$$
\begin{equation*}
c_{n}=R(1) R(q) \cdots R\left(q^{n-1}\right) \tag{13.8}
\end{equation*}
$$

By convention, the rational function $R$ is considered in a slightly different form:

$$
\begin{equation*}
R(t)=\frac{\left(a_{1}-t^{-1}\right) \cdots\left(a_{r}-t^{-1}\right)}{\left(b_{1}-t^{-1}\right) \cdots\left(b_{s}-t^{-1}\right)\left(q-t^{-1}\right)} \tag{13.9}
\end{equation*}
$$

Here, $a_{i} \neq b_{j}$ and each $b_{j}$ is not one of $1, q^{-1}, q^{-2}, \ldots$. Then, since

$$
\begin{equation*}
\prod_{j=0}^{n-1}\left(a-q^{-j}\right)=\prod_{j=0}^{n-1}\left(-q^{-j}\right)\left(1-q^{j} a\right)=(-1)^{n} q^{-n(n-1) / 2}(1-a)_{q}^{n},( \tag{13.10}
\end{equation*}
$$

we have

$$
\begin{equation*}
c_{n}=\left\{(-1)^{n} q^{n(n-1) / 2}\right\}^{s-r+1} \frac{\left(1-a_{1}\right)_{q}^{n} \cdots\left(1-a_{r}\right)_{q}^{n}}{\left(1-b_{1}\right)_{q}^{n} \cdots\left(1-b_{s}\right)_{q}^{n}} \frac{1}{(1-q)_{q}^{n}} \tag{13.11}
\end{equation*}
$$

The $q$-hypergeometric series also has a notation similar to (13.4):

$$
\Phi(x)={ }_{r} \Phi_{s}\left[\begin{array}{c}
a_{1}, \ldots, a_{r}  \tag{13.12}\\
b_{1}, \ldots, b_{s}
\end{array} ; q ; x\right] .
$$

For example, from (9.3), (9.4), (9.8), and (9.10) we have

$$
\begin{equation*}
{ }_{0} \Phi_{0}[-; q ; x]=\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{\frac{n(n-1)}{2}}}{(1-q)_{q}^{n}} x^{n}=(1-x)_{q}^{\infty}=E_{q}^{x /(q-1)} \tag{13.13}
\end{equation*}
$$

and

$$
{ }_{1} \Phi_{0}\left[\begin{array}{c}
0  \tag{13.14}\\
-
\end{array} ; q ; x\right]=\sum_{n=0}^{\infty} \frac{1}{(1-q)_{q}^{n}} x^{n}=\frac{1}{(1-x)_{q}^{\infty}}=e_{q}^{x /(1-q)}
$$

Let us now examine the next-simplest $q$-hypergeometric series, i.e.,

$$
\begin{equation*}
{ }_{1} \Phi_{0}[a ; q ; x]=1+\sum_{n=1}^{\infty} \frac{(1-a)_{q}^{n}}{(1-q)_{q}^{n}} x^{n} \tag{13.15}
\end{equation*}
$$

Here we write ${ }_{1} \Phi_{0}\left[\begin{array}{c}a \\ -\end{array} q ; x\right]$ as ${ }_{1} \Phi_{0}[a ; q ; x]$ for simplicity. If $a=q^{N}$, where $N$ is a positive integer, we have

$$
\begin{aligned}
{ }_{1} \Phi_{0}\left[q^{N} ; q ; x\right] & =1+\sum_{n=1}^{\infty} \frac{\left(1-q^{N}\right) \cdots\left(1-q^{N+n-1}\right)}{(1-q) \cdots\left(1-q^{n-1}\right)} x^{n} \\
& =1+\sum_{n=1}^{\infty} \frac{[N] \cdots[N+n-1]}{[n]!} x^{n}
\end{aligned}
$$

According to Heine's binomial formula (8.1), we have

$$
\begin{equation*}
{ }_{1} \Phi_{0}\left[q^{N} ; q ; x\right]=\frac{1}{(1-x)_{q}^{N}} \tag{13.16}
\end{equation*}
$$

This result inspires us with the following theorem.
Theorem 13.1. For any a, one has the following formula of Heine's:

$$
\begin{equation*}
{ }_{1} \Phi_{0}[a ; q ; x]=\frac{(1-a x)_{q}^{\infty}}{(1-x)_{q}^{\infty}} \tag{13.17}
\end{equation*}
$$

Proof. Firstly, (13.17) is true if $a=q^{N}$, because

$$
\frac{\left(1-q^{N} x\right)_{q}^{\infty}}{(1-x)_{q}^{\infty}}=\frac{\left(1-q^{N} x\right)\left(1-q^{N+1} x\right) \cdots}{(1-x)(1-q x) \cdots}=\frac{1}{(1-x)_{q}^{N}}
$$

which is equal to ${ }_{1} \Phi_{0}[a ; q ; x]$ by (13.16).

To complete the proof, we apply a very useful argument. Now, both sides in (13.17) can be expressed as infinite series with coefficients being rational functions of $a$, i.e.,

$$
{ }_{1} \Phi_{0}[a ; q ; x]=\sum_{n=0}^{\infty} c_{n}(a) x^{n}, \quad \frac{(1-a x)_{q}^{\infty}}{(1-x)_{q}^{\infty}}=\sum_{n=0}^{\infty} c_{n}^{\prime}(a) x^{n} .
$$

We know from above that for each $n, c_{n}=c_{n}^{\prime}$ at infinitely many different values of $a$, namely, $a=q^{N}$, where $N$ is a positive integer. In other words, $c_{n}-c_{n}^{\prime}$ is a rational function of $a$ with infinitely many zeros. Such a rational function must be identically zero, because the number of zeros of a rational function cannot exceed the degree of the polynomial in its numerator. Therefore, $c_{n}=c_{n}^{\prime}$ for each $n$, and the proof is complete.

## 14

## More on Heine's Formula and the General Binomial

Inspired by (13.16) and (13.17), it is natural to generalize the notion of a $q$-binomial in the following way.

Definition. For any number $\alpha$, define

$$
\begin{equation*}
(1+x)_{q}^{\alpha}=\frac{(1+x)_{q}^{\infty}}{\left(1+q^{\alpha} x\right)_{q}^{\infty}} . \tag{14.1}
\end{equation*}
$$

Obviously, this definition coincides with the original one given by (3.4) when $\alpha$ is a positive integer, and also with the one given by (3.7) when $\alpha$ is a negative integer. The fact that it is an appropriate generalization is justified by the following two propositions, which are generalizations of Proposition 3.2 and equation (3.11).

Proposition 14.1. For any two numbers $\alpha$ and $\beta$, we have

$$
\begin{equation*}
(1+x)_{q}^{\alpha}\left(1+q^{\alpha} x\right)_{q}^{\beta}=(1+x)_{q}^{\alpha+\beta} . \tag{14.2}
\end{equation*}
$$

Proof. The proposition follows directly from the definition, since

$$
\frac{(1+x)_{q}^{\infty}}{\left(1+q^{\alpha} x\right)_{q}^{\infty}} \frac{\left(1+q^{\alpha} x\right)_{q}^{\infty}}{\left(1+q^{\alpha+\beta} x\right)_{q}^{\infty}}=\frac{(1+x)_{q}^{\infty}}{\left(1+q^{\alpha+\beta} x\right)_{q}^{\infty}} .
$$

## Proposition 14.2. For any number $\alpha$, we have

$$
\begin{equation*}
D_{q}(1+x)_{q}^{\alpha}=[\alpha](1+q x)_{q}^{\alpha-1} . \tag{14.3}
\end{equation*}
$$

Proof. By definition, we have

$$
\begin{aligned}
D_{q}\left(\frac{(1+x)_{q}^{\infty}}{\left(1+q^{\alpha} x\right)_{q}^{\infty}}\right) & =\left(\frac{(1+q x)_{q}^{\infty}}{\left(1+q^{\alpha+1} x\right)_{q}^{\infty}}-\frac{(1+x)_{q}^{\infty}}{\left(1+q^{\alpha} x\right)_{q}^{\infty}}\right) \frac{1}{(q-1) x} \\
& =\frac{(1+q x)_{q}^{\infty}}{\left(1+q^{\alpha} x\right)_{q}^{\infty}} \frac{\left(1+q^{\alpha} x\right)-(1+x)}{(q-1) x} \\
& =(1+q x)_{q}^{\alpha-1} \frac{q^{\alpha}-1}{q-1}
\end{aligned}
$$

With the definition of $[\alpha]$ given by (3.8), the proof is complete.
Proposition 14.2 allows us to compute the Taylor series of $(1+x)_{q}^{\alpha}$. Using the chain rule (1.15), we obtain

$$
\begin{aligned}
D_{q}^{j}(1+x)_{q}^{\alpha} & =D_{q}^{j-1}[\alpha](1+q x)_{q}^{\alpha-1} \\
& ={D_{q}}^{j-2}[\alpha] \cdot q[\alpha-1]\left(1+q^{2} x\right)_{q}^{\alpha-2} \\
& ={D_{q}}^{j-3}[\alpha] \cdot q[\alpha-1] \cdot q^{2}[\alpha-2]\left(1+q^{3} x\right)_{q}^{\alpha-3} \\
& \vdots \\
& =[\alpha] \cdot q[\alpha-1] \cdot q^{2}[\alpha-2] \cdots q^{j-1}[\alpha-j+1]\left(1+q^{j} x\right)_{q}^{\alpha-j}
\end{aligned}
$$

and thus $\left.D_{q}^{j}(1+x)_{q}^{\alpha}\right|_{x=0}=q^{j(j-1) / 2}[\alpha][\alpha-1] \cdots[\alpha-j+1]$. Therefore, we have

$$
\begin{align*}
(1+x)_{q}^{\alpha} & =\sum_{j=0}^{\infty} \frac{q^{j(j-1) / 2}[\alpha][\alpha-1] \cdots[\alpha-j+1] x^{j}}{[j]!} \\
& =\sum_{j=0}^{\infty}\left[\begin{array}{c}
\alpha \\
j
\end{array}\right] q^{j(j-1) / 2} x^{j} \tag{14.4}
\end{align*}
$$

which generalizes Gauss's binomial formula (5.5).
Proposition 14.3. For any number $\alpha$, we have

$$
\begin{equation*}
D_{q}\left(\frac{1}{(1-x)_{q}^{\alpha}}\right)=\frac{[\alpha]}{(1-x)_{q}^{\alpha+1}} \tag{14.5}
\end{equation*}
$$

Proof. By the definition of $q$-derivative, we have

$$
\begin{aligned}
D_{q}\left(\frac{1}{(1-x)_{q}^{\alpha}}\right) & =D_{q}\left(\frac{\left(1-q^{\alpha} x\right)_{q}^{\infty}}{(1-x)_{q}^{\infty}}\right) \\
& =\left(\frac{\left(1-q^{\alpha+1} x\right)_{q}^{\infty}}{(1-q x)_{q}^{\infty}}-\frac{\left(1-q^{\alpha} x\right)_{q}^{\infty}}{(1-x)_{q}^{\infty}}\right) \frac{1}{(q-1) x} \\
& =\frac{\left(1-q^{\alpha+1} x\right)_{q}^{\infty}}{(1-x)_{q}^{\infty}} \frac{(1-x)-\left(1-q^{\alpha} x\right)}{(q-1) x} \\
& =\frac{1}{(1-x)_{q}^{\alpha+1}} \frac{q^{\alpha}-1}{q-1}
\end{aligned}
$$

as desired.
Using this proposition and induction, one can easily see that

$$
\begin{equation*}
\left.D_{q}^{j}\left(\frac{1}{(1-x)_{q}^{\alpha}}\right)\right|_{x=0}=[\alpha][\alpha+1] \cdots[\alpha+j-1] \tag{14.6}
\end{equation*}
$$

Hence, we have the Taylor expansion

$$
\begin{aligned}
\frac{1}{(1-x)_{q}^{\alpha}} & =\sum_{j=0}^{\infty} \frac{[\alpha][\alpha+1] \cdots[\alpha+j-1] x^{j}}{[j]!} \\
& =\sum_{j=0}^{\infty} \frac{\left(1-q^{\alpha}\right)\left(1-q^{\alpha+1}\right) \cdots\left(1-q^{\alpha+j-1}\right) x^{j}}{(1-q)\left(1-q^{2}\right) \cdots\left(1-q^{j}\right)} \\
& =\sum_{j=0}^{\infty} \frac{\left(1-q^{\alpha}\right)_{q}^{j} x^{j}}{(1-q)_{q}^{j}}
\end{aligned}
$$

By (13.15) and the recognition of $q^{\alpha}$ as $a$, we recover Heine's formula (13.17).

## 15

## Ramanujan Product Formula

In this chapter, we apply Heine's formula to prove a remarkable identity discovered by the Indian mathematician Ramanujan. This identity relates a bilateral $q$-hypergeometric series to an infinite product, and it has many interesting applications in number theory, which will be discussed in subsequent chapters.

In order to prove Ramanujan's formula we shall need some elementary facts from the theory of complex analytic functions. A formal power series in $z$ that converges in the open disk $D_{\epsilon}=\{z:|z|<\epsilon\}$ on the complex plane for some $\epsilon>0$ is called an analytic function (in $D_{\epsilon}$ ). Of course, all polynomials in $z$ with arbitrary complex coefficients are analytic functions (in $D_{\infty}$ ). A less obvious example of an analytic function in $D_{\infty}$ is $(1+z)_{q}^{\infty}$. This follows from (9.3) by applying the ratio test. It is easy to show that any linear combination and product of analytic functions is an analytic function; also, if $f(z)$ is analytic, then $1 / f(z)$ is analytic, provided that $f(z)$ has no zero in $D_{\epsilon}$.

A series $\sum_{n=1}^{\infty} f_{n}(z)$ of analytic functions in $D_{\epsilon}$ converges to an analytic function in $D_{\epsilon}$ if for each $n,\left|f_{n}(z)\right| \leq M_{n}$ on $D_{\epsilon}$ for some $M_{n}$ such that $\sum_{n} M_{n}$ converges. In fact, the coefficients in the series expansion $f_{n}(z)=\sum_{m=0}^{\infty} a_{n m} z^{m}$ may be expressed as

$$
a_{n m}=\frac{1}{2 \pi i} \oint \frac{f_{n}(z)}{z^{m+1}} d z, \quad n \geq 1, m \geq 0
$$

where the integral is evaluated along a circle centered at the origin with radius $r, 0<r<\epsilon$. (Those who have not encountered this formula may
easily prove it by expressing $f_{n}(z)$ in its series form and making the substitution $z=r e^{i \theta}, 0<\theta<2 \pi$.) One may easily deduce from the formula that $\left|a_{n m}\right| \leq M_{n} r^{-m}$, or, since $r$ can be arbitrarily close to $\epsilon,\left|a_{n m}\right| \leq M_{n} \epsilon^{-m}$. For each $m$ we define $a_{m}=\sum_{n} a_{n m}$, which is a convergent series because $\left|a_{m}\right| \leq \sum_{n}\left|a_{n m}\right| \leq M \epsilon^{-m}$ where $M=\sum_{n} M_{n}$. Then, the formal power series $f(z)=\sum_{m=0}^{\infty} a_{m} z^{m}$ actually defines an analytic function in $D_{\epsilon}$, since

$$
|f(z)| \leq \sum_{m=0}^{\infty}\left|a_{m}\right||z|^{m} \leq M \sum_{m=0}^{\infty}\left(\frac{|z|}{\epsilon}\right)^{m},
$$

and the latter series converges for any $|z|<\epsilon$. The same estimate $\left|a_{m}\right|<$ $M \epsilon^{-m}$ shows that $f(z)=\sum_{n=1}^{\infty} f_{n}(z)$ converges to $f(z)$ in $D_{\epsilon}$.

Analytic functions have a property similar to that of polynomials: If an analytic function $f(z)$ has an infinite number of roots in $D_{\epsilon}$, say $\left\{z_{1}, z_{2}, \ldots\right\}$, such that $\lim _{i \rightarrow \infty} z_{i}=0$, then $f(z)$ is identically zero. Indeed, in the contrary case we can write $f(z)=\sum_{j \geq n} c_{j} z^{j}$, where $c_{n} \neq 0$. Since $f\left(z_{i}\right)=\sum_{j \geq n} c_{j} z_{i}^{j}=0$, dividing by $z_{i}^{n}$, we obtain for any $i \geq 1$,

$$
c_{n}+c_{n+1} z_{i}+c_{n+2} z_{i}^{2}+\cdots=0
$$

Taking $i \rightarrow \infty$, we obtain $c_{n}=0$, a contradiction. (The requirement of $\lim _{i \rightarrow \infty} z_{i}=0$ is crucial, since there exist nonzero analytic functions possessing infinitely many roots, e.g., all roots of $e^{z}-1$ are $2 \pi i n$, where $n$ is any integer.)

Let us now state Ramanujan's formula.
Theorem 15.1. (Ramanujan product formula) In the domain

$$
\begin{equation*}
|q|<1, \quad|a|>|q|, \quad|b|<1, \quad \text { and } \quad\left|\frac{b}{a}\right|<|x|<1, \tag{15.1}
\end{equation*}
$$

we have the following equality of functions in $a, b, q, x$ :

$$
\begin{align*}
{ }_{1} \Psi_{1}(a, b ; q ; x): & =\sum_{n=-\infty}^{\infty} \frac{(1-a)_{q}^{n}}{(1-b)_{q}^{n}} x^{n} \\
& =\prod_{n=0}^{\infty} \frac{\left(1-\frac{b q^{n}}{a}\right)\left(1-q^{n+1}\right)\left(1-\frac{q^{n+1}}{a x}\right)\left(1-a x q^{n}\right)}{\left(1-b q^{n}\right)\left(1-\frac{q^{n+1}}{a}\right)\left(1-\frac{b q^{n}}{a x}\right)\left(1-x q^{n}\right)} \tag{15.2}
\end{align*}
$$

Proof (M.E.H. Ismail). The strategy is first to show that both sides of (15.2) are analytic functions in $b$ (when $a, q$ and $x$ are fixed) in the nonempty domain specified by (15.1) (i.e., $|b|<\min \{1,|a x|\}$ ), and then to prove the equality when $b=q^{M}, q^{M+1}, q^{M+2}, \ldots, M$ being a sufficiently large integer. Hence, the difference of the two sides of (15.2) is an analytic function in $b$ possessing an infinite sequence of roots that converges to zero, and must therefore vanish identically.
Denote by $f_{n}(b)$ the $n$th term in the series in (15.2). To see that the series converges to an analytic function in $b$, it suffices as noted above, to show
that $f_{n}(b)$ is analytic for any $n \in \mathbb{Z}$ and that as $n \rightarrow \pm \infty,\left|f_{n}(b)\right|<M_{ \pm} c_{ \pm}^{|n|}$ for some $0<c_{ \pm}<1$ and positive constants $M_{ \pm}$. If $n>0$, then $(1-b)_{q}^{n}$ is a polynomial in $b$ that does not vanish in the domain, because $|b|,|q|<1$, thus showing the analyticity of $f_{n}(b)$. Since as $n \rightarrow \infty$,

$$
\left|\frac{f_{n+1}(b)}{f_{n}(b)}\right|=\left|\frac{\left(1-q^{n} a\right) x}{1-q^{n} b}\right| \rightarrow|x|<1
$$

we have $\left|f_{n+1}(b)\right|<c_{+}\left|f_{n}(b)\right|$ for any $c_{+} \in(|x|, 1)$ when $n$ is large enough, which implies that $\left|f_{n}(b)\right|<M_{+} c_{+}^{n}$ for some $M_{+}$and all $n$ large enough. Similarly, for $n<0$ we have by (3.7) that $1 /(1-b)_{q}^{n}=\left(1-q^{n} b\right)_{q}^{|n|}$ is a polynomial, and thus analytic. We have

$$
\left|\frac{f_{-n-1}(b)}{f_{-n}(b)}\right|=\left|\frac{1-q^{-n-1} b}{\left(1-q^{-n-1} a\right) x}\right| \rightarrow\left|\frac{b}{a x}\right|<1
$$

as $n \rightarrow-\infty$, and the argument above may be applied again.
For the product side, we note that the factors in the denominator never vanish in the specified domain and each factor is either independent of $b$ or is of the form $(1+c b)_{q}^{\infty}$, where $c$ is independent of $b$. As remarked before, $f(z)=(1+z)_{q}^{\infty}$ is analytic in $D_{\infty}$. Since products of analytic functions and reciprocals of nonvanishing analytic functions are also analytic, the fraction above is analytic in the specified domain.

We may now perform the substitution $b=q^{M}$, where $M$ is so large that $b$ lies within the specified domain. Noting that

$$
\frac{1}{\left(1-q^{M}\right)_{q}^{n}}=\frac{1}{\left(1-q^{M}\right)_{q}^{-n^{\prime}}}=\left(1-q^{M-n^{\prime}}\right)_{q}^{n^{\prime}}=0
$$

if $n=-n^{\prime} \leq-M$, we see the left-hand side (LHS) of (15.2) become

$$
\begin{aligned}
\sum_{n \in \mathbb{Z}} \frac{(1-a)_{q}^{n}}{\left(1-q^{M}\right)_{q}^{n}} x^{n} & =\sum_{n=-M+1}^{\infty} \frac{(1-a)_{q}^{n}}{\left(1-q^{M}\right)_{q}^{n}} x^{n} \\
& =x^{1-M} \sum_{n=0}^{\infty} \frac{(1-a)_{q}^{n+1-M}}{\left(1-q^{M}\right)_{q}^{n+1-M}} x^{n} \\
& =x^{1-M} \frac{(1-a)_{q}^{1-M}}{\left(1-q^{M}\right)_{q}^{1-M}} \sum_{n=0}^{\infty} \frac{\left(1-q^{1-M} a\right)_{q}^{n}}{(1-q)_{q}^{n}} x^{n} \\
& =x^{1-M} \frac{(1-a)_{q}^{1-M}}{\left(1-q^{M}\right)_{q}^{1-M}} \Phi_{0}\left[q^{1-M} a ; q ; x\right]
\end{aligned}
$$

where we have applied (14.2) with $\alpha=1-M$ and $\beta=n$. By Heine's formula (13.17), we have

$$
\begin{align*}
\mathrm{LHS} & =x^{1-M} \frac{(1-a)_{q}^{1-M}}{\left(1-q^{M}\right)_{q}^{1-M}} \frac{\left(1-q^{1-M} a x\right)_{q}^{\infty}}{(1-x)_{q}^{\infty}} \\
& =x^{1-M} \frac{(1-q)_{q}^{M-1}}{\left(1-q^{1-M} a\right)_{q}^{M-1}} \frac{\left(1-q^{1-M} a x\right)_{q}^{\infty}}{(1-x)_{q}^{\infty}} \tag{15.3}
\end{align*}
$$

where (3.7) is used in the last equality. To complete the proof, we begin comparing the two sides of (15.2). Putting $b=q^{M}$ in the product side, we have

$$
\begin{align*}
\mathrm{RHS} & =\frac{\left(1-q^{M} a^{-1}\right)_{q}^{\infty}(1-q)_{q}^{\infty}\left(1-q a^{-1} x^{-1}\right)_{q}^{\infty}(1-a x)_{q}^{\infty}}{\left(1-q^{M}\right)_{q}^{\infty}\left(1-q a^{-1}\right)_{q}^{\infty}\left(1-q^{M} a^{-1} x^{-1}\right)_{q}^{\infty}(1-x)_{q}^{\infty}} \\
& =\frac{(1-q)_{q}^{M-1}}{\left(1-q a^{-1}\right)_{q}^{M-1}} \frac{\left(1-q a^{-1} x^{-1}\right)_{q}^{M-1}(1-a x)_{q}^{\infty}}{(1-x)_{q}^{\infty}} \tag{15.4}
\end{align*}
$$

Comparing (15.3) and (15.4), we see that what is left to show is

$$
x^{1-M} \frac{\left(1-q^{1-M} a x\right)_{q}^{\infty}}{\left(1-q^{1-M} a\right)_{q}^{M-1}}=\frac{\left(1-q a^{-1} x^{-1}\right)_{q}^{M-1}(1-a x)_{q}^{\infty}}{\left(1-q a^{-1}\right)_{q}^{M-1}}
$$

or, equivalently,

$$
\begin{aligned}
\frac{\left(1-q a^{-1}\right)_{q}^{M-1}}{\left(1-q^{1-M} a\right)_{q}^{M-1}} & =\frac{\left(1-q a^{-1} x^{-1}\right)_{q}^{M-1}(1-a x)_{q}^{\infty}}{\left(1-q^{1-M} a x\right)_{q}^{\infty}} x^{M-1} \\
& =\frac{\left(1-q a^{-1} x^{-1}\right)_{q}^{M-1}}{\left(1-q^{1-M} a x\right)_{q}^{M-1}} x^{M-1}
\end{aligned}
$$

Observe that the left side is independent of $x$, and the two sides agree when $x=1$. Therefore, we hope that the right-hand side is also independent of $x$. Expanding the right-hand side, we have

$$
\begin{aligned}
& \frac{\left(1-q a^{-1} x^{-1}\right)\left(1-q^{2} a^{-1} x^{-1}\right) \cdots\left(1-q^{M-1} a^{-1} x^{-1}\right) x^{M-1}}{\left(1-q^{1-M} a x\right)\left(1-q^{2-M} a x\right) \cdots\left(1-q^{-1} a x\right)} \\
& \quad=\frac{1-q a^{-1} x^{-1}}{1-q^{-1} a x} \frac{1-q^{2} a^{-1} x^{-1}}{1-q^{-2} a x} \cdots \frac{1-q^{M-1} a^{-1} x^{-1}}{1-q^{1-M} a x} x^{M-1} \\
& \quad=\left(-\frac{q}{a x}\right)\left(-\frac{q^{2}}{a x}\right) \cdots\left(-\frac{q^{M-1}}{a x}\right) x^{M-1}
\end{aligned}
$$

which is independent of $x$, as desired.
The Ramanujan product identity involves four variables, $q, a, b$, and $x$. One of the important special cases is $a=y, b=q y$. The domain of convergence becomes

$$
\begin{equation*}
|q|<|x|<1 \quad \text { and } \quad|q|<|y|<|q|^{-1} \tag{15.5}
\end{equation*}
$$

which is nonempty. The left-hand side of (15.2) becomes

$$
\mathrm{LHS}=\sum_{n \in \mathbb{Z}} \frac{(1-y)_{q}^{n}}{(1-q y)_{q}^{n}} x^{n}=\sum_{n \in \mathbb{Z}} \frac{1-y}{1-q^{n} y} x^{n}
$$

because $(1-y)_{q}^{n}\left(1-q^{n} y\right)=(1-y)_{q}^{n+1}=(1-y)(1-q y)_{q}^{n}$ for any integer $n$. If we restrict the domain of $y$ to $|q|<|y|<1$, we have $\left|q^{n} y\right|<1$ if $n \geq 0$ and $\left|q^{n} y^{-1}\right|<1$ if $n \geq 1$, and we can use a geometric series expansion to obtain

$$
\begin{aligned}
\mathrm{LHS} & =\sum_{n=0}^{\infty} \frac{(1-y) x^{n}}{1-q^{n} y}+\sum_{n=-1}^{-\infty} \frac{(1-y) x^{n}}{1-q^{n} y} \\
& =\sum_{n=0}^{\infty} \frac{(1-y) x^{n}}{1-q^{n} y}-\sum_{n=1}^{\infty} \frac{(1-y) x^{-n} q^{n} y^{-1}}{1-q^{n} y^{-1}} \\
& =(1-y)\left(\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} x^{n}\left(q^{n} y\right)^{m}-\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} x^{-n}\left(q^{n} y^{-1}\right)^{m}\right)
\end{aligned}
$$

On the other hand, the product side becomes

$$
\prod_{n=0}^{\infty} \frac{\left(1-q^{n+1}\right)^{2}\left(1-x^{-1} y^{-1} q^{n+1}\right)\left(1-x y q^{n}\right)}{\left(1-y q^{n+1}\right)\left(1-x^{-1} q^{n+1}\right)\left(1-y^{-1} q^{n+1}\right)\left(1-x q^{n}\right)}
$$

Dividing both sides by $1-y$, we have

$$
\begin{align*}
\sum_{m, n=0}^{\infty} q^{m n} x^{n} y^{m} & -\sum_{m, n=1}^{\infty} q^{m n} x^{-n} y^{-m} \\
& =\prod_{n=1}^{\infty} \frac{\left(1-q^{n}\right)^{2}\left(1-x^{-1} y^{-1} q^{n}\right)\left(1-x y q^{n-1}\right)}{\left(1-x q^{n-1}\right)\left(1-x^{-1} q^{n}\right)\left(1-y q^{n-1}\right)\left(1-y^{-1} q^{n}\right)} \tag{15.6}
\end{align*}
$$

Hence, in the domain $|q|<|z|<1$ we have

$$
\begin{align*}
\sum_{m, n=0}^{\infty} q^{m n} z^{m+n} & -\sum_{m, n=1}^{\infty} q^{m n} z^{-m-n} \\
& =\prod_{n=1}^{\infty} \frac{\left(1-q^{n}\right)^{2}\left(1-z^{-2} q^{n}\right)\left(1-z^{2} q^{n-1}\right)}{\left(1-z q^{n-1}\right)^{2}\left(1-z^{-1} q^{n}\right)^{2}} \tag{15.7}
\end{align*}
$$

if we put $x=y=z$. We can go further to pull the terms with $m=0$ or $n=0$ out from the first summation. Since the sum of these terms is

$$
\sum_{n=0}^{\infty} z^{n}+\sum_{m=0}^{\infty} z^{m}-1=\frac{1+z}{1-z}
$$

if we multiply both sides of (15.7) by $\frac{1-z}{1+z}=\frac{(1-z)^{2}}{1-z^{2}}$, we have in the same domain

$$
\begin{align*}
1+\frac{1-z}{1+z} \sum_{m, n=1}^{\infty} & q^{m n}\left(z^{m+n}-z^{-m-n}\right) \\
& =\prod_{n=1}^{\infty} \frac{\left(1-q^{n}\right)^{2}\left(1-z^{-2} q^{n}\right)\left(1-z^{2} q^{n}\right)}{\left(1-z q^{n}\right)^{2}\left(1-z^{-1} q^{n}\right)^{2}} \tag{15.8}
\end{align*}
$$

The results above are important in our discussion of number-theoretic applications in the next two chapters.

## 16

## Explicit Formulas for Sums of Two and of Four Squares

One of the oldest problems in number theory concerns the partition of an integer into a sum of squares. A famous result, first proved by Lagrange, is that any positive integer is a sum of four squares. In this chapter, we will not only prove this theorem, but also will find explicit formulas of Gauss and of Jacobi for the number of partitions of an integer into a sum of two and of four squares.

First, let us denote the number of ways to express $N$ as a sum of $m$ integer squares, counting the order, by $\square_{m}(N)$. For example, $\square_{2}(5)=8$, because a total of eight ordered pairs, $( \pm 1, \pm 2),( \pm 2, \pm 1)$, have their sum of squares equal to 5 . If we define the formal power series

$$
\begin{equation*}
\square(q)=\sum_{n \in \mathbb{Z}} q^{n^{2}}, \tag{16.1}
\end{equation*}
$$

then we have

$$
\begin{equation*}
\square_{m}(N)=\text { coefficient of } q^{N} \text { in } \square(q)^{m} . \tag{16.2}
\end{equation*}
$$

To understand this, imagine that we expand the power series in (16.1):

$$
\square(q)^{m}=\left(\cdots+q^{9}+q^{4}+q+1+q+q^{4}+q^{9}+\cdots\right)^{m} .
$$

In the resulting series, each $q^{N}$ term corresponds in a one-to-one manner to an $m$-tuple ( $a_{1}, \ldots, a_{m}$ ), with $N=a_{1}^{2}+\cdots+a_{m}^{2}$. Thus, the number of $q^{N}$ appearing is the number of ways to express $N$ as a sum of squares of $m$ integers. For $m=4$, we have the following theorem.

Theorem 16.1. For any positive integer $N$ we have
$\square_{4}(N)=8 \times($ sum of positive divisors of $N$ that are not multiples of 4$)$.

An immediate corollary of the theorem is that any positive integer is a sum of four squares, since 1 is a divisor of any integer and 1 is not a multiple of 4 . For example, $6=2^{2}+1^{2}+1^{2}+0^{2}, 97=8^{2}+5^{2}+2^{2}+2^{2}$.

Proof of Theorem 16.1. Consider (15.8) and let $z \rightarrow-1$ on both sides. From (12.11), we have

$$
\lim _{z \rightarrow-1} \text { RHS }=\left(\prod_{n=1}^{\infty} \frac{1-q^{n}}{1+q^{n}}\right)^{4}=\square(-q)^{4}
$$

Writing the left-hand side as

$$
1+(1-z) \sum_{m, n=1}^{\infty} q^{m n}\left(\frac{z^{m+n}-z^{-m-n}}{1+z}\right)
$$

and applying L'Hospital's rule, we have

$$
\lim _{z \rightarrow-1} \mathrm{LHS}=1+4 \sum_{m, n=1}^{\infty}(-1)^{m+n-1}(m+n) q^{m n}
$$

By symmetry,

$$
\sum_{m, n=1}^{\infty}(-1)^{m+n-1} m q^{m n}=\sum_{m, n=1}^{\infty}(-1)^{m+n-1} n q^{m n}
$$

so we may rewrite the left-hand side as

$$
\begin{aligned}
\text { LHS } & =1+8 \sum_{m, n=1}^{\infty}(-1)^{m-1} m\left(-q^{m}\right)^{n} \\
& =1+8 \sum_{m=1}^{\infty} \frac{(-1)^{m} m q^{m}}{1+q^{m}}=1+8 \sum_{m=1}^{\infty} \frac{m(-q)^{m}}{1+q^{m}}
\end{aligned}
$$

Combining the results for the two sides and replacing $q$ by $-q$, we have

$$
\begin{equation*}
\square(q)^{4}=1+8 \sum_{m=1}^{\infty} \frac{m q^{m}}{1+(-q)^{m}} \tag{16.4}
\end{equation*}
$$

Since

$$
\sum_{m=1}^{\infty} \frac{m q^{m}}{1+(-q)^{m}}=\sum_{\substack{m \geq 1 \\ m \text { odd }}} \frac{m q^{m}}{1-q^{m}}+\sum_{\substack{m \geq 1 \\ m \text { even }}} \frac{m q^{m}}{1+q^{m}}
$$

and

$$
\begin{aligned}
\sum_{k=1}^{\infty} \frac{2 k q^{2 k}}{1+q^{2 k}}= & \sum_{k=1}^{\infty} 2 k\left(q^{2 k}-q^{4 k}+q^{6 k}-q^{8 k}+\cdots\right) \\
= & \sum_{k=1}^{\infty} 2 k\left(q^{2 k}+q^{4 k}+q^{6 k}+q^{8 k}+\cdots\right) \\
& -\sum_{k=1}^{\infty} 4 k\left(q^{4 k}+q^{8 k}+\cdots\right) \\
= & \sum_{k=1}^{\infty} \frac{2 k q^{2 k}}{1-q^{2 k}}-\sum_{k=1}^{\infty} \frac{4 k q^{4 k}}{1-q^{4 k}}
\end{aligned}
$$

we have

$$
\sum_{m=1}^{\infty} \frac{m q^{m}}{1+(-q)^{m}}=\sum_{\substack{m \geq 1 \\ 4 \nmid m}} \frac{m q^{m}}{1-q^{m}}=\sum_{\substack{m \geq 1 \\ 4 \nmid m}} \sum_{n=1}^{\infty} m q^{m n}
$$

Hence,

$$
\begin{equation*}
\square(q)^{4}=1+8 \sum_{\substack{m \geq 1 \\ 4 \nmid m}} \sum_{n=1}^{\infty} m q^{m n} \tag{16.5}
\end{equation*}
$$

Therefore, for any $N \geq 1$, the coefficient of $q^{N}$ in $\square(q)^{4}$ is given by $8 \sum m$, where $m n=N$ for some positive integer $n$ and 4 does not divide $m$. In other words, $\square_{4}(N)$ equals 8 times the sum of divisors of $N$ not divisible by 4.

The result that any integer is a sum of four squares is the best possible, because not every integer is a sum of three squares, for example, 7. However, we can still say something about the number of ways an integer can be expressed as a sum of two squares, i.e., $\square_{2}(N)$.

Theorem 16.2. For any positive integer we have
$\square_{2}(N)=4 \times($ number of positive divisors of $N$ congruent to 1 modulo 4$)$ $-4 \times($ number of positive divisors of $N$ congruent to 3 modulo 4$)$.

Proof. This time, we let $z$ tend to $i=\sqrt{-1}$ in (15.8). For the right-hand side, we have

$$
\mathrm{RHS}=\prod_{n=1}^{\infty} \frac{\left(1-q^{n}\right)^{2}\left(1+q^{n}\right)^{2}}{\left(1+i q^{n}\right)^{2}\left(1-i q^{n}\right)^{2}}=\left(\prod_{n=1}^{\infty} \frac{1-q^{2 n}}{1+q^{2 n}}\right)^{2}-\square\left(-q^{2}\right)^{2}
$$

The left-hand side becomes

$$
\text { LHS }=1-i \sum_{m, n=1}^{\infty} q^{m n}\left(i^{m+n}-(-i)^{m+n}\right)
$$

Since $(-i)^{m+n}=i^{m+n}$ if $m+n$ is even, and $(-i)^{m+n}=-i^{m+n}$ if $m+n$ is odd, i.e., $m$ and $n$ have different parities, we have

$$
\text { LHS }=1-2 i \sum_{\substack{m \geq 1 \\ m \text { odd }}} \sum_{\substack{n \geq 1 \\ n \text { even }}} q^{m n} i^{m+n}-2 i \sum_{\substack{m \geq 1 \\ m \text { even } n \text { odd }}} \sum_{n \geq 1} q^{m n} i^{m+n}
$$

The two sums are identical, since each of them is symmetric in $m$ and $n$. Replacing $q^{2}$ by $-q$ on both sides, we obtain

$$
\begin{aligned}
\square(q)^{2} & \left.=1-4 \sum_{\substack{m \geq 1}} \sum_{n \geq 1}^{m \geq d d} n\right)^{m / 2} i^{m+n+1} \\
& =1-4 \sum_{\substack{m \geq 1 \\
m \text { odd } n \text { even }}} \sum_{n \geq 1}(-1)^{(m+1) / 2} q^{m n / 2}
\end{aligned}
$$

Letting $n=2 k$, we get the following result:

$$
\begin{equation*}
\square(q)^{2}=1+4 \sum_{\substack{m \geq 1 \\ m \text { odd }}} \sum_{k=1}^{\infty}(-1)^{(m-1) / 2} q^{m k} \tag{16.7}
\end{equation*}
$$

Let us examine the right-hand side of (16.7). For any $N \geq 1$, a $4 q^{N}$ term arises for each odd $m$ that divides $N$ and is congruent to 1 modulo 4 , so that $\frac{(m-1)}{2}$ is even. Similarly, a $\left(-4 q^{N}\right)$ term arises for each odd $m$ that divides $N$ and is congruent to 3 modulo 4 , so that $\frac{(m-1)}{2}$ is odd. Hence, the coefficient of $q^{N}$ is given by the right-hand side of (16.6), as desired.
Corollary 16.1 (Fermat Theorem). An odd prime $p$ can be represented as a sum of two squares if and only if $p \equiv 1 \bmod 4$, and the representation is essentially unique.

Proof. A prime $p$ has two divisors, 1 and $p$. If $p \equiv 1 \bmod 4$, they are both congruent to 1 modulo 4. By Theorem 16.2, $\square_{2}(p)=8$. Suppose $p=$ $a^{2}+b^{2}$. Each of the eight ordered pairs $( \pm a, \pm b),( \pm b, \pm a)$ has $p$ as the sum of squares. Also, these eight pairs are distinct, because $p$ being odd implies $|a| \neq|b|$. Hence, they are all the possible cases, and the representation is unique up to the sign and the order. If $p=-1 \bmod 4$, Theorem 16.2 tells us that $\square_{2}(p)=0$.

## 17

## Explicit Formulas for Sums of Two and of Four Triangular Numbers

Besides partitions into square numbers, the Ramanujan product formula can also be applied to the study of partitions into sums of two or four triangular numbers. Let us recall the definition of the $n$th triangular number, introduced in Chapter 12:

$$
\Delta_{n}=\frac{n(n+1)}{2}
$$

Since $\Delta_{-n-1}=\Delta_{n}$, the bilateral sequence $\left\{\Delta_{n}\right\}_{n \in \mathbb{Z}}$, is symmetric, and we shall restrict our definition of "triangular numbers" to $n \geq 0$ only. As in the case of square numbers, we define the following, similar, power series:

$$
\Delta(q)=\sum_{n=0}^{\infty} q^{\Delta_{n}} .
$$

(Unlike (16.1), the summation is taken over nonnegative integers only.) Then, the number of ways to express $N$ as a sum of $m$ triangular numbers, counting the order of summands, is equal to the coefficient of $q^{N}$ in the power series $\Delta(q)^{m}$, and is denoted by $\Delta_{m}(N)$. The reason is similar to that for sums of square numbers.

Theorem 17.1. For any positive integer $N$ we have
$\Delta_{2}(N)=$ number of positive divisors of $4 N+1$ congruent to 1 modulo 4 -number of positive divisors of $4 N+1$ congruent to 3 modulo 4 .

Proof. If we replace $q$ by $-q$ and $z$ by $-\sqrt{q}$ in (15.7), where $0<q<1$, we have, by (12.8),

$$
\begin{aligned}
\text { RHS } & =\prod_{n=1}^{\infty} \frac{\left(1-(-1)^{n} q^{n}\right)^{2}\left(1-(-1)^{n} q^{n-1}\right)\left(1+(-1)^{n} q^{n}\right)}{\left(1-(-1)^{n} q^{n-\frac{1}{2}}\right)^{2}\left(1+(-1)^{n} q^{n-\frac{1}{2}}\right)^{2}} \\
& =2 \prod_{n=1}^{\infty} \frac{\left(1-(-1)^{n} q^{n}\right)^{2}\left(1+(-1)^{n} q^{n}\right)^{2}}{\left(1-(-1)^{n} q^{n-\frac{1}{2}}\right)^{2}\left(1+(-1)^{n} q^{n-\frac{1}{2}}\right)^{2}} \\
& =2 \prod_{n=1}^{\infty} \frac{\left(1-q^{2 n}\right)^{2}}{\left(1-q^{2 n-1}\right)^{2}}=2 \Delta(q)^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
\text { LHS } & =\sum_{m, n=0}^{\infty}(-1)^{m n+m+n} q^{m n+\frac{m+n}{2}}-\sum_{m, n=1}^{\infty}(-1)^{m n-m-n} q^{m n-\frac{m+n}{2}} \\
& =\sum_{m, n=1}^{\infty}(-1)^{m n-1} q^{m n-\frac{m+n}{2}}-\sum_{m, n=1}^{\infty}(-1)^{m n-m-n} q^{m n-\frac{m+n}{2}}
\end{aligned}
$$

where we have replaced $m$ by $m-1$ and $n$ by $n-1$ in the first summation. When $m+n$ is odd, the corresponding terms in the two summations cancel. Hence, we have

$$
\begin{aligned}
\text { LHS } & =2 \sum_{\substack{m, n \geq 1 \\
m+n \text { even }}}(-1)^{m n-1} q^{m n-\frac{m+n}{2}} \\
& =2 \sum_{\substack{m, n \geq 1 \\
m, n \text { odd }}} q^{m n-\frac{m+n}{2}}-2 \sum_{\substack{m, n \geq 1 \\
m, n \text { even }}} q^{m n-\frac{m+n}{2}},
\end{aligned}
$$

and therefore,

$$
\begin{equation*}
\Delta(q)^{2}=\sum_{\substack{m, n \geq 1 \\ m, n \text { odd }}} q^{m n-\frac{m+n}{2}}-\sum_{\substack{m, n \geq 1 \\ m, n \text { even }}} q^{m n-\frac{m+n}{2}} \tag{17.2}
\end{equation*}
$$

A $\pm q^{N}$ term appears on the right if and only if $N=m n-\frac{m+n}{2}$, or $4 N+1=(2 m-1)(2 n-1)$, for some $m>0$ and $n>0$ either both odd or both even. If they are both odd, $2 m-1 \equiv 1 \bmod 4$, and, if they are both even, $2 m-1 \equiv 3 \bmod 4$. Hence, each factor of $4 N+1$ congruent to 1 modulo 4 contributes +1 , and each factor of $4 N+1$ congruent to 3 modulo 4 contributes -1 , to the coefficient of $q^{N}$. This completes the proof.

In particular, when $4 N+1$ is a prime number, we have the following corollary.

Corollary 17.1. If $N$ is a positive integer such that $4 N+1$ is a prime number, then $N$ can be represented uniquely as a sum of two distinct triangular numbers, up to reordering the summands.

Proof. It is clear that if $4 N+1$ is prime, all the divisors of $4 N+1$ are 1 and $4 N+1$, both congruent to 1 modulo 4 , and Theorem 17.1 implies $\Delta_{2}(N)=2-0=2$. Note that by virtue of its definition as the coefficients of $\Delta(q)^{m}, \Delta_{m}$ counts any reordering of distinct summands. Hence, $\Delta_{2}(N)=2$ implies that all the possible ways to represent $N$ as a sum of two triangular numbers are either

$$
N=\Delta_{k}+\Delta_{l}=\Delta_{l}+\Delta_{k}, \quad k \neq l,
$$

or,

$$
N=\Delta_{k}+\Delta_{k}=\Delta_{l}+\Delta_{l}, \quad k \neq l .
$$

The second case is obviously invalid since the sequence $\left\{\Delta_{n}\right\}_{n \geq 0}$ is strictly increasing. The proof is thus complete. An alternative way to reject the second case is to note that $N=2 \Delta_{k}$ implies $4 N+1=(2 k+1)^{2}$, which is not prime.
Examples of the corollary are $7=1+6,13=3+10$, and $43=15+28$. Another theorem concerns partitions into four triangular numbers.

Theorem 17.2. For any positive integer $N$ we have

$$
\begin{equation*}
\Delta_{4}(N)=\text { sum of all divisors of } 2 N+1 . \tag{17.3}
\end{equation*}
$$

Proof. If we divide both sides of (15.7) by $1-q z^{-2}$, replace $q$ by $q^{2}$, and let $z$ tend to $q$, we have

$$
\mathrm{RHS}=\prod_{n=1}^{\infty} \frac{\left(1-q^{2 n}\right)^{2}\left(1-q^{2 n}\right)\left(1-q^{2 n}\right)}{\left(1-q^{2 n-1}\right)^{2}\left(1-q^{2 n-1}\right)^{2}}=\Delta(q)^{4},
$$

by (12.8). Since the right-hand side is finite, so is the left-hand side. Therefore, we may apply L'Hospital's rule:

$$
\begin{aligned}
\text { LHS } & =\lim _{z \rightarrow q} \frac{1}{1-q^{2} z^{-2}}\left(\sum_{m, n=0}^{\inf t y} q^{2 m n} z^{m+n}-\sum_{m, n=1}^{\infty} q^{2 m n} z^{-m-n}\right) \\
& =\frac{1}{2 q^{-1}}\left(\sum_{m, n=0}^{\infty}(m+n) q^{2 m n+m+n-1}+\sum_{m, n=1}^{\infty}(m+n) q^{2 m n-m-n-1}\right) \\
& =\frac{1}{2} \sum_{m, n=1}^{\infty}(m+n-2) q^{2 m n-m-n}+\sum_{m, n=1}^{\infty}(m+n) q^{2 m n-m-n} \\
& =\sum_{m, n=1}^{\infty}(m+n-1) q^{2 m n-m-n}
\end{aligned}
$$

Since the expression is symmetric in $m$ and $n$, we may rewrite the left-hand side and obtain

$$
\Delta(q)^{4}=\sum_{m, n=1}^{\infty}(2 m-1) q^{2 m n-m-n}
$$

Letting $k=2 m-1$ and $\ell=2 n-1$, we get

$$
\begin{equation*}
\Delta(q)^{4}=\sum_{\substack{k, \ell \leq 1 \\ k, \ell \text { odd }}} k q^{\frac{(k \ell-1)}{2}} \tag{17.4}
\end{equation*}
$$

A $q^{N}$ term appears in the sum if and only if $N=\frac{(k \ell-1)}{2}$, or $2 N+1=k \ell$, for some odd numbers $k$ and $\ell$. Since every divisor of $2 N+1$ is odd, the coefficient of $q^{N}$ is

$$
\sum_{k \mid 2 N+1} k
$$

## 18

## $q$-Antiderivative

After studying various applications, let us return to $q$-calculus. So far, we have talked about quantum differentiation only. What about quantum integration? Let us first consider the $q$-antiderivative.

Definition. The function $F(x)$ is a $q$-antiderivative of $f(x)$ if $D_{q} F(x)=$ $f(x)$. It is denoted by

$$
\begin{equation*}
\int f(x) d_{q} x \tag{18.1}
\end{equation*}
$$

Note that we say "a" $q$-antiderivative instead of "the" $q$-antiderivative, because, as in ordinary calculus, an antiderivative is not unique. In ordinary calculus, the uniqueness is up to adding a constant, since the derivative of a function vanishes if and only if it is constant. The situation in quantum calculus is more subtle. $D_{q} \varphi(x)=0$ if and only if $\varphi(q x)=\varphi(x)$, which does not necessarily imply $\varphi$ a constant. Adding such a function $\varphi$ does not alter the $q$-derivative of a function. However, if we require $\varphi$ to be a formal power series, the condition $\varphi(q x)=\varphi(x)$ implies $q^{n} c_{n}=c_{n}$ for each $n$, where $c_{n}$ is the coefficient of $x^{n}$. It is possible only when $c_{n}=0$ for any $n \geq 1$, i.e., $\varphi$ is constant. Therefore, if

$$
f(x)=\sum_{n=0}^{\infty} a_{n} x^{n}
$$

is a formal power series, then among formal power series, $f(x)$ has a unique $q$-antiderivative up to a constant term, which is

$$
\begin{equation*}
\int f(x) d_{q} x=\sum_{n=0}^{\infty} \frac{a_{n} x^{n+1}}{[n+1]}+C . \tag{18.2}
\end{equation*}
$$

If $f(x)$ is a general function, we can still enhance the uniqueness by imposing some restrictions on the $q$-antiderivative. Consider again the function $\varphi(x)$, which has a zero $q$-derivative. The condition $\varphi(q x)=\varphi(x)$ is similar to that for a periodic function, but the period is smaller as $x$ is closer to 0 . To see this, suppose $q=0.1$. Then, examples of periods are $(.1,1],(.01, .1],(.001, .01]$, etc. If the graph of $\varphi$ in $(.1,1]$ is a straight but not horizontal line, in the periods closer to 0 , the graph has the same shape, but it gets steeper and steeper, making $\varphi$ discontinuous at $x=0$. The general idea is contained in the next proposition.

Proposition 18.1. Let $0<q<1$. Then, up to adding a constant, any function $f(x)$ has at most one $q$-antiderivative that is continuous at $x=0$.

Proof. Suppose $F_{1}$ and $F_{2}$ are two $q$-antiderivatives of $f$ that are continuous at 0 . Let $\varphi=F_{1}-F_{2}$. The function $\varphi$ is also continuous at 0 , and has the property $\varphi(q x)=\varphi(x)$ for any $x$, since $D_{q} \varphi=0$. For some $A>0$, let

$$
\begin{aligned}
m & =\inf \{\varphi(x) \mid q A \leq x \leq A\} \\
M & =\sup \{\varphi(x) \mid q A \leq x \leq A\}
\end{aligned}
$$

which may be infinity if $\varphi$ is unbounded above and/or below.
Assuming $m<M$, at least one of $\varphi(0) \neq m$ and $\varphi(0) \neq M$ is true. Suppose $\varphi(0) \neq m$. By continuity at $x=0$, given $\epsilon>0$ small enough, we can always find a $\delta>0$ such that

$$
m+\epsilon \notin \varphi(0, \delta)
$$

On the other hand, $q^{N} A<\delta$ for some sufficiently large $N$. Since $\varphi(q x)=$ $\varphi(x)$, we have

$$
m+\epsilon \in(m, M) \subset \varphi[q A, A]=\varphi\left[q^{N+1} A, q^{N} A\right] \subset \varphi(0, \delta)
$$

leading to a contradiction. Therefore, $m=M$ and $\varphi$ is constant in $[q A, A]$, which means it is constant everywhere.

The proposition tells us that the uniqueness of the $q$-antiderivative is substantially improved by requiring continuity at $x=0$. The existence problem will be discussed in the next chapter.

We conclude this chapter with the following formula for the change of variable $u=u(x)=\alpha x^{\beta}$, where $\alpha$ and $\beta$ are constants. Suppose that $F(x)$ is a $q$-antiderivative of $f(x)$. Then

$$
\int f(u) d_{q} u=F(u)=F(u(x))
$$

We have for any $q^{\prime}$, using (1.15),

$$
\begin{aligned}
F(u(x)) & =\int D_{q^{\prime}} F(u(x)) d_{q^{\prime}} x \\
& =\int\left(D_{q^{\prime \beta}} F\right)(u(x)) \cdot D_{q^{\prime}} u(x) d_{q^{\prime}} x \\
& =\int\left(D_{q^{\prime} \beta} F\right)(u(x)) d_{q^{\prime}} u(x)
\end{aligned}
$$

Choosing $q^{\prime}=q^{1 / \beta}$, we have $D_{q^{\prime \beta}} F=D_{q} F=f$, and thus

$$
\begin{equation*}
\int f(u) d_{q} u=\int f(u(x)) d_{q^{1 / \beta}} u(x) \tag{18.3}
\end{equation*}
$$

This formula means that $f(u(x)) D_{q^{1 / \beta}} u(x)$ is one of the $q$-antiderivatives of $f(u)$.

## 19

## Jackson Integral

Suppose $f(x)$ is an arbitrary function. To construct its $q$-antiderivative $F(x)$, recall the operator $\hat{M}_{q}$, defined by $\hat{M}_{q}(F(x))=F(q x)$ in Chapter 5 . Then we have by the definition of a $q$-derivative:

$$
\begin{equation*}
\frac{1}{(q-1) x}\left(\hat{M}_{q}-1\right) F(x)=\frac{F(q x)-F(x)}{(q-1) x}=f(x) \tag{19.1}
\end{equation*}
$$

Note that the order is important, because operators do not commute. We can then formally write the $q$-antiderivative as

$$
F(x)=\frac{1}{1-\hat{M}_{q}}((1-q) x f(x))=(1-q) \sum_{j=0}^{\infty} \hat{M}_{q}^{j}(x f(x))
$$

using the geometric series expansion, and thus we get

$$
\begin{equation*}
\int f(x) d_{q} x=(1-q) x \sum_{j=0}^{\infty} q^{j} f\left(q^{j} x\right) \tag{19.2}
\end{equation*}
$$

This series is called the Jackson integral of $f(x)$. From this definition one easily derives a more general formula:

$$
\begin{aligned}
\int f(x) D_{q} g(x) d_{q} x & =(1-q) x \sum_{j=0}^{\infty} q^{j} f\left(q^{j} x\right) D_{q} g\left(q^{j} x\right) \\
& =(1-q) x \sum_{j=0}^{\infty} q^{j} f\left(q^{j} x\right) \frac{g\left(q^{j} x\right)-g\left(q^{j+1} x\right)}{(1-q) q^{j} x}
\end{aligned}
$$

or

$$
\begin{equation*}
\int f(x) d_{q} g(x)=\sum_{j=0}^{\infty} f\left(q^{j} x\right)\left(g\left(q^{j} x\right)-g\left(q^{j+1} x\right)\right) \tag{19.3}
\end{equation*}
$$

We have merely derived (19.2) formally, and have yet to examine under what conditions it really converges to a $q$-antiderivative. The theorem below gives a sufficient condition for this.

Theorem 19.1. Suppose $0<q<1$. If $\left|f(x) x^{\alpha}\right|$ is bounded on the interval ( $0, A]$ for some $0 \leq \alpha<1$, then the Jackson integral defined by (19.2) converges to a function $F(x)$ on $(0, A]$, which is a $q$-antiderivative of $f(x)$. Moreover, $F(x)$ is continuous at $x=0$ with $F(0)=0$.

Proof. Suppose $\left|f(x) x^{\alpha}\right|<M$ on $(0, A]$. For any $0<x \leq A, j \geq 0$,

$$
\left|f\left(q^{j} x\right)\right|<M\left(q^{j} x\right)^{-\alpha}
$$

Thus, for any $0<x \leq A$, we have

$$
\begin{equation*}
\left|q^{j} f\left(q^{j} x\right)\right|<M q^{j}\left(q^{j} x\right)^{-\alpha}=M x^{-\alpha}\left(q^{1-\alpha}\right)^{j} \tag{19.4}
\end{equation*}
$$

Since $1-\alpha>0$ and $0<q<1$, we see that our series is majorized by a convergent geometric series. Hence, the right-hand side of (19.2) converges pointwise to some function $F(x)$. It follows directly from (19.2) that $F(0)=$ 0 . The fact that $F(x)$ is continuous at $x=0$, i.e., $F(x)$ tends to zero as $x \rightarrow 0$, is clear if we consider, using (19.4),

$$
\left|(1-q) x \sum_{j=0}^{\infty} q^{j} f\left(q^{j} x\right)\right|<\frac{M(1-q) x^{1-\alpha}}{1-q^{1-\alpha}}, \quad 0<x \leq A .
$$

To verify that $F(x)$ is a $q$-antiderivative, we $q$-differentiate it:

$$
\begin{aligned}
D_{\boldsymbol{q}} F(x) & =\frac{1}{(1-q) x}\left((1-q) x \sum_{j=0}^{\infty} q^{j} f\left(q^{j} x\right)-(1-q) q x \sum_{j=0}^{\infty} q^{j} f\left(q^{j+1} x\right)\right) \\
& =\sum_{j=0}^{\infty} q^{j} f\left(q^{j} x\right)-\sum_{j=0}^{\infty} q^{j+1} f\left(q^{j+1} x\right) \\
& =\sum_{j=0}^{\infty} q^{j} f\left(q^{j} x\right)-\sum_{j=1}^{\infty} q^{j} f\left(q^{j} x\right)=f(x)
\end{aligned}
$$

Note that if $x \in(0, A]$ and $0<q<1$, then $q x \in(0, A]$, and the $q$ differentiation is valid.

By Proposition 18.1, if the assumption of Theorem 19.1 is satisfied, the Jackson integral gives the unique $q$-antiderivative that is continuous at $x=0$, up to adding a constant. On the other hand, if we know that $F(x)$ is a $q$-antiderivative of $f(x)$ and $F(x)$ is continuous at $x=0, F(x)$ must be
given, up to adding a constant, by Jackson's formula (19.2), since a partial sum of the Jackson integral is

$$
\begin{aligned}
(1-q) x \sum_{j=0}^{N} q^{j} f\left(q^{j} x\right) & =\left.(1-q) x \sum_{j=0}^{N} q^{j} D_{q} F(t)\right|_{t=q^{j} x} \\
& =(1-q) x \sum_{j=0}^{N} q^{j}\left(\frac{F\left(q^{j} x\right)-F\left(q^{j+1} x\right)}{(1-q) q^{j} x}\right) \\
& =\sum_{j=0}^{N}\left(F\left(q^{j} x\right)-F\left(q^{j+1} x\right)\right)=F(x)-F\left(q^{N+1} x\right)
\end{aligned}
$$

which tends to $F(x)-F(0)$ as $N \rightarrow \infty$, by the continuity of $F(x)$ at $x=0$.
To see an example where the Jackson formula fails, consider $f(x)=1 / x$. Since

$$
\begin{equation*}
D_{q} \log x=\frac{\log (q x)-\log (x)}{(q-1) x}=\frac{\log q}{q-1} \frac{1}{x} \tag{19.5}
\end{equation*}
$$

we have

$$
\begin{equation*}
\int \frac{1}{x} d_{q} x=\frac{q-1}{\log q} \log x \tag{19.6}
\end{equation*}
$$

However, the Jackson formula gives

$$
\int \frac{1}{x} d_{q} x=(1-q) \sum_{j=0}^{\infty} 1=\infty
$$

The formula fails because $f(x) x^{\alpha}$ is not bounded for any $0 \leq \alpha<1$. Note that $\log x$ is not continuous at $x=0$.

Now we apply the Jackson formula (19.2) to define the definite $q$-integral.
Definition. Suppose $0<a<b$. The definite $q$-integral is defined as

$$
\begin{equation*}
\int_{0}^{b} f(x) d_{q} x=(1-q) b \sum_{j=0}^{\infty} q^{j} f\left(q^{j} b\right) \tag{19.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{a}^{b} f(x) d_{q} x=\int_{0}^{b} f(x) d_{q} x-\int_{0}^{a} f(x) d_{q} x \tag{19.8}
\end{equation*}
$$

As before (see 19.3), we derive from (19.7) a more general formula:

$$
\begin{equation*}
\int_{0}^{b} f(x) d_{q} g(x)=\sum_{j=0}^{\infty} f\left(q^{j} b\right)\left(g\left(q^{j} b\right)-g\left(q^{j+1} b\right)\right) \tag{19.9}
\end{equation*}
$$

Note that this definition conforms to the fact that the Jackson integral vanishes at $x=0$. Geometrically, the integral in (19.7) corresponds to the area of the union of an infinite number of rectangles, as drawn below.


On $[\epsilon, b]$, where $\epsilon$ is a small positive number, the sum consists of finitely many terms, and is in fact a Riemann sum. Therefore, as $q \rightarrow 1$, the width of the rectangles approaches zero, and the sum tends to the Riemann integral on $[\epsilon, b]$. Since $\epsilon$ is arbitrary, we thus have, provided that $f(x)$ is continuous in the interval $[0, b]$,

$$
\begin{equation*}
\lim _{q \rightarrow 1} \int_{0}^{b} f(x) d_{q} x=\int_{0}^{b} f(x) d x \tag{19.10}
\end{equation*}
$$

We cannot obtain a good definition of improper integral by simply letting $b \rightarrow \infty$ in (19.7). Instead, since

$$
\begin{aligned}
\int_{q^{j+1}}^{q^{j}} f(x) d_{q} x & =\int_{0}^{q^{j}} f(x) d_{q} x-\int_{0}^{q^{j+1}} f(x) d_{q} x \\
& =(1-q) \sum_{k=0}^{\infty} q^{j+k} f\left(q^{j+k}\right)-(1-q) \sum_{k=0}^{\infty} q^{j+k+1} f\left(q^{j+k+1}\right)
\end{aligned}
$$

and thus

$$
\begin{equation*}
\int_{q^{j+1}}^{q^{j}} f(x) d_{q} x=(1-q) q^{j} f\left(q^{j}\right) \tag{19.11}
\end{equation*}
$$

it is natural to define the improper $q$-integral as follows.
Definition. The improper $q$-integral of $f(x)$ on $[0,+\infty)$ is defined to be

$$
\begin{equation*}
\int_{0}^{\infty} f(x) d_{q} x=\sum_{j=-\infty}^{\infty} \int_{q^{j+1}}^{q^{j}} f(x) d_{q} x \tag{19.12}
\end{equation*}
$$

if $0<q<1$, or

$$
\int_{0}^{\infty} f(x) d_{q} x=\sum_{j=-\infty}^{\infty} \int_{q^{j}}^{q^{j+1}} f(x) d_{q} x
$$

if $q>1$.
Proposition 19.1. The improper $q$-integral defined above converges if $x^{\alpha} f(x)$ is bounded in a neighborhood of $x=0$ with some $\alpha<1$ and for sufficiently large $x$ with some $\alpha>1$.

Proof. By (19.11), we have

$$
\begin{equation*}
\int_{0}^{\infty} f(x) d_{q} x=|1-q| \sum_{j=-\infty}^{\infty} q^{j} f\left(q^{j}\right) \tag{19.13}
\end{equation*}
$$

Since the summation

$$
\sum_{j=-\infty}^{\infty} q^{j} f\left(q^{j}\right)=\sum_{j=0}^{\infty} q^{j} f\left(q^{j}\right)+\sum_{j=1}^{\infty} q^{-j} f\left(q^{-j}\right)
$$

remains unchanged if we replace $q$ by $q^{-1}$, it suffices to consider the case of $q<1$. The convergence of the first sum is proved by Theorem 19.1. For the second sum, suppose for large $x$ we have $\left|x^{\alpha} f(x)\right|<M$ where $\alpha>1$ and $M>0$. Then, we have for sufficiently large $j$,

$$
\left|q^{-j} f\left(q^{-j}\right)\right|=q^{j(\alpha-1)}\left|q^{-j \alpha} f\left(q^{-j}\right)\right|<M q^{j(\alpha-1)}
$$

Therefore the second sum is also majorized by a convergent geometric series, and thus converges.

Now let us discuss the change of variables $u=u(x)=\alpha x^{\beta}$ in definite integrals. If the Jackson integral of a function converges, the Jackson formula may be used to rederive (18.3). Indeed, consider its right-hand side:

$$
\begin{aligned}
\mathrm{RHS} & =\sum_{j=0}^{\infty} f\left(u\left(q^{j / \beta} x\right)\right)\left(u\left(q^{j / \beta} x\right)-u\left(q^{(j+1) / \beta}\right)\right) \\
& =\sum_{j=0}^{\infty} f\left(\alpha q^{j} x^{\beta}\right)\left(\alpha q^{j} x^{\beta}-\alpha q^{j+1} x^{\beta}\right) \\
& =\sum_{j=0}^{\infty} f\left(q^{j} u\right)\left(q^{j} u-q^{j+1} u\right)=(1-q) u \sum_{j=0}^{\infty} q^{j} f\left(q^{j} u\right)=\text { LHS }
\end{aligned}
$$

where we have used (19.3). Replacing $x$ by $a$ and $b$ above, one readily obtains that

$$
\begin{equation*}
\int_{u(a)}^{u(b)} f(u) d_{q} u=\int_{a}^{b} f(u(x)) d_{q^{1 / s}} u(x) \tag{19.14}
\end{equation*}
$$

With the Newton-Leibniz formula (20.1) to be introduced in the next chapter, (19.14) can be shown even more directly, since both of its sides equal $F(u(b))-F(u(a))$, where $F$ is a $q$-antiderivative of $f$ continuous at $x=0$. Since (20.1) is true for improper integrals, we see that if $\alpha, \beta>0$, so that $u(+\infty)=+\infty,(19.14)$ is also true for $b=+\infty$. In particular, we have for $\alpha>0, \beta=1$,

$$
\begin{equation*}
\int_{0}^{\infty} f(\alpha x) d_{q} x=\frac{1}{\alpha} \int_{0}^{\infty} f(x) d_{q} x . \tag{19.15}
\end{equation*}
$$

## 20

## Fundamental Theorem of $q$-Calculus and Integration by Parts

In ordinary calculus, a derivative is defined as the limit of a ratio, and a definite integral is defined as the limit of an infinite sum. Their subtle and surprising relation is given by the Newton-Leibniz formula, also called the fundamental theorem of calculus. In contrast, since the introduction of the definite $q$-integral has been motivated by an antiderivative, the relation between the $q$-derivative and definite $q$-integral is more obvious. Analogous to the ordinary case, we have the following fundamental theorem, or Newton-Leibniz formula, for $q$-calculus.
Theorem 20.1. (Fundamental theorem of $q$-calculus) If $F(x)$ is an antiderivative of $f(x)$ and $F(x)$ is continuous at $x=0$, we have

$$
\begin{equation*}
\int_{a}^{b} f(x) d_{q} x=F(b)-F(a) \tag{20.1}
\end{equation*}
$$

where $0 \leq a<b \leq \infty$.
Proof. As noted in the previous chapter, since $F(x)$ is continuous at $x=0, F(x)$ is given by the Jackson formula, up to adding a constant, i.e.,

$$
F(x)=(1-q) x \sum_{j=0}^{\infty} q^{j} f\left(q^{j} x\right)+F(0) .
$$

Since by definition,

$$
\int_{0}^{a} f(x) d_{q} x=(1-q) a \sum_{j=0}^{\infty} q^{j} f\left(q^{j} a\right)
$$

we have

$$
\int_{0}^{a} f(x) d_{q} x=F(a)-F(0)
$$

Similarly, we have, for finite $b$,

$$
\int_{0}^{b} f(x) d_{q} x=F(b)-F(0)
$$

and thus

$$
\int_{a}^{b} f(x) d_{q} x=\int_{0}^{b} f(x) d_{q} x-\int_{0}^{a} f(x) d_{q} x=F(b)-F(a)
$$

Putting $a=q^{j+1}\left(\right.$ or $\left.q^{j}\right)$ and $b=q^{j}\left(\right.$ or $q^{j+1}$ ), where $0<q<1$ (or $q>1$ ), and considering the definition of improper $q$-integral (19.12), we see that (20.1) is true for $b=\infty$ as well if $\lim _{x \rightarrow \infty} F(x)$ exists.

Corollary 20.1. If $f^{\prime}(x)$ exists in a neighborhood of $x=0$ and is continuous at $x=0$, where $f^{\prime}(x)$ denotes the ordinary derivative of $f(x)$, we have

$$
\begin{equation*}
\int_{a}^{b} D_{q} f(x) d_{q} x=f(b)-f(a) \tag{20.2}
\end{equation*}
$$

Proof. Using L'Hospital's rule, we get

$$
\lim _{x \rightarrow 0} D_{q} f(x)=\lim _{x \rightarrow 0} \frac{f(q x)-f(x)}{(q-1) x}=\lim _{x \rightarrow 0} \frac{q f^{\prime}(q x)-f^{\prime}(x)}{q-1}=f^{\prime}(0)
$$

Hence $D_{q} f(x)$ can be made continuous at $x=0$ if we define $\left(D_{q} f\right)(0)=$ $f^{\prime}(0)$, and (20.2) follows from the theorem.

An important difference between the definite $q$-integral and its ordinary counterpart is that even if we are integrating a function on an interval like $[1,2]$, we have to care about its behavior at $x=0$. This has to do with the definition of the definite $q$-integral and the condition for the convergence of the Jackson integral.

Now suppose $f(x)$ and $g(x)$ are two functions whose ordinary derivatives exist in a neighborhood of $x=0$ and are continuous at $x=0$. Using the product rule (1.12), we have

$$
D_{q}(f(x) g(x))=f(x)\left(D_{q} g(x)\right)+g(q x)\left(D_{q} f(x)\right)
$$

Since the product of differentiable functions is also differentiable in ordinary calculus, we can apply Corollary 20.1 to obtain

$$
f(b) g(b)-f(a) g(a)=\int_{a}^{b} f(x)\left(D_{q} g(x)\right) d_{q} x+\int_{a}^{b} g(q x)\left(D_{q} f(x)\right) d_{q} x
$$

or

$$
\begin{equation*}
\int_{a}^{b} f(x) d_{q} g(x)=f(b) g(b)-f(a) g(a)-\int_{a}^{b} g(q x) d_{q} f(x) \tag{20.3}
\end{equation*}
$$

which is the formula of $q$-integration by parts. Note that $b=\infty$ is allowed as well.

The $q$-integration by parts can be applied to obtain the $q$-Taylor formula with the Cauchy remainder term.
Theorem 20.2. Suppose $D_{q}{ }^{j} f(x)$ is continuous at $x=0$ for any $j \leq n+1$. Then, we have a $q$-analogue of Taylor's formula with the Cauchy remainder:

$$
\begin{equation*}
f(b)=\sum_{j=0}^{n}\left(D_{q}^{j} f\right)(a) \frac{(b-a)_{q}^{j}}{[j]!}+\frac{1}{[n]!} \int_{a}^{b} D_{q}^{n+1} f(x)(b-q x)_{q}^{n} d_{q} x \tag{20.4}
\end{equation*}
$$

Proof. Since $D_{q} f(x)$ is continuous at $x=0$, by Theorem 20.1 we have

$$
f(b)-f(a)=\int_{a}^{b} D_{q} f(x) d_{q} x=-\int_{a}^{b} D_{q} f(x) d_{q}(b-x)
$$

which proves (20.4) in the case where $n=0$. Assume that (20.4) holds for $n-1$ :

$$
f(b)=\sum_{j=0}^{n-1}\left(D_{q}^{j} f\right)(a) \frac{(b-a)_{q}^{j}}{[j]!}+\frac{1}{[n-1]!} \int_{a}^{b} D_{q}^{n} f(x)(b-q x)_{q}^{n-1} d_{q} x
$$

Using (3.11) and applying $q$-integration by parts (20.3), we obtain

$$
\begin{aligned}
\int_{a}^{b} D_{q}{ }^{n} f(x)(b-q x)_{q}^{n-1} d_{q} x= & -\frac{1}{[n]} \int_{a}^{b} D_{q}^{n} f(x) d_{q}(b-x)_{q}^{n} \\
= & D_{q}{ }^{n} f(a) \frac{(b-a)_{q}^{n}}{[n]} \\
& +\frac{1}{[n]} \int_{a}^{b}(b-q x)_{q}^{n} D_{q}^{n+1} f(x) d_{q} x
\end{aligned}
$$

and the proof is complete by induction.

## 21

## $q$-Gamma and $q$-Beta Functions

Being related to solutions of special types of differential equations, many important functions in analysis are defined in terms of definite integrals. The following two functions, introduced by Euler,

$$
\begin{align*}
\Gamma(t) & =\int_{0}^{\infty} x^{t-1} e^{-x} d x, \quad t>0  \tag{21.1}\\
B(t, s) & =\int_{0}^{1} x^{t-1}(1-x)^{s-1} d x, \quad s, t>0 \tag{21.2}
\end{align*}
$$

and called the gamma and the beta functions respectively, are the most important examples. Some of their properties are listed below:

$$
\begin{align*}
\Gamma(t+1) & =t \Gamma(t)  \tag{21.3}\\
\Gamma(n) & =(n-1)!\text { if } n \text { is a positive integer }  \tag{21.4}\\
B(t, s) & =\frac{\Gamma(t) \Gamma(s)}{\Gamma(t+s)} \tag{21.5}
\end{align*}
$$

In particular, (21.4) tells us that the gamma function may be regarded as a generalization of factorials. In this chapter, we study the $q$-analogues of these two functions and their various properties, including the $q$-analogues of (21.3)-(21.5). We shall assume that $0<q<1$.

Definition. For any $t>0$,

$$
\begin{equation*}
\Gamma_{q}(t)=\int_{0}^{\infty} x^{t-1} E_{q}^{-q x} d_{q} x \tag{21.6}
\end{equation*}
$$

is called the $q$-gamma function.

First we note that by (9.10), $E_{q}^{0}=1$, and by (9.7) and (9.13), $E_{q}^{-\infty}=$ $\lim _{x \rightarrow \infty} 1 / e_{q}^{x}=0$. Using (9.11) and $q$-integration by parts (20.3), we have

$$
\int_{0}^{\infty} x^{t} E_{q}^{-q x} d_{q} x=-\int_{0}^{\infty} x^{t} d_{q} E_{q}^{-x}=[t] \int_{0}^{\infty} x^{t-1} E_{q}^{-q x} d_{q} x
$$

and hence,

$$
\begin{equation*}
\Gamma_{q}(t+1)=[t] \Gamma_{q}(t), \tag{21.7}
\end{equation*}
$$

for any $t>0$. Since

$$
\Gamma_{q}(1)=\int_{0}^{\infty} E_{q}^{-q x} d_{q} x=E_{q}^{0}-E_{q}^{-\infty}=1,
$$

we have for any nonnegative integer $n$,

$$
\begin{equation*}
\Gamma_{q}(n+1)=[n]!. \tag{21.8}
\end{equation*}
$$

To study the gamma function at $t \notin \mathbb{N}$, it is helpful to consider a seemingly more complicated function.
Definition. For any $t, s>0$,

$$
\begin{equation*}
B_{q}(t, s)=\int_{0}^{1} x^{t-1}(1-q x)_{q}^{s-1} d_{q} x \tag{21.9}
\end{equation*}
$$

is called the $q$-beta function.
By the definitions of proper and improper integrals, (19.7) and (19.12), we have

$$
\begin{aligned}
B_{q}(t, \infty) & =(1-q) \sum_{j=0}^{\infty} q^{j}\left(q^{j} a\right)^{t-1}\left(1-q^{j+1}\right)_{q}^{\infty} \\
& =(1-q) \sum_{j=-\infty}^{\infty} q^{j}\left(q^{j} a\right)^{t-1}\left(1-q^{j+1}\right)_{q}^{\infty} \\
& =\int_{0}^{\infty} x^{t-1}(1-q x)_{q}^{\infty} d_{q} x
\end{aligned}
$$

where we have used the fact that $\left(1-q^{j+1}\right)_{q}^{\infty}=0$ for any negative integer $j$. The relation between $\Gamma_{q}(t)$ and $B_{q}(t, s)$ is revealed by the formula $E_{q}^{x}=$ $(1+(1-q) x)_{q}^{\infty}$. Thus, we have

$$
B_{q}(t, \infty)=\int_{0}^{\infty} x^{t-1} E_{q}^{-\frac{q x}{(1-q)}} d_{q} x,
$$

and performing the change of variable $x=(1-q) y$ (19.15), we obtain

$$
B_{q}(t, \infty)=(1-q)^{t} \int_{0}^{\infty} y^{t-1} E_{q}^{-q y} d q y
$$

or

$$
\begin{equation*}
\Gamma_{q}(t)=\frac{B_{q}(t, \infty)}{(1-q)^{t}} \tag{21.10}
\end{equation*}
$$

Introducing another variable $s$ may seem to be a backward movement at first glance. However, it actually increases our freedom to manipulate the functions and simplify the problem.

Proposition 21.1. (a) If $t>0$ and $n$ is a positive integer, we have

$$
\begin{equation*}
B_{q}(t, n)=\frac{(1-q)(1-q)_{q}^{n-1}}{\left(1-q^{t}\right)_{q}^{n}} . \tag{21.11}
\end{equation*}
$$

(b) For any $t, s>0$, we have

$$
\begin{equation*}
B_{q}(t, s)=\frac{(1-q)(1-q)_{q}^{\infty}\left(1-q^{t+s}\right)_{q}^{\infty}}{\left(1-q^{t}\right)_{q}^{\infty}\left(1-q^{s}\right)_{q}^{\infty}} . \tag{21.12}
\end{equation*}
$$

Proof. (a) We first derive two recurrence relations for $B_{q}(t, s)$. Firstly, using (3.11) and $q$-integration by parts, we have, for any $t>1, s>0$,

$$
B_{q}(t, s)=-\frac{1}{[s]} \int_{0}^{1} x^{t-1} d_{q}(1-x)_{q}^{s}=\frac{[t-1]}{[s]} \int_{0}^{1} x^{t-2}(1-q x)_{q}^{s} d_{q} x,
$$

and hence

$$
\begin{equation*}
B_{q}(t, s)=\frac{[t-1]}{[s]} B_{q}(t-1, s+1) . \tag{21.13}
\end{equation*}
$$

On the other hand, we have

$$
\begin{aligned}
B_{q}(t, n+1) & =\int_{0}^{1} x^{t-1}(1-q x)_{q}^{n-1}\left(1-q^{n} x\right) d_{q} x \\
& =\int_{0}^{1} x^{t-1}(1-q x)_{q}^{n-1} d_{q} x-q^{n} \int_{0}^{1} x^{t}(1-q x)_{q}^{n-1} d_{q} x,
\end{aligned}
$$

and thus

$$
\begin{equation*}
B_{q}(t, n+1)=B_{q}(t, n)-q^{n} B_{q}(t+1, n) . \tag{21.14}
\end{equation*}
$$

Combining (21.13) and (21.14), we obtain

$$
B_{q}(t, n+1)=B_{q}(t, n)-\frac{q^{n}[t]}{[n]} B_{q}(t, n+1),
$$

or

$$
\begin{equation*}
B_{q}(t, n+1)=\frac{1-q^{n}}{1-q^{t+n}} B_{q}(t, n), \tag{21.15}
\end{equation*}
$$

for any $t>0$ and positive integer $n$. Since

$$
B_{q}(t, 1)=\int_{0}^{1} x^{t-1} d_{q} x=\frac{1}{[t]},
$$

we have

$$
B_{q}(t, n)=\frac{\left(1-q^{n-1}\right) \cdots(1-q)}{\left(1-q^{t+n-1}\right) \cdots\left(1-q^{t+1}\right)[t]}=\frac{(1-q)(1-q)_{q}^{n-1}}{\left(1-q^{t}\right)_{q}^{n}},
$$

as desired.
(b) We will use an argument similar to the one used in the proof of Theorem 13.1. By part (a), since

$$
(1-q)_{q}^{n-1}=\frac{(1-q)_{q}^{\infty}}{\left(1-q^{n}\right)_{q}^{\infty}} \quad \text { and } \quad \frac{1}{\left(1-q^{t}\right)_{q}^{n}}=\frac{\left(1-q^{t+n}\right)_{q}^{\infty}}{\left(1-q^{t}\right)_{q}^{\infty}}
$$

(21.12) is true for $s=1,2,3, \ldots$. We may write the left-hand side of (21.12) as

$$
\int_{0}^{1} \frac{x^{t-1}(1-q x)_{q}^{\infty}}{(1-a x)_{q}^{\infty}} d_{q} x
$$

and its right-hand side as

$$
\frac{(1-q)(1-q)_{q}^{\infty}\left(1-a q^{t}\right)_{q}^{\infty}}{\left(1-q^{t}\right)_{q}^{\infty}(1-a)_{q}^{\infty}}
$$

where $a=q^{s}$. Then, both sides are formal power series in $q$. Their corresponding coefficients are equal for infinitely many values of $a$, namely, $a=q, q^{2}, q^{3}, \ldots$ However, since all coefficients are polynomials in $a$ and distinct polynomials may coincide at only finitely many points, the two series have identical coefficients, and equality is established.

Part (a) of the proposition gives us an explicit expression for the $q$-gamma function. Using (21.10) and letting $n \rightarrow \infty$ in (21.11), we obtain

$$
\begin{equation*}
\Gamma_{q}(t)=\frac{(1-q)_{q}^{\infty}}{(1-q)^{t-1}\left(1-q^{t}\right)_{q}^{\infty}} \tag{21.16}
\end{equation*}
$$

Part (b) shows that the $q$-beta function is symmetric about $t$ and $s$, namely, $B(t, s)=B(s, t)$, which is not obvious from simply looking at (21.9). Comparing (21.12) and (21.16), we also obtain an expression of the $q$-beta function in terms of the $q$-gamma function similar to (21.5):

$$
\begin{equation*}
B_{q}(t, s)=\frac{\Gamma_{q}(t) \Gamma_{q}(s)}{\Gamma_{q}(t+s)} \tag{21.17}
\end{equation*}
$$

This concludes our discussion of the $q$-gamma and the $q$-beta functions.

## 22

## $h$-Derivative and $h$-Integral

We have thus far studied only $q$-calculus. Now we turn to $h$-calculus. Firstly, let us recall from Chapter 1 another quantum derivative that is characterized by an additive parameter $h$, the $h$-derivative:

$$
D_{h} f(x)=\frac{f(x+h)-f(x)}{h},
$$

where $h \neq 0$. Let us begin by developing the properties of $h$-calculus in an analogous way to what we have done for $q$-calculus, and discuss its applications in subsequent chapters.
It is easy to verify the product and quotient rules for $h$-differentiation:

$$
\begin{align*}
D_{h}(f(x) g(x)) & =f(x) D_{h} g(x)+g(x+h) D_{h} f(x),  \tag{22.1}\\
D_{h}\left(\frac{f(x)}{g(x)}\right) & =\frac{g(x) D_{h} f(x)-f(x) D_{h} g(x)}{g(x) g(x+h)} . \tag{22.2}
\end{align*}
$$

The first formula follows from (1.4), and the second one follows easily from the first. The resemblance in the product rule suggests that the $h$-binomial may be defined in a similar way.

Definition. The $h$-analogue of a binomial $(x-a)^{n}$ is

$$
\begin{equation*}
(x-a)_{h}^{n}=(x-a)(x-a-h) \cdots(x-a-(n-1) h) \tag{22.3}
\end{equation*}
$$

when $n \geq 1$, and $(x-a)_{h}^{0}=1$.

To verify that this is an adequate definition of $h$-binomial, consider

$$
\begin{aligned}
D_{h}(x-a)_{h}^{n}= & \frac{1}{h}((x-a+h)(x-a) \cdots(x-a-(n-2) h) \\
& -(x-a)(x-a-h) \cdots(x-a-(n-1) h)) \\
= & (x-a) \cdots(x-a-(n-2) h) \frac{(x-a+h)-(x-a-(n-1) h)}{h} .
\end{aligned}
$$

Hence, we have

$$
\begin{equation*}
D_{h}(x-a)_{h}^{n}=n(x-a)_{h}^{n-1} \tag{22.4}
\end{equation*}
$$

Note that the $h$-analogue of an integer $n$ is still $n$, and $(x-0)_{h}^{n} \neq x^{n}$. With (22.4) above, the sequence of polynomials $\left\{(x-a)_{h}^{n}\right\}$ satisfies the conditions of Theorem 2.1 with respect to the linear operator $D \equiv D_{h}$. Therefore, we have the following $h$-Taylor formula for a polynomial $f(x)$ of degree $N$ :

$$
\begin{equation*}
f(x)=\sum_{j=0}^{N}\left(D_{h}^{j} f\right)(a) \frac{(x-a)_{h}^{j}}{j!} \tag{22.5}
\end{equation*}
$$

Example. The $h$-Taylor formula applied to $f(x)=(x+b)^{N}, a=0$, gives:

$$
(x+b)^{N}=\sum_{j=0}^{N}\binom{N}{j} b_{h}^{N-j} x_{h}^{j} .
$$

The following facts are stated without proof. The proofs are similar to those already given for their $q$-versions:

$$
\begin{align*}
(x-a)_{h}^{m+n} & =(x-a)_{h}^{n}(x-a-n h)_{h}^{m}  \tag{22.6}\\
D_{h}(a-x)_{h}^{n} & =-n(a-h-x)_{h}^{n-1}  \tag{22.7}\\
D_{h} \frac{1}{(x-a)_{h}^{n}} & =-\frac{n}{(x+h-a)_{h}^{n+1}}  \tag{22.8}\\
D_{h} \frac{1}{(a-x)_{h}^{n}} & =\frac{n}{(a-x)_{h}^{n+1}} . \tag{22.9}
\end{align*}
$$

The formulas above may be extended to all integers if we define

$$
\begin{equation*}
(x-a)_{h}^{-n}=\frac{1}{(x-a+n h)_{h}^{n}} \tag{22.10}
\end{equation*}
$$

as dictated by (22.6).
Next, let us discuss $f(x)=e_{h}^{x}$, the $h$-analogue of the exponential function. Three properties that $f(x)$ should have are (i) $f(0)=1$, (ii) $D_{h} f(x)=$ $f(x)$ for any $x$, and (iii) $f(x)$ admits $h$-Taylor expansion (22.5) about $x=0$ (with $N=\infty$ ) for small $h$. In fact, these three properties uniquely characterize $f(x)$, since with (i) and (ii), we know that $\left(D_{h}^{j} f\right)(0)=1$ for any
$j=0,1, \ldots$ By (22.5) with $a=0$, we have

$$
\begin{aligned}
f(x) & =\sum_{j=0}^{\infty} \frac{(x-0)_{h}^{j}}{j!}=\sum_{j=0}^{\infty} \frac{x(x-h) \cdots(x-(j-1) h)}{j!} \\
& =\sum_{j=0}^{\infty} \frac{\left.\frac{x}{h}\left(\frac{x}{h}-1\right) \cdots\left(\frac{x}{h}-j+1\right)\right) h^{j}}{j!}=\sum_{j=0}^{\infty}\binom{x / h}{j} h^{j}
\end{aligned}
$$

and hence, by ordinary Taylor expansion of a binomial, we have

$$
\begin{equation*}
e_{h}^{x}=(1+h)^{\frac{x}{2}} \tag{22.11}
\end{equation*}
$$

In particular, $e_{1}^{x}=2^{x}$. Also, as $h \rightarrow 0$, the base $(1+h)^{\frac{1}{h}}$ approaches $e$, as expected. Note that

$$
D_{h} e_{h}^{\alpha x}=\frac{(1+h)^{\frac{\alpha(x+h)}{h}}-(1+h)^{\frac{\alpha x}{h}}}{h}=\frac{(1+h)^{\alpha}-1}{h}(1+h)^{\frac{\alpha x}{\hbar}}
$$

and hence

$$
\begin{equation*}
D_{h} e_{h}^{\alpha x}=[\alpha]_{1+h} e_{h}^{\alpha x} \tag{22.12}
\end{equation*}
$$

which serves as an example where the chain rule fails.
If $D_{h} F(x)=f(x)$, then $F(x)$ is called an $h$-antiderivative of $f(x)$ and is denoted by

$$
\int f(x) d_{h} x
$$

The definite $h$-integral of a function from $x=a$ to $x=b$, where $a$ and $b$ differ by an integer multiple of $h$, may be defined as a finite sum:

Definition. If $b-a \in h \mathbb{Z}$, we define the definite $h$-integral to be

$$
\int_{a}^{b} f(x) d_{h} x= \begin{cases}h(f(a)+f(a+h)+\cdots+f(b-h)) & \text { if } a<b \\ 0 & \text { if } a=b,(22.13) \\ -h(f(b)+f(b+h)+\cdots+f(a-h)) & \text { if } a>b\end{cases}
$$

With this definition, the definite $h$-integral is a Riemann sum of $f(x)$ on the interval $[a, b]$, which is partitioned into subintervals of equal width. The following theorem justifies (22.13) as an appropriate definition for the $h$-integral.

Theorem 22.1. (Fundamental theorem of $h$-calculus) If $F(x)$ is an $h$ antiderivative of $f(x)$ and $b-a \in h \mathbb{Z}$, we have

$$
\begin{equation*}
\int_{a}^{b} f(x) d_{h} x=F(b)-F(a) \tag{22.14}
\end{equation*}
$$

Proof. If $b>a$, then by definition we have

$$
\begin{aligned}
\int_{a}^{b} f(x) d_{h} x & =h \sum_{j=0}^{\frac{(b-a)}{h}-1} f(a+j h)=\left.h \sum_{j=0}^{\frac{(b-a)}{h}-1} D_{h} F(x)\right|_{x=a+j h} \\
& =\sum_{j=0}^{\frac{(b-a)}{h}-1}(F(a+(j+1) h)-F(a+j h))=F(b)-F(a)
\end{aligned}
$$

as desired. The case $b<a$ is similar, and the last case, $b=a$, is trivial.

Applying Theorem 22.1 to $D_{h}(F(x) g(x))$ and using (22.1), we obtain the $h$-version of integration by parts:

$$
\begin{equation*}
\int_{a}^{b} f(x) d_{h} g(x)=f(b) g(b)-f(a) g(a)-\int_{a}^{b} g(x+h) d_{h} f(x) \tag{22.15}
\end{equation*}
$$

where (assuming $a<b$ )

$$
\begin{aligned}
\int_{a}^{b} f(x) d_{h} g(x) & =\int_{a}^{b} f(x) D_{h} g(x) d_{h} x \\
& =h \sum_{j=0}^{\frac{(b-a)}{h}-1} f(a+j h)\left(D_{h} g\right)(a+j h) \\
& =\sum_{j=0}^{\frac{(b-a)}{h}-1} f(a+j h)(g(a+j h+h)-g(a+j h))
\end{aligned}
$$

Take $h=1$ and $a, b$ to be integers, with $a<b$. For a function $\varphi(x)$ define

$$
f(x)=\varphi(0)+\varphi(1)+\cdots+\varphi(x-1)
$$

where $x$ is a positive integer. In other words, $D_{1} f(x)=\varphi(x)$. From (22.15), we obtain

$$
\begin{equation*}
\sum_{j=a}^{b-1} \varphi(j) g(j+1)=g(b) f(b)-g(a) f(a)-\sum_{j=a}^{b-1} f(j)(g(j+1)-g(j)) \tag{22.16}
\end{equation*}
$$

## This formula is known as the Abel transform.

Another useful formula can be obtained by repeatedly applying $h$ integration by parts. If $x-a \in h \mathbf{Z}$, then using (22.7) and (22.15), we
have

$$
\begin{aligned}
f(x)-f(a)= & \int_{a}^{x} D_{h} f(t) d_{h} t=-\int_{a}^{x} D_{h} f(t) d_{h}(x-t) \\
= & \left(D_{h} f\right)(a)(x-a)+\int_{a}^{x}(x-h-t) D_{h}^{2} f(t) d_{h} t \\
= & \left(D_{h} f\right)(a)(x-a)-\frac{1}{2} \int_{a}^{x} D_{h}^{2} f(t) d_{h}(x-t)_{h}^{2} \\
= & \left(D_{h} f\right)(a)(x-a) \\
& +\frac{1}{2}\left(D_{h}^{2} f\right)(a)(x-a)_{h}^{2}-\frac{1}{6} \int_{a}^{x} D_{h}^{3} f(t) d_{h}(x-t)_{h}^{3}
\end{aligned}
$$

and so on, and hence for any nonnegative integer $n$,

$$
f(x)=\sum_{j=0}^{n} \frac{\left(D_{h}^{j} f\right)(a)}{j!}(x-a)_{h}^{j}-\frac{1}{(n+1)!} \int_{a}^{x} D_{h}^{n+1} f(t) d_{h}(x-t)_{h}^{n+1},(22.17)
$$

or

$$
f(x)=\sum_{j=0}^{n} \frac{\left(D_{h}^{j} f\right)(a)}{j!}(x-a)_{h}^{j}+\frac{1}{n!} \int_{a}^{x}(x-t-h)_{h}^{n} D_{h}^{n+1} f(t) d_{h} t . \text { (22.18) }
$$

This formula is called the Newton interpolation formula. As we have seen, from the point of view of $h$-calculus, this is the $h$-Taylor formula with a remainder term. Suppose $h>0$. By (22.13), the absolute value of the remainder term is bounded by

$$
\begin{equation*}
\frac{1}{n!}|x-a|^{n+1} \max _{[a, x]}\left|D_{h}^{n+1} f\right| \tag{22.19}
\end{equation*}
$$

To see why (22.18) is called an interpolation formula, let $x=a+m h$, where $m$ is a positive integer. The integral in (22.18) then equals

$$
\sum_{j=0}^{m-1}((a+m h)-(a+j h)-h)_{h}^{n} D_{h}^{n+1} f(a+j h)
$$

by (22.13). Since the function $g(t)=(a+m h-t-h)_{h}^{n}$ vanishes when $t=$ $a+(m-1) h, a+(m-2) h, \ldots, a+(m-n) h$, the remainder term vanishes when $m$ is an integer between 1 and $n$. The integral obviously also vanishes when $m=0$. This shows that the finite sum in (22.18) is exactly equal to $f(x)$ at the $n+1$ equally spaced points $x=a, a+h, a+2 h, \ldots, a+n h$. Therefore, the sum, when considered as a function of $x$, is in fact the interpolation polynomial of degree $n$ that approximates an arbitrary function $f(x)$ in the interval $[a, b=a+n h]$. The error term may be estimated using (22.19).

Because of the resemblance between (22.18) and (20.4), a similar discussion is also valid for the $q$-version, i.e., the sum on the right hand side of (20.4) may be looked upon as an interpolation polynomial which is exact at $a, q a, \ldots, q^{n} a$.

## 23

## Bernoulli Polynomials and Bernoulli Numbers

In this chapter, we introduce a sequence of polynomials that is closely related to the $h$-antiderivative of polynomials and has many important applications.

Definition. In the Taylor expansion

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{B_{n}(x)}{n!} z^{n}=\frac{z e^{z x}}{e^{z}-1} \tag{23.1}
\end{equation*}
$$

$B_{n}(x)$ are polynomials in $x$, for each nonnegative integer $n$. They are known as Bernoulli polynomials.

If we differentiate both sides of (23.1) with respect to $x$, we get

$$
\sum_{n=0}^{\infty} \frac{B_{n}{ }^{\prime}(x)}{n!} z^{n}=z \frac{z e^{z x}}{e^{z}-1}=\sum_{n=0}^{\infty} \frac{B_{n}(x)}{n!} z^{n+1}
$$

Equating coefficients of $z^{n}$, where $n \geq 1$, yields

$$
\begin{equation*}
B_{n}^{\prime}(x)=n B_{n-1}(x) \tag{23.2}
\end{equation*}
$$

Together with the fact that $B_{0}(x)=1$, which may be obtained by letting $z$ tend to zero on both sides of (23.1), it follows that the degree of $B_{n}(x)$ is $n$ and its leading coefficient is unity. Using (23.2), we can determine $B_{n}(x)$ one by one, provided that their constant terms are known.

Definition. For $n \geq 0, b_{n}=B_{n}(0)$ are called Bernoulli numbers.

Putting $x=0$ in (23.1), we get

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{b_{n}}{n!} z^{n}=\frac{z}{e^{z}-1} \tag{23.3}
\end{equation*}
$$

Since using Taylor's expansion we have

$$
\frac{z}{e^{z}-1}=\frac{1}{1+\frac{z}{2}+\frac{z^{2}}{6}+\frac{z^{3}}{24}+\cdots}
$$

we may use long division to find the Bernoulli numbers. However, we would like to determine $b_{n}$ and $B_{n}(x)$ in an easier and more systematic way. To achieve this, we need the following propositions.
Proposition 23.1. For any $n \geq 1$,

$$
\begin{equation*}
B_{n}(x+1)-B_{n}(x)=n x^{n-1} . \tag{23.4}
\end{equation*}
$$

Proof. Comparing the coefficient of $z^{n}$ in

$$
\sum_{n=0}^{\infty} \frac{B_{n}(x+1)}{n!} z^{n}-\sum_{n=0}^{\infty} \frac{B_{n}(x)}{n!} z^{n}=\frac{z e^{z(x+1)}-z e^{z x}}{e^{z}-1}=z e^{z x}=\frac{d}{d x} e^{z x},
$$

where

$$
e^{z x}=\sum_{n=0}^{\infty} \frac{x^{n} z^{n}}{n!}
$$

we have

$$
B_{n}(x+1)-B_{n}(x)=\frac{d}{d x} x^{n}=n x^{n-1},
$$

as desired.
Proposition 23.2. For any $n \geq 0$,

$$
\begin{equation*}
B_{n}(x)=\sum_{j=0}^{n}\binom{n}{j} b_{j} x^{n-j} \tag{23.5}
\end{equation*}
$$

Proof. Let

$$
F_{n}(x)=\sum_{j=0}^{n}\binom{n}{j} b_{j} x^{n-j}
$$

It suffices to show that (i) $F_{n}(0)=b_{n}$ for $n \geq 0$ and (ii) $F_{n}{ }^{\prime}(x)=n F_{n-1}(x)$ for any $n \geq 1$, since these two properties uniquely characterize $B_{n}(x)$. The first property is obvious. As for the second property using the fact that for $n>j \geq 0$,

$$
(n-j)\binom{n}{j}=\frac{n!}{j!(n-j-1)!}=n\binom{n-1}{j} .
$$

we have for $n \geq 1$,

$$
\frac{d}{d x} F_{n}(x)=\sum_{j=0}^{n-1}\binom{n}{j}(n-j) b_{j} x^{n-1-j}=n \sum_{j=0}^{n-1}\binom{n-1}{j} b_{j} x^{n-1-j}
$$

as desired.
Putting $x=1$ in (23.5), we have

$$
B_{n}(\mathbf{1})=\sum_{j=0}^{n}\binom{n}{j} b_{j}=b_{n}+\sum_{j=0}^{n-1}\binom{n}{j} b_{j}, \quad n \geq 1
$$

However, for any $n \geq 2$, we have $B_{n}(1)=b_{n}$, which follows from (23.4) with $x=0$. Therefore, we obtain the formula

$$
\begin{equation*}
\sum_{j=0}^{n-1}\binom{n}{j} b_{j}=0, \quad n \geq 2 \tag{23.6}
\end{equation*}
$$

This formula allows us to compute the Bernoulli numbers inductively. The first few of them are

$$
\begin{equation*}
b_{0}=1, b_{1}=-\frac{1}{2}, b_{2}=\frac{1}{6}, b_{3}=0, b_{4}=-\frac{1}{30}, b_{5}=0, b_{6}=\frac{1}{42} \tag{23.7}
\end{equation*}
$$

It is tempting to guess that $\left|b_{n}\right| \rightarrow 0$ as $n \rightarrow \infty$. However, if we consider some other numbers in the sequence,

$$
\begin{aligned}
& b_{8}=-\frac{1}{30}, b_{10}=\frac{5}{66}, b_{12}=-\frac{691}{2730}, b_{14}=\frac{7}{6} \\
& b_{16}=-\frac{3617}{510}, b_{18}=\frac{43867}{798}, b_{20}=-\frac{174611}{330}
\end{aligned}
$$

we notice that their values are in general growing with alternating sign (see a discussion of this question in Chapter 25). Another important property of the Bernoulli numbers is $b_{n}=0$ for odd $n \geq 3$, which follows from the fact that the function

$$
f(z)=\sum_{n=0}^{\infty} \frac{b_{n}}{n!} z^{n}-b_{1} z=\frac{z}{e^{z}-1}+\frac{z}{2}=\frac{z}{2} \frac{e^{z}+1}{e^{z}-1}
$$

is even, i.e., $f(-z)=f(z)$. (The coefficients of $t^{n}$ in the Taylor expansion about 0 of any even function $g(t)$ vanish for all odd $n$, because if $g$ is even, $g^{(n)}(t)=(-1)^{n} g^{(n)}(-t)$ for any $n$ and $g^{(n)}(0)=-g^{(n)}(0)$ for any odd $n$.)

Another interesting formula involving the Bernoulli numbers may be obtained by putting $x=-1$ into both (23.4) and (23.5), which yields

$$
b_{n}+n(-1)^{n}=B_{n}(-1)=\sum_{j=0}^{n}\binom{n}{j} b_{j}(-1)^{n-j}
$$

or

$$
n=1+\frac{n}{2}+\sum_{j=2}^{n-1}(-1)^{j}\binom{n}{j} b_{j}
$$

Replacing $j$ by $j+1$, and $n$ by $n+1$, we get:

$$
\begin{equation*}
\sum_{j=1}^{n-1}(-1)^{j}\binom{n}{j} \frac{b_{j+1}}{j+1}=\frac{1}{n+1}-\frac{1}{2} \tag{23.8}
\end{equation*}
$$

Proposition 23.3. For any $n \geq 1$,

$$
\begin{equation*}
\sum_{j=0}^{n-1}\binom{n}{j} B_{j}(x)=n x^{n-1} \tag{23.9}
\end{equation*}
$$

Proof. The case where $n=1$ is obvious. If we assume that (23.9) is true for some $k \geq 1$, we have, by (23.2),

$$
\begin{aligned}
\frac{d}{d x} \sum_{j=0}^{k}\binom{k+1}{j} B_{j}(x) & =\sum_{j=1}^{k} j\binom{k+1}{j} B_{j-1}(x) \\
& =(k+1) \sum_{j=1}^{k}\binom{k}{j-1} B_{j-1}(x) \\
& =(k+1) \sum_{j=0}^{k-1}\binom{k}{j} B_{j}(x) \\
& =(k+1) k x^{k-1}=(k+1) \frac{d}{d x} x^{k}
\end{aligned}
$$

or

$$
\sum_{j=0}^{k}\binom{k+1}{j} B_{j}(x)=(k+1) x^{k}+C
$$

for some constant $C$. Putting $x=0$ and using (23.6) show that $C=0$. Hence, by induction, (23.9) is true for any positive integer.

As has been mentioned above, formula (23.2) and the knowledge of Bernoulii numbers allow us to determine the Bernoulii polynomials
inductively. The first six of them are listed below:

$$
\begin{aligned}
B_{0}(x) & =1 \\
B_{1}(x) & =x-\frac{1}{2} \\
B_{2}(x) & =x^{2}-x+\frac{1}{6} \\
B_{3}(x) & =x^{3}-\frac{3}{2} x^{2}+\frac{1}{2} x \\
B_{4}(x) & =x^{4}-2 x^{3}+x^{2}-\frac{1}{30} \\
B_{5}(x) & =x^{5}-\frac{5}{2} x^{4}+\frac{5}{3} x^{3}-\frac{1}{6} x
\end{aligned}
$$

## 24

## Sums of Powers

We now turn to the relation between the Bernoulli polynomials and $h$ calculus. By Proposition 23.1, we have

$$
D_{1} B_{n}(x)=B_{n}(x+1)-B_{n}(x)=n x^{n-1}
$$

or

$$
\begin{equation*}
n \int x^{n-1} d_{1} x=B_{n}(x) \tag{24.1}
\end{equation*}
$$

where $D_{1}$ is the $h$-derivative with $h=1$ and $\int f(x) d_{1} x$ stands for the $h$ antiderivative with $h=1$. Applying the fundamental theorem of $h$-calculus (22.14), we have for a nonnegative integer $n$,

$$
\begin{equation*}
a^{n}+(a+1)^{n}+\cdots+(b-1)^{n}=\int_{a}^{b} x^{n} d_{1} x=\frac{B_{n+1}(b)-B_{n+1}(a)}{n+1}, \tag{24.2}
\end{equation*}
$$

where $a<b$ and $b-a \in \mathbb{Z}$. If we rewrite the right-hand side using (23.5) and let $a=0, b=M+1$, we get

$$
\begin{equation*}
\sum_{k=0}^{M} k^{n}=\frac{1}{n+1} \sum_{j=0}^{n}\binom{n+1}{j}(M+1)^{n+1-j} b_{j} . \tag{24.3}
\end{equation*}
$$

Once the Bernoulli numbers are known, one can use (24.3) to easily find the formulas for summing integer powers.

For example, when $n=2$, (24.3) becomes
$\sum_{k=1}^{M} k^{2}=\frac{1}{3}\left((M+1)^{3}-\frac{3}{2}(M+1)^{2}+\frac{1}{2}(M+1)\right)=\frac{M(M+1)(2 M+1)}{6}$.
When $n=3$, we have

$$
\sum_{k=1}^{M} k^{3}=\frac{1}{4}\left((M+1)^{4}-2(M+1)^{3}+(M+1)^{2}\right)=\left(\frac{M(M+1)}{2}\right)^{2} .
$$

It is an interesting coincidence that for any positive integer $M$,

$$
1^{3}+2^{3}+\cdots+M^{3}=(1+2+\cdots+M)^{2}
$$

Also, (24.3) reveals the general fact that the formula for $1^{n}+2^{n}+\cdots+M^{n}$ is a polynomial in $M$ of degree $n+1$. This polynomial, for any positive integer $n$, contains the factor $M(M+1)$, since the right-hand side of (24.3) obviously vanishes at $M=-1$ and, by (23.6), also vanishes at $M=0$.

## 25

## Euler-Maclaurin Formula

In $q$-calculus, the Jackson formula (19.2) provides a way to compute explicitly a $q$-antiderivative of any function. Recall that the Jackson formula was deduced formally using operators. We will do a similar thing for the $h$-antiderivative in this chapter.

Suppose $D_{h} F(x)=f(x)$. Using the ordinary Taylor formula, we have

$$
F(x+h)=\sum_{n=0}^{\infty} \frac{F^{(n)}(x) h^{n}}{n!}=\left(\sum_{n=0}^{\infty} \frac{h^{n} D^{n}}{n!}\right) F(x)
$$

and hence, formally,

$$
\begin{equation*}
F(x+h)=e^{h D} F(x), \tag{25.1}
\end{equation*}
$$

where $D \equiv \frac{d}{d x}$. Thus, we have

$$
f(x)=\frac{F(x+h)-F(x)}{h}=\frac{e^{h D}-1}{h} F(x),
$$

or

$$
\begin{equation*}
F(x)=\frac{h D}{e^{h D}-1} \int f(x) d x \tag{25.2}
\end{equation*}
$$

By the definition of Bernoulli numbers (23.3), we have

$$
\frac{h D}{e^{h D}-1}=\sum_{n=0}^{\infty} \frac{b_{n}}{n!}(h D)^{n}
$$

and hence

$$
F(x)=\sum_{n=0}^{\infty} \frac{b_{n}}{n!}(h D)^{n} \int f(x) d x
$$

Using the fact that $b_{n}=0$ if $n$ is odd and $n \geq 3$, we deduce the EulerMaclaurin formula

$$
\begin{equation*}
F(x)=\int f(x) d x-\frac{h}{2} f(x)+\sum_{n=1}^{\infty} \frac{b_{2 n} h^{2 n}}{(2 n)!} f^{(2 n-1)}(x) \tag{25.3}
\end{equation*}
$$

Note that the ordinary integral and derivative are involved in (25.3). Suppose $h=1$ and $b-a \in \mathbb{N}$. Using the fundamental theorem of $h$-calculus, we have

$$
\begin{align*}
\sum_{n=a}^{b-1} f(n)= & \int_{a}^{b} f(x) d x-\frac{1}{2}(f(b)-f(a)) \\
& +\sum_{n=1}^{\infty} \frac{b_{2 n}}{(2 n)!}\left(f^{(2 n-1)}(b)-f^{(2 n-1)}(a)\right) \tag{25.4}
\end{align*}
$$

If $f$ decreases so rapidly with $x$ that all its derivatives approach zero as $x \rightarrow \infty$, we have

$$
\begin{equation*}
\sum_{n=a}^{\infty} f(n)=\int_{a}^{\infty} f(x) d x+\frac{1}{2} f(a)-\sum_{n=1}^{\infty} \frac{b_{2 n}}{(2 n)!} f^{(2 n-1)}(a) \tag{25.5}
\end{equation*}
$$

In order to justisfy the formal derivation of these formulas, let us consider some examples. If $f(x)=x^{s}$, where $s$ is a positive integer, (25.4) becomes

$$
\begin{aligned}
\sum_{n=a}^{b-1} n^{s}= & \frac{b^{s+1}-a^{s+1}}{s+1}-\frac{b^{s}-a^{s}}{2} \\
& +\sum_{m=2}^{s+1} \frac{b_{m}}{m!} s(s-1) \cdots(s-m+2)\left(b^{s-m+1}-a^{s-m+1}\right) \\
= & \left.\frac{1}{s+1}\left(x^{s+1}-\frac{s+1}{2} x^{s}+\sum_{m=2}^{s+1}\binom{s+1}{m} b_{m} x^{s+1-m}\right)\right|_{x=a} ^{x=b}
\end{aligned}
$$

which, by (23.5), is simply $\frac{1}{s+1}\left(B_{s+1}(b)-B_{s+1}(a)\right)$. We have just recovered formula (24.2) from the previous chapter. As a second example, consider (25.5) with $f(x)=e^{-x}$ and $a=0$. The LHS is a geometric series,

$$
\sum_{n=0}^{\infty}\left(e^{-1}\right)^{n}=\frac{1}{1-e^{-1}}
$$

which agrees with the RHS,

$$
1+\frac{1}{2}+\sum_{n=1}^{\infty} \frac{b_{2 n}}{(2 n)!}=\frac{-1}{e^{-1}-1}
$$

where we have used (23.3) with $z=-1$. Hence, the Euler-Maclaurin formula has more than merely formal value, at least for functions decreasing rapidly at infinity, like $f(x)=e^{-x}$.

For formulas (25.4) and (25.5), although both their left- and righthand sides involve summations, those on the RHS may converge much faster than those on the LHS. In that case, the formulas provide efficient ways to estimate finite and infinite sums. However, we must be careful in applying these formulas to estimate a sum, because, as discussed in Chapter 23, $\left|b_{2 n}\right|$ increases indefinitely with $n$. Consider $f(x)=x^{-2}$. Since $f^{(n)}(x)=(-1)^{n} 2 \cdot 3 \cdots(n+1) x^{-n-2}$, we have

$$
\begin{equation*}
\sum_{n=a}^{\infty} \frac{1}{n^{2}}=\frac{1}{a}+\frac{1}{2 a^{2}}+\sum_{n=1}^{\infty} \frac{b_{2 n}}{a^{2 n+1}} \tag{25.6}
\end{equation*}
$$

We will see that the series on the RHS first converges rapidly, but at some sufficiently large $n,\left|b_{2 n}\right|$ becomes dominant over $a^{2 n}$, and the partial sum bounces up and down more and more drastically. In order to see how well a certain partial sum approximates the actual value, we would like to derive a formula similar to (25.4), but with the infinite sum on the RHS replaced by the $N$ th partial sum, $s_{N}$, plus an additional remainder term, $R_{N}$.

To begin with, we rewrite the RHS of (25.4) as

$$
\sum_{k=0}^{\infty} \frac{b_{k}}{k!}\left(h^{(k)}(b)-h^{(k)}(a)\right)
$$

where $h(x)=\int f(x) d x$. Suppose $a \in \mathbb{Z}$ and $b=a+1$. Consider the $N$ th partial sum,

$$
s_{N}=\sum_{k=0}^{N} \frac{B_{k}(0)}{k!}\left(h^{(k)}(a+1)-h^{(k)}(a)\right)
$$

where $N$ is a positive integer. If we let $g(x)=B_{N}(x) / N!$, we have $g^{(N-k)}(x)=B_{k}(x) / k!$ by (23.2). By Proposition 23.1, we have $B_{k}(1)=$ $B_{k}(0)$ for $k \neq 1$ and $B_{1}(1)=B_{1}(0)+1$. Hence

$$
\begin{aligned}
s_{N} & =\sum_{k=0}^{N}\left(\frac{B_{k}(0)}{k!} h^{(k)}(a+1)-\frac{B_{k}(1)}{k!} h^{(k)}(a)\right)+h^{\prime}(a) \\
& =\sum_{k=0}^{N}\left(g^{(N-k)}(0) h^{(k)}(a+1)-g^{(N-k)}(1) h^{(k)}(a)\right)+h^{\prime}(a) \\
& =h^{\prime}(a)-\left.\sum_{k=0}^{N} g^{(N-k)}(x) h^{(k)}(a+1-x)\right|_{x=0} ^{x=1}
\end{aligned}
$$

Since the function

$$
G(x)=\sum_{k=0}^{N} g^{(N-k)}(x) h^{(k)}(a+1-x)
$$

has a very simple derivative,

$$
\begin{aligned}
G^{\prime}(x)= & \sum_{k=0}^{N} g^{(N-k+1)}(x) h^{(k)}(a+1-x) \\
& -\sum_{k=0}^{N} g^{(N-k)}(x) h^{(k+1)}(a+1-x) \\
= & \sum_{k=0}^{N} g^{(N-k+1)}(x) h^{(k)}(a+1-x) \\
& -\sum_{k=1}^{N+1} g^{(N-k+1)}(x) h^{(k)}(a+1-x) \\
= & g^{(N+1)}(x) h(a+1-x)-g(x) h^{(N+1)}(a+1-x) \\
= & -g(x) h^{(N+1)}(a+1-x),
\end{aligned}
$$

where $g^{(N+1)}(x)=0$ because $\operatorname{deg} g=\operatorname{deg} B_{N}=N$, we have

$$
s_{N}=h^{\prime}(a)-G(1)+G(0)=h^{\prime}(a)+\int_{0}^{1} g(x) h^{(N+1)}(a+1-x) d x
$$

or
$\sum_{k=0}^{N} \frac{b_{k}}{k!}\left(f^{(k-1)}(a+1)-f^{(k-1)}(a)\right)=f(a)+\int_{0}^{1} \frac{B_{N}(x)}{N!} f^{(N)}(a+1-x) d x$,
if we denote $\int f(x) d x$ by $f^{(-1)}(x)$. Performing the change of variable $x=$ $a+1-t$ in the integral, we obtain

$$
\begin{aligned}
f(a)= & \sum_{k=0}^{N} \frac{b_{k}}{k!}\left(f^{(k-1)}(a+1)-f^{(k-1)}(a)\right) \\
& -\int_{a}^{a+1} \frac{B_{N}(\{1-t\})}{N!} f^{(N)}(t) d t
\end{aligned}
$$

where $\{y\} \in[0,1)$ denotes the fractional part of a real number $y$. In fact, since $a$ is an integer, for $a<t<a+1$ we have $-a<1-t<-a+1$ and thus $\{1-t\}=a+1-t$. Finally, replacing $a$ by $a+1, a+2, \ldots, b-1$ and summing all of them yields

$$
\begin{equation*}
\sum_{n=a}^{b-1} f(n)=\sum_{k=0}^{N} \frac{b_{k}}{k!}\left(f^{(k-1)}(b)-f^{(k-1)}(a)\right)-\int_{a}^{b} \frac{B_{N}(\{1-t\})}{N!} f^{(N)}(t) d t \tag{25.7}
\end{equation*}
$$

or, with $N=2 m+1$,

$$
\begin{align*}
\sum_{n=a}^{b-1} f(n)= & \int_{a}^{b} f(t) d t-\frac{1}{2}(f(b)-f(a)) \\
& +\sum_{k=1}^{m} \frac{b_{2 k}}{(2 k)!}\left(f^{(2 k-1)}(b)-f^{(2 k-1)}(a)\right) \\
& -\int_{a}^{b} \frac{B_{2 m+1}(\{1-t\})}{(2 m+1)!} f^{(2 m+1)}(t) d t \tag{25.8}
\end{align*}
$$

which is the Euler-Maclaurin formula with remainder. If $f$ and its derivatives vanish at infinity, we have

$$
\begin{align*}
\sum_{n=a}^{\infty} f(n)= & \int_{a}^{\infty} f(t) d t+\frac{1}{2} f(a)-\sum_{k=1}^{m} \frac{b_{2 k}}{(2 k)!} f^{(2 k-1)}(a) \\
& -\int_{a}^{\infty} \frac{B_{2 m+1}(\{1-t\})}{(2 m+1)!} f^{(2 m+1)}(t) d t \tag{25.9}
\end{align*}
$$

It follows from (25.7) that we may replace $2 m+1$ by $2 m$ in the remainder of (25.8) and (25.9) if $m \geq 1$.

Formulas (25.8) and (25.9) tell us that the error in approximating the sums on the LHS by $s_{2 m+1}$ is given by the remainder term,

$$
\begin{equation*}
R_{2 m+1}=\int_{a}^{b} \frac{B_{2 m+1}(\{1-t\})}{(2 m+1)!} f^{(2 m+1)}(t) d t \quad(b \leq \infty) \tag{25.10}
\end{equation*}
$$

To estimate its size, we need an upper bound of $B_{2 m+1}(x)$ on the interval $[0,1]$. By the definition of Bernoulli polynomials (23.1), we have

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{B_{n}(a)}{n!} z^{n}=\frac{z e^{a z}}{e^{z}-1} \tag{25.11}
\end{equation*}
$$

for any $0 \leq a \leq 1$. It is known from complex analysis that the radius of convergence of the power series of a function $f(z)$ about $z=0$ is given by the distance on the complex plane from the origin to the nearest point where $f(z)$ blows up. (For example, it is well known that the radius of convergence of the geometric series $\sum_{n \geq 0} z^{n}$ is 1 , which also follows from the fact that the sum equals $(1-z)^{-1}$ wherever it converges.) Now, all the points where $\left(e^{z}-1\right)^{-1}$ blows up are $2 \pi n i$, where $n$ is an integer; hence the nearest to the origin among such points are $\pm 2 \pi i$. The radius of convergence of the power series in (25.11) is thus $2 \pi$.

On the other hand, another fact from analysis tells us that if $R$ is the radius of convergence of the power series $\sum a_{n} x^{n}$, then the upper limit of the values $\left(\left|a_{n}\right| R^{n}\right)^{1 / n}=R\left|a_{n}\right|^{1 / n}$ is unity, i.e., $\left|a_{n}\right|^{1 / n}$ is eventually bounded by $1 / R$, but by no smaller numbers. (One may verify this fact by considering the geometric series $\sum \alpha^{n} x^{n}$, where $R=1 /|\alpha|$.) What all this
means is that as $n$ tends to $\infty$, we have

$$
\left(\frac{\left|B_{n}(a)\right|}{n!}\right)^{\frac{1}{n}} \sim \frac{1}{2 \pi}
$$

or

$$
\frac{\left|B_{n}(a)\right|}{n!} \sim \frac{1}{(2 \pi)^{n}}
$$

Hence, following from (25.10), the required bound of $\left|R_{2 m+1}\right|$ has a size similar to

$$
\frac{1}{(2 \pi)^{2 m+1}} \int_{a}^{b}\left|f^{(2 m+1)}(t)\right| d t
$$

It is important to note that our discussion of the size of $\left|R_{2 m+1}\right|$ here is not a rigorous one. However, the above result is valid, since in fact, it is known that for $0 \leq a \leq 1$,

$$
\begin{equation*}
\frac{\left|B_{2 m+1}(a)\right|}{(2 m+1)!}<\frac{4 e^{2 \pi}}{(2 \pi)^{2 m+1}} \tag{25.12}
\end{equation*}
$$

(This estimate can be obtained by decomposing $B_{2 m+1}(x)$ in a Fourier series.) Therefore, we have

$$
\begin{equation*}
\left|R_{2 m+1}\right|<\frac{4 e^{2 \pi}}{(2 \pi)^{2 m+1}} \int_{a}^{b}\left|f^{(2 m+1)}(t)\right| d t \tag{25.13}
\end{equation*}
$$

For example, with $f(x)=e^{-x}, a=0$, and $b=\infty$, (25.13) tells us that $\left|R_{2 m+1}\right|<4 e^{2 \pi} /(2 \pi)^{2 m+1}$ goes to zero very rapidly, and we saw earlier in this chapter that the Euler-Maclaurin series does converge.

Next, let us consider $f(x)=x^{-2}, b=\infty$ again. Suppose we want to estimate the sum

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{n^{2}} \tag{25.14}
\end{equation*}
$$

and we first do it by adding up a large number of terms, say 1000. The tail of the sum may be estimated using integrals, namely,

$$
0.001=\int_{1000}^{\infty} \frac{d x}{x^{2}}<\sum_{n=1000}^{\infty} \frac{1}{n^{2}}<\int_{999}^{\infty} \frac{d x}{x^{2}}=0.001001 \ldots
$$

We see that our first method gives an answer accurate only to about the sixth decimal place. What if we go further and use (25.9) to approximate the tail? From (25.13), we have the inequality

$$
\left|R_{2 m+1}\right|<\frac{4 e^{2 \pi}(2 m+1)!}{1000(2000 \pi)^{2 m+1}}
$$

In particular, we have

$$
\left|R_{3}\right|<10^{-10}, \quad\left|R_{5}\right|<10^{-16}, \quad\left|R_{7}\right|<10^{-23}
$$

This means that a few more calculations will enormously increase the accuracy of our approximations.

It is tempting to conclude that the more terms we compute, the more accurate an estimate we obtain. However, the ratio

$$
\left|\frac{R_{2 m+1}}{R_{2 m-1}}\right| \sim \frac{2 m(2 m+1)}{(2000 \pi)^{2}}
$$

eventually exceeds unity. When $m$ is small, $\left|R_{2 m+1}\right|$ diminishes rapidly and the partial sums seem to converge, until when $m \approx 1000 \pi$, the value of $\left|R_{2 m+1}\right|$ is minimized, and beyond that, the partial sums start to bounce more and more vigorously away from the actual value. In general, if the tail starts from $n=a,\left|R_{2 m+1}\right|$ is minimized when $m \approx \pi a$.

The exact value of the sum (25.14) was first discovered by Euler to be $\pi^{2} / 6$. There are many ways to prove it, one of which makes use of complex analysis and another involves Fourier series. Both of them also allow us to compute the exact values of $\sum_{n=1}^{\infty}\left(1 / n^{s}\right)$, where $s$ is an even positive integer: they turn out to be $2^{s-1} \pi^{s}\left|b_{s}\right| / s$ !. However, no similar closed form has been discovered for these sums when $s$ is odd.

In conclusion consdier two other simple examples of the Euler-MacLaurin formula (25.8), with $a=1, m=1$.

Example 1. $f(x)=\frac{1}{x}$. Then we have:

$$
\begin{equation*}
\sum_{n=1}^{b} \frac{1}{n}=\log b+R(b), \text { where } \lim _{b \rightarrow \infty} R(b)=c \tag{25.15}
\end{equation*}
$$

The number $c$ is called Euler's constant.
Example 2. $f(x)=\log x$. Then we have:

$$
\begin{equation*}
\log (b-1)!=\int_{1}^{b} \log t d t-\frac{1}{2} \log b+R_{1}(b), \text { where } \lim _{b \rightarrow \infty} R_{1}(b)=C \tag{25.16}
\end{equation*}
$$

Integrating by parts, we get

$$
\int_{1}^{b} \log t d t=b(\log b-1)
$$

Hence, adding $\log b$ to both sides of (25.16), we get:

$$
\log b!=\log \sqrt{b}\left(\frac{b}{e}\right)^{b}+R_{1}(b)
$$

Therefore,

$$
\begin{equation*}
b!\sim e^{c} \sqrt{b}\left(\frac{b}{e}\right)^{b} \text { as } b \rightarrow \infty \tag{25.17}
\end{equation*}
$$

Additional calculations show that $e^{C}=\sqrt{2 \pi}$. The result is the famous Stirling's formula.

## 26

## Symmetric Quantum Calculus

The $q$ - and $h$-differentials may be "symmetrized" in the following way,

$$
\begin{align*}
& \tilde{d}_{q} f(x)=f(q x)-f\left(q^{-1} x\right),  \tag{26.1}\\
& \tilde{d}_{h} g(x)=g(x+h)-g(x-h), \tag{26.2}
\end{align*}
$$

where as usual, $q \neq 1$ and $h \neq 0$. The definitions of the corresponding derivatives follow obviously:

$$
\begin{align*}
& \tilde{D}_{q} f(x)=\frac{\tilde{d}_{q} f(x)}{\tilde{d}_{q} x}=\frac{f(q x)-f\left(q^{-1} x\right)}{\left(q-q^{-1}\right) x}  \tag{26.3}\\
& \tilde{D}_{h} g(x)=\frac{\tilde{d}_{h} g(x)}{\tilde{d}_{h} x}=\frac{g(x+h)-g(x-h)}{2 h} \tag{26.4}
\end{align*}
$$

We are going to concern ourselves briefly with symmetric $q$-calculus only, since it is important for the theory of some algebraic objects called quantum groups.

The symmetric $q$-product and quotient rules are

$$
\begin{align*}
\tilde{D}_{q}(f(x) g(x)) & =f(q x) \tilde{D}_{q} g(x)+g\left(q^{-1} x\right) \tilde{D}_{q} f(x) \\
& =f\left(q^{-1} x\right) \tilde{D}_{q} g(x)+g(q x) \tilde{D}_{q} f(x)  \tag{26.5}\\
\tilde{D}_{q}\left(\frac{f(x)}{g(x)}\right) & =\frac{g(q x) \tilde{D}_{q} f(x)-f(q x) \tilde{D}_{q} g(x)}{g(q x) g\left(q^{-1} x\right)} \\
& =\frac{g\left(q^{-1} x\right) \tilde{D}_{q} f(x)-f\left(q^{-1} x\right) \tilde{D}_{q} g(x)}{g(q x) g\left(q^{-1} x\right)} \tag{26.6}
\end{align*}
$$

For any number $\alpha$, we have

$$
\begin{equation*}
\tilde{D}_{q} x^{\alpha}=[\alpha]^{\sim} x^{\alpha-1} \tag{26.7}
\end{equation*}
$$

where

$$
\begin{equation*}
[\alpha]^{\sim}=\frac{q^{\alpha}-q^{-\alpha}}{q-q^{-1}} . \tag{26.8}
\end{equation*}
$$

Proposition 26.1. For any positive integer $n$, if we define

$$
\begin{equation*}
(x-a)_{\tilde{q}}^{n}=\left(x-q^{n-1} a\right)\left(x-q^{n-3} a\right)\left(x-q^{n-5} a\right) \cdots\left(x-q^{-n+1} a\right), \tag{26.9}
\end{equation*}
$$

and $(x-a)_{\dot{q}}^{0}=1$, we have

$$
\begin{equation*}
\tilde{D}_{q}(x-a)_{\bar{q}}^{n}=[n]^{\sim}(x-a)_{\bar{q}}^{n-1} . \tag{26.10}
\end{equation*}
$$

Proof The case of $n=1$ is trivial. Note that for any $n>1,(x-a)_{\bar{q}}^{n+1}=$ $(x-q a)_{\tilde{q}}^{n}\left(x-q^{-n} a\right)$. Thus, by (26.5) and induction on $n$, we have

$$
\begin{aligned}
\tilde{D}_{q}(x-a)_{\tilde{q}}^{n+1} & =(q x-q a)_{\bar{q}}^{n}+[n]^{-}(x-q a)_{\bar{q}}^{n-1}\left(q^{-1} x-q^{-n} a\right) \\
& =q^{n}(x-a)_{\bar{q}}^{n}+q^{-1}[n]^{-}(x-q a)_{\bar{q}}^{n-1}\left(x-q^{-n+1} a\right) \\
& =\left(q^{n}+q^{-1}[n]^{-}\right)(x-a)_{\bar{q}}^{n}=[n+1]^{-}(x-a)_{\tilde{q}}^{n},
\end{aligned}
$$

as desired.
Note that $\operatorname{deg}(x-a)_{\bar{q}}^{n}=n$ for each $n$, and the first three of them are

$$
\begin{aligned}
& (x-a)_{\bar{q}}^{1}=(x-a) \\
& (x-a)_{\bar{q}}^{2}=(x-q a)\left(x-q^{-1} a\right), \\
& (x-a)_{\tilde{q}}^{3}=\left(x-q^{2} a\right)(x-a)\left(x-q^{-2} a\right)
\end{aligned}
$$

However, if $a \neq 0,(x-a)_{\bar{q}}^{n}$ does not vanish at $x=a$ when $n$ is even, and thus the polynomials $P_{n}(x)=(x-a)_{\tilde{q}}^{n} /[n]^{-}$! do not satisfy all the conditions for the generalized Taylor formula (Theorem 2.1). (We refer to (26.23) for the family of polynomials to which Theorem 2.1 does apply.) For $a=0$, the Taylor expansion of a formal power series is

$$
\begin{equation*}
f(x)=\sum_{j=0}^{\infty}\left(\tilde{D}_{q}^{j} f\right)(0) \frac{x^{j}}{[j]^{-!}} . \tag{26.11}
\end{equation*}
$$

Consider $f(x)=(x+a)_{\tilde{q}}^{n}$. Since $\left(\tilde{D}_{q}^{j} f\right)(0)=[n]^{\sim}[n-1]^{-} \cdots[n-j+1]^{-}$ $\times(0+a)_{q}^{n-j}=\left([n]^{\eta}!/\left[n-j\lceil!) a^{n-j}\right.\right.$ for $j \leq n$ and $\bar{D}_{q}^{j} f(x)=0$ for $j>n$, we have

$$
(x+a)_{\bar{q}}^{n}=\sum_{j=0}^{n}\left[\begin{array}{c}
n  \tag{26.12}\\
j
\end{array}\right] a^{-} a^{n-j} x^{j},
$$

where

$$
\left[\begin{array}{l}
n  \tag{26.13}\\
j
\end{array}\right]^{-}=\frac{[n]^{-!}}{[j]^{\sim}![n-j]^{-}!} .
$$

Equation (26.12) is the $\tilde{q}$-analogue of Gauss's binomial formula (5.5). We would also like to obtain a $\tilde{q}$-analogue of Heine's binomial formula (8.1). Let us consider $g(x)=1 /(1-x)_{\tilde{q}}^{n}$. Since

$$
\begin{aligned}
(1-x)_{\tilde{q}}^{n} & =\left(1-q^{n-1} x\right)\left(1-q^{n-3} x\right) \cdots\left(1-q^{1-n} x\right) \\
& =q^{n-1}\left(q^{1-n}-x\right) \cdot q^{n-3}\left(q^{3-n}-x\right) \cdots q^{1-n}\left(q^{n-1}-x\right)
\end{aligned}
$$

or

$$
\begin{equation*}
(1-x)_{\bar{q}}^{n}=(-1)^{n}(x-1)_{\bar{q}}^{n}, \tag{26.14}
\end{equation*}
$$

we have

$$
\tilde{D}_{q}(1-x)_{\tilde{q}}^{n}=(-1)^{n}[n]^{\sim}(x-1)_{\bar{q}}^{n-1}=-[n]^{\sim}(1-x)_{\bar{q}}^{n-1},
$$

and, by (26.6),

$$
\begin{equation*}
\tilde{D}_{q} g(x)=\frac{[n]^{-}(1-x)_{\tilde{q}}^{n-1}}{(1-q x)_{\tilde{q}}^{n}\left(1-q^{-1} x\right)_{\tilde{q}}^{n}}=\frac{[n]^{-}}{(1-x)_{\tilde{q}}^{n+1}} \tag{26.15}
\end{equation*}
$$

Therefore, for any $j \geq 0$, we have $\left(\tilde{D}_{q}^{j} g\right)(0)=[n]^{-} \cdots[n+j-1]^{\sim}$, and

$$
\begin{equation*}
\frac{1}{(1-x)_{\tilde{q}}^{n}}=\sum_{j=0}^{\infty} \frac{[n]^{\sim} \cdots[n+j-1]^{\sim}}{[j]^{-!}} x^{j} \tag{26.16}
\end{equation*}
$$

which is very similar to (8.1).
Let us now turn to integration. To derive an explicit formula for the $\tilde{q}$ antiderivative of an arbitrary function $f(x)$, we may again employ a formal approach using operators. Suppose $F(x)$ is a $\tilde{q}$-antiderivative of $f(x)$. Using the operator $M_{q}$ as defined in (5.6), we have

$$
\left(\hat{M}_{q}-\hat{M}_{q^{-1}}\right) F(x)=F(q x)-F\left(q^{-1} x\right)=\left(q-q^{-1}\right) x f(x)
$$

Since

$$
\hat{M}_{q} \hat{M}_{q^{-1}} g(x)=\hat{M}_{q^{-1}} \hat{M}_{q} g(x)=g(x)
$$

for any $g(x)$, it is natural to write $\hat{M}_{q^{-1}}=\left(\hat{M}_{q}\right)^{-1}$. Thus, we have

$$
\left(\hat{M}_{q}-\frac{1}{\hat{M}_{q}}\right) F(x)=\left(q-q^{-1}\right) x f(x)
$$

or

$$
\begin{aligned}
F(x) & =\frac{\hat{M}_{q}}{1-\hat{M}_{q}^{2}}\left(q^{-1}-q\right) x f(x) \\
& =\left(q^{-1}-q\right)\left(\hat{M}_{q}+\hat{M}_{q}^{3}+\hat{M}_{q}^{5}+\cdots\right) x f(x)
\end{aligned}
$$

Hence, we have

$$
\begin{equation*}
F(x)=x\left(q^{-1}-q\right) \sum_{n=1,3, \ldots} q^{n} f\left(q^{n} x\right) \tag{26.17}
\end{equation*}
$$

It is straightforward to verify that if the RHS of (26.17) converges, it does give a $\tilde{q}$-antiderivative of $f(x)$, and this antiderivative vanishes at $x=0$. Consequently, provided that the series converges, the definite $\tilde{q}$-integral is given by

$$
\begin{equation*}
\int_{0}^{a} f(x) \tilde{d}_{q} x=a\left(q^{-1}-q\right) \sum_{n=1,3, \ldots} q^{n} f\left(q^{n} a\right) \tag{26.18}
\end{equation*}
$$

The uniqueness problem rests upon the nature of the solutions to the functional equation $\tilde{D}_{q} G(x)=0$. This equation implies $G(q x)=G\left(q^{-1} x\right)$, or $G(x)=G\left(q^{2 n} x\right)$ for any $x$ and integer $n$. If we require $G(x)$ to be continuous at 0 , then $G(x)$ will be arbitrarily close to $G(0)$; thus $G(x)$ is constant. Therefore, as in $q$-calculus, continuity at $x=0$ forces the $\tilde{q}$-antiderivative to be uniquely determined up to a constant summand.

If we define

$$
\int_{a}^{b} f(x) \tilde{d}_{q} x=\int_{0}^{b} f(x) \tilde{d}_{q} x-\int_{0}^{a} f(x) \tilde{d}_{q} x
$$

we have, in particular,

$$
\begin{aligned}
\int_{q^{m+1}}^{q^{m-1}} f(x) \tilde{d}_{q} x= & \left(q^{-1}-q\right)\left(\sum_{n=1,3, \ldots} q^{n+m-1} f\left(q^{n+m-1}\right)\right. \\
& \left.-\sum_{n=1,3, \ldots} q^{n+m+1} f\left(q^{n+m+1}\right)\right) \\
= & \left(q^{-1}-q\right) q^{m} f\left(q^{m}\right)
\end{aligned}
$$

It is then natural to define

$$
\begin{align*}
\int_{0}^{\infty} f(x) \tilde{d}_{q} x & =\sum_{m= \pm 1, \pm 3, \ldots} \int_{q^{m+1}}^{q^{m-1}} f(x) \tilde{d}_{q} x \\
& =\left(q^{-1}-q\right) \sum_{m= \pm 1, \pm 3, \ldots} q^{m} f\left(q^{m}\right) \tag{26.19}
\end{align*}
$$

We stop here, leaving it to the reader to develop the symmetric $q$-calculus further along the lines of the $q$-calculus.

We conclude the book with a brief discussion of more general quantum calculi. In this book we have encountered three different quantum calculi, namely, the $q$-calculus, the $h$-calculus, and the symmetric $q$-calculus. The most general definition of a quantum differential would be

$$
d f(x)=f(q x+h)-f\left(q^{\prime} x+h^{\prime}\right)
$$

Similar theories consisting of the corresponding derivatives, Taylor's formulas and antiderivatives may thus be developed. In order that the derivative $D f(x)=d f(x) / d x$, be well-defined, we should assume that either $q \neq q^{\prime}$ or
$h \neq h^{\prime}$. A family of polynomials $\left\{P_{n}\right\}_{n \geq 0}$ satisfying all three assumptions of Theorem 2.1 always exists, since such polynomials may be derived one after another starting from $n=0$. In general, these polynomials have the following expression:

$$
\begin{equation*}
P_{n}(x)=c_{n}(x-a)\left(x-a_{2}\right) \cdots\left(x-a_{n}\right), \tag{26.20}
\end{equation*}
$$

where $a_{2}, a_{3}, \ldots$ are functions in $a, q, q^{\prime}, h, h^{\prime}$. By comparing the leading coefficients in $D P_{n}(x)$ and $P_{n-1}(x)$, it is easy to see that $c_{n} / c_{n-1}=1 /[n]$, where we define

$$
[n]=\left(q^{n}-q^{\prime n}\right) /\left(q-q^{\prime}\right) \text { if } q \neq q^{\prime} \text { and }[n]=n q^{n-1} \text { if } q=q^{\prime} .
$$

Letting $[n]!=[1] \cdots[n]$ for a positive integer $n$, and $[0]!=1$, we have

$$
c_{n}=\frac{1}{[n]!}, \quad n \geq 0 .
$$

However, the general expression of $a_{n}$ is too complicated to write down explicitly. This time, we compare the coefficients of $x^{n-1}$ in $d P_{n}(x)$ and $P_{n-1}(x) d x$. This allows us to deduce the following recursion formula for $s_{n}=a+a_{2}+\cdots+a_{n}, n \geq 2$ :

$$
\begin{align*}
& s_{n}= \frac{[n]}{[n-1]} s_{n-1} \\
&+\left(\frac{n\left(q^{n-1} h-q^{\prime n-1} h^{\prime}\right)}{q^{n-1}-q^{\prime n-1}}-\frac{[n]\left(h-h^{\prime}\right)}{q^{n-1}-q^{\prime n-1}}\right) \quad \text { if } q \neq q^{\prime},  \tag{26.21}\\
& s_{n}=  \tag{26.22}\\
& \frac{n}{n-1} q s_{n-1}+\frac{1}{2} n\left(h+h^{\prime}\right) \text { if } q=q^{\prime} .
\end{align*}
$$

One can easily see that in general, even $a_{2}$ and $a_{3}$ have unpleasant expressions. The recursive relation is simpler when $h=h^{\prime}$. In that case, (26.21) becomes

$$
s_{n}=\frac{[n]}{[n-1]} s_{n-1}+n h, \quad n \geq 2
$$

which, together with the initial condition $s_{1}=a$, gives the solution

$$
s_{n}=(a-h)[n]+h[n]\left(\frac{1}{[1]}+\frac{2}{[2]}+\cdots+\frac{n}{[n]}\right), \quad n \geq 1 .
$$

(The solution may be obtained by means of the subsitution $t_{n}=s_{n} /[n]$.) Then, we have

$$
\begin{aligned}
a_{n}= & s_{n}-s_{n-1} \\
= & (a-h)([n]-[n-1])+n h \\
& +h([n]-[n-1])\left(\frac{1}{[1]}+\cdots+\frac{n-1}{[n-1]}\right), \quad n \geq 2 .
\end{aligned}
$$

In particular, for the symmetric $q$-calculus, i.e., $h=0, q^{\prime}=q^{-1}$, we have $a_{n}=\left([n]^{\sim}-[n-1]^{\sim}\right) a=\left(q^{n-1}-q^{n-2}+q^{n-3}-\cdots+q^{1-n}\right) a, \quad n \geq 1$.
In other words, the sequence of polynomials for symmetric $q$-calculus to which the generalized Taylor formula applies is given by

$$
\begin{align*}
P_{n}(x)= & \frac{1}{[n]!}(x-a)\left(x-\left(q-1+q^{-1}\right) a\right) \cdots \\
& \times\left(x-\left(q^{n-1}-q^{n-2}+q^{n-3}-\cdots+q^{1-n}\right) a\right) \tag{26.23}
\end{align*}
$$

## Appendix

## Appendix: A List of $q$-Antiderivatives

$$
\begin{aligned}
\int x^{\alpha} d_{q} x & =\frac{x^{\alpha+1}}{[\alpha+1]} \quad(\alpha \neq-1) \\
\int \frac{d_{q} x}{x} & =\frac{q-1}{\log q} \log x \\
\int(x-a)_{q}^{\alpha} d_{q} x & =\frac{(x-a)_{q}^{\alpha+1}}{[\alpha+1]} \quad(\alpha \neq-1) \\
\int(a-x)_{q}^{\alpha} d_{q} x & =-\frac{q\left(a-q^{-1} x\right)_{q}^{\alpha+1}}{[\alpha+1]} \quad(\alpha \neq-1) \\
\int \frac{d_{q} x}{(x-a)_{q}^{\alpha}} & =\frac{1}{q[1-\alpha](x-q a)_{q}^{\alpha-1}} \quad(\alpha \neq 1) \\
\int \frac{d_{q} x}{(a-x)_{q}^{\alpha}} & =\frac{1}{[\alpha-1](a-x)_{q}^{\alpha-1}} \quad(\alpha \neq 1) \\
\int e_{q}^{\alpha x} d_{q} x & =\frac{1}{\alpha} e_{q}^{\alpha x} \\
\int E_{q}^{\alpha \alpha} d_{q} x & =\frac{q}{\alpha} e_{q}^{q^{-1} \alpha x} \\
\int \cos _{q}(\alpha x) d_{q} x & =\frac{1}{\alpha} \sin _{q}(\alpha x) \\
\int \sin _{q}(\alpha x) d_{q} x & =-\frac{1}{\alpha} \cos _{q}(\alpha x) \\
\int \operatorname{Cos}_{q}(\alpha x) d_{q} x & =\frac{q}{\alpha} \operatorname{Sin}_{q}\left(q^{-1} \alpha x\right) \\
\int \operatorname{Sin}_{q}(\alpha x) d_{q} x & =-\frac{q}{\alpha} \operatorname{Cos}_{q}\left(q^{-1} \alpha x\right)
\end{aligned}
$$

Integration by parts:

$$
\int_{a}^{b} f(x) d_{q} g(x)=f(b) g(b)-f(a) g(a)-\int_{a}^{b} g(q x) d_{q} f(x)
$$

Change of variable:

$$
\int_{u(a)}^{u(b)} f(u) d_{q} u=\int_{a}^{b} f(u(x)) d_{q^{1 / \beta}} u(x), \quad \text { where } u(x)=\alpha x^{\beta}
$$
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