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Preface 

In the fall of 1992, the second author gave a course called "Intermediate PD Es" 

at the Courant Institute. The purpose of that course was to present some basic 

methods for obtaining various a priori estimates for second-order partial differ

ential equations of elliptic type with particular emphasis on maximal principles, 

Harnack inequalities, and their applications. The equations one deals with are al

ways linear, although they also obviously apply to nonlinear problems. Students 

with some knowledge of real variables and Sobolev functions should be able to 

follow the course without much difficulty. 

In 1992, the lecture notes were taken by the first author. In 1995 at the Univer

sity of Notre Dame, the first author gave a similar course. The original notes were 

then much extended, resulting in their present form. 

It is not our intention to give a complete account of the related theory. Our goal 

is simply to provide these notes as a bridge between the elementary book of F. John 

[9], which also studies equations of other types, and the somewhat advanced book 

of D. Gilbarg and N. Trudinger [8], which gives a relatively complete account of 

the theory of elliptic equations of second order. We also hope our notes can serve 

as a bridge between the recent elementary book of N. Krylov [11] on the classical 

theory of elliptic equations developed before and around the 1960s and the book 

by Caffarelli and Cabn.� [4], which studies fully nonlinear elliptic equations, the 

theory obtained in the 1980s. 

The authors wish to thank Karen Jacobs, Cheryl Huff, Joan Hoerstman, and 

Daisy Calderon for the wonderful typing job. The work was also supported by 

National Science Foundation Grants DMS No. 9401546 and DMS No. 9501122. 

July 1997 

In the new edition, we add a final chapter on the existence of solutions. In it 

we discuss several methods for proving the existence of solutions of primarily the 

Dirichlet problem for various types of elliptic equations. All these existence results 

are based on a priori estimates established in previous chapters. 

December 2010 
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CHAPTER 1 

Harmonic Functions 

1.1. Guide 

In this chapter we will use various methods to study harmonic functions. These 
include mean value properties, fundamental solutions, maximum principles, and 
energy methods. The four sections in this chapter are relatively independent of 
each other. 

The materials in this chapter are rather elementary, but they contain several im
portant ideas on the whole subject, and thus should be covered thoroughly. While 
doing Sections 1.2 and 1.3, the classic book by Protter and Weinberger [13] may 

be a very good reference. Also, when one reads Section 1.4, some statements con
ceming the Hopf maximal principle in Section 2.2 can be selected as exercises. 
The interior gradient estimates of Section 2.4 follow from the same arguments as 
those in the proof of Proposition 1.31 in Section 1.4. 

1.2. Mean Value Properties 

We begin this section with the definition of mean value properties. We assume 
that Q is a connected domain in屈几

DEFINITION 1.1 For u E C(Q) we define 

(i) u satisfies the first mean value property if

1 
u(x) =

Wn rn -l f u(y)dSy for any Br(x) c Q; 

8Br(X) 

(ii) u satisfies the second mean value property if

n 
u(x) =

Wn rn f u(y)dy for any Br(x) c Q 

Br(x) 

where Wn denotes the surface area of the unit sphere in配．

REMARK 1.2. These two definitions are equivalent. In fact, if we write (i) as 

1 
u(x)rn -l =云 f u(y)dSy,

8Br(X) 

1 



2 1. HARMONIC FUNCTIONS

we may integrate to get (ii). If we write (ii) as 

u(x)rn
= .!!:__ f u(y)dy, 

Wn 
Br(X) 

we may differentiate to get (i). 

REMARK 1.3. We may write the mean value properties in the following equiv
alent ways: 

(i) u satisfies the first mean value property if

u(x) = _!__ f u(x + rw)dSw for any Br (x) C Q;
Wn 

lwl=l 
(ii) u satisfies the second mean value property if

u(x) = .!!:__ f u(x + rz)dz for any Br (x) c Q.
Wn 

lzl:Sl 
Now we prove the maximum principle for the functions satisfying mean value 

properties. 

PROPOSITION 1.4 If u E C(Q) satisfies the mean value property in Q, then u

assumes its maximum and minimum only on a Q unless u is constant.

PROOF: We only prove for the maximum. Set 
� = {x E Q: u(x) = M = maxu} c Q. 

Q 
It is obvious that � is relatively closed. Next we show that � is open. For any 
xo E �, take Br (xo) C Q for some r > 0. By the mean value property we have 

M = u(x0) = _n_ f u(y)dy:::: M-n- f dy = M.
Wnrn Wnrn 

Br(xo) Br(xo) 
This implies u =M in Br (x0). Hence� is both closed and open in Q. Therefore 
either � = ¢ or � = Q. D 

DEFINITION 1.5 A function u E C2 (Q) is harmonic if �u = 0 in Q. 

THEOREM 1.6 Let u E C2 (Q) be harmonic in Q. Then u satisfies the mean value

property in Q. 

PROOF: Take any ball Br (x) C Q. For p E (0, r), we apply the divergence 
theorem in B

p
(x) and get 

f f 
au f au 

�u(y)dy = 

av dS = pn-I
ap 

(x + pw)dSw

Bp(x) aBp lwl=l 

n-1 a f = p 
ap 

u(x + pw)dSw . 

lwl=l 



1.2. MEAN VALUE PROPERTIES 

Hence for harmonic function u we have for any p E (0, r)

:
p 

f u(x + pw)dSw = 0. 

lwl=l 
Integrating from O to r we obtain 

or 

f u(x + rw)dSw = f u(x)dSw = u(x)wn

lwl=l lwl=l 

u(x) = � f u(x + rw)dSw = I
n

-l f u(y)dS
y

.
Wn Wn r 

lwl=l BBr(x) 

3 

D 

REMARK 1.7. For a function u satisfying the mean value property, u is not 
required to be smooth. However a harmonic function is required to be C2

• We 
prove these two are equivalent. 

THEOREM 1.8 /fu E C(Q) has mean value property in Q, then u is smooth and 
harmonic in Q. 

PROOF: Choose <.p E cgo(B1(0)) with fBi(o) <.p = I and <.p(x) = 1/f(lxl); i.e., 

Wn J. 1 

r"-1,/J(r)dr = I.

We define <.p6(z) = 

6
� <.p(f) for s > 0. Now for any x E Q considers < dist 

(x, an). Then we have 

f u(y)<.pe(Y - x)dy = f u(x + y)<.p6(y)dy 
Q 

= � f u(x + y)q,G )dy 

IYl<e 

= f u(x + sy)<.p(y)dy 
IYl<l 

= J. 1 

r"- 1 dr f u(x + erw)q,(rw)dSw 
8B1 (0)

= J. 1 

,/f(r)r"-1dr f u(x + erw)dSw 
lwl=l 

= u(x)wn J. 1 

,/f(r)r•-1 dr = u(x) 



4 1. HARMONIC FUNCTIONS

where in the last equality we used the mean value property. Hence we get
u(x) = (<p8 * u)(x) for any x E Q8 = {y E Q; d(y, ar2) > t:}.

Therefore u is smooth. Moreover, by formula ( *) in the proof of Theorem 1.2 and
the mean value property we have

f !iu = rn-l :
r 

f u(x + rw)dSw
Br(x) lwl=l 

n-l a ( )) ( ) = r 
ar 

(wnu x = 0 for any Br x c Q.

This implies /i u = 0 in Q. D

REMARK 1.9. By combining Theorem 1.6 and Theorem 1.8, we conclude that
harmonic functions are smooth and satisfy the mean value property. Hence har
monic functions satisfy the maximum principle, a consequence of which is the
uniqueness of solution to the following Dirichlet problem in a bounded domain

!iu=f in Q,
u = <p on ar2,

for f E C(Q) and <p E C(aQ). In general uniqueness does not hold for an
unbounded domain. Consider the following Dirichlet problem in the unbounded
domain Q

!iu = 0 in Q,
u = 0 on ar2.

First consider the case Q = {x E �n ; lxl > 1}. For n = 2, u(x) = log lxl is a
solution. Note u ---+ oo as r ---+ oo. For n � 3, u (x) = Ix 12-n - 1 is a solution.
Note u ---+ -1 as r ---+ oo. Hence u is bounded. Next, consider the upper half
space Q = {x E �n ; Xn > O}. Then u(x) = Xn is a nontrivial solution, which is
unbounded.

In the following we discuss the gradient estimates.
LEMMA 1.10 Suppose u E C ( ii R) is harmonic in BR B R(xo). Then there
holds 

n 

IDu(xo)I:::: - max lul.
R jjR

PROOF: For simplicity we assume u E C 1 ( ii R). Since u is smooth, then
/i ( D xi 

u) = 0, that is, D xi 
u is also harmonic in BR. Hence D xi 

u satisfies the
mean value property. By the divergence theorem we have

n f n 

Dx .u(xo) = -- Dxi
u(y)dy = --

1 Wn Rn Wn Rn I
BR (xo) BB R (xo) 

which implies

u(y)vi dS
y
,
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D 
LEMMA 1.11 Suppose u E C (BR) is a nonnegative harmonic function in BR = 

B R(xo). Then there holds 
n 

IDu(xo)I :::: R 
u(xo).

PROOF: As before by the divergence theorem and the nonnegativeness of u 
we have 

IDxi u(xo)I:::: Wn�n f u(y)dSy = ; u(xo) 
aBR (Xo) 

where in the last equality we used the mean value property. D 

COROLLARY 1.12 A harmonic function in JR n bounded from above or below is
constant. 

PROOF: Suppose u is a harmonic function in ]Rn . We will prove that u is a 
constant if u ::::: 0. In fact, for any x E ]Rn we apply Lemma 1.11 to u in BR(x) 
and then let R--+ oo. We conclude that Du(x) = 0 for any x E ]Rn . D 

PROPOSITION 1.13 Suppose u E C(BR) is harmonic in BR = BR(Xo). Then 
there holds for any multi-index a with lal = m 

nmem-lm! 
IDa u(xo)I:::: Rm 

Il!_ax lul.
BR 

PROOF: We prove by induction. It is true form= 1 by Lemma 1.10. Assume
it holds form. Consider m + I. For O < 0 < 1, definer = (1 - 0)R E (0, R). We
apply Lemma 1.10 to u in Br and get

1nm+ 1 u(xo)I :::: � m_ax IDm
ul. r Br 

By the induction assumption we have 

Hence we obtain 

nm. em-I. m!
m_ax IDm

ul ::::
( )m 

Il!_ax lul. 
Br R - r BR 

m+I n nmem-lm! nm+Iem-lm! 
ID u(xo)I :::: - · ( ) 

max lul = +I0 ( 0) Il!_
ax lul.r R - r m BR Rm m 1 - BR 

Take 0 = m� 
1

. This implies 

1 ( 1 )m 
0m(I _ 0) 

= 1 +
m (m + 1) < e(m + 1).

Hence the result is established for any single derivative. For any multi-index a =
(a1, . . .  , an) we have

D 

THEOREM 1.14 Harmonic function is analytic. 



6 1. HARMONIC FUNCTIONS

PROOF: Suppose u is a harmonic function in Q. For fixed x E Q, take
B2R(x) C Q and h E �n with lhl :::: R. We have by Taylor expansion 

m-1 1 
[( 

a a )i ] 
u(x + h) = u(x) + L

-:-, 
h1-a- + ... + hn-a- U (x) + Rm(h)

. 
l. X1 Xn

z=l 

where

Rm(h) = _!_[(hi a
a

+ ··· + hn-a
a

)
m

u](x1 + 0h1, ... ,Xn + 0hn)m! X1 Xn 
for some 0 E (0, 1). Note x + h E BR(x) for lhl < R. Hence by Proposition 1.13
we obtain 

1 nmem-lm!
(

lhln2e
)

m 

I Rm (h) I :::: -
1 
lh I

m 
· nm · m 

tgax lu I :::: -- tgax lu I.
m. R B2R R B2R 

Then for any h with lhln2e < � there holds Rm(h) --+ 0 as m --+ oo. D

Next we prove the Harnack inequality.

THEOREM 1.15 Suppose u is harmonic in Q. Then forany co mpact subset K ofQ
there exists a positive constant C = (Q, K) such that ifu ::::: 0 in Q, then 

1 
Cu(y):::: u(x):::: Cu(y) foranyx,y EK.

PROOF: By mean value property, we can prove if B4R(xo) C Q, then
1 
-u(y) :::: u(x):::: cu(y) for any x, y E BR(xo)
C 

where c is a positive constant depending only on n. Now for the given compact sub
set K, take x1, ... , XN E K such that {BR(Xi)} covers K with 4R < dist(K, BQ).
Then we can choose C = cN . D

We finish this section by proving a result, originally due to Wey 1. Suppose u is
harmonic in Q. Then integrating by parts we have 

f u/j.cp = 0 for any <p E cg(Q).
Q 

The converse is also true.

THEOREM 1.16 Suppose u E C(Q) satisfies

(1.1) f u/j.cp = 0 for any <p E cg(Q).
Q 

Then u is harmonic in Q.

PROOF: We claim for any Br (x) C Q there holds

(1.2) r f u(y)dSy = n f u(y)dy.
8Br(X) Br(X) 



1.2. MEAN VALUE PROPERTIES 7

Then we have 

d I 

石 ( w.r•-1 I u(y)dSy 

吼(x)
） 

=�fr(卢 J u(y)dy 

Br(X) 
） 

=�! —,.:, J u(y)dy + 』 u(y)dSyl = 0. 

Br(X) 
rn f 

8Br(X) 

This implies 

吩r

I
n-I f u(y)dSy = const. 

8Br(X) 

This constant is u(x) if we let r ---+ 0. Hence we have 

u(x) =
1 

/ u(y)dSy for any Br(x) C Q. 
吩rn-1

8Br(X) 

Next we prove (1.2) for n�3. For simplicity we assume that x = 0. Set

叭y,r) = l
(lyl2

—r2)n
'IYI :': r, 

0, IYI > r, 

and then <fJk(Y, r) = (lyl2
—r2t-k

( 2(n —k + l)IYl2 
+ n(IYl2

—r2)) for IYI :::: r
andk = 2 3 , ... , n. Direct calculat10n shows <p(·, r) E CJ(Q) and 

研(y,r) = 1
2n<p2(y, r), IYI :': r, 

0, IYI > r. 

By assumption (I.I) we have 

f u(y)<p2(Y, r)dy = 0. 

Br(O) 

Now we prove if for some k = 2, 3, ... , n - I, 

(1.3) J u(y)<pk(Y, r)dy = 0, 

Br(O) 

厂;) f u(y)'Pk+1(y,r)dy = 0. 

Br(O) 

In fact, we differentiate (1.3) with respect tor and get 

f u(y)<pk(Y, r)dy + f u(y)勹(y,r)dy = 0 

8Br (0) Br (0) 



8 1. HARMONIC FUNCTIONS

For 2:::: k < n, (f)k(Y, r) = 0 for IYI = r. Then we have

f a<.pk u(y)
a;:-

(Y, r)dy = 0.
Br(O) 

Direct calculation y ields af/ (y, r) = (-2r)(n - k + l)<.pk+i(Y, r). Hence we
have (1.4). Therefore by taking k = n - I in (1.4) we conclude

f u(y)((n + 2)lyl2 
- nr2)dy = 0.

Br(O) 

Differentiating with respect tor again we get (1.2). D 

1.3. Fundamental Solutions 

We begin this section by seeking a harmonic function u, that is, D..u = 0 in ]Rn , 
which depends only on r = Ix - al for some fixed a E JRn. We set v(r) = u(x).
This implies 

and hence 

n-1
v" + --v' = 0

r 

v(r) =lei+ c2logr, n = 2,

c3 + c4r 2-n, n > 3, 

where Ci are constants for i = I, 2, 3, 4. We are interested in a function with a
singularity such that 

f !� dS = 1 for any r > 0.

BBr 

Hence we set for any fixed a E JR n

1 
I'(a, x) = - log la - xi for n = 2

2n 

l 2-n 
r (a, x) = ( ) I a - x I for n � 3. 

Wn 2 - n 
To summarize, we have that for fixed a E JR n, r (a, x) is harmonic at x =/. a, 

that is, 

D..xI'(a, x) = 0 for any x =/. a 

and has a singularity at x = a. Moreover, it satisfies

f 
BBr(a) 

ar 
-a -(a, x)dSx = 1 for any r > 0.

nx 

Now we prove the Green's identity. 
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THEOREM 1.17 Suppose Q is a bounded domain in ]Rn and that u E C 1 (Q) n
C2(Q). Then for any a E Q there holds

u(a) = f f (a, x)l,u(x)dx -f ( f (a, X) 
a
a
n

u
x 
(x) -u(x) :: (a, X) )dSx.

n an 

REMARK 1.18.
(i) For any q_ E Q, r(a, ·) is integrable in Q although it has a singularity.

(ii) For a � Q, the expression in the right side gives 0. 
(iii) By letting u = I we have fan f[x (a, x)dSx = I for any a E Q.

PROOF: We apply Green's formula to u and r(a, ·) in the domain Q \ Br(a)
for small r > 0 and get 

J cr�u -u�r)dx = 

n\Br(a)
f(r

au _ u
ar

)dsx- I (r
au _ u

ar
)dsx .

an an an an 
an aBr(a) 

Note �r = 0 in Q \ Br(a). Then we have

j rnu dx = j (r!� -u!:)dsx-� j (r!:-u::)dsx 
n an aBr(a)

For n � 3, we get by definition of r 
/ r au 

dS = 

I 
r2-n 

I 
au 

dS
an (2 -n)wn an 

aBr(a) aBr(a) 
r < -- sup IDul ---+ 0 as r ---+ 0,

n -2 aBr(a) 

1 
1 / u dS ---+ u(a)

Wn rn-
aBr(a) 

We get the same conclusion for n = 2 in the same way.

as r ---+ 0.

D

REMARK 1.19. We may employ the local version of the Green's identity_to
get gradient estimates without using the mean value property. Suppose u E C(B 1 )

is harmonic in B 1. For any fixed O < r < R < I choose a cutoff function
<p E C(t°(BR) such that <p = I in Br and O � <p � I. Apply the Green's formula
to u and <pr(a, ·) in B1 \ Bp(a) for a E Br and p small enough. We proceed as in
the proof of Theorem 1.17 and obtain 

u(a) = - f u(x)�x(<p(x)r(a, x))dx for any a E Br(0).
r<lx l<R



10 1. HARMONIC FUNCTIONS

Hence one may prove (without using the mean value property) 

sup lul:::: c(/ lulP)
l

/p and sup IDul:::: cmaxlul 
B112 B112 B1 

B1 

where c is a constant depending only on n.

Now we begin to discuss the Green's functions. Suppose Q is a bounded do
main in �n . Let u E C 1 (Q) n C2(Q). We have by Theorem 1.17 for any x E Q 

u(x) = f r(x,y)llu(y)dy-f (rcx,y)::y (y)-u(y)::, (x,y))dsy,
n an 

If u solves the Dirichlet boundary value problem 

J!lu = f

lu = <p 
in Q, 
onan, 

for some f E C(Q) and <p E ccan), then u can be expressed in terms off and
<p, with one unknown term. We want to eliminate this term by adjusting r. 

For any fixed x E Q, consider

y(x, y) = r(x, y) + cI>(x, y)
for some cI>(x, ·) E C2(Q) with LlycI>(x, y) = 0 in Q. Then Theorem 1.17 can be 
expressed as follows for any x E Q 

u(x) = f y(x, y)llu(y)dy - f (r(x, y) ::Y (y) - u(y) ::Y (x, y) )asy
n an 

since the extra cI>(x, ·) is harmonic. Now by choosing cI> appropriately, we are led
to the important concept of Green's function. 

For each fixed x E Q choose cI>(x, ·) E C 1 (Q) n C2(Q) such that

lllycI>(x, y) = 0 for y E Q,
cI>(x, y) = -r(x, y) for y E an.

Denote the resulting y(x, y) by G(x, y ), which is called Green's function. If such
a G exists, then the solution u to the Dirichlet problem ( *) can be expressed as 

u(x) = f G(x, y)f(y)dy + f <p(y) ::, (x, y)dSy,
n an 

Note that Green's function G(x, y) is defined as a function of y E Q for each fixed
XE Q. 

Now we discuss some properties of G as a function of x and y. Our first
observation is that the Green's function is unique. This is proved by the maximum 
principle since the difference of two Green's functions are harmonic in Q with zero 
boundary value. In fact, we have more. 
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PROPOSITION 1.20 Green's function G(x, y) is symmetric in n x n; that is,

G(x, y) = G(y, x)for x =I- y En. 
PROOF: Pick x1, x2 E n with x1 =I- x2. Choose r > 0 small such that

Br(x1) n Br(x2) = 0. Set G1 (y) = G(x1, y) and G2(Y) = G (x2, y). We apply 
Green's formula in n \ Br (x1) U Br (x2) and get 

f (G1LlG2 - G2LlG1) = f ( G, a�2 
- G2 a�, )ds 

Q\Br(X1)UBr(X2) oQ 

0Br(X2) 

Since G; is harmonic for y =I- x;, i = I, 2, and vanishes on an, we have

f (G1 
aG2 - G2 

aG1 )ds + f (0
1 

aG2 - G2 
aG1 )ds = 0.

an an an an 
0Br(x1) 0Br(x2) 

Note the left side has the same limit as the left side in the following as r --+ 0:

Since

f (r aG2 - G2 
ar)ds + f (0

1 
ar -r

aG1 )ds = o.
an an an an 

oBr (x1) oBr (x2) 

f 
0Br(X1) 

f ar
G2 

an 
dS --+ G2 (x1),

aG1 r-dS--+ 0 as r--+ 0,
an 

0Br(X1) 0Br(X2) 

we obtain G2 (xi) - G1 (x2) = 0 or equivalently G (x2, x1) = G (x1, x2). D

PROPOSITION 1.21 There holds for x, y E n with x =/- y

0 > G(x,y) > r(x,y) Jor n� 3
1 

0 > G(x, y) > r(x, y) - -log diam(n) for n = 2.
2n 

PROOF: Fix x E n and write G(y) = G(x, y ). Since limy-x G(y) = -oo
then there exists an r > 0 such that G(y) < 0 in Br(x). Note that G is harmonic
inn\ Br(x) with G = 0 on an and G < 0 on aBr(x). The maximum principle
implies G(y) < 0 in n \ Br (x) for such r > 0. Next, consider the other part of
the inequality. Recall the definition of the Green's function 

l.Ll<I> = 0 inn, 
G ( X, y) = r ( X, y) + <I> ( X, y) where 

<I> = 
-r on an .
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For n � 3, we have
1 

r(x,y) = ( ) Ix -y1 2-n < 0 for y E an,
2- n Wn 

which implies <l>(x, ·) > 0 on an. By the maximum principle, we have <I> > 0 in
n. For n = 2 we have 

1 1 
r(x,y) = -loglx-yl :'.::: -log diam(n) for y E an.

2n 2n 

Hence the maximum principle implies <I>> -2� log diam(n) inn. 

We may calculate the Green's functions for some special domains. 

PROPOSITION 1.22 The Green'sfunctionfor the ball BR(O) is given b y

l 
( 

2-n R lxl 
2-n

)(i) G(x,y) = --- Ix -yl - -x --y Jor n� 3,
(2 -n)wn lxl R 

(ii) G(x, y) = -
1 

(10g Ix -YI -log .!!:_x -�y) for n = 2 .
2n lxl R 

D 

PROOF: Fix x -:/- 0 with lxl < R. Consider XE �n \ BR with X the multiple
of x and IXI · lxl = R2

, that is, X = 1!�x . In other words, X and x are reflexive
with respect to the sphere aB R· Note the map x 1----+ X is conformal; that is, it
preserves angles. If I y I = R, we have by similarity of triangles 

lxl R ly-xl 
R IXI ly-XI' 

which implies 

(1.5) lxl lxl R 
ly-xl = -ly-XI = -y- -x for any y E aBR.

R R lxl 
Therefore, in order to have zero boundary value, we take for n � 3

G(x, y) = 
(2-�)w,, Cx -�1•-2 -c:ir

-2 

IY -�1•-2 )-
The case n = 2 is similar.

Next, we calculate the normal derivative of Green's function on the sphere. 

D 

COROLLARY 1.23 Suppose G is the Green'sfunction in BR(O). Then there holds
aG R2 

- lxl2 
-(x,y)=----- foranyxEBRandyEaBR.
an WnRlx -yin 

PROOF: We just consider the case n � 3. Recall with X = R2x/lxl 2

G(x, y) = 
(2-�)wn (

Ix -Yl2-n -c:ir
-2

1Y -Xl2-•)
for X E BR, y E aB R •
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Hence we have for such x and y

1 
( 

Xi - Yi 
( 

R 
)

n-2 Xi - Yi 
) 

Yi R2 - lxl2
Dyi G(x, y) 

= - Wn Ix - yin -
� . IX - yin = WnR2 Ix - yin 

by (1.5) in the proof of Proposition 1.22. We obtain with ni = � for IY I = R

a G n 1 R2 
- lxl2

-a 
(x,y) = LniDyi G(x,y) = - . 

I I n . WnR x - y n
l=l 

13 

D 

Denote by K ( x, y) the function in Corollary 1.23 for x E Q , y E a Q. It is
called a Poisson kernel and has the following properties: 

(i) K(x, y) is smooth for x =/- y;
(ii) K(x, y) > 0 for lxl < R; 

(iii) fiyl=R K(x, y)dSy = 1 for any lxl < R.
The following result gives the existence of harmonic functions in balls with

prescribed Dirichlet boundary value. 

THEOREM 1.24 (Poisson Integral Formula) For <p E C(aBR(0)), the function u
defined by 

u(x) = jfaBR (o) K(x, y)<p(y)dSy,
<p(x), 

satisfies u E C(Q) n C00(Q) and

lf),_u = 0

u = <p
in Q,
on an.

For the proof, see [9, pp. 107-108].

lxl < R, 
lxl = R, 

REMARK 1.25. In the Poisson integral formula, by letting x = 0, we have

u(0) = l 
1 / <p(y)dSy, 

Wn Rn-
8BR(0) 

which is the mean value property.

LEMMA 1.26 (Harnack's Inequality) Suppose u is harmonic in B R(xo) and u ::: 0.
Then there holds 

( R )n-2 
R - r ( R )n-2 

R + r 
-- u(xo) � u(x) < -- ---u(xo)

R+r R+r R-r R-r 
where r = Ix - xo I < R.

PROOF: We may assume xo = 0 and u E C(BR)- Note that u is given by the
Poisson integral formula 

l f R2 - lxl2
u(x) = -

I I 
u(y)dSy. 

WnR y -x n 
8BR
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Since R - lxl � IY - xi � R + lxl for IYI = R, we have 

I R - lxl ( 1 )n-2 

I WnR · R + lxl R + lxl u(y)dSy � u(x) � 
aB1i R + lxl ( 1 

)
n-2 f - . I I I I

u(y)dSy. 
WnR R- X R- X 

aBR 

The mean value property implies 

u(O) =
1 1 / u(y)dSy.

WnR
n
-

aBR 

This finishes the proof. D 

COROLLARY 1.27 If harmonic function u in JR n is bounded above or below, then

u = const. 

PROOF: We assume u ::: 0 in ]Rn _ Take any point x E ]Rn and apply 
Lemma 1.26 to any ball BR(O) with R > lxl. We obtain

( R )n-2 
R - lxl ( R )n-2 

R + lxl
R + lxl R + lxl u(O) < u(x) � 

R - lxl R - lxl u(O),

which implies u(x) = u(O) by letting R--+ +oo.

Next we prove a result concerning the removable singularity. 

THEOREM 1.28 Suppose u is harmonic in BR \ {O} and satisfies

u(x) = lo(log lxl), 
o(lxl2-n), 

n = 2, 
n ::: 3, 

as lxl --+ 0.

Then u can be de.fined at O so that it is C 2 and harmonic in BR. 

PROOF: Assume u is continuous in O < lxl � R. Let v solve

l�v = 0 in BR, 
V = u on aBR.

D 

Wewill proveu = vinBR\{O}. Setw = v-u inBR\{O} andMr = maxaBr 
lwl. 

We prove for n ::: 3. It is obvious that 
rn-2 

lw(x)I � Mr. 1x1n-2 
on aBr. 

Note w and lxl�-
2 

are harmonic in BR\ Br. Hence the maximum principle implies 

rn-2 
lw(x)I �Mr· lxln-2 

for any x E BR \ Br 
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where Mr = maxaBr Iv - ul :::: maxaBr lvl + maxaBr lul :::: M + maxaBr lul with 
M = maxaB R 

I u 1- Hence we have for each fixed x =/. 0 
n-2 1 r n 2lw(x)I < lxln-2 M + 

lxln-2 r -
W-� lul-+ 0 as r-+ 0,

that is w = 0 in BR \ { 0}. 

1.4. Maximum Principles 

D 

In this section we will use the maximum principle to derive the interior gradient 
estimate and the Harnack inequality. 

THEOREM 1.29 Suppose u E C 2(B1) n C(B1) is a subharmonic function in B1; 
that is, � u :::: 0. Then there holds 

sup u :::: sup u. 
B1 0B1 

PROOF: Fors > 0 we consider u6(x) = u(x) + slxl2 in B1. Then simple 
calculation yields 

�Ue = �u + 2ns:::: 2ns > 0. 

It is easy to see, by a contradiction argument, that u6 cannot have an interior max
imum, in particular, 

Therefore we have 

sup Ue :::: sup Ue.
B1 0B1 

sup u :::: sup Ue :::: sup u + s. 
B1 B1 0B1 

We finish the proof by letting s -+ 0. D 

REMARK 1.30. The result still holds if B 1 is replaced by any bounded domain. 

The next result is the interior gradient estimate for harmonic functions. The 
method is due to Bernstein back in 1910. 

PROPOSITION 1.31 Suppose u is harmonic in B1. Then there holds

sup ID u I :::: c sup I u I 
B1;2 0B1 

where c = c(n) is a positive constant. In particular, for any a E [O, 1] there holds

lu(x) - u(y)I :::: clx - Yla sup lul for any x, y E B1/2

0B1 

where c = c (n, a) is a positive constant. 

PROOF: Direct calculation shows that 
n n n 

�(1Dul2
) = 2 L (Diju)2 

+ 2 L DiuDi(�u) = 2 L (Diju)2

i,j=l i=l i,j=l 



16 1. HARMONIC FUNCTIONS

where we used .6.u = 0 in B1. Hence IDul2 is a subharmonic function. To get 
interior estimates we need a cutoff function. For any <p E CJ (B1) we have 

n n 

.6.(<p1Dul2) = (.6.<p)IDul2 
+ 4 L Di<pDjUDiju + 2<p L (Diju)2 .

i,j=l i,j=l 

By taking <p = r
l for some r, E CJ (B1) with r, = 1 in B1;2, we obtain by the

Holder inequality 

n n 

+ Sr, L D;r,DjuD;jU + 2r,2 L (D;ju)2

i,j=l i,j=l 

where C is a positive constant depending only on r,. Note that .6.(u2) = 21Du 12 
+

2u.6.u = 21Dul2 since u is harmonic. By taking a large enough we get 

We may apply Theorem 1.29 (the maximum principle) to get the result. D 

Next we derive the Harnack inequality. 

LEMMA 1.32 Suppose u is a nonnegative harmonic function in B1. Then there 
holds 

sup ID logul:::: C 
B112 

where C = C (n) is a positive constant. 

PROOF: We may assume u > 0 in B1. Set v = log u. Then direct calculation 
shows 

.6.v = -1Dvl2 .

We need the interior gradient estimate on v. Set w = IDvl2
. Then we get 

n n 

.6.w + 2 LD;vD;w = 2 L (D;jv)2 .
i=l i,j=l 

As before we need a cutoff function. First note 

(1.6) � 2 � 2 
1 

2 
IDvl4

L 
(D;jv) > L(D;;v) � -(.6.v) = --

n n i,j=l 

w
2 

n 
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Take a nonnegative function <:p E CJ (B 1 ). We obtain by the Holder inequality 
n 

L(<:pw) + 2 L DiVDi(<:pw)
i=l 

n n n

= 2<:p L (DijV)2 + 4 L Di<:pDjVDijV + 2w L Di'PDiv + (L<:p)w
i,j=l i,j=l i=l 

c':: 'I' ;t
1 
(Du v)2 

- 2IDq,I IDvl 3 - (1t,q,I + C 
1n;

12 

)inv12 

17 

if <:p is chosen such that ID<:pl2 j<:p is bounded in B 1 . Choose <:p = r/ for some 
rJ E CJ ( B 1). Hence for such fixed rJ we obtain by ( 1.1) 

n 
L(ry4w) + 2 L DiVDi(rJ4w)

i=l 

1 
� - ry41Dvl4

- Cry3IDrJIIDvl3 -4ry2(rJLrJ + CIDryl2)1Dvl2

n 

1 
� - rJ4 1Dvl4 - Cry31Dvl3 - Cry2IDvl2

n 

where C is a positive constant depending only on n and rJ. Hence we get by the 
Holder inequality 

n I 
L(ry4w) + 2 L DivDi(rJ4w) � - ry4w2 - C

i=I 
n 

where C is a positive constant depending only on n and rJ. 
Suppose ry4w attains its maximum at xo E B 1 . Then D(ry4w) 

L(ry4w) ::::: 0 at x0. Hence there holds 

ry4 w2(xo) ::::: C(n, rJ). 

0 and 

If w(x0) � 1, then ry4w(x0) ::::: C(n). Otherwise ry4w(x0) ::::: w(x0) ::::: ry4(x0). In 
both cases we conclude 

D 

COROLLARY 1.33 Suppose u is a nonnegative harmonic function in B 1 . Then 
there holds 

u(x1) < Cu(x2) for anyx1,X2 E B 1 ;2

where C is a positive constant depending only on n. 

PROOF: We may assume u > 0 in B 1 . For any x 1 , x2 E B 1 ;2 by simple 
integration we obtain with Lemma 1.32 

u(x1) 

lo 
1 

log-
(
-

) 
::::: lx 1 - x2I ID logu(tx2 + (1 - t)x1)ldt::::: Clx 1 - x2l-

u X2 0 

D 
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Next we prove a quantitative Hopf lemma. 

PROPOSITION 1.34 Suppose u E C(B1) is a harmonic function in B1 = B1 (0). 
/fu(x) < u(xo) for any x E B1 and some xo E aB1, then there holds 

au 
an 

(xo) ::: C(u(xo) -u(O)) 

where C is a positive constant depending only on n. 

PROOF: Consider a positive function v in B1 defined by 

v(x) = e-alxl2 

- e-a.

It is easy to see 

.6v(x) = e-alxl\-2an + 4a2 1xl 2) > 0 for any lxl ::: ½

if a ::: 2n + 1. Hence for such fixed a the function v is subharmonic in the region 
A= B1 \ B1;2- Now define for£> 0 

he(x) = u(x) - u(xo) + .sv(x). 
This is also a subharmonic function, that is, .6he ::: 0 in A. Obviously he :::: 0 on 
aB1 and he(xo) = 0. Since u(x) < u(xo) for lxl = ½ we may take£ > 0 small 
such that he(x) < 0 for lxl = ½- Therefore by Theorem 1.29 he assumes at the 
point xo its maximum in A. This implies 

ahe au av a -(xo) ::: 0 or -(xo) ::: -.s-(xo) = 2a.se- > 0.
an an an 

Note that so far we have only used the subharmonicity of u. We estimate£ as 
follows. Set w(x) = u(xo)-u(x) > 0 in B1. Obviously w is a harmonic function 
in B1. By Corollary 1.33 (the Harnack inequality) there holds 

inf w ::: c(n)w(O) or max u :::: u(x0) - c(n)(u(x0) - u(O)). 
B112 B112 

Hence we may take 
£ = oc(n )(u(x0) -u(O)) 

for o small, depending on n. This finishes the proof. 

To finish this section we prove a global Holder continuity result. 

D 

LEMMA 1.35 Suppose u E C(B1) is a harmonic function in B1 with u = <p on 
aB1. If <p E c a (aB1) for some a E (0, 1), then u E c af2(ii1). Moreover, there 
holds 

II U II ca/2(B1) :'.:: C II ({J II ca (0B1) 
where C is a positive constant depending only on n and a. 

PROOF: First the maximum principle implies that infaB1 
<p :::: u :::: supaB1 

<p in 
B1. Next we claim that for any xo E aB1 there holds 

(1.7) 
lu(x) -u(xo)I a/2 l<p(x) -<p(xo)I sup ----- < 2 sup 

xEB1 Ix - Xo 1 al2 -
xEoB1 Ix - Xo l a



1.5. ENERGY METHOD 19 

Lemma 1.35 follows easily from (1.7). For any x, y E B1, set dx = dist(x, aB1)
and dy = dist(y, aB1). Suppose dy .:'.:: dx. Take Xo, Yo E aB1 such that lx-xol =
dx and IY -Yol = dy. Assume first that Ix -YI :::: dx/2. Then y E iidxf2 (x) C
Bdx (x) C B1. We apply Proposition 1.3 1 (scaled version) to u -u(xo) in Bdx (x)
and get by (1.7) 

a/2 lu(x) -u(y)I a/2 dx Ix
_ 

Yl a/2 
.:'.:: Clu -u(xo)IL00(Bdx (x)) :'.:: Cdx ll<pllca(aB1 )-

Hence we obtain

lu(x) -u(y)I:::: Clx -Yl a12 ll<pllca(aB1 )·
Assume now that dy .:::: d x .:::: 21 x -y 1- Then by ( 1. 7) again we have

lu(x) -u(y)I:::: lu(x) -u(xo)I + lu(xo) -u(yo)I + lu(yo) -u(y)I

:::: C( d';12 + lxo -Yol a/2 + d;12)ll<pllca(aB1 )
:::: Clx -Yl a/2 ll<pllca(aB1 )

since lxo -Yol:::: dx + Ix -YI+ dy .:::: Six -YI-
In order to prove(l.7) we assume B1 = B1 ( ( 1,0, ... ,0)),x0 = O, and<p(O) = 

0. Define K 
= supxEaB1 l<p(x)l/lxl a. Note lxl2 

= 2x1 for x E aB1. Therefore
for X E aB1 there holds 

<p(x) :::: K lxl a :::: 2 a/2 Kxf12.

Define v(x) = 2 af2 Kxf12 in B1. Then we have

Lv(x) = 2 a/2 
K · � ( � -1 )x�/2-2 < 0 in B1.

Theorem 3.1 implies

u(x):::: v(x) = 2 af2 Kxf12:::: 2 a/2 Klxl a/2 for any x E B1 .

Considering -u similarly, we get

This proves (1.7).
lu(x)I :::: 2 af2 Klxl a/2 for any x E B1.

1.5. Energy Method 

D

In this section we discuss harmonic functions by using the energy method. In
general we assume throughout this section that au E C(B1) satisfies 

Al�l2:::: Gij (X)�i�j :::: Al�l2 for any x E B1 and� E JRn

for some positive constants A and A. We consider the function u E C 1 (B1 ) satis
fying 

f Gij DiUDj<p = 0 for any <p E CJ(B1 ).
B 1
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It is easy to check by integration by parts that the harmonic functions satisfy the
above equation for aij = Oij . 

LEMMA 1.36 (Cacciopolli's Inequality) Suppose u E C 
1 (B1) satisfies 

f aij DiuDj<p = 0 for any <p E CJ(B1). 
B1 

Thenfor anyfunction rJ E CJ(B1), we have 

f rJ2IDul 2 ::: Cf IDrJl 2u2

B1 B1 
where C is a positive constant depending only on A and A.

PROOF: For any rJ E CJ (B1) set <p = ry2u. Then we have

A f rJ2 1Dul 2 ::: A/ rJlullDrJIIDul. 
B1 B1 

We obtain the result by the Holder inequality. D 

COROLLARY 1.37 Let u be as in Lemma 1.36. Then for any O::: r < R ::: 1 there 
holds 

I IDul 2 
< 

C f u2

- (R-r) 2 

Br BR 

where C is a positive constant depending only on A and A.

PROOF: Take rJ such that rJ = I on Br, rJ = 0 outside BR, and IDrJI <

2(R-r)- 1
. D 

COROLLARY 1.38 Let u be as in Lemma 1.36. Then for any O < R ::: 1 there hold 

where 0 = 0(n, A, A) E (0, 1).

and f IDul2 ::: 0 f IDul 2

BR/2 BR 

PROOF: Take rJ E CJ(BR) with rJ = I on BR;2 and IDrJI ::: 2R-1. Then
Lemma 1.36 yields 

f ID(ryu)l 2 ::: C f IDrJl 2u 2 ::: i
2 

/ u2

BR BR BR\BR/2 

by noting D rJ = 0 in BR; 2. Hence by the Poincare inequality we get

f (ryu) 2 ::: c(n)R2 f ID(ryu)l 2. 
BR BR 



Therefore we obtain 

f u
2 

� C f 
BR/2 BR\BR/2 

u
2 ' 
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which implies (C + 1) f u
2 �Cf u2

. 

BR/2 BR 

21 

For the second inequality, observe that Lemma 1.36 holds for u-a for arbitrary 
constant a. Then as before we have 

f llDul2 �Cf ID11l 2(u - a)2 � i2 f (u - a)2.

BR BR BR\BR/2 

The Poincare inequality implies with a = IBR \ B R/21-1 JB
R\BR

;2 u

f (u - a)2 � c(n)R2 f IDul2.

Hence we obtain 

BR/2 
in particular, 

BR\BR/2 

(C + 1) f IDul2 <Cf IDul2.

BR/2 BR 
D 

REMARK 1.39. Corollary 1.38 implies, in particular, that a harmonic function 
in ]Rn with finite L2-norm is identically O and that a harmonic function in ]Rn with 
finite Dirichlet integral is constant. 

REMARK 1 .40. By iterating the result in Corollary 1.38, we have the following 
estimates. Let u be in Lemma 1.36. Then for any O < p < r � l there hold 

for some positive constantµ, = µ,(n, A, A). Later on we will prove that we can 
takeµ, E (n -2, n) in the second inequality. For harmonic functions we have better 
results. 

LEMMA 1.41 Suppose {au} is a constant positive de.finite matrix with

Al�l2 � aij�i�j < Al�l2 for any� E JRn

for some constants O < )., < A. Suppose u E C 1 (B1) satisfies

(1.8) f aij DiuDj <p = 0 for any <p E CJ(B1). 

B1 
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Then for any O < p ::S r, there hold

(1.9) 

(1.10) 

where c = c (A, A) is a positive constant and u r denotes the average of u in Br.

PROOF: By dilation, consider r = 1. We restrict our consideration to the 
range p E (0, ½L since (1.9) and (1.10) are trivial for p E (½, 1]. D 

CLAIM. 

lulz=(Bi/2) + IDulZ=(Bi/2) ::S c(A, A)/ lul2.
B1 

Therefore for p E (0, ½l

and 

I lu 12 ::S pn lu IZ=(B1;2) ::S cpn I lu 12

Bp B1 

I lu - upl2 ::S / lu - u(O)l2 ::S pn+2IDulz=(B112) ::S cpn +2 I lul2.
Bp Bp B1 

If u is a solution of (1.8), so is u - u 1. With u replaced by u - u 1 in the above
inequality, there holds 

I lu - upl2 ::S cpn+2 I lu - u112. 
Bp B1 

PROOF: We present two methods. 

METHOD 1. By rotation, we may assume {au} is a diagonal matrix. Hence
(1.8) becomes 

LAiD;;u = 0
i=l 

with O < A ::S Ai ::S A for i = 1, ... , n. It is easy to see there exists an ro 
ro(A, A) E (0, ½) such that for any xo E B 112 the rectangle 

{x : Ix; �
oil < rol

is contained in B 1 . Change the coordinate 
Xi 

Xi f-----+ Yi = ,J"J:; and set v(y) = u(x). 
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Then vis harmonic in {y : "£?= 1 Ai YT< l}. In the ball {y : IY - Yol < ro} use
the interior estimates to yield 

lv(yo)l2 
+ IDv(yo)l2::: c(}.,, A) / v2::: c(}.,, A)

Transform back to u to get

lu(xo)l2 
+ IDu(xo)l2::: c(}.,, A) / u2 .

lxl<l

f 

METHOD 2. If u is a solution to (1.8), so are any derivatives of u. By applying
Corollary 1.37 to derivatives of u we conclude that for any positive integer k

llullHk(B1;2) .'.:: c(k, A , A)llullL2(B 1)·
Ifwe fix a value of k sufficiently large with respect ton, Hk (B 1 ;2) is continuously
embedded into C 

1 ( ii 1 / 2 ) and therefore

lulL=(B1;2) + IDulL=(B1;2)::: c(A, A)llullL2(B i)·
This finishes the proof. D



CHAPTER 2 

Maximum Principles 

2.1. Guide 

In this chapter we discuss maximum principles and their applications. Two 
kinds of maximum principles are discussed. One is due to Hopf and the other to 
Alexandroff. The former gives the estimates of solutions in terms of the L00-norm 
of the nonhomogeneous terms, while the latter gives the estimates in terms of the 
L n -norm. Applications include various a priori estimates and the moving plane 
method. 

Most of the statements in Section 2.2 are rather simple. One probably needs to 
go over Theorem 2.11 and Proposition 2.13. Section 2.3 is often the starting point 
of the a priori estimates. Section 2.4 can be omitted in the first reading, as we will 
look at it again in Section 5.2. The moving plane method explained in Section 2.6 
has many recent applications. We choose a very simple example to illustrate such a 
method. The result goes back to Gidas-Ni-Nirenberg, but the proof contains some 
recent observations in the paper [l]. The classical paper of Gilbarg-Serrin [7] may 
be a very good supplement to this chapter. It may also be a good idea to assume 
the Harnack inequality of K内lov-Safanov in Section 5.3 and to ask students to 
improve some of the results in the paper [7]. 

2.2. Strong Maximum Principle 

Suppose Q is a bounded and connected domain in配. Consider the operator 
Lin Q, 

Lu = aij (x)DijU + bi (x)Diu + c(x) u 
for U E C 2 位） n C(Q). We always assume that aij, bi, and c are continuous and
hence bounded in Q and that Lis uniformly elliptic in Q in the following sense: 

aij (x)名岛：：：：入-1�12 for any x E Q and any�E屈n

for some positive constant入

LEMMA 2.1 Suppose u E C 2(Q) n C(Q) satisfies Lu > 0 in Q with c(x)三O
in Q. If u has a nonnegative maximum in Q, then u cannot attain this maximum 
in Q. 

PROOF: Suppose u attains its nonnegative maximum of Q in xo E Q. Then 
Diu(xo) = 0 and the matrix B = (Dij (xo)) is seminegative definite. By the 
ellipticity condition the matrix A = (aij (x0)) is positive definite. Hence the matrix 
AB is seminegative definite with a nonpositive trace, that is, aij (xo)DijU(xo)三0.
This implies Lu(xo) ::S 0, which is a contradiction. 口

25 
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REMARK 2.2. If c(x) = 0, then the requirement for nonnegativeness can be 
removed. This remark also holds for some results in the rest of this section. 

THEOREM 2.3 (Weak Maximum Principle) Suppose u E C2 (n) n C(Q) satisfies 
Lu_� 0 inn with c(x)::::: 0 inn. Then u attains on an its nonnegative maximum 
inn. 

PROOF: For any£ > 0, consider w(x) = u(x) + Eeaxi with a to be deter
mined. Then we have 

Lw =Lu+ Eeaxi (aua2 
+ b1a + c). 

Since b1 and c are bounded and a 11 (x) � A > 0 for any x E n, by choosing 
a > 0 large enough we get 

au (x)a2 
+ b1 (x)a + c(x) > 0 for any x E n. 

This implies Lw > 0 inn. By Lemma 2.1, w attains its nonnegative maximum 
only on an, that is, 

Then we obtain 

sup w ::::: sup w +. 
n an 

sup U ::'.::: sup W ::'.::: sup w+ :'.::: sup anu+ 
+ £ sup eaxi. 

n n an xEan 

We finish the proof by letting £ --+ 0. D 

As an application we have the uniqueness of solution u E C2 (n) n C(Q) to 
the following Dirichlet boundary value problem for f E C(n) and <p E C(an) 

if c(x) ::::: 0 inn. 

Lu= f inn, 
u = <p on an,

REMARK 2.4. The boundedness of domain n is �sential, since it guarantees 
the existence of a maximum and a minimum of u in n. The uniqueness does not 
hold if the domain is unbounded. Some examples are given in Remark 1.9. Equally 
important is the nonpositiveness of the coefficient c. 

EXAMPLE. Set n = { (x, y) E JR2 : 0 < X < n, 0 < y < n}. Then 
u = sin x sin y is a nontrivial solution for the problem 

b,u + 2u = 0 inn, 
u = 0 on an. 

THEOREM 2.5 (Hopf Lemma) Let B be an open ball in ]Rn with x 0 E a B. Suppose 
u E C2(B) n C(B U {x0}) satisfies Lu � 0 in B with c(x) ::::: 0 in B. Assume in
addition that

u(x) < u(xo) foranyx EB andu(xo) � 0. 
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Then for each outward direction vat xo with v · n(xo) > 0 there holds
1 

lim inf-[u(xo) - u(xo - tv)] > 0.
t--+O+ t 

REMARK 2.6. Ifin addition u E C 1 (B U {xo}), then we have
au 

av 
(xo) > 0.
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PROOF: We may assume that the center of B is at the origin with radius r. We
assume further that u E C(B) and u(x) < u(xo) for any x E ii\ {xo} (since we
can construct a tangent ball B1 to B at xo and B1 C B). 

Consider v(x) = u(x) + ch(x) for some nonnegative function h. We will
choose £ > 0 appropriately such that v attains its nonnegative maximum only at
xo. Denote b = B n B1;2r(xo). Define h(x) = e-alxl2 

- e-ar2 with a to be
determined. We check in the following that 

Direct calculation yields

Lh > 0 in b.

Lh = e-•lxl2 !4a2 

;
t/u(x)x,x1 -la ta;;(x) -2a t b;(x)x, + cl- ce-"'2 

e: e-lxl2 /4a2 ;t, au(x)x,x1 - 2a t[a;;(x) + b;(x)x;] + cl.
By the ellipticity assumption, we have

_t au(x)x;xj c'. Alxl
2 :,: -<(�)

2 

> 0 in b.
l,J=l 

So for a large enough, we conclude Lh > 0 in b. With such h, we have Lv
Lu+ cLh > 0 in b for any£> 0. By Lemma 2.1, v cannot attain its nonnegative
maximum inside b. 

Next we prove that for some small£> 0 v attains at x0 its nonnegative maxi
mum. Consider v on the boundary ab. 

• For x E ab n B, since u(x) < u(x0), we have u(x) < u(x0) - o for
some o > 0. Take£ small such that ch < o on ab n B. Hence for such£
we have v(x) < u(x0) for x E ab n B. 

• On b n aB, h(x) = 0 and u(x) < u(x0) for x =/- x0. Hence v(x) <
u(xo) on b n aB \ {xo} and v(xo) = u(xo). 

Therefore we conclude
v(xo) - v(xo - tv) ------- > 0 for any small t > 0.

t -

Hence we obtain by letting t --+ 0
I ah 

lim inf-[u(xo) - u(xo - tv)]:::: -£ -(xo).
t--+0 t av 
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By definition of h, we have 
ah 

av 
(xo) < 0. 

This finishes the proof. D 

THEOREM 2.7 (Strong Maximum Principle) Let u E C2 (n) n (2_(Q) satisfy Lu ::::: 
0 with c(x) :::: 0 inn. Then the nonnegative maximum of u inn can be assumed

only on an unless u is a constant. 

PROOF: Let M be the nonnegative maximum of u inn. Set b = {x E n : 
u(x) = M}. It is relatively closed inn. We need to show b = n. 

We prove by contradiction. If b is a proper subset of n, then we may find an 
open ball B C n \ b with a point on its boundary belonging to b. (In fact, we may 
choose a point p E n \ b such that d(p, b) < d(p, an) first and then extend the 
ball centered at p. It hits b before hitting an.) Suppose Xo E aB n b. Obviously 
we have Lu ::::: 0 in B and 

u(x) < u(xo) for any x EB and u(xo) = M ::::: 0. 

Theorem 2.5 implies g� (x0) > 0 where n is the outward normal direction at x0 to 
the ball B. Since x0 is the interior maximal point of n, Du(x0) = 0. This leads 
to a contradiction. D 

COROLLARY 2.8 (Comparison Principle) Suppose u E C2 (n) n C(Q) satisfies

Lu ::::: 0 inn with c(x) :::: 0 inn. /Ju :::: 0 on an, then u :::: 0 inn. In fact, either
u < 0 in n or u = 0 in n.

In order to discuss the boundary value problem with general boundary con
dition, we need the following result, which is just a corollary of Theorems 2.5 
and 2.7. 

COROLLARY 2.9 Suppose n has the interior sphere property and that u E C2 (n) 
n C 1 (Q) satisfies Lu ::::: 0 in n with c(x) :::: 0. Assume u attains its nonnegative

maximum at Xo E Q. Then Xo E an and for any outward direction Vat Xo to an

unless u is constant in n.

au 

av 
(xo) > 0 

APPLICATION. Suppose n is bounded in ]Rn and satisfies the interior sphere 
property. Consider the the following boundary value problem 

Lu= f inn 
au 

a n
+ a(x)u = <p on an

for some f E C(Q) and <p E C(an). Assume in addition that c(x) :::: 0 inn and 
a(x) ::::: 0 on an. Then problem(*) has a unique solution u E C2 (n) n C 1 (Q) 
if c ¢. 0 or a ¢. 0. If c = 0 and a = 0, problem ( *) has a unique solution 
u E C2 (n) n C 1 (Q) up to additive constants. 
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PROOF: Suppose u is a solution to the following homogeneous equation: 

Lu= 0 inn, 
au 

an 
+ a ( X )u = 0 on an .

CASE 1. c ¢. 0 or a ¢. 0. We want to show u _ 0. 

29 

Suppose that u has a positive maximum at x0 E n. If u = const > 0, this 
contradicts the condition c ¢. 0 inn or a ¢. 0 on an. Otherwise Xo E an and 
g� (xo) > 0 by Corollary 2.9, which contradicts the boundary value. Therefore 
u = 0. 

CASE 2. c - 0 and a - 0. We want to show u - const. 

Suppose u is a nonconstant solution. Then its maximum in n is assumed only 
on an by Theorem 2.7, say at x0 E an. Again Corollary 2.9 implies g� (x0) > 0. 
This is a contradiction. D 

The following theorem, due to Serrin, generalizes the comparison principle 
with no restriction on c(x) . 

THEOREM 2.10 Suppose u E C2 (n) n C(Q) satisfies Lu � 0. lf u :::: 0 inn, 
then either u < 0 in n or u - 0 in n.

PROOF: We present two methods. 

METHOD 1. Suppose u(xo) = 0 for some xo En. We will prove that u = 0 
inn. 

Writec(x) = c +(x)-c-(x) wherec+ (x) andc-(x) are the positive partand 
negative part of c(x), respectively. Hence u satisfies 

aijDijU +b;Diu-c-u � -c+u � 0. 

So we have u _ 0 by Theorem 2. 7. 

METHOD 2. Set v = ue-axi for some a > 0 to be determined. By Lu � 0, 
we have 

aij Dijv + [a(au +ail)+ bi]Div + (aua2 
+ b1a + c)v � 0. 

Choose a large enough such that aua2 
+ b1a + c > 0. Therefore v satisfies 

aij Dij V + [a(a1; +ail)+ bi]D; v � 0. 

Hence we apply Theorem 2.7 to v to conclude that either v < 0 inn or v _ 0 
inn. D 

The next result is the general maximum principle for the operator L with no 
restriction on c ( x). 

THEOREM 2.11 Suppose there exists a w  E C2 (n) n C 1 (Q) satisfying w > 0 
in Q and Lw :::: 0 inn. If u E C2 (n) n C(Q) satisfies Lu � 0 in n, then : 
cannot assume in n its nonnegative maximum unless : = const. If, in addition, 
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: assumes its nonnegative maximum at xo E an and : ¢. const, then for any
outward direction v at xo to an there holds 

:J: )<xo) > 0

if an has the interior sphere property at Xo. 

PROOF: Set V = : . Then V satisfies

auDuv + B;D;v + ( L:)v :::= o

where Bi = bi + ';;; aij Dij w. We may apply Theorem 2.7 and Corollary 2.9
�v. D

REMARK 2.12. If the operator Linn satisfies the condition of Theorem 2.11,
then the comparison principle applies to L. In particular, the Dirichlet boundary
value problem 

Lu= f inn,
u = <p on an,

has at most one solution.

The next result is the so-called maximum principle for a narrow domain.

PROPOSITION 2.13 Let d be a positive number and e be a unit vector such that
l(y -x) · el < d for any x, y E n. Then there exists a do > 0, depending only on
A and the sup-norm of b; and c +, such that the assumptions of Theorem 2.11 are
satisfied if d ::::: do. 

PROOF: By choosing e = (1, 0 ,  ... , 0) we suppose Q lies in {O < x1 < d}.
Assume in addition I b; I, c + :::: N for some positive constant N. We construct w 

as follows. Set w = ead -eaxi > 0 in Q. By direct calculation we have 

Lw = -(aua2 + b 1 a)eaxi + c(ead - eaxi ):::: -(aua2 + b1 a) + Nead_

Choose a so large that

aua2 + b1a:::: 1a2 
- Na:::: 2N.

Hence Lw ::::: -2N +Nead = N(ead -2) :::: 0 if dis small such that ead :::: 2. D

REMARK 2.14. Some results in this section, including Proposition 2.13, hold
for unbounded domain. Compare Proposition 2.13 with Theorem 2.3 2. 

2.3. A Priori Estimates 

In this section we derive a priori estimates for solutions to the Dirichlet prob
lem and the Neumann problem. 

Suppose n is a bounded and connected domain in � n. Consider the operator
Linn 
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for u E C2 (n) n C(Q). We assume that au, bi, and care continuous and hence 
bounded inn and that Lis uniformly elliptic inn, that is, 

au(x)�i�j :::: Al�l2 for any x En and any� E :!Rn

where A is a positive number. We denote by A the sup-norm of au and bi, that is, 

max laij I+ max lb;! :::: A. 
n n 

PROPOSITION 2.15 Suppose u E C2 (n) n C(Q) satisfies 

lLu = f inn, 
u = <p on an, 

for some f E C(n) and <p E C(an). If c(x) :::: 0, then there holds 

lu(x)I :::: max l</JI + C max If I for any x En 
an n 

where C is a positive constant depending only on A, A, and diam(n). 

PROOF: We will construct a function win n such that 

(i) L(w ± u) = Lw ± f :::: 0 or Lw :::: =f f inn,
(ii) w ± u = w ± <p:::: 0 or w:::: =f<p on an. 

Denote F = maxn If I and <I>= maxan l</JI- We need 

Lw:::: -F inn, 
w :::: <I> on an. 

Suppose the domain n lies in the set {O < x1 < d} for some d > 0. Set w = 
<I> + ( ead - eaxi ) F with a > 0 to be chosen later. Then we have by direct 

calculation 

-Lw = (aua2 + b 1 a)Feaxi - c<I> - c(ead - eaxi )F

:::: (aua2 
+ b 1 a)F:::: (a2A + b1 a)F:::: F 

by choosing a large such that a2 A+ b1 (x)a :::: 1 for any x E n. Hence w satisfies 
(i) and (ii). By Corollary 2.8 (the comparison principle) we conclude -w :::: u :::: w
in n; in particular,

sup lu I :::: <I>+ (ead - I)F 
n 

where a is a positive constant depending only on A and A. 

PROPOSITION 2.16 Suppose u E C2 (n) n C 
1 (Q) satisfies 

lLu = f inn,
g� + a(x)u = <p on an' 

D 

where n is the outward nonnal direction to an. If c(x) :::: 0 inn and a(x) :::: ao > 
0 on an, then there holds 

lu(x)I:::: C{maxl<fJI +maxi/I} for anyx En 
an n 
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where C is a positive constant depending only on A, A, ao, and diam(n). 

PROOF: We prove for a special case and the general case. 

CASE 1. Special case: c(x) :::: -co < 0. 

We will show 
1 1 

I u ( x) I :::: - F + - <l> for any x E n .
co ao 

Define v = c� F + ;
0 
<l> ± u. Then we have

Lv = c(x)(2- F + __!__ <l>) ± f :::: -F ± f :::: 0 inn,
co ao 

av 
+ av = a (2- F + __!__ <l>) ± <p > <l> ± <p � on an.

an co ao 
If v has a negative minimum inn, then v attains it on an by Theorem 2.5, say, at 
x0 E an. This implies g� (x0) :::: 0 for n = n(x0) ,  the outward normal direction 
at xo. Therefore we get 

( :: +av) (xo) :': av(xo) < 0,

which is a contradiction. Hence we have v � 0 in n, in particular, 
1 1 

lu(x)I :::: -F + -<l> for any x En.
co ao 

Note that for this special case co and ao are independent of A and A.

CASE 2. General case: c(x) :::: 0 for any x E n.

Consider the auxiliary function u(x) = z (x)w(x) where z is a positive func
tion in n to be determined. Direct calculation shows that w satisfies 

( 
a;j DijZ + bi Diz

) 
f au Du w + B; Di w + C + 

z 
w = -;

a w  
+

(
a + 

� az
) w =

<p 
an z an z 

inn, 

onan, 

where Bi = ½(au+ aji)Djz + bi. We need to choose the function z > 0 in Q 
such that there hold in 

or 

auDuz + b;Diz 
( 1 A d ) c +------<-co A, , ,ao < 0 inn, 

z 

I a z I 
a+ -- > -ao 

z an - 2 

a;jDuz + biD;z < 0 ------ - -Co < 
z 

I a z I 
-- < -ao 
z an - 2 

onan, 

inn, 

onan. 
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Suppose the domain Q lies in {O < x1 < d}. Choose z(x) = A+ ef3d - e/Jxi for 
x E Q for some positive A and f3 to be determined. Direct calculation shows 

1 (f3 2 a11 + f3b1) ef3xi

--(au DijZ + b; Diz) = fJd fJ z A+ e - e x1 
f3 2 a11 + f3b1 1 

>----->--->0 
A + efJd - A + efJd

if fJ is chosen such that f3 
2 a 11 + fJ b 1 ::: 1. Then we have

! az < f3 ef3d < � ao
z Bn - A - 2 

if A is chosen large. This reduces to the special case we just discussed. The new 
extra first-order term does not change the result. We may apply the special case 
tow. D 

REMARK 2.17. The result fails if we just assume a ( x) ::: 0 on a Q. In fact, we 
cannot even get the uniqueness. 

2.4. Gradient Estimates 

The basic idea in the treatment of gradient estimates, due to Bernstein, involves 
differentiation of the equation with respect to Xk, k = 1, ... , n, followed by mul
tiplication by Dku and summation over k. The maximum principle is then applied 
to the resulting equation in the function v = IDul2

, possibly with some modifi
cation. There are two kinds of gradient estimates, global gradient estimates and 
interior gradient estimates. We will use semilinear equations to illustrate the idea. 

Suppose Q is a bounded and connected domain in JR n. Consider the equation 

aij (x)D;jU + b; (x)Diu = f(x, u) in Q 

for u E C2(Q) and f E C(Q x JR). We always assume that au and bi are 
continuous and hence bounded in Q and that the equation is uniformly elliptic in 
Q in the following sense: 

a;j (x)�i �j ::: ll�l2 for any x E Q and any � E ]Rn

for some positive constant A. 

PROPOSITION 2.18 Suppose u E C
3(Q) n C 

1 (Q) satisfies 

(2.1) 

for a;j, b; E C 1 (Q) and f E C 1 (Q x JR). Then there holds

sup IDul::: sup IDul + C
n an 

whereC is a pos itiveconstantdepend ingonlyonA, diam(Q), laij,bilc1(Q)' M = 

lulL=(Q), and If lc1(nx[-M,M])· 
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PROOF: Set L = aij Dij + bi Di. We calculate L(I Du 12) first. Note 

Di (1Dul2
) = 2Dk uDkiu,

(2.2) 

Differentiating (2.1) with respect to Xk , multiplying by Dk u, and summing over k,

we have by (2.2) 

aij Dij (IDul2) + biDi(IDul2)

= 2a;j Dk;uDkj U -2Dkaij Dk uD;j U 

-2DkbiDkuD;u + 2DzflDul2 
+ 2Dk fDk u.

The ellipticity assumption implies 

L a;j Dk;uDkj U :::: AID2ul2 .
i,j ,k

By the Cauchy inequality, we have 

L(IDul2):::: AID2ul2 -CIDul2 -C

with C a positive constant depending only on If lc1(fix[-M,M])• laij , bi lc1(fi)•
and A. 

We need to add another term u2 . We have by the ellipticity assumption 

L(u2) = 2aijD;uDj u + 2u{a;j Dij u + b;D;u} 

:::: 2AIDul2 
+ 2uf

Therefore we obtain 

L(IDul2 
+ au2):::: AID2ul2 

+ (2Aa -C)IDul2 -C

:::: AID2ul2 
+ IDul2 -C

if we choose a > 0 large, with C depending in addition on M. In order to control 
the constant term we may consider another function ef3xi for f3 > 0. Hence we get 

L(IDul2 
+ au2 

+ ef3xi ):::: AID2ul2 
+ IDul2

+ {f32a11ef3xi + f3b1ef3xi -C}.

If we put the domain Q C {x1 > O}, then ef3xi :::: 1 for any x E Q. By choosing
f3 large, we may make the last term positive. Therefore, if we set w = IDul2 

+

alul2 
+ ef3xi for large a, f3 depending only on A, diam(Q), laij , b; lc1(fi)• M =

lulL00(Q), and If lc1(fix[-M,M])• then we obtain

Lw:::: 0 in Q. 

By the maximum principle we have 

This finishes the proof. 

supw:::: supw. 
Q aQ 

D 
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Similarly, we can discuss the interior gradient bound. In this case, we just
require the bound of supg lu I-

PROPOSITION 2.19 Suppose u E C3 (n) satisfies

au (x)Du u + b; (x)D;u = f(x, u) inn 

for a;j, b; E C 1 (Q) and f E C 1 (Q x�). Then there holds for any compact subset 
n' En 

sup IDul:::: C
QI 

where C is a positive constant that depends only on A, diam(n), dist(n', an),
la;j, b; lc1(n)• M = lulL=(Q), and If lci(Qx[-M,M])·

PROOF: We need to take a cutoff function y E Cgo(n) with y > 0 and
consider the auxiliary function with the following form: 

w = y1Dul 2 
+ alul 2 

+ ef3xi _

Set v = y I Du 1 2 • Then we have for operator L defined as before

Lv = (Ly)IDul2 
+ yL(IDul2) + 2a;j D;yDjlDul2 . 

Recall an inequality in the proof of Proposition 2.18,
L(IDul2

) � A ID 2ul 2 - CIDul 2 - C.

Hence we have

Lv � AylD 2ul 2 
+ 2a;jDkuD;yDkju - CIDul 2 

+ (Ly)IDul2 
- C.

The Cauchy inequality implies for any c > 0

l2a;jDkuD;yDkjul :S clDyl 2 ID 2ul 2 
+ c(c)IDul 2 .

For the cutoff function y, we require that

IDyl 2 
:::: Cy inn.

Therefore we have by taking c > 0 small

Lv c'. AylD 2ul 2 
( 1 - s 

ID
;

l 2 

)- C1Dul 2 - C

1 
� 

2
AylD 2ul 2 - C IDul 2 - C.

Now we may proceed as before. D

In the rest of this section we use barrier functions to derive the boundary gradi
ent estimates. We need to assume that the domain n satisfies the uniform exterior
sphere property.

PROPOSITION 2.20 Suppose u E C2 (n) n C(Q) satisfies

a;j (x)D;jU + b; (x)D;u = f(x, u) inn 

for au, b; E C(Q) and f E C(Q x �). Then there holds

lu(x)-u(xo)I:::: Clx-xol for anyx En and xo E an
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where C is a positive constant depending only on A, n, lau, bi lvx,(Q), M =
2 -lulL00(Q), I/ IL=(nx[-M,M]), and l'Plc2(n) for some <p E C (n) with <p = u

onan. 

PROOF: For simplicity we assume u = 0 on an. As before, set L = aij Du+ 
bi D;. Then we have 

L(±u) = ±f :::: -F inn 
where we denote F = supn 1/( ·, u )I .  Now fix xo E an. We will construct a 
function w such that 

Lw:::: -Finn, w(xo) = 0, wlan:::: 0. 

Then by the maximum principle we have 

-w :::: u :::: w in n.

Taking the normal derivative at xo, we have 
au aw 

an (xo) :::: a;;-Cxo).

So we need to bound t� (xo) independently of xo. 
Consider the exterior ball BR (y) with jj R (y) n Q = { x0}. Define d ( x) as the 

distance from x to aBR(y). Then we have 

0 < d(x) < D - diam(n) for any x En. 

In fact, d(x) = Ix -YI -R for any x E n. Consider w = l/l(d) for some function 
l/1 defined in [0, oo). Then we need 

l/1(0) = 0 (===} w(xo) = 0) 
l/l(d) > 0 for d > 0 ( ===} w Ian :::: 0) 
l/1' (0) is controlled. 

From the first two inequalities, it is natural to require that l/1' (d) > 0. Note 

Lw = t"auDi dDj d + t'auDud + l/l'bi Di d , 

Direct calculation yields 
Xi - Yi 

D;d(x) = 
I I'x-y 
o·· 

Di · d(x) = 11 
1 lx-yl

(x; - Yi)(xi - Yi)
lx-yl3

which imply IDdl = 1 and with A= suplaul 
aii au nA ). 

aij Dij d =
I I I I 

Di dDj d :::: I I I I x-y x-y x-y x-y 
nA-}. nA-}. ---<---
lx-yl - R 



2.5. ALEXANDROFF MAXIMUM PRINCIPLE 

Therefore we obtain by ellipticity

(
nA-l 

)Lw :::: vr" aij DidDjd + 1/r' R 
+ lbl 

(
nA-l 

)::s lvr" + vr' 
R 

+ lbl 

if we require 1/r" < 0. Hence in order to have Lw :::: -F we need

(
nA-l 

) llfr" + 1/r' R 
+ lbl + F :::: 0.

To this end, we study the equation for some positive constants a and b 

vr" + avr' + b = 0
whose solution is given by

b C1 C2 -adlfr(d) = --d + - - -e 
a a a 
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for some constants C1 and C2. For vr(O) = 0, we need C1 = C2. Hence we have
for some constant C 

which implies

b C -ad vr(d) = -- d + -(l -e ),
a a 

,f,'(d) = Ce-ad - � = e-ad ( C - � e•d)

vr" (d) = -Cae-ad.

In order to have lfr'(d) > 0, we need C :::: �eaD . Since lfr'(d) > 0 ford > 0, so
lfr(d) > lfr(0) = 0 for any d > 0. Therefore we take 

lfr(d) = -� d + .!?_ eaD (l -e-ad)
a a2 

= H±e"D(\ -e-ad)-d}. 

Such vr satisfies all the requirements we imposed. This finishes the proof. D

2.5. Alexandroff Maximum Principle 

Suppose Q is a bounded domain in ]Rn and consider a second-order elliptic
operator L in Q 

L - au (x) Dij + bi (x) Di + c(x)

where coefficients aij , bi , c are at least continuous in Q. Ellipticity means that
the coefficient matrix A = (aij ) is positive definite everywhere in Q. We set
D = det(A) and D* = D 1fn so that D* is the geometric mean of the eigenvalues
of A. Throughout this section we assume 

0 <)., :::: D* :::: A
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where A and A are two positive constants, which denote, respectively, the minimal
and maximal eigenvalues of A.

Before stating the main theorem, we first introduce the concept of contact sets.
For u E C2 (Q) we define 

r + 
= {y E Q : u ( X) ::::: u (y) + Du (y) . ( X - y) for any X E Q}.

The set r + is called the upper contact set of u, and the Hessian matrix D
2u

(DijU) is nonpositive on r +. In fact, the upper contact set can also be defined for
continuous function u by the following: 

r + 
= {y E Q : u(x)::::: u(y) + p · (x - y) for any x E Q

and some p = p(y) E JRn }.

Clearly, u is concave if and only if r + 
= Q. If u E C 1 (Q), then p(y) = Du(y), 

and any support hyperplane must then be a tangent plane to the graph. 
Now we consider the equation of the form 

Lu= f in Q
for some f E C(Q).

THEOREM 2.21 Suppose u E C(Q) n C2 (Q) satisfies Lu > f in Q with the
fallowing conditions: 

Then there holds 

J!1 _L E Ln (r,) d O · r, , .-i" an c ::::: m .-i" • 

D* D* 

1-sup u ::::: sup u + 
+ C ------; 

n an D Ln(r+)
where r + is the upper contact set of u and C is a constant depending only on n,
diam(Q), and I I _J* IILncr+)· In fact, C can be written as

d · J exp J 
2n-: ( � n 

+ 1))- 1)
l l Wnn D Ln(r+) 

with Wn as the volume of the unit ball in ]Rn _ Here b = (b1, b2, ... , bn )-

REMARK 2.2 2. The integral domain r + can be replaced by

r +
n {x E Q: u(x) > supu+ }.

an 
REMARK 2.23. There is no assumption on uniform ellipticity. Compare with

Hopf's maximum principle in Section 1. 

We need a lemma first.

LEMMA 2.24 Suppose g E L{0JIRn ) is nonnegative. Then for any u E C(Q) n
C2 (Q) there holds

f g::::: / g(Du)ldetD 2ul
BM(O) r+
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where r + is the upper contact set of u and M = ( supn u - SUP an u + ) / d with 
d = diam(n). 

REMARK 2.25. For any positive definite matrix A = (au) we have 

det(-D2u) ::0 �(-aij:ij U r onr + . 

Hence we have another form for Lemma 4 .2 

I g :'.'. / g(Du)(-a1::jU
r

BM(O) r+ 

REMARK 2.26. A special case corresponds tog = 1:

sup supu:::: supu+ + �In(! ldetD 2ul)
l

/n 
n an Wn 

r+ 

d (! ( a;·D;·u
)

n

)
I/n

< sup u+ + --
- 1 1 

- an w 1fn nD* 
n r+ 

Note that this is Theorem 2.21 if b; - 0 and c - 0. 

PROOF OF LEMMA 2.24: Without loss of generality we assume u < 0 on an. 
Set n+ = {u > 0}. By the area formula for Du in r + n n+ c n, we have

(2.3) I g :::: / g(Du)ldet(D 2u)I,
Du�+nn+) r+nn+ 

where ldet(D 2u)I is the Jacobian of the map Du : n --+ JRn. In fact, we may
consider Xe = Du - t: Id: n --+]Rn. Then Dxe = D2u - t:l, which is negative 
definite in r + . Hence by the change-of-variable formula we have 

I g = I g(xe)ldet(D2u - t:I)I, 
b(r+nn+) r+nn+ 

which implies (2.3) if we let c--+ 0. 
Now we claimBM(0) c Du(r + nn+ ), that is,for anya E JRn with lal < M

there exists x E r + n n+ such that a = Du(x). 
We may assume u attains its maximum m > 0 at 0 E n, that is,

u(O) = m = sup nu. 
Consider an affine function for lal < ';; (= M) 

L(x) =m+a·x. 
Then L(x) > 0 for any x En and L(O) = m. Since u assumes its maximum at 0,
thenDu(0) = 0.Hence there exists anx1 close to0 such thatu(xi) > L(xi) > 0. 
Note that u :::: 0 < L on an. Hence there exists an .x E n such that Du(x) =
DL(x) = a. Now we may translate vertically the plane y = L(x) to the highest
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such position, that is, the whole surface y = u (x) lies below the plane. Clearly at 
such a point, the function u is positive. D 

PROOF OF THEOREM 2.21: We should choose g appropriately in order to ap
ply Lemma 2.24. Note if f - 0 and c - 0 then (-au Duu)ll � lhln I Dui n in Q. 
This suggests that we should take g(p) = Ip 1-n . However, such a function is not 
locally integrable (at the origin). Hence we will choose g(p) = (IPln 

+ µ,n)-1 
and then let µ, --+ o+ . 

First we have by the Cauchy inequality 
-a;jDij � b;D;u + cu - f

� b; D;u - f inn +
= {x : u(x) > O} 

� lhl · IDul + f-

� (1bl" + (fl-'?") ifn · (IDul" + µ") 11" -(1 + 1)";;2
; 

in particular, 

(-auDuu)" � (lbl" + (�-r)(IDul" + µ") -2•-2.

Now we choose 
g(p) =

IPln

By Lemma 2.24 we have 
f 

g 
< 2n-2 f
- nn 

BM(� r+na+ 

1 

D 

We evaluate the integral in the left-hand side in the following way: 

f 
1

M n-l CVn ijn 
+ µ,n

g = Wn 

r 
dr = - log 

o rn + µ,n n µ,n 

BM(O) 

Therefore we obtain 

l l 
2n-2 

[ijn � µ,n exp Wnnn 

CVn 

(
Mn 

) = -log -+ 1 
n µ,n 

b n 
+ µ,-n

D* Ln(r+na+) 

If f ¢ 0, we chooseµ, = II£� IILn(r+na+)· If f ¢ 0, we may choose anyµ, > 0
and then let µ, --+ 0. D

In what follows we use Theorem 2.21 and Lemma 2.24 to derive some a priori
estimates for solutions to quasi-linear equations and fully nonlinear equations. In
the next result we do not assume uniform ellipticity. 



2.5. ALEXANDROFF MAXIMUM PRINCIPLE 

PROPOSITION 2.27 Suppose that u E C(Q) n C2(Q) satisfies 

Qu _ aij (X, u, Du)Diju + b(x, u, Du)= 0 in Q 

where aij E C(Q x JR x JRn) satisfies 
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aij (X,z, p)gigj > 0 for any (x,z, p) E Q x JR x ]Rn and g E ]Rn _ 

Suppose there exist nonnegative functions g E Lf0c(1Rn) and h E Ln(Q) such that 

lb(x, z, p)I h(x) 
::: -

( ) 
for any (x,z, p) E Q x JR x ]Rn,nD* g p 

f hn(x)dx < f gn( p)dp _ g00 • 

Q Rn 
Then thereholdssupn lul::: supan lul+C diam(Q)whereC is a positive constant 
depending only on g and h. 

EXAMPLE. The prescribed mean curvature equation is given by 

(1 + IDul2)t:.u - D;uDjuD;jU = nH(x)(l + IDul2)312

for some H E C(Q). We have 

a;j(X, z, p) = (1 + IPl2)oij -PiPj =} D = (1 + IPl2t-
1

b = -nH(x)(l + IPl2)3/2 _

This implies 

lb(x, z, p)I < IH(x)l(l + IP�)3/2

= 
IH(x)l(l + IPl2) n2�

2
nD* (1 + IPl2(n 1 

and in particular 

f 
n 

f d 2 n+2 
goo = g ( p )dp = 

P 
(1 + IP I ) 2 

= Wn . 
Rn Rn 

COROLLARY 2.28 Suppose u E C(Q) n C2(Q) satisfies 

(1 + IDul2)t:.u - DiUDjUDiju 
= nH(x)(l + IDul2)3/2 in Q

for some H E C(Q). Then if 

we have 

Ho= f IH(x)ln dx < Wn,
Q 

sup lul ::: sup lul + C diam(Q)
n an 

where C is a positive constant depending only on n and Ho. 
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PROOF OF PROPOSITION 2.27: We prove for subsolutions. Assume Qu::::: 0
in Q. Then we have 

-aijDijU::::: b in Q. 
Note that {DijU} is nonpositive in r+ . Hence -aijDijU > 0, which implies
b ( x, u, Du) ::::: 0 in r +. Then in r + n Q + there holds

b(x, z, Du) h(x) 
----<--.

nD* - g(Du) 
We may apply Lemma 2.24 to gn and get

f g" � f g"(Du)(-a�::jU r 
B iif(o) r+nn+ 

< I g"(Du)(n�. r � f h
" � 

f h
" ( < f g"}

r+nn+ r+nn+ ]Rn 

Therefore there exists a positive constant C, depending only on g and h, such that
M :::: C. This implies

sup u ::::: sup u + 
+ C diam(Q).

n an 

Next we discuss Monge-Ampere equations.

COROLLARY 2.29 Suppose u E C(Q) n C2(Q) satisfies

det(D 2u) = f(x, u, Du) in Q

D

for some f E C(Q x JR x JRn). Suppose there exist nonnegative functions g E

L
1
�(1Rn) and h E L 1 (Q) such that

h(x) 
lf(x,z,p)I :'.::: g(p) for any(x,z,p) E Q x:IRx:IRn,

Then there holds 

f h(x)d x < f g(p)dp - g00 • 

n ]Rn 

sup lul :::: sup lul + C diam(Q)
n an 

where C is a positive constant depending only on g and h. 

The proof is similar to that of Proposition 2.27. There are two special cases.
The first case is given by f = f(x). We may take g = 1 and hence g00 = oo. So
we obtain the following:

COROLLARY 2.30 Let u E C(Q) n C2(Q) satisfy

det(D2u) = f(x) in Q
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for some f E C(Q). Then there holds 

diam(Q) (! ) I/n
sup lul < sup lul + l/n If I

n 

Q aQ Wn 
Q 

The second case is about the prescribed Gaussian curvature equations. 

COROLLARY 2.31 Let u E C(Q) n C2(Q) satisfy 

det(D 2u) = K(x)(l + IDul 2) nt
2 

in Q 

for some K E C (Q). Then if

we have 

Ko - f IK(x)I < Wn 

Q 

sup lul :::: sup lul + C diam(Q) 
Q af2 

where C is a positive constant depending only on n and Ko. 
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We finish this section by proving a maximum principle in a domain with small 
volume that is due to Varadhan. 

Consider 
Lu= aijDijU + biDiu + cu in Q 

where { aij} is positive definite pointwise in Q and 

lb; I + lcl :::: A and det(a;j) :::: A 

for some positive constants A and A. 

THEOREM 2.32 Suppose u E C(Q) n C2(Q) satisfies Lu :::: 0 in Q with u ::::: 0 on 
an. Assume diam(Q) :::: d. Then there is a positive constant o = o(n, A, A, d) > 
0 such that if I Q I :::: o then u ::::: 0 in Q. 

PROOF: If c :::: 0, then u ::::: 0 by Theorem 2.21. In general, write c = c + -c-. 
Then 

a;j D;jU + b; D;u - c-u :::: -c +u c- f). 

By Theorem 2.21 we have 

supu:::: c(n,A,A,d)llc +u + IILn(Q) 
Q 

:::: c(n, A, A, d)llc + llvx,lr21 1/n · supu:::: ½ supu

if IQ I is small. Hence we get u ::::: 0 in Q. 

Q Q 

D 

REMARK 2.33. Compare this with Proposition 2.13, the maximum principle 
for a narrow domain. 
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2.6. Moving Plane Method 

In this section we will use the moving plane method to discuss the symmetry 
of solutions. The following result was first proved by Gidas, Ni, and Nirenberg. 

THEOREM 2.34 Suppose u E C(Bi) n C2(B 1) is a positive solution of 

/),, u + f ( u) = 0 in B 1, 

u = 0 on BB1,

where f is locally Lipschitz in JR. Then u is radially symmetric in B1 and i� (x) <
Oforx-:/- 0. 

The original proof requires that solutions be C 2 up to the boundary. Here 
we give a method that does not depend on the smoothness of domains nor the 
smoothness of solutions up to the boundary. 

LEMMA 2.35 Suppose that Q is a bounded domain that is convex in the x1 -
direction and symmetric with respect to the plane {x1 = 0}. Suppose u E C(Q) n
C2(Q) is a positive solution of 

!),, u + f ( u) = 0 in Q , 

Su= 0 on an,

where f is locally Lipschitz in JR. Then u is symmetric with respect to x1 and 
Dx

1
u(x) < Ofor anyx E Q withx1 > 0. 

PROOF: Write x = (x1, y) E Q for y E JRn-1. We will prove

(2.4) u(x1, y) < u(xf, y) 

for any x1 > 0 and xf < x1 with xf + x1 > 0. Then by letting xf -+ -xi, we 
get u (x1, y) :::: u (-x1, y) for any x1. Then by changing the direction x1 -+ -x1, 
we get the symmetry. 

Let a= sup x1 for (x 1, y) E n. For O < A < a, define 

In �). we define 

�). = {x E Q : x1 > l}, 

T). = {x1 = l}, 

�� = reflection of �). with respect to T)., 

X). = (2l - x1, ... , Xn) for x =(xi, ... , Xn), 

W).(X) = u(x) - u(x).) for x E �).-

Then we have by the mean value theorem 

/),,w). + c(x, l)w). = 0 in�). , 

W). :'.:: 0 and W). ¥= 0 on a�)., 

where c(x, l) is a bounded function in�).. 
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We need to show wA < 0 in hA for any A E (0, a). This implies in particular 
that wA assumes along ahA n Q its maximum in hA. By Theorem 2.5 (the Hopf 
lemma) we have for any such A E (0, a)

Dx1 wA lx1 =A = 2Dx1 u lx1 =A < 0.

For any A close to a, we have wA < 0 by Proposition 2.13 (the maximum 
principle for a narrow domain) or Theorem 2.32. Let (lo, a) be the largest interval 
of values of A such that w A < 0 in h A· We want to show Ao = 0. If Ao > 0, by 
continuity, wA

o 
� 0 in hAo and wA

o 
¢. 0 on ahA

o
· Then Theorem 2.7 (the strong 

maximum principle) implies w Ao < 0 in h Ao. We will show that for any small 
£>0 

w Ao-t: < 0 in h Ao-t:. 
Fix o > 0 (to be determined). Let K be a closed subset in hAo such that I hAo \ 
KI < ! . The fact that w Ao < 0 in h Ao implies 

wA
0
(x) � -rJ < 0 for any x EK. 

By continuity we have 
wA

o
-t: < 0 in K.

For£> 0 small, lhAo-t: \ Kl < o. We choose o in such a way that we may apply 
Theorem 2.32 (the maximum principle for a domain with small volume) to wA

o
-t: 

in hA
o
-t: \ K. Hence we get 

wA
0 _8 (x) < 0 in hA

o
-t: \ K

and then by Theorem 2.10 
wA

0 -8 (x) < 0 in hA
o
-t: \ K.

Therefore we obtain for any small £ > 0 
wA

0_8 (x) < 0 in hA
o
-t:· 

This contradicts the choice of Ao. D 



CHAPTER 3 

Weak Solutions: Part I 

3.1. Guide 

The goal of this chapter and the next is to discuss various regularity results for 
weak solutions to elliptic equations of divergence form. In order to explain ideas 
clearly we will discuss the equations with the following form only: 

—Dj(aij(x)Diu) + c(x)u = f(x). 

We assume that Q is a domain in配. The function u E H 1 (Q) is a weak 
solution if it satisfies 

[<au队u归+cu<p)= [压 for any tp EH如），

where we assume 
(i) the leading coefficients aij E L00(Q) are uniformly elliptic, that is, for

some positive constant入there holds

aij (x)妇句：：：从轩 for any x E Q and g E配，

(ii) the coefficient c E Lnl2(Q) and nonhomogeneous term f EL名＠）．
Note by the Sobolev embedding theorem (ii) is the least assumption on c and / to 
have a meaningful equation. 

We will prove various interior regularity results concerning the solution u if 
we have better assumptions on coefficients aij and c and the nonhomogeneous 
term f .  Basically there are two class of regularity results, perturbation results 
and nonperturbation results. The first is based on the regularity assumption on 
the leading coefficients aij, which are assumed to be at least continuous. Under 
such an assumption we may compare solutions to the underlying equations with 
harmonic functions, or solutions to constant-coefficient equations. Then the reg
ularity of solutions depends on how close they are to harmonic functions or how 
close the leading coefficients aij are to constant coefficients. In this direction we 
have Schauder estimates and w2 ,P -estimates. In this chapter we only discuss the 
Schauder estimates. 

For the second kind of regularity result, there is no continuity assumption on 
the leading coefficients aij . Hence the result is not based on the perturbation. The 
iteration methods introduced by De Giorgi and Moser are successful in dealing 
with nonperturbation situations. The results proved by them are fundamental to 

47 
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the discussion of quasi-linear equations, where the coefficients depend on the so
lutions. In fact, the linearity has no bearing in their arguments. This permits an 
extension of these results to quasi-linear equations with appropriate structure con
ditions. One may discuss boundary regularities in a similar way. We leave the 
details to the reader. 

The outline of this chapter is as follows: The first section provides some gen
eral knowledge of Campanato and BMO spaces that are needed in both Chapters 3 
and 4. Sections 3.3 and 3.4 as well as Sections 5.4 and 5.5 can be viewed as per
turbation theory (from the constant-coefficient equations). The former deals with 
equations of divergence type, and the latter is for nondivergence type equations. 
The classical theory of Schauder estimates and LP -estimates are also contained in 
the latter treatment. Note we did not use the classical potential estimates. Here 
two papers by Caffarelli [2, 3] and the book of Giaquinta [5] are sources for further 
reading. 

3.2. Growth of Local Integrals 

Let BR(xo) be the ball in IRn of radius R centered at xo. The well-known 
Sobolev theorem states that if u E w 1 ,P(BR(x0)) with p > n then u is Holder
continuous with exponent a = 1 - n / p.

In the first part of this section we prove a general result, due to S. Campanato, 
which characterizes Holder-continuous functions by the growth of their local in
tegrals. This result will be very useful for studying the regularity of solutions to 
elliptic differential equations. In the second part of this section we prove a result, 
due to John and Nirenberg, which gives an equivalent definition of functions of 
bounded mean oscillation. 

Let Q be a bounded connected open set in IR n and let 
u 

E L 1 ( Q). For any ball
Br(xo) C Q, define 

1 
Uxo,r = I u

. 

THEOREM 3.1 Suppose u E L2(Q) satisfies 

f lu - Ux,r l 2 :S M2r n+2a for any Br(x) C Q

Br(X) 

for some a E (0, 1). Then u E ca (Q) and for any Q' � Q there holds 

lu(x) - u(y)I 
sup lul + sup 

I la :S c{M + llullL2(n)}
Q' x,yeQ' X - y 

x-1,y 

where c = c(n,a, Q, Q') > 0. 

PROOF: Denote Ro = dist(Q', an). For any x0 E Q' and 0 < r1 < r2 :S Ro, 
we have 
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and integrating with respect tox in Br1 
(xo) 

luxo,,1 - Uxo,,21
2 

::0 ;:,fl / lu - Uxo,'11
2 

+ f lu - Uxo,,21
2 l 

Br1 (xo) Br2 (xo) 

from which the estimate 

(3.1) lux0 ,r1 - Ux0 ,r2 12 ::: c(n )M2r1
n {r; +2a 

+ r; +2a }

follows. 
For any R .::: Ro, with r1 = Rjii + 1

, r2 = R/ii , we obtain 

I I < ( )2-(i+I)aMRauxo ,2-(i+l) R - uxo ,2-i R - c n 

and therefore for h < k 
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This shows that {ux0,2
-; R} C JR is a Cauchy sequence, hence a convergent one. 

Its limit u(x0) is independent of the choice of R, since (3.1) can be applied with 
r1 = 2-i Rand r2 = 2-i R whenever O < R < R.::: Ro. Thus we get 

with 

(3.2) 

U(Xo) = lim Ux0 
r 

r-1,.0 
' 

luxo ,r - u(xo)I::: c(n,a)Mra

for any O < r .::: Ro. 
Recall that {ux ,r} converges, as r --+ O+, in L 1 (Q) to the function u, by the 

Lebesgue theorem, so we have u = u a.e. and (3.2) implies that {ux ,r} converges 
uniformly to u(x) in Q'. Since x f-+ Ux ,r is continuous for any r > 0, u(x) is 
continuous. By (3.2) we get 

lu(x)I ::: CMRa 
+ lux ,RI

for any x E Q' and R .::: R0. Hence u is bounded in Q' with the estimate 

Finally, we prove that u is Holder-continuous. Let x, y E Q' with R = Ix -
YI < Ro/2. Then we have 

lu(x) - u(y)I::: lu(x) - Ux ,2RI + lu(y) - Uy ,2RI + lux ,2R - Uy ,2RI-

The first two terms on the right sides are estimated in (3.2). For the last term we 
write 

lux ,2R - Uy ,2RI::: lux ,2R - u(t)I + luy ,2R - u(t)I 
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and integrating with respect to s over B2R(x) n B2R(Y), which contains BR(x), 
yields 

lux,2R - Uy,2Rl2 
:'." IBR

2
(x)l l f lu - Ux,2Rl2 

+ f lu - Uy,2Rl2 l 
B2R(X) B2R(Y) 

� c(n,a)M2 R2a . 
Therefore we have 

lu(x) - u(y)I � c(n, a)Mlx - Yla . 
For Ix - YI > Ro/2 we obtain

lu(x) - u(y)I � 2 sup lul � clM + �llullL2llx - Yla .
QI R

0 

This finishes the proof. D 

A special case of the Sobolev theorem is an easy consequence of Theorem 3.1. 
In fact, we have the following result due to Morrey. 

COROLLARY 3.2 Suppose u E Hl�
c
(Q) satisfies

/ I Du 12 
� M2r n-2+2a for any Br (x) C Q

Br(X) 

for some a E (0, 1). Then u E c a(Q) andfor any Q' � Q there holds

lu(x) - u(y)I sup lul + sup I la � c{M + llullL2(Q)}
QI x,yEQ1 X - Y 

x-1,y 

where c = c(n,a, Q, Q') > 0. 

PROOF: By the Poincare inequality, we obtain 

f lu - Ux,rl2 � c(n)r 2 f IDul2 
� c(n)M2r n+2a _

Br�) Br�) 

By applying Theorem 3.1, we have the result. D 

The following result will be needed in Section 3.3. 

LEMMA 3.3 Suppose u E H 1 (Q) satisfies

f IDul2 
� Mr µ, for any Br (xo) C Q

Br (xo) 
for some µ E [O, n ). Then for any Q' � Q there holds for any Br (xo) C Q with

Xo E Q' 

f lul2 :'., c(n, A,µ, Q, r.!')jM + f u2 i,• 
Br (Xo) Q

where)., = µ + 2 ifµ < n - 2 and)., is any number in [O, n) if n - 2 � µ < n.
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PROOF: As before, denote Ro = dist(Q', an). For any x0 E Q' and O < r :S:
Ro, the Poincare inequality yields 

f lu - Ux0 ,rl2 :S: cr2 f IDul
2 dx :S: c(n)Mrµ,+2.

Br(xo) Br(xo)

This implies that

f lu - Ux0 ,rl2 :S: c(n)Mr).

Br(xo)
where). is as in Theorem 3.3. For any O < p < r :S: Ro we have

(3.3)

f u2 :S: 2 f lux0 ,r 12 
+ 2 f lu - Ux0 ,r 12

Bp(xo) Bp(xo) Bp(xo)

:S: c(n)pn lux0 ,rl2 
+ 2 f lu - Ux0 ,rl2

Br(xo)

::, c(n)ur 
I u

2 
+ Mr

A

Br(xo)

where we used

lux0 ,r 12 :S: c;:
) f U2

• 

Br(xo)

Hence the function ¢ (r) = f u2 satisfies the inequality
Br(Xo) 

(3.4) ef,(p) ::C c(n) ! u r <f,(r) +Mr•} for any O < p < r ::, Ro

for some ). E (0, n). If we may replace the term Mr). in the right by Mp). , we are
done. In fact, we would obtain that for any O < p < r :S: Ro there holds 

(3.5)

Choose r = Ro. This implies

f u2 < cµ'! f u2 
+ M} for any p::, R0.

Bp(xo) Q

For this purpose, we need the following technical lemma.

D 
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LEMMA 3.4 Let</J(t) be a nonnegative and nondecreasing function on [O, R]. Sup
pose that 

f(p) :SA[(� r + +(r) + Br fi

for any O < p :::: r :::: R, with A, B, a, f3 nonnegative constants and /3 < a. Then
for any y E (/3, a), there exists a constant so = so(A, a, /3, y) such that ifs< so
we have for all O < p ::S r < R

\V(p) :Sc{ U) Y 
\V(r) + Bp fi }

where c is a positive constant depending on A, a, /3, y. In particular, we have for
any O < r :::: R 

\V(r) '.', c{ \V��
) 

r Y + Br fi }·

PROOF: For r E (0, 1) and r < R, we have

</J(rr) :::: Ara [l + sr-a]<P(r) + Br fJ .
Chooser < 1 in such a way that 2Ara 

= rY and assume s0r-a
< 1. Then we get 

for every r < R
<P(rr) < rY <jJ(r) + Br fJ

and therefore for all integers k > 0

k 
<P(rk+lr) :::: rY <jJ(rkr) + BrkfJ r fJ

:::: r(k+l)y<P(r) + BrkfJ r fJ L rj(y-fJ)
j=O 

BrkfJ r fJ 
< r(k+l)y <P(r) + ---.-

1 - rY -fJ 

By choosing k such that rk+2r < p :::: rk+ 1 r, the last inequality gives

1 
(

p
)

y Bp fJ 
<P (p) :::: 

rY -;: <P (r) + 
r2/J (1 - rY -fJ )

°

D 

In the rest of this section we discuss functions of bounded mean oscillation 
(BMO). The following result was proved by John and Nirenberg. 

THEOREM 3.5 (John-Nirenberg Lemma) Suppose u E L 1 (Q) satisfies

f lu - Ux,rl ::S Mr n for any Br(x) C Q.
Br(x) 

Then there holds for any Br(x) C Q

f e�IU-Ux,r l :::: crn 

Br(X) 

for some positive Po and C depending only on n.



3.2. GROWTH OF LOCAL INTEGRALS 53 

REMARK 3.6. Functions satisfying the condition of Theorem 3.5 are called 
functions of bounded mean oscillation (BMO). We have the following relation: 

L00 C+ BMO. 
The counterexample is given by the following function in (0, 1) C �: 

u(x) = log(x). 

For convenience we use cubes instead of balls. We need the Calderon-Zyg
mund decomposition. First we introduce some terminology. 

Take the unit cube Qo. Cut it into 2n equally sized cubes, which we take as 
the first generation. Do the same cutting for these small cubes to get the second 
generation. Continue this process. These cubes (from all generations) are called 
d]adic cubes. Any (k + 1)-generation cube Q comes from some k-generation cube 
Q, which is called the predecessor of Q.

LEMMA 3.7 Suppose f E L 1 (Qo) is nonnegative and a > IQol-1 fQo f is a

fixed constant. Then there exists a sequence of (nonoverlapping) dyadic cubes 
{Qj } in Qo such that

f(x):::: a a.e. in Qo \ LJ Qj , 
j 

a :S l�
j

l ff dx < 2na. 

Q
j 

PROOF: Cut Qo into 2n dyadic cubes and keep the cube Q if IQl-1 J
Q 

f

:::: a. For others keep cutting and al ways keep the cube Q if I Q 1-1 J Q f :::: a and 
cut the rest. Let { Qj } be the cubes we have kept during this infinite process. We 
only need to verify that 

f (x) :::: a a.e. in Qo \ LJ Qj .
j 

Indeed, any predecessor Q of Qj that we have kept has to satisfy I b I J Q f dx < a.

Thus for Qj , one has a :S 1 Jj 1 f Qj 
f dx < 2na. Let F = Qo \ LJ

j 
Qj - For 

any x E F, from the way we collect {Qj }, there exists a sequence of cubes Qi

containing x such that 

I �i I / f < a and diam(Qi )--+ 0 as i --+ oo.
Qi 

By the Lebesgue density theorem this implies that 
f :S a a.e. in F.

D 

PROOF OF THEOREM 3.5: Assume Q = Qo. We may rewrite the assumption 
in terms of cubes as follows: 

flu - uQI < MIQI for any Q c Qo. 

Q 
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We will prove that there exist two positive constants c1 (n) and c2 (n) such that for 
any Q C Q o there holds 

l{x E Q: lu-uQI >t}I :',c1IQlexp(-:1).

Then Theorem 3.5 follows easily. 
Assume without loss of generality M = I. Choose

a> I:::: IQol- 1 / lu -U Q0
ldx. 

Qo

Apply the Calderon-Zygmund decomposition to f = I u - u Qo 1- There exists a
sequence of (nonoverlapping) cubes {Q; 1)}� 1 such that 

I 
J 

n a:::: (l) 
lu-u Q0

1<2a, 
IQ j I o)

Qj 

00 

lu(x) -UQ0
1:::: a a.e. x E Qo \ LJ Q; 1). 

j=l 
This implies 

'°' (1) 1 
/ 

1 
L..., I

Qj I:::: - lu -UQ0
1:::: -IQol, 

. a a 

J Qo 

I 
J 

n luQy) -UQ0
1:::: (l) 

lu -U Q0
ldx:::: 2 a. 

IQ j I o) 
Qj 

The definition of the BMO norm implies that for each j

:1) f lu -u
Q

/n ldx:::: 1 < a. 
IQ j I (l) Qj 

Apply the decomposition procedure above to f = lu -u Q\1) I in Q ?) . There 
J 

exists a sequence of (nonoverlapping) cubes { Q ;2)} in LJ j Q ;1) such that 

and 

00 

'°'IQ�2)1:::: � '°' / lu-UQ(l)I:::: � '°'IQ� 1)1 < 2_1Qol
L..., 1 a L..., j a L..., J a2 
j=l j (1) j Qj 

which implies 

lu(x) -U Q 0 I :::: 2 · 2na a.e. x E Qo \ LJ Q;2). 
j 
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Continue this process. For any integer k � 1 there exists a sequence of disjoint 
cubes {QY)} such that

and 

Thus 

lu(x) - UQo I ::::: k2na a.e. x E Qo \ LJ QY).
j 

00 1 
l{x E Qo: lu - UQ0 1 > 2nka}I < L IQY)I::::: klQol-

. 1 
a 

]= 

For any t there exists an integer k such that t E [2nka, 2n (k + l)a). This implies 

a-k = aa-(k+l) = ae-(k+l)Iog a < ae-���t

This finishes the proof. D 

3.3. Holder Continuity of Solutions 

In this section we will prove Holder regularity for solutions. The basic idea 
is to freeze the leading coefficients and then to compare solutions with harmonic 
functions. The regularity of solutions depends on how close solutions are to har
monic functions. Hence we need some regularity assumption on the leading coef
ficients. 

Suppose a;j E L00 (B1 ) is uniformly elliptic in B1 = B1 (0), that is, 

Al�f :'.:: a;j (X)�i�j :'.:: Al�l 2 for any XE B1, � E JRn . 
In the following we assume that a;j is at least continuous. We assume that u E 
H 1 ( B 1) satisfies 

(*) / a;j D;uDj <p + cu<p =ff <p for any <p E HJ(B1). 
B 1 B 1

The main theorem we will prove are the following Holder estimates for solutions. 

THEOREM 3.8 Let u E H 1 (B1 ) solve(*). Assume au E c 0 (B1 ), C E Ln (B1),
and f E Lq(B1)for someq E (�,n). Then u E ca (B1) with a= 2- � E (0, 1).
Moreover, there exists an Ro = Ro(A, A, r, llcllLn) such that for any x E B1;2 
and r ::::: Ro there holds 

I I Dul2 ::::: cr n-2+2a{ llf 111q(B1) + llullii- 1 (B1)}
Br(X) 

where C = C()., A, r, llcllLn) is a positive constant with 

laij (x) - a;j (y)I ::::: r( lx - YI ) for any x, y E B1 . 

REMARK 3.9. In the case where c = 0, we may replace llullH 1 (B i) with 
II Du IIL2(B 1). 
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The idea of the proof is to compare the solution u with harmonic functions and 
use the perturbation argument. 

LEMMA 3.10 (Basic Estimates for Harmonic Functions) Suppose {aij} is a con
stant positive definite matrix with 

for some O <).:::A.Suppose w E H 1 (Br(xo)) is a weak solution of 

(3.6) 

Then for any O < p ::: r, there hold 

J IDwl2 :c cur J IDwl 2 , 
Bp(xo) Br(xo) 

J IDw -(Dwlxo,Pl 2 '.c cU r
+> 

J IDw -(Dwlxo,rl2 , 
Bp(xo) Br(xo) 

where c = c(A, A). 

PROOF: Note that if w is a solution of (3.6), so is any one of its derivatives. 
We may apply Lemma 1.41 to Dw. D 

COROLLARY 3.11 (Comparison with Harmonic Functions) Suppose w is as in 
Lemma 3.10. Thenfor any u E H 1(Br(xo)) there holdfor any O < p::: r 

and 

J IDul 2 :cc!(�r J IDul 2
+ J ID(u-w)l2 l 

Bp(xo) Br (xo) Br (xo) 

f IDu -(Du)x0
,pl 2 

::: 

IDu -(Du)x0 ,,l
2 

+ J ID(u -w)l 2 l 
Br(xo) 

where c is a positive constant depending only on ). and A. 
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PROOF: We prove this by direct computation. In fact, with v = u -w we
have for any O < p ::: r 

and 

f IDul
2

::: 2 / IDwl
2 

+ 2 / IDvl
2

Bp(xo) Bp(xo) Bp(xo) 

�cur j IDwl2+2 j IDvl2

Br(xo) Br(xo) 

f IDu -(Du)x0 ,pl
2

Bp(xo) 

::: 2 / IDu -(Dw)x0 ,pl
2 

+ 2 f IDvl
2

Bp(xo) Bp(xo) 

::: 4 / IDw -(Dw)x0 ,pl
2 

+ 6 f IDvl
2

Bp(Xo) Bp(Xo) 

� c(� r
+2

j IDw -(Dw)x0 ,,l2 
+ 6 j IDvl2

Br (xo) Br (xo) 

�c(�)"+
2 

j IDu-(Du)x0 ,,l2 +c[1 + (�)"+
2

] j IDvl2 . 

Br(xo) Br(xo) 
D 

REMARK 3.12. The regularity of u depends on how close u is tow, the solu
tion to the constant-coefficient equation. 

PROOF OF THEOREM 3. 8: We shall decompose u into a sum v + w where w
satisfies a homogeneous equation and v has estimates in terms of nonhomogeneous
terms. 

For any Br (xo) C Bi write the equation in the following form:

f aij (xo)DiUDj <p = ff <p -cu<p + (aij (xo) -aij (x))DiUDj <fJ-

B1 B1 
In Br (xo) the Dirichlet problem 

f aij (Xo)DiWDj<p = 0 for any<p E HJ(Br (xo)) 

Br(xo) 
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has a unique solution with w with w -u E HJ(Br(xo)). Obviously the function 
v = u - w E HJ (Br(xo)) satisfies the equation

f aij(xo)DiVDj <p = f fcp-cucp + (au(x0)-au(x))DiuDj <p 

Br (xo) Br (xo) 
for any <p E HJ(Br(xo)). 

By taking the test function <p = v we obtain 

f IDvl2 ::C c/r2 (r) f IDul2 + ( f lcl" f n f u2

Br(xo) Br(xo) Br(xo) Br(xo) 

+ ( f 111•% )"!
2

l 
Br(Xo) 

where we use the Sobolev inequality 

( j v .2n2 f-;;
2 

:', c(n) ( j IDvl2 )'12
Br (xo) Br (xo) 

for v E HJ(Br(xo)). Therefore Corollary 3.11 implies for any O < p :Sr

(3.7) 

j IDul2 ::cc/[U)" +r2 (r)] j IDul2

Bp(xo) Br(xo) 
2/n 

n+2 

+ ( j lcl") j u2 + ( j 111•
2
;2 )" l

Br(xo) Br(xo) Br(xo) 
where c is a positive constant depending only on}., and A. By Holder inequality 
there holds 

n+2 2/q ( f 111•�2) n :"c ( f lllq) ,n-2+2a

Br(xo) Br(xo) 
where a= 2-� E (0, 1) if; < q < n. Hence (3.7) implies for any Br(xo) C B1 
and any O < p :S r

f IDul2 ::: Cl [ u r + rz (,)] f IDul2 + ,n-2+2a11n1.(B1)

Bp(xo) Br(Xo) 



3.3. HOLDER CONTINUITY OF SOLUTIONS 

CASE 1. c = 0.

We have for any Br(xo) C B1 and for any O < p:::::: r

j IDul2 :cc![(�)" +r2(r)] j IDul2+rn-2+2allflliq(Bi)}·
Bp(xo) Br(xo) 
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Now the result would follow if in the above inequality we could write pn-2+2a
instead of rn-2+2a. This is in fact true and is stated in Lemma 3.4. By Lemma 3.4,
there exists an Ro > 0 such that for any xo E B1;2 and any O < p < r :::::: Ro we
have

f IDul2::: Cl (n
n-2+2a f IDul2 + pn-2+2a111111q(B1)}·

Bp(xo) Br(Xo) 

In particular, taking r = Ro yields for any p < Ro

f IDul2 :C Cpn-2+>a l / IDul2 + II/ lllq(Bi) }·
Bp(xo) Bi 

CASE 2. General case.

We have for any Br(xo) C B1 and any O < p:::::: r

(3.8)

j IDul2 :CC![(� r + r2(r)] j IDul2 + rn-2+2a x(F)

Bp(xo) Br(xo) 

+ I u,)
Br(xo) 

where x(F) = llf IIZq(Bi)· We will prove for any xo E B1;2 and any O < p <
r < l- 2 

(3.9)

/ IDul2 :cC![(�)" +r2(r)] / IDul2

Bp(xo) Br(xo) 

+ r•-2+2a[ x(F) + f u2 + f IDul2 
]}·

Bi Bi 

We need a bootstrap argument. First by Lemma 3.3, there exists an R 1 E (½, 1)
such that there holds for any xo E BR

i 
and any O < r :::::: 1 - R1

(3.10) f u
2 ::C Cr81 U IDul2 + f u2

}
Br(xo) Bi Bi 
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where 81 = 2 if n > 2 and 81 is arbitrary in (0,2) if n = 2. This, with (3.8), yields

Cl [ ( � r + ,2 (r)] f I Dul2 + r•-2+2a x(F) + r81 llu 111, (B
J
)}· 

Br(xo)

Then (3.9) holds in the following cases:
(i) n = 2, by choosing 8 1 = 2a; 

(ii) n > 2 while n - 2 + 2a :'.S 2, by choosing 81 = 2.
For n > 2 and n - 2 + 2a > 2, we have

j 1Dul2 :':cl[(�)"+ r2 (r)] j 1Dul2 + r2 [x(F) + llullhn,)l}-
Bp(xo) Br(xo) 

Lemma 3.4 again yields for any xo E B R i and any 0 < r :'.S 1 - R1

f I Du 12 :'.S C r2{x(F) + llu ll7t1(B i)}.
Br(xo)

Hence by Lemma 3.3, there exists an R2 E (½, R1) such that there holds for any
xo E BR2 and any 0 < r :'.S R1 - R2 

(3.11) f u2 :'.S Cr82 {x(F) + llull7t1(B i)}
Br(xo) 

where 82 = 4 if n > 4 and 82 is arbitrary in (2, n) if n = 3 or 4. Notice (3.11) is
an improvement compared with (3.10). Substitute (3.11) in (3.8) and continue the
process. After finite steps, we get (3.9). This finishes the proof. D

3.4. Holder Continuity of Gradients 

In this section we will prove Holder regularity for gradients of solutions. We
follow the same idea used to prove Theorem 3.8. 

Suppose au E L00 (B 1) is uniformly elliptic in B 1 = B 1 (0), that is, 

Al�l2 :'.S Gij (X)�i�j :'.S Al�l2 for any x E B1, � E IRn .

We assume that u E H 1 ( B 1) satisfies

(*) f a;j DiuDj '{J + cu<p = f f<p for any <p E HJ(B1).
B1 B1

The main theorems we will prove are the following Holder estimates for gradients.
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THEOREM 3.13 Let u E H 1 (B1 ) solve(*). Assume au E ca(B1), C E Lq(B1) 
and f E Lq (B1 ) for some q > n and a = I -� E (0, 1). Then Du E ca(B1). 
Moreover, there exists an Ro= Ro(J.., laijlca, lclLq) such thatfor any x E B1;2
and r :::: Ro there holds 

I IDu -(Du)x,rl2
:::: cr n+Za {ll/lliq(B 1) + 11 u11t. 1 (B 1)}

Br(x) 

where C = C(J.., laijlca, lclLq) is a positive constant. 

PROOF: We shall decompose u into a sum v + w where w satisfies a homo
geneous equation and v has estimates in terms of nonhomogeneous terms. 

For any Br(xo) C B1 write the equation in the following form: 

f au(xo)DiuDj<p = f f<p-cu<p + (au(xo)-au(x))DiuDj<p.
Bi Bi 

In Br (xo) the Dirichlet problem 

f aij (Xo)DiWDj<p = 0 for any<p E HJ(Br(xo)) 
Br(xo) 

has a unique solution w with w -u E HJ(Br(xo)). Obviously the function v = 

u -w E HJ(Br(xo)) satisfies the equation 

f aij(xo)DiVDj<p = f f<p-cu<p + (aij(xo)-aij (x))DiuDj<p
Br(xo) Br(xo) 

for any <p E HJ(Br(xo)). 

By taking the test function <p = v we obtain 

J IDvl 2 :'c +2 (r) J IDul 2 + ( J 
Br(xo) Br(xo) Br(xo) 

+ ( J If l•t2) "!
2 }· 

Br(xo) 

Therefore Corollary 3.11 implies for any O < p :::: r 

J IDul 2 :cc{[U)"+r2 (r)] J IDul 2

(3.12) Bp(xo) Br(xo) 

+ ( I 1c1·) ¾ I u
2 + ( I 111•t2 )"!2

} 

Br(xo) Br(xo) Br(xo) 
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f IDu - (Du)x0,pl
2 

Bp(xo) 

(3.13) :",cl(�)"+
2 

f IDu-(Du)x
0
,,l2+r2(r) f IDul2

Br(xo) Br(xo) 

where c is a positive constant depending only on A and A. 
By the Holder inequality we have for any Br (xo) C B1 

with a= 1-�-

CASE 1. Gij - const, c - 0. 
In this case r(r) - 0. Hence by estimate (3.13) there holds for any Br(xo) C 

B 1 and 0 < p :::: r,

f IDu -(Du)xo,Pl
2 ::'.:: 

Bp(xo) 

By Lemma 1.4, we may replace rn+2a by pn+2a to get the result. 

CASE 2. c - 0. 
By (3.12) and (3.13), we have for any Br(xo) C B1 and any p < r

(3, 14) I 1vu12 :":Cl [ (� r + ,2a] I 1vu12 + ,•+2a ll/lli"(B 1 ) l 
Bp(xo) Br(xo) 



and 

(3.15) 
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f I Du - (Du)xo,Pl2

Bp(xo) 

::C Cl u r
+2 

f IDu - (Du)x0,,l2

Br(xo) 

+ ,2a f IDul2 
+ ,• +2a llf 111q(Bi )}· 

Br(xo) 
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We need to estimate the integral fBr(xo) I Du 12. Write x(F) = II/ lliq(B i)°
Take small o > 0. Then (3.14) implies 

J IDul2 :::c/[(�r +r2a] J IDul2 +rn-28x(F)}.

Bp(xo) Br(xo) 

Hence Lemma 3.4 implies the existence of an R1 E (¾, 1) with r1 = 1 - R1 such 
that for any xo E B R

i and any O < r :::: r1 there holds 

(3.16) f IDul2 :::: crn-28{x(F) + IIDulli2(B1)}.

Br(Xo) 
Therefore by substituting (3.16) in (3.15) we obtain for any O < p < r :::: r1 

f IDu - (Du)x0,pl2 ::::
Bp(xo) 

C l u )"
+2 

f I Du - (Du lxo,r 12 
+ ,•+ 2a-28 Ix( F) + II Du II 12 (B, )] }

Br (Xo) 
By Lemma 3.4 again, there holds for any xo E B R i and any O < p < r < r1 

f IDu - (Du)xo,Pl2

Bp(xo) 

::: Cl u r
+2a-U f IDu - (Dulxo,rl2

Br 

With r = r1 this implies that for any xo E B R i and any O < r :::: r1 

f IDu - (Du)xo,rl2 :'.::: crn+2a-28{x(F) + IIDulli2(B 1)}.

Br(xo) 
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Hence Du E C1�;8 for any o > 0 small. In particular, Du E L� and there holds

(3.17) sup IDul2 :::: C{x(F) + IIDulli,2(Bi)}. 
B3;4 

By combining (3.15) and (3.17), there holds for O < p < r :::: r1 and any

xo E B1 12

f IDu - (Du)xo,Pl2 ::::

Bp(xo) n+2 

Cl U) J I Du - (Du)x0,r 12 
+ r•+2a [x(F) + IIDullf2(B,)] }·

Br(xo) 
By Lemma 3.4 again, this implies

f IDu - (Du)xo,Pl2 ::::

Bp(xo) n+2a 

Cl U) / IDu - (Dulx0,,12 + p•+2a [x(F) + IIDulli,(B,)]}.

Br(xo) 
Chooser = r1. We have for any xo E B1/2 and r :::: r1

f IDu - (Du)x0,rl2 :::: crn+2a{x(F) + IIDulli,2(Bi)}.

Br(xo)
CASE 3. General case. 
By (3.12) and (3.13) we have for any Br (xo) C B1 and p < r 

(3.18)

and

(3.19)

J 1Dul2 :, C ![ (�)" + r2a] J 1Dul2

Bp(xo) Br(xo)

+ J u2 
+ ,n+2a x(F)}

Br(Xo)

f I Du - (Du)x0,pl2

Bp(xo)

:, Cl u )"+
2 

J IDu - (Du)x0
,,l2

Br(xo) 

+ r2a [ J u2 + J 1Dul2] + r•+2a x(F)}

Br(xo) Br(xo)



3.4. HOLDER CONTINUITY OF GRADIENTS 65 

In (3.18), we may replace rn+2a by rn. As in the proof of Theorem 3.8, we 
can show that for any small o > 0 there exists an R 1 E ( ¾, 1) such that for any 

x E B R
i 

and r < 1 -R 1

(3.20) f IDul 2 :::: crn-28{x(F) + llull7t1(B)}.

Br(xo) 

By Lemma 3.3, we also get 

(3.21) f u2 :::: C rn-28 {x(F) + llu ll7t1(B)}.

Br(xo) 

Write x(F, u) = Iii lliq + llull7t1 . Then (3.19), (3.20), and (3.21) imply that

f IDu -(Du)x0,pl2 ::::
Bp(xo) 

c{ u r
+2

I I Du -(Dulxo,rl 2 
+ ,n+2a-2s x(F, u)}.

Br(xo) 

Hence Lemma 3.4 and Theorem 3.1 imply that Du E C
1
�;8 for small o < a. In 

particular, u E C
1
�c with the estimate 

(3.22) sup lul 2 
+ sup IDul 2 :::: Cx(F, u). 

B3;4 B3;4 

Now (3.19) and (3.22) imply that 

f IDu -(Du)xo,Pl2 ::::
Bp(xo) 

C { (� )"+
2 

/ I Du -(Dulxo,r 12 
+ ,n +>a x(F, u) }·

Br(xo) 

This finishes the proof of Theorem 3.8. D 

REMARK 3.14. It is natural to ask whether f E L00(B1), with appropriate 
assumptions on au and c, implies Du E C1�c" Consider a special case

f DiuDi<p =ff <p for any <p E HJ(B1).
B1 B1

There exists an example showing that f E C and u E C1�t for any a E (0, 1) 
while D 2u ff C. 

EXAMPLE. In then-dimensional ball BR = BR (0) of radius R < 1 consider 

Lu= 2 1 -----+-----
x2 -x2

{ 
n + 2 1 

} 2lxl 2 (-loglxl)11 2 2(-loglxl)312 
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where the right side is continuous in BR if we set it equal to O at the origin. The 
function u(x) = (xf- xi)(-Iog lxl)112 E C(BR) n C00 (BR \ {O}) satisfies the
above equation in BR\ {O} and the boundary condition u = J-log R(xf-xi) on 
aBR. But u cannot be a classical solution of the problem since lim1xl-+O D11u =
oo and therefore u is not in C 2 (BR). In fact, the problem has no classical solution 
(although it has a weak solution). 

Assume on the contrary that a classical solution v exists. Then the function 
w = u - vis harmonic and bounded in BR \ {O}. By a theorem from harmonic
function theory on removable singularities, w may be redefined at the origin so that 
Lw = 0 in BR and therefore belongs to C 2(BR)- In particular, the (finite) limit 
limlxl-+O D11 u exists, which is a contradiction. 



CHAPTER 4 

Weak Solutions, Part II 

4.1. Guide 

This chapter covers the well-known theory of De Giorgi-Nash-Moser. We
present the approaches of both De Giorgi and Moser so students can make com
parisons and can see that the ideas involved are essentially the same. The classical
paper [12] is certainly very nice material for further reading; one may also wish to
compare the results in [7, 12]. 

4.2. Local Boundedness 

In the following three sections we will discuss the De Giorgi-Nas忙Moser
theory for linear elliptic equations. In this section we will prove the local bound
edness of solutions. In the next section we will prove Holder continuity. Then in
Section 4.4 we will discuss the Harnack inequality. For all results in these three
sections there is no regularity assumption of coefficients. 

The main theorem of this section is the following boundedness result.

THEOREM 4.1 Suppose a;j E L00(B1) and c E口(B1) for some q >�satisfy 
the following assumptions: 

Gij (x)妇岛三从轩for any x E B1, g E配，
and 

laij IL= + llc llLq三A
for some positive constants入and A. Suppose that u E H 1 (B 1) is a subsolution
in the following sense: 

(*) f auD;UDj<p + CU<p三f 伈for any <p E HJ (B1) and <p三0 in Bi. 
B1 B1 

If f E口(Bi), then u + EL总(Bi). Moreover, there holdsfor any 0 E (0, 1) and 
any p > 0 

supu 十 三叶 I + 

Be (I — e)"IP llu IILP(B1) + Ill IIL•(BJ)l

where C = C(n, 入，A,p,q).is a positive constant. 

In the following we use two approaches to prove this theorem, one by De Giorgi
and the other by Moser. 

PROOF: We first prove the theorem for 0 =少 andp = 2. 
67 
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METHOD 1: DE GIORGI'S APPROACH: Consider v = (u - k)+ fork � 0 
ands E CJ(B1) . Set <p = vs 2 as the test function. Note v = u-k, Dv = Du a.e. 
in {u > k} and v = 0, Dv = 0 a.e. in {u :::: k } .  Hence if we substitute such de
fined <p in ( *), we integrate in the set { u > k} . 

By the Holder inequality we have 

f a;jD;uDj <p = f a;jD;uDjvs 2 
+ 2a;jD;uDjsvs 

Hence we obtain 

� A f IDvl2s2 - 2A f ID vi IDslvs 

c'. � f IDvl2\2 -
2t f ID\l2v2.

f IDvl2\2 :'.': C !f v21D\12 
+ f lclv2\2 

+ k 2 f lcl\2 
+ f If lv\2 1 

from which the estimate 

f ID(vt)l 2 :'.': C !f v2ID\l2 
+ f lclv2\2 

+ k 2 f lcl\2 
+ f lflv\2 1 

follows. 
Recall the Sobolev inequality for vs E HJ (B1), 

2 

(! (v\) 2• t :'., c(n) f ID(vt)l 2

B1 B1 

where 2* = 2n/(n - 2) for n > 2 and 2* > 2 is arbitrary if n = 2 .  The Holder 
inequality implies that with o > 0 small ands :::: 1 

1 1 

f lflvs2:::: (/ 1/l q) ci (! lvsl2*) 2* l{vs # 0}1 1-2\-¼

:'.': c(n)llf IIL• (f ID(vt)l2) \vt # O}I½+¼-¼

:::: 8 f ID(vs)l2 +c(n,8)11/lliql{vs # 0}1 1
+�-r

Note 1 + ¾ - ¾ > 1 - ¼ if q > ; . Therefore we have the following estimate: 

f ID(vt)l 2 :'.':Cu v2ID\l2 
+ f lclv2\2 

+ k 2 f lcl\2 
+ F 2l{v\ # 0}1 1-¼ l 

where F = II/ IILq(Bi )· 
We claim that there holds 

(4.1) f I D(vt)l 2 :'.,CU v21D\12 
+ (k 2 

+ F2)1{v\ # 0}1 1-¼ l 
if I{ vs # O}I is small. 
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It is obvious if c = 0. In fact, in this special case there is no restriction on the
set { vs =/- O}. In general, the Holder inequality implies that 

and 

1 2 

f lclv2/;2 '.S u lei" r (! (v1;)2' r l{vl; # O}ll-},-¼

f lcl/;2 ::S (J lclq) q l{vl; # 0}11-¼.

Therefore we have 

j ID(v/;)12 ::SC { j v2IDl;l2 
+ j ID(v1;)12l{vl; # O}I¾-¼

+ (k2 
+ F2)I{vl; # 0}11-} }·

This implies (4.1) if l{vs =/- O}I is small. To continue, we obtain by the Sobolev
inequality 

j (v1;)2 
:s u (v1;)2* r· IM# 0}11-2�

:'.'S c(n) f ID(vs)l2l{vs =/- O}l�

Therefore we have 

j (v1;)2 '.SC {J v2IDl;l21{vl; # O}I¾ + (k + Ffl{vl; # O}li+¾-¼}

if I{ vs =/- O}I is small. Hence there exists an£ > 0 such that 

j (v1;)2 '.S C {J v2IDl;l2I{vl; # 0}16 
+ (k + F)2 l{vl; # O}II+•}

if I{ vs =/- O}I is small. Choose the cutoff function in the following way. For any
fixed O < r < R :'S 1 choose s E C(i°(BR) such that s = 1 in Br and O :'.'S s :'.'S 1
and IDsl :'.'S 2(R -r)-1 in B1. Set 

A(k, r) = {x E Br : u � k}. 

We conclude that for any O < r < R :'S 1 and k > 0 

(4.2) f (u -k)2 ::S 
A(k,r) 

C { (R � ,)2 IA(k, R)I' j (u -k)2 
+ (k + F)2IA(k, R)I I+•}

A(k,R) 
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if IA( k, R)I is small. Note 

l f l 
IA(k, R)I � k u+ � kllu+ IIL2·

A(k,R) 

Hence (4.2) holds if k � ko = C llu+ IIL2 for some large C depending only on A
and A. 

Next we would show that there exists some k = C (ko + F) such that

f (u -k)2
= 0. 

A(k,I/2) 

To continue we take any h > k � ko and any O < r < l. It is obvious that 
A(k, r) :::) A(h, r). Hence we have 

and 

f (u -h)
2 � f (u - k)

2

A(h,r) A(k,r) 

IA(h, r)I = IBr n {u - k > h-k}I � (h � k)
2 f (u - k)

2.
A(k,r) 

Therefore by ( 4.2) we have for any h > k � ko and ½ � r < R � l 

f (u-h)2 :o;C!
(R �r)2 f (u-h)2+(h+F)2 IA(h, R)lllA(h, R)I'

A(h,r) A(h,R) 

or 

l 1 (h + F)2 l 1 
( / )

I+e 
�C (R- r)

2 + 
(h- k)

2 (h- k)
2e

(u-k)
2

A(k,R) 

+ l 1 h + F l 1 + I +e (4.3) ll(u -h) IIL2(Br) < C R _ r 
+ 

h _ k (h -k)
8 

ll(u -k) IIL2(BR)"

Now we carry out the iteration. Set <p(k, r) = II (u - k)
+ IIL2(Br)· For r = ½ and

some k > 0 to be determined. Define for ,e = 0, 1, ... , 

kt = ko+k(t-�l) (:o;ko+k),

1 
rt = r + 

2t (1 - r).

Obviously we have 

k 
kt - kt-I = 

2t ,
1 

rt-I - rt = 

2t (1 - r).



4.2. LOCAL BOUNDEDNESS 

Therefore we have for .e, = 0, 1, ... 
! 2e 2e(k + F + k)

}
28e 

<p(ke, re) :::: C 
1 -r 

+ 
o 

k ke [<p(ke-1 , re-1)]1+e

C ko + F + k 
2(1+e )e [ (k )]l+e :::: 1 -r . kl+e . . (fJ e-1 , re-1 .

Next we prove inductively for any .e, = 0, 1, ... ,

(4 4) (k ) < <p(ko , ro) c 1• (fJ e, re _ e 1 or some y >
y 
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if k is sufficiently large. Obviously it is true for .e, = 0. Suppose it is true for .e, - 1.
We write

[ (k )]l+e < 
!
<p(ko, ro)

}
l+e

(fJ e-1, re-1 _ ye-i 
<p(ko , ro )8 <p(ko , ro )
yee-(l+e) ye

Then we obtain
Cy1+8 ko + F + k 

8 
2e(l+e ) <p(ko , ro )

<p(ke, re) :::: 1 -r . kl+e . [<p(ko , ro)] . yee ye

Choose y first such that y8
= 21+e _ Note y > 1 . Next, we need

Cy1+8 
• 

(
<p(ko , ro )

)
8

• ko + F + k < 1.
1-r k k 

-

Therefore we choose
k = C*{ko + F + <p(ko , ro)}

for C* large. Let .e, --+ +oo in (4.4). We conclude

Hence we have

<p(ko + k, r) = 0.

sup u+ :::: (C* + l){ko + F + <p(ko , ro)}.
B1;2 

Recall ko = C llu + IIL2(Bi ) and <p(ko , ro ) :::: llu+ IIL2(Bi )· This finishes the proof.

Next we give the second proof of Theorem 4.1.

METHOD 2: MOSER' s APPROACH: First we explain the idea. By choosing
the test function appropriately, we will estimate the £P 1 -norm of u in a smaller
ball by the £P2 -norm of u for Pl > pz in a larger ball, that is,

II U IILPl (Br1
) :'.:: C II U IILP2 (Br2

) 

for Pl > pz and r1 < r2. This is a reversed Holder inequality. As a sacrifice C
behaves like r

2
�ri. By iteration and a careful choice of {r;} and {p;}, we will

obtain the result.
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For some k > 0 and m > 0, set u = u + + k and 

Ju ifu<m, Um =

lk+m ifu:=:::m.

Then we have Dum = 0 in {u < O} and {u > m} and Um � u. Set the test 
function 

(fJ = r,2 (u!u-k13+1) E HJ(B1)

for some f3 ::::: 0 and some nonnegative function rJ E CJ(B1). Direct calculation 
yields 

D<p = f3ry2u!-l Dumu + ry2u!Du + 2ryDry(u!u - kfJ+I)
= r,2u!(f3Dum +Du)+ 2ryDry(u!u -kfJ+1).

We should emphasize that later on we will begin the iteration with f3 = 0. Note
<p = 0 and D<p = 0 in {u < O}. Hence if we substitute such <pin the equation we 
integrate in the set {u > O}. Note also that u+ � u and u!u - kfJ+I � u!u for 
k > 0. 

First we have by the Holder inequality 

f aij DiUDj<p

= f aij Diu(f3DjUm + Dju)ry2u! + 2 f aij DiUDj ry(u!u - kfJ+I )rJ

:::'.: A/3 f ry2u!IDuml2 + A f r,2u!IDul2 -A f IDul lD r,lu!ur,

:': A{J f q2U!IDUml2 + � f q2u!1vu12 
-

2t f IDql2U!u2
.

Hence we obtain by noting u :=::: k

f3 f rJ2u!IDuml2 + f ry2u!IDul2

::, c { / IDql2u!u2 + / (lclq2U!u2 + If l12u!ul 

::, c { / IDql2u!u2 + / coq2u!u2l, 

where co is defined as
1/1co = lcl + y· 

Choose k = II/ IILq if f is not identically 0. Otherwise choose arbitrary k > 0
and eventually let k --+ o+ . By assumption we have 

llcollLq �A+ 1.

Set w = ue/2u. Note 

IDwl2 � (1 + f3){f3u!IDuml2 + u!IDul2}.
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Therefore we have 

or 

j IDwl2q2 :': C { (I + /J) j w2 1Dql2 + (I + /J) j cow2 q2 1 

f ID(wq)l2 :': c{o + /J) f w2 1Dql2 +(I+ /J) f cow2 q21, 
The Holder inequality implies 

f c0w2q2 
:': (!cg) \J (qw)/!, r¼ :': (A+ I) u (qw)q2q, r¼. 
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By interpolation inequality and the Sobolev inequality with 2* = n2!!_
2 

> /!.1 > 2 
if q > ; , we have 

n 

llr,wll _lq_ :'.:: sllr,wllL2* + C(n,q)s- 2
q-n llr,wllL2 

Lq-1 
n

:::: sllD(r,w)IIL2 + C(n,q)s- 2
q-n llr,wllL2 

for any small£> 0. Therefore we obtain 

f ID(wq)l2 :': C { (I + /J) f w>IDql2 + (I + /3)2;;"-. f w>q> l 
and in particular 

f ID(wr,)12 :::: C(l + fJ)'1 f ( IDr,12 + r,2)w2
, 

where a is a positive number depending only on n and q. The Sobolev inequality
then implies 

(! lqwl>x) 1/x :': C(l + /J)a f (IDql2 + q2)w2

where X = /!_
2 

> 1 for n > 2 and X > 2 for n = 2. 
Choose the cutoff function as follows. For any O < r < R < 1 set r, E CJ (BR) 

with the property 

Then we obtain 

. 2 
r, - 1 m Br and IDr,I :::: -

R - r 

(! w2x) I/
x 

< C (
1 + fJ)

a f w2
- (R - r)2 

Br BR 

Recalling the definition of w, we have 

(f -2x-fJx) I/
x 

< C (
1 + fJ)

a f -2-/3u Um _ ( )2 U Um. 
R-r 

Br BR 
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Set y = f3 + 2 � 2. Then we obtain

(f-yx)I/x 
< C 

(y - l)a J-y
um - ( )

2 u R-r 
Br BR 

provided the integral in the right-hand side is bounded. By letting m --+ +oo we
conclude that 

( 
(y _ l)a

) 
1/y 

llullLYX(Br) :'.::: C (R _ r)2 llullLY(BR) 

provided llullLY(BR) < +oo, where C = C(n,q,).,A) is a positive constant
independent of y. The above estimate suggests that we iterate, beginning with
y = 2, as 2, 2 x, 2 x2

, . . . .  Now set for i = 0, I, ... , 
1 1

Yi = 2/ and ri =

2 +
2i+i ·

By Yi = XYi-1 and ri-1 - ri = Ijii+1 , we have for i = I, 2, ... ,

llullLYi(Br;) :'.::: C(n,q,).,A)x
i llullLYi-l(Br;- 1

)

provided llullLYi- 1 (Br;
_

1
) < +oo. Hence by iteration we obtain

llullLYi (Br;) :'.::: c
L 

:i llullL2(B 1);

in particular,

Letting i --+ + oo we get

sup u:::: C llullL2(B i) or
B1;2 

sup u + :::: C{llu
+ IIL2(B i) + k}.

B 1;2 
Recall the definition of k. This finishes the proof for p = 2. D

REMARK 4.2. If the subsolution u is bounded, we may simply take the test
function 

<p = 
rJ1(uf3+I - k/3+I) E HJ(B1)

for some f3 � 0 and some nonnegative function rJ E CJ (B1).

Next we discuss the general p case of Theorem 4.1. This is based on a dilation
argument. 

Take any R :::: 1. Define 

u(y) = u(Ry) for y E B1.

It is easy to see that u satisfies the following equation:

I aijDiUDj<p +CU({}::::/ j<p for any <p E HJ(B1) and¢� 0 in B1
B1 B1 
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a(y) = a(Ry), c(y) = R2c(Ry), f(y) = R2 f(Ry), 
for any y E B 1. Direct calculation shows 

IZiij lvx>(B1) + llcllLq(B1) = laij lvx>(BR) + R
2-i lie IILq(BR) :'.::: A. 
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We may apply what we just proved to fi in B1 and rewrite the result in terms of u.

Hence we obtain for p ::::: 2 

sup u + :::: C ! �/ P llu
+ IILP(BR) + R2

-i II/ IILq(BR))
BR/2 R 

where C = C (n, A, A, p, q) is a positive constant. The estimate in B0R can be 
obtained by applying the above result to B(l-0)R(Y) for any y E B0R· Take
R = 1. This is Theorem 4.1 for any 0 E (0, 1) and p ::::: 2. 

Now we prove the statement for p E (0, 2). We showed that for any 0 E (0, 1) 
and 0 < R :::: 1 there holds 

II u + IIL= (BoRl '.S C ! [ (l _ :
) R]"/2 11 u + IIL2(B R) + R2

-t II f IILq (B Rl l 
'.S C ! [(1 _ e\R]"/2 llu

+ IIL2(BR) + llfllLq(Bil l · 
For p E (0, 2) we have 

f (u +)2 :::: llu + llf:t'(BR) f (u +)P

BR BR 

and hence by the Holder inequality 

llu + IIL=(BeR)

::: C ! [(I - :)R]•/2 llu
+ lll:i'(;R) (/ (u +)P dx r + Iii IIL•(BR) l 

BR 

::: �llu + IIL=(BR) + C 
L(l - e\ R]

nfp (! (u +)P r + llfllLq(BR+
BR 

Set f(t) = llu + IIL=(Bt) fort E (0, 1]. Then for any 0 < r < R :::: 1
1 C 

+ f(r):::: 
2 

f(R) + (R _ r)
nfp llu IILP(B1) + C II/ IILq(Bi)·

We apply the following lemma to get for any 0 < r < R < 1 
C + f (r) :::: 

!1. II u IILP(B1) + C II/ 11Lq(B1) · 
(R - r)P 

Let R ---+ 1-. We obtain for any 0 < 1 

+ C + llu IIL=(Be):::: 
!1. llu IILP(B1) + CII/ 11Lq(B1)· 

(1- 0)P
D 
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We need the following simple lemma: 

LEMMA 4.3 Let f(t) :::: 0 be bounded in [ro, ri] with ro :::: 0. Suppose for ro ::::
t < s :::: ri we have 

f(t) :::: 0f(s) + 
( ) 

+ B
s - t a

for some 0 E [O, 1 ). Then for any ro :::: t < s :::: ri there holds 

f(t) ::C c(a,0ts !t)a + Bl. 
PROOF: Fix ro :::: t < s :::: ri. For some O < r < 1 we consider the sequence

{t;} defined by

to= t and ti+ i =ti+ (1-r)r i (s-t).

Note t00 = s. By iteration

k-i 

f (t) = f (to) ::C 0k f(tk) + [ (l 
: r)a (s - t)--a + B] � 0; ,- ia.

Chooser < 1 such that 0r-a < 1 ,  that is, 0 < r a < 1. Ask --+ oo we have

f(t) ::C c(a, 0){ (I : r)a (s - t)-a +Bl· 
D 

In the rest of this section we use Moser's iteration to prove a high integrability 
result that is closely related to Theorem 4.1. For the next result we require n :::: 3. 

THEOREM 4.4 Suppose a;j E L00 (Bi) and c E Lnf2(Bi) satisfy the following 
assumption: 

Al�l2 :::: au(x)�i�j:::: Al�l
2 for any x E Bi,� E JRn, 

for some positive constants A and A. Suppose that u E H i(Bi) is a subsolution 
in the following sense: 

J aijDiUDjcp+cU<p:::: / fcp for any<p E HJ(Bi) and<p ::::Oin Bi.

B1 B1 

If f E Lq (Bi) for some q E [ n�2 , 4), then u + E L[;(Bi) for q
i*

Moreover, there holds 

llu
+

IILq*(B 112):::: C{llu
+

IIL2(B i ) + llfl1Lq(B1)}

where C = C (n, A, A, q, c( K)) is a positive constant with

&(K) = ( J lcl"/2 t n 

{lcl>K} 

i 2 
- - -

q n· 
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PROOF: Form> 0, set u = u + and 

Then set the test function 
- lu
Um= m 

ifu < m,

if u � m.

<p = r,2u!u E HJ(B1) 
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for some f3 � 0 and some nonnegative function 17 E CJ (Bi). By similar calcula
tions as in the proof of Theorem 4.1 we conclude 

(J 12xue,x1px) 
l/x 

:':

C(I + /J){ J 1n112ue,u2 + J 1c112ue,u2 + J If 112ue,ul

where x = /!._
2 

> 1. The Holder inequality implies for any K > 0

f lcl112u!u2:::: K f 112u!u2 + f lcl112u!u2

{lcl:sK} {lcl>K} 

1 

:c K J q2u!u2 + e(K)(J 12xue,xu2x) '. 

Note &(K) --+ 0 as K --+ +oo since c E Lnl2(B1). Hence for bounded fJ we
obtain by choosing large K = K (/3) 

(J q2xue,xu2x )'; x 

:c C(l + ,8) / J (ID 112 + q2)u! u2 + / If I q2ue, ii l · 
Observe 

fJ- _IL _IL /.H 1 
u!u :::: um 

t.H2 u1+ tJ+2 
= 

(u!u2) tJ+2
• 

Therefore by the Holder inequality again we have for 17 :::: 1 

f (! )½(! )vi& 
1 fJ+l 

1/llu!u:::: 1/lq (172u!u2)x lsupp171 1-q-(fJ+2)x

.1 /H2 

:': e(J q2xuxue,x r + C(e, /3) (! If I•) q , 

provided 

1 - � - f3 + 1 
> 0 which is equivalent to fJ + 2 < q(n - 2).

q (fJ + 2)x - - n - 2q 
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Hence f3 is required to be bounded, depending only on n and q. Then we obtain

(J �2xu!xzpx) 
11

' ::c c { / (ID�l2 
+ �

2)u!u2 
+ ll/ll{t2 }-

By setting y = f3 + 2, we have by definition of q*

q(n - 2) q* 
(4.5) 2<y<---=-.

- - n -2q X 

We conclude, as before, for any such y in ( 4.5) and any 0 < r < R � l

(4.6) lliillu,(B,) :"c Cl (R _
1
,)2/y lliillu(Bn) + 11/llu(BJ)}

provided llitllLY(BR) < +oo. Again this suggests the iteration 2, 2x, 2x2
, •.••

For given q E [ n�2 , �), there exists a positive integer k such that 

2 k-1 < 
q(n - 2) 

< 2 k.X - 2 X n- q 

Hence for such k we get by finitely many iterations of ( 4.6)

llitllL2xk (B3
;4) � C {llitllL2(B 1) + II/ IILq(B 1)};

in particular,
llitll � � C{llitllL2(B1) + II/ IILq(B1)},

L X (B3;4) 
while with y = q* / x in (4.6) we obtain

llitllLq* (B112) � C {llitllLq*fx(B3;4) + II/ IILq(B1)},
This finishes the proof. 

4.3. Holder Continuity 

D 

We first discuss homogeneous equations with no lower-order terms. Consider

Lu= -D;(au(x)Dju) in B1(0) C IRn

where au E L00(B1) satisfies

ll�l 2 
� a;j (x)�i�j � Al�l 2 for all x E B1 (0) and� E IRn

for some positive constants A and A.

DEFINITION 4.5 The function u E H1�/B1) is called a subsolution (supersolu
tion) of the equation Lu = 0 if 

f a;j D;uDj <p � 0 (:::: 0) for all <p E HJ(B1) and <p:::: 0.
B 1

LEMMA 4.6 Let <I> E C1��1 (IR) be convex. Then:

(i) If u is a subsolution and <I>' :::: 0, then v = <I>( u) is also a subsolution
provided V E H1�/B1). 
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(ii) If u is a supersolution and <I>' :::: 0, then v
provided V E H1�/B1). 
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<l>(u) is a subsolution 

REMARK 4. 7. If u is a subsolution, then ( u -k) + is also a sub solution, where
(u -k)+ = max{O, u -k}. In this case <l>(s) = (s -k)+. 

PROOF: We prove by direct computation.
(i) Assume first <l> E C1�c(]R). Then

<I>' (s) � 0, <I>" (s) � 0.

Consider <p E CJ (B1 ) with <p � 0. Direct calculation yields

f aijDiVDj<p = f aij<I>'(u)DiUDj<p 
B1 B1 

= f aijDiUDj(<I>'(u)<p)- f (aijDiUDju)<p<l>"(u):::: 0,
B1 B1 

where <I>' ( u )<p E HJ ( B 1 ) is nonnegative. In general, set <l> e (s) = Pe *
<l>(s) with Pe as the standard mollifier. Then <l>�(s) = Pe * <I>' (s) � 0
and <l>�(s) � 0. Hence <l>e(u) is a subsolution by what we just proved.
Note <l>�(s) --+ <l>'(s) a.e. as c --+ o+ . Hence the Lebesgue dominant
covergence theorem implies the result.

(ii) This is proved similarly. D
We need the following Poincare-Sobolev inequality:

LEMMA4.8 Forany& > 0thereexists aC = C(c,n)such thatfor u E H 1 (B1)
with 

l{x E Bi;u = O}I � clB1 I there holds f u2
:::: Cf IDul2

.

B1 B1 

PROOF: Suppose not. Then there exists a sequence {um} C H 1 ( B 1 ) such that

f IDuml2 --+ 0 as m--+ oo.
B1 

Hence we may assume Um --+ u0 E H 1 (B1 ) strongly in L2 (B1) and weakly in
H 1 ( B 1 ). Clearly u o is a nonzero constant. So 

0 = lim / lum -uol2 
� lim

m--+oo m--+oo I 
B1 {um

=O} 

� luol2 infl{um = O}I > 0.

Contradiction. D
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THEOREM 4.9 (Density Theorem) Suppose u is a positive supersolution in B2
with 

l{x E B1: u � l}I � t:IB1I-
Then there exists a constant C depending only on£, n, and A/ A such that

inf u > C.
B112 -

PROOF: We may assume that u � 8 > 0. Then let 8 --+ 0+. By Lemma 4.6,
v = (log u )- is a subsolution, bounded by log 8-1. Then Theorem 4.1 yields 

( )
1/2

sup v ::: C f Iv I 2 

B112 
B1 

Note l{x E B1: v = 0}I = l{x E B1: u � l}I � clB1I- Lemma4.8 implies

(4.7) sup v ::: C (f ID v1 2) 
112

B1;2 B1

We will prove that the right-hand side is bounded. To this end, set <p = �: for
t E CJ (B2) as the text function. Then we obtain

0 :'c J auD;uDi(�) = _
 J 12 auD

��
Dju + 2 J \a;j D

�
uDj\,

which implies

f t2 ID logul2 ::: Cf IDtl2 .

So for fixed t E CJ ( B2) with t = 1 in B 1 we have

f ID logul2 ::: C.

B1

Combining this with ( 4. 7) we obtain

sup v = sup (log u )- ::: C which gives 
B112 B112 

inf u > e-c > 0.
B112 -

D

THEOREM 4.10 (Oscillation Theorem) Suppose that u is a bounded solution of

Lu = 0 in B2. Then there exists a y = y(n, 1) E (0, 1) such that

OSCB112 U :'.:: y OSCB1 U.

PROOF: In fact, local boundedness is proved in the previous section. Set

a1 = supu and th = infu.
B1 B1 

Consider the solution
u-th

a1 -th 
or
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Note the following equivalence: 
1 u -f31

u ::::: -2 
(a1 + /31 ) {=:::}

f3 a1 - 1

1 a1 -u
u � -(a1 + /31 ) {=:::}

f3 2 a1 - 1

1 
>-2'

1 
>-2

CASE 1. Suppose that 

Ix E B 1 : 2 ( u -
; 

1) > 1) a1 - 1 

Apply the above theorem to ;1-!J1 > 0 in B1. We have for some C > 1

. u -f31 1 
mf--->

B112 a1 - /31 
- C'

which results in the following estimate: 
. 1 
mf u ::::: /31 + -(a1 - /31 ). 

B1;2 C 

CASE 2. Suppose 

Ix E B1 : 
2(a1 -

f3
u) :::: 1) 

a1 - 1 

Similarly as in Case 1 we obtain 

Now set 

1 
sup u � a1 - -(a1 - /31 ). 
B112 C 

a2 = sup u and /32 = inf u. 
B112 B112 

Note f32 :::: /31 and a2 � a 1 - In both cases, we have 

a2 -th::': (1 - � )(a1 -/h).

The De Giorgi theorem is an easy consequence of the above results. 

THEOREM 4.11 (De Giorgi) Suppose Lu = 0 weakly in B1. Then there holds
lu(x) -u(y)I

( 
A) 

sup lu(x)I+ sup lx-yla �c n,;: llullL2 (Bi )
B1;2 x,yEB112 

with a = a(n, 1) E (0, 1). 
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D 

In the rest of the section we will discuss the Holder continuity of solutions to 
general linear equations. We need the following lemma: 
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LEMMA 4.12 Suppose that aij E L00(Br ) satisfies

Algl2 :::: aij(x)gigj:::: Algl2 foranyx E Br, g E �n,

for some O < A :::: A < +oo. Suppose u E H 1 (Br ) satisfies

f aijDiUDj<p = 0 forany<p E HJ(Br )-
Br 

Then there exists an a E (0, 1) such that for any p < r there holds

I 
( ) n-2+2a 

I IDul2 :::: C � IDul2

Bp Br 

where C and a depend only on n and 1-

PROOF: By dilation, consider r = I. We restrict our consideration to the
range p E (0, ¼L since it is trivial for p E (¼, 1]. We may further assume that
fB 1 

u = 0 since the function u - IB11-1 fB 1 
u solves the same equation. The

Poincare inequality yields 

f u2 :::: c(n) f IDul2 .

B1 B1 

Hence Theorem 4.11 implies for Ix I :::: ½

lu(x) - u(0)l2 :::: Clxl2a / IDul2

B1 

where a E (0, 1) is determined in Theorem 4.11. For any O < p :::: ¼ take a cutoff
function t E Cft°(B2

p
) with t = I in B

p 
and O :::: p :::: 1 and ID ti :::: l Then set

<p = t 2(u - u(0)). Hence the equation yields

0= f aijDiu(t 2Dju+2tDjt(u-u(0)))
B1

:::: � / t21Dul2 - C sup lu - u(0)l2 / IDtl2-2 B2p 

Therefore we have
B2p B2p 

I IDul2 :::: Cpn-2 sup lu - u(0)l2 .
B2p 

Bp 

The conclusion follows easily. D

Now we may prove the following result in the same way we proved Theo
rem 3.8, with Lemma 3.10 replaced by Lemma 4.12. 
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THEOREM 4.13 Assume au E L 00 (B1) and c E Ln (B1) satisfies

Al�l2 :S a;j (x)�; t :S Al�l2 for any x E B1, � E lRn,

for some O < A :S A < + oo. Suppose that u E H 1 ( B 1) satisfies

f a;jDjuD;<p + cu<p = f f<p for any <p E HJ(B 1 ). 
B1 B1 
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If f E Lq(B1)forsome q >�'then u E c a (B1)forsome a= a(n,q,A,A, 
llcllLn) E (0, 1). Moreover, there exists Ro = Ro(q, A, A, lie IILn) such that for
any x E B 1;2 and r :S Ro there holds 

I IDul2 < crn-2+2a{111111q(B1 ) + llullii- 1(B 1 )}
Br(X) 

where C = C (n, q, A, A, II c IILn) is a positive constant.

4.4. Moser's Harnack Inequality 

In this section we only discuss equations without lower-order terms. Suppose 
Q is a domain in ]Rn . We always assume that au E L00 (Q) satisfies

Al�l2 :S a;j (x)�i�j :S Al�l2 for all x E Q and� E lRn

for some positive constants A and A.

THEOREM 4.14 (Local Boundedness) Let u E H 1 (Q) be a nonnegative subsolu
tion in Q in the following sense: 

f a;jD;uDj<p :S / f<p forany<p E HJ(Q)and<P �Oin Q.
Q Q 

Suppose f E L q ( Q) for some q > �. Then there holds for any BR C Q, any
0 < r < R, and any p > 0 

where C = C(n, A, A, p, q )  is a positive constant.

PROOF: This is a special case of Theorem 4.1 in the dilated version. D 

THEOREM 4.15 (Weak Harnack Inequality) Let u E H 1 (Q) be a nonnegative
supersolution in Q in the following sense:

(*) f a;jD;uDj<p � f f<p forany<p E HJ(Q)and<p �Oin Q.
Q Q 
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Suppose f E Lq(Q)for some q > �- Then for any BR C n there holds for any 
0 < p < n'!....

2 
and any O < 0 < r < 1 

where C depends only on n, p, q, A, A, 0, and r. 

PROOF: We prove for R = I. 
Step I. We prove that the result holds for some Po > 0. 
Set u = u + k > 0 for some k > 0 to be determined and v = u-1. First we

will derive the equation for v. For any <p E HJ (Bi) with <p :::: 0 in B 1 consider 
u-2<p as the test function in ( * ). We have 

I 
Dj<p 

I -
<p 

I 
<p 

aij Diu 
u2 

- 2 aij DiUDjU 
u

3 :::: f 
u2

. 

B1 B1 B1 

Note Du= Du and Dv = -u2 Du. Therefore we obtain 

I 
- - f 

au DjVDi<p + fv<p:::: 0 where we set f =
u

. 

B1 

In other words, v is a nonnegative subsolution to some homogeneous equation. 
Choose k = II f IILq if f is not identically 0. Otherwise choose arbitrary k > 0 
and then let k --+ o+ . Note

Iii IILq(B1) :'.:: 1. 
Thus Theorem 4.1 implies that for any r E ( 0, I) and any p > 0

sup u-P :::: CI u-P'
B0 

Br 
that is, 

whereC = C(n,q,p,J-,A,r,0) > 0.
The key point is to show that there exists a po > 0 such that 

f u-Po · f u Po :::: C (n, q, A, A, r).

Br Br 
We will show that for any r < 1 there holds 

(4.8) / ePolwl :::: C(n,q,A, A, r)
Br 

where w = logu -f3 withf3 = IBrl-1 fBr logu.
We have two methods: 
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(1) Prove directly.
(2) Prove that w E BMO, that is, for any Br(Y) C B1 (0)

r� 
f lw - Wy,rldx:::: C.

Br 

Then (4.8) follows from Theorem 3.5 (John-Nirenberg lemma). 
We shall prove (4.8) directly first. Recall u = u 

+ k :::: k > 0. Note that 

ePolwl 
= 

l + Polwl +
(Polwl)2 + ... + (Polwlr + ....

2! n! 
Hence we need to estimate JB, lwl.B for each positive integer {3.
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We first derive the equation for w. Consider u-
1 <p as test function in ( * ). Here 

we need <p E L00{B1) n HJ{B1) with <p :::: 0. By direct calculation as before and 
by the fact that Dw = u-

1 Du, we have 

(4.9) f aijD;wDjW<{}:::: / aijD;wDj<p + f (-f<p)
B1 B1 B1 

for any <p E L 00 ( B 1) n HJ ( B 1) with <p :::: 0. Replace <p by <p2 in ( 4.9). The Holder 
inequality implies 

J IDwl2q,2 
:', C {/ IDq,1 2 + J lflq,2 }-

B1 B1 B1 
By the Holder and Sobolev inequalities we obtain 

I 
- 2 - 2 2 lfl<p :'.:: llfllLnf211<pllL2n/(n-2) :'.:: c{n,q) IID<pllL2· 

B1 
Therefore we have 

(4.10) f IDwl2<p2:::: Cf ID<p l2

B1 B1 
with C = C(n, q, A, A) > 0. Take <p E CJ(B1) with <p = I in B •. Then we
obtain 

(4.11) J IDwl2:::: C(n,q,A, A, r).
B, 

Hence the Poincare inequality implies 

f w2:::: c(n,r) / IDwl2:::: C(n,q,A, A ,r)
B, B, 

since JB, w = 0. Furthermore, we conclude from (4.10)

(4.12) / w2:::: C(n,q,A,A,r,r')
B,, 
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for any r' E (r, 1). 
Next we will estimate J Br I w I ,8 for any f3 � 2. Choose <p

HJ(B1) n L00 (B1) with 

{
-m, w::::: -m, 

Wm = w, lwl < m, 
m, w�m. 

Substitute such <pin (4.9) to get

f s2lwml2,8aijDiWDjW :'.::: (2/3) / s2aijDiWDjlWmllwml2,8-l 

B1 B1 

+ f 2slwml2,8aijDiWDjS + f lfls2 lwml2,8.
B1 B1 

NoteaijDiWDjlwml = GijDiwmDjlwml :'.S GijDiwmDjWm a.e. inB1. Young's
inequality implies 

(2/3)1wml2,8-l :'.::: 213
2; 

1 
lwml2,8 + 2� (2/3)2,8

= (1 -
2� )iwml2p 

+ (2/Jj2P-1.

Hence we obtain

f l;2 1wml2PauD;wDjW '.', (1 -2�) f t2 lwml2Pa;jD;wmDjWm

B1 B1 

and hence

+ (2/3)2,8-l f s2aij DiWmDjWm
B1 

+ f 2slwml2,8aijDiWDjS + f lfls2 lwml2,8
B1 B1

f s2lwml2,8aijDiWDjW 
B1 

:'.::: (2/3)2,8 / s2 Gij D; Wm D j Wm 
B1 

+ (4/3) f tlwml2,8aijDiWDjS + 2/3 f lfls2 lwml2,8.
B1 B1 
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Therefore we obtain 

f t2
lwml

213 1Dwl
2::::

B

1

c{(2{J)2P f \21Dwml2 + {J f \lwml2PIDwllD\I + /J f lfl\2lwml2P}.
B1 B1 B1 
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Note that the first term in the right side is bounded in (4.11). Applying the Cauchy 
inequality to the second term in the right side we conclude 

f t2
1wml

213 1Dwl
2::::

Bi C { (2{J)2 Pf \21Dwm 12 
+ /J2 f lwml2p ID\12 

+ /J f lfl\21wml2p }·
B1 B1 B1 

Note Dw = Dwm for lwl < m and Dwm = 0 for lwl > m. Hence we have 

f t2
1wml

213 1Dwml
2::::

B
i C { (2{J)2 Pf \21Dwm 12 + /J2 f lwml2p ID\12 + /J f lfl\21wml2p }·

B1 B1 B1 
In the following, we write w = Wm and then let m --+ +oo. By Young's 

inequality we obtain 

ID(tlwl13)1
2:::: 2IDtl

2
lwl

213 + 2,8
2
t

2
1wl

213-2
1Dwl

2

'." 2ID\l21wl2P + 2121nw12(
/J 

/J 
1 

lwl2P + ;/J2p) 

and hence 

f ID(("lwlP)l2 '." c{(2{J)2P f \21Dwl2

B1 B1 

+ /J2 / ID\l2lwl2p + /J / lfl\2lwl2p }·
B1 

The Holder inequality implies 

f lfl\21wl2p '." (! lfl•)} (! (\lwlP)q2q1) l-}.

B1 B1 B1 
By the interpolation and Sobolev inequalities with 2* = n2!!_2 > /!.

1 
> 2 if q > ;,

we have 

lltlwl13 II 2q :::: c:lltlwl13 IIL2* + C(n, q)t:- 2q
n_

n lltlwl13 IIL2
Lq-I 

:::: c:IID(tlwl13)IIL2 + C(n,q)t:- 2q
n_

n lltlwl13 IIL2
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for any small s > 0. Therefore we obtain by ( 4.10) 

f ID(tlwlP)l2 :": Cl (2tl)2 pf t21Dwl2 
+ tla f (1Dtl2 

+ t2)1wl2p l 
B1 B1 B1 

:": C j<2m2P I 1Dtl2 
+ ,ia I (1Dtl2 

+ t2)1w12P l
B1 B1 

for some positive constant a depending only on n and q. Apply the Sobolev in
equality for tlwl.B E W01 '2 (1Rn) with X = n':...

2 
to get 

(/ t
2xlwl2Px) 

1
/
x 

:": c,ia l(2tl)2p f IDtl2 
+ f (IDtl2 

+ t2)lwl2p l·
B1 B1 B1 

Choose the cutoff function as follows: For r :::: r < R ::: 1, set t - 1 on 
Br (0), t = 0 in B1 (0) \ BR(0), and ID ti :::: R2_r

. Therefore we have 

(/ lwl2,Bx)
1

/
x < c13

a 

1(2/3)2,B + f lwl2,Bl· 
- (R-r)2 

Br BR 

For some r' E (r, 1) set f3i = i- 1 and ri = r + 
2
l_ 1 (r' -r) for any i = 1, 2, .... 

Then for each i = 1, 2, ... , 

Set 

(/
·
) 

1/x cx(i-l)a22(i-1) l . i-1 / lwl2x1 :::: ______ (2x7-1)2x + 
(r' - r)2 

Bri Bri-l

Then we have for j = 1, 2, ... , 

lj ::: C 2�1 {2xj-I + lj-d

with C = C(n, q, A, A, r, r') > 0. Iterating the above inequality and observing 
that 

we obtain 

lj::: C I::/-1 + Clo, that is, lj::: Cxj + Clo. 
i=l 

Now for f3 :::: 2 there exists a j such that 2xj-I :::: f3 < 2xj. Hence 
( ) 1/,8 

l,B (B.) - f lwl.B :::: Clj ::: Cxj +Clo::: Cf3 +Clo::: C0f3,

Br 
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since 10 is bounded in (4.12). Hence we obtain for f3 ::: 1

f lwl fi dx :::: ct t3fi :::: ct e fi f3!

Br 

where we used the Sterling formula for integer f3. Hence for integer f3 > I

f (Polwl)fi < fi ( C e)fi < ___!__
f3 ! - p 

O O 
- 2fi 

Br 

by choosing Po = (2Coe)- 1 . This proves that

f lwl f (Polwl)2 1 1 e P0 
= l+polwl+---+···<1+-+-+···<2.2! - 21 22 -

REMARK 4.16. The above method, avoiding BMO, is elementary in nature.

Now we give the second proof of estimate (4.8). Estimate (4.10) gives

f IDwl 2s2 :'.::: Cf IDsl 2 for any S E cJ (B1).
B1 B1 

Then for any B2r(Y) C B1 chooses with

Then we obtain

supps C B2r(Y), s - 1 in Br(Y),

Hence the Poincare inequality implies

2 
1nt1 ::::: -.

r� f lw-wy,r l :'.: ,.\( f lw-wy,,1 2)'
12

Br(Y) Br(Y) 

< _1_(r2 f 1nw12)
1

/
2 

< C - rn/2 - '
Br(Y) 

that is, w E BMO. Then the John-Nirenberg lemma implies

J e
Polwl :::: C.

Br 

Step 2. The result holds for any positive p < n1:...2 .
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We need to prove for any O < r1 < r2 < 1 and O < p2 < Pl < n1:....2 there
holds 

(4.13)
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for some C C(n, q, J..., A, r1, r2, PI, P2) > 0. A similar calculation may be
found in Section 4.2 (Method 2). Here we just point out some key steps. 

Take <p = u-13 r,2 for f3 E (0, 1) as the test function in ( * ). Then we have 

I ln- 12--13-1 2 < c j2- f ID 12-1-13 2_ f LL! 2-1-13 j U U rJ _ f32 rJ U + f3 k rJ U . 
Bi Bi Bi 

Set y = 1 -fJ E (0, 1) and w = uYl2. Then we have

I IDwl2rJ2.::: C f w2(IDrJl2 + 'f/2)
(1 -y)a

or

I ID(wry)l2 < C f w2(IDrJl2 
+ 'f/2)

- (1-y)a 
for some positive a > 0. The Sobolev embedding theorem and an appropriate
choice for the cutoff function imply, with X = n�2 , that for any O < r < R < l 

or

(/ )½ C 1 
/ w2x < ___ ___ w2

- (1-y)a (R-r)2 

Br BR 

(/ ) /x ( C 1 
) 

f (/ ) f uY
X .'.:: (1-y)a (R -r)2 uY .

Br BR 

This holds for any y E (0, 1). Now (4.13) follows after finitely many iterations.

Now the Harnack inequality is an easy consequence of the above results.

THEOREM 4.17 (Moser's Harnack Inequality) Let u E H 1 (Q) be a nonnegative
solution in Q 

f aijDiUDj<p = f fcp for any<p E HJ(n).
Q Q 

Suppose f E Lq(Q)for some q >;.Then there holds for any BR C Q

maxu::: C{ min u + R2-illfl1Lq(BR )}
BR BR/2 

where C = C (n, J..., A, q) is a positive constant.

COROLLARY 4.18 (Holder Continuity) Let u E H 1 (Q) be a solution in Q

f aij DiUDj<p = ff <p for any <p E HJ (Q).
Q Q 
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Suppose f E Lq(Q) for some q > �- Then u E ca (Q) for some a E (0, 1)
depending only on n, q, A, and A. Moreover, there holds for any BR C Q 

lu(x)-u(y)l :'c c('
x ? 1r {G. f u2 f2 

+ R2-i11f11u(BR)l
BR 

for any x, y E BR;2 where C = C(n, A, A, q) is a positive constant. 

PROOF: We prove the estimate for R = I. Let M(r) = max.Br u and m(r) = 

minBr u for r E (0, 1). Then M(r) < +oo and m(r) > -oo. It suffices to show
that 

w(r) t, M(r)-m(r) :', c,a {(J u2)'12 
+ llfllu(B i)l foranyr < �

B1 
Seto= 2- �- Apply Theorem 4.17 to M(r) -u :::: 0 in Br to get 

sup (M(r)-u):::: C{ inf (M(r)-u) + r 8 11fl1Lq(Br)},
Br/2 Br/2 

that is, 

(4.14) M(r) -mG) :', C { ( M(r) - MG))+ r8 11/llu(B,)l· 

Similarly, apply Harnack to u - m(r) :::: 0 in Br to get 

(4.15) MG)-m(r) :', C { ( mG )-m(r)) + r 8 llfllL•(B,) l· 
Then by adding (4.14) and (4.15) together we get 

or 

w(r) + wG) :', C { ( w(r) - wG)) + r
8 
II/ llu(B,) l 

(L) G) :', yw(r) + Cr 8 
II/ IIL•(B,)

� C-1 1 1or some y = c + 1 < . 
Apply Lemma 4.19 below with µ chosen such that a = (I - µ)logy/ log r <

µo. We obtain 

w(p) :', Cp a { w(D + II/ IIL•(Bi) l for any PE (0, ½l

While Theorem 4.14 implies 

D 
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LEMMA 4.19 Let wand a be nondecreasing functions in an interval (0, R]. Sup
pose there holds for all r ::::: R 

w(rr)::::: yw(r) + a(r)

for some O < y, r < 1. Then for anyµ E (0, 1) and r < R we have

where C = C(y, r) and a = a(y, r, µ) are positive constants. In fact, a
(1-µ)logy/logr. 

PROOF: Fix some number r1 ::::: R .  Then for any r ::::: r1 we have

w(rr) < yw(r) + a(r1)

since a is nondecreasing. We now iterate this inequality to get for any positive
integer k 

k-1 

k k � · k a(r1) 
w(r r 1) ::::: y w(ri) + a(ri) L- y1 

::::: y w(R) + -
1 

-.
i=O 

-y 

For any r ::::: r1 we choose k in such a way that

Hence we have

logy 

w(r)::::: w(r -1 ri)::::: y -1 w(R) + -- ::::: - - w(R) + --.k k a(r1) 1 
( 

r 
) 

Jog-r a(r1) 
1 - y y r1 1 - y 

Now let r1 = r µ, R 1-µ, . We obtain

( ) logy 
1 

( 
r
) 

l-µ, logT a(r µ, R 1-µ,) 
w(r) ::::: - - w(R) + ----.

y R 1-y 

This finishes the proof. D
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COROLLARY 4.20 (Liouville Theorem) Suppose u is a solution t o  a homogeneous
equation in JR n 

f au D;uDj<.p = 0 for any <.p E HJ (JRn).
�n 

If u is bounded, then u is a const ant. 

PROOF: We showed that there exists a y < 1 such that

w(r) :::: yw(2r).

By iteration we have

w(r):::: yk w(2kr)--+ 0 ask--+ oo

since w(2k r) :::: C if u is bounded. Hence for any r > 0, w(r) = 0.

4.5. Nonlinear Equations 

Up to now, we have been discussing linear equations of the form

-Dj(au(x)D;u) = f(x) in B1.

D

It is natural to ask how they generalize to nonlinear equations. To answer this
question, let us consider the equation for a solution v with the form 

v(x) = <I>(u(x)) 

for some smooth function <I> : JR --+ JR with <I>' -=/- 0. Any estimates for u can be
translated to those for v. To find the equation for v, we write 

u = W(v) 

with W = <I>- 1. Then by setting 17 = W' ( v )� for � E ego ( B 1) we have

f auD;uDj� = f auW'(v)D;vDj�

= a··D·vD·n- --a··D·vD·vnI I 
W"(v) 

11 z 1·, W'(v) 11 z 1 .,.

Therefore, if u is a solution

f a;j D;uDj� = f f(x)� for any� E HJ(B1),

then v satisfies

I I ( 
W" ( v) 1 

) 00 a;jD;vDjrJ = 

W'(v)
a;jD;vDjV +

W'(v)
f 1J for any 1J E C0 (B1).

Note that the nonlinear term has quadratic growth in terms of D v. Hence we
may extend the space of test functions to HJ ( B 1) n L 00 ( B 1). It turns out that
H 1 ( B 1) n L 00 ( B 1) is also the right space for the solution. The following example
illustrates that the boundedness of solutions is essential: 
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EXAMPLE. Consider the equation-�u = IDul2 in theball BR(O) inIR2 with 
R < 1. It is easy to check that u(x) = log log lx1- 1 - log log R- 1 E H 1 (BR(O)) 
is a weak solution with zero boundary data. Note that u(x) = 0 is also a solution. 

In this section we always assume a ij E L00(B 1) satisfies 

Al�l2:::: a ij (X)�i t:::: Al�l2 for any x E B 1 , � E IRn, 

for some positive constants A and A. We consider the nonlinear equation of the
form 

(*) f aij(x)Di UDj <p = f b(x, u, Du)<p for any <p E HJ(B1) n L00(B 1). 

We say the nonlinear term b satisfies the natural growth condition if 

lb(x, u, p)I :::: C(u)(f(x) + IPl2) for any (x, u, p) E B 1 x IR x IRn

for some constant C(u) depending only on u and f E Lq (B 1) for some q :::: n2:.2
.

We always assume 
u E H 1 (B 1) n L00(B 1).

LEMMA4.21 Supposeu E H 1 (B 1) is a nonnegative solution of (*)with lul:::: M
in B1 and that b satisfies the natural growth condition with f(x) E Lq (B 1) for
some q >�-Then for any BR C B 1 there holds

sup u < cj inf u + R
2-�(J lflq )

ci

l 
BR/2 BR/2 

BR 

where C is a positive constant depending only on n, A, A, M, and q.

PROOF: Letv = ¼(eau _l)for somea > 0. Thenfor<p E HJ(B 1)nL00(B 1) 
with <p :::: 0 there holds 

f a ij Di VDj <p = f a ij eau Di uDj <p 

= f aijDi uDj (eau
<p)-a f aijeau Di uDj U<f) 

= f b(x, u, Du)eau
<p -a f aijeau Di UDj U<f) 

:::: C(M) f (f(x) + IDul2)eau
<p -aA f IDul2eau

<p . 

Hence by taking a large we have 

(4.16) 
f a ij Di VDj <p:::: Cf f(x)<p 

for any <p E HJ (B 1) n L 00(B 1) with <p :::: 0 
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for some positive constant C depending only on n, A, A, and M. Observe that u
and v are compatible. Therefore by Theorem 4.14 we obtain for any p > 0 

1 1 

sup u � C(M,a) sup v � cj(� f vP) P 

+ R2-�(J fq ) ci l 
BR/2 BR/2 R 

BR BR 

:,cj{;n J uP)* +R
2-i(J 1•) ¼ !· 

BR BR 

For the lower bound, we let w = ¼ (1 - e-au). As before, by choosing a > 0 large 
we have 

f au DiWDj <p >Cf f(x)<p for any <p E HJ(B1) n L00(B1) with <p � 0. 

Hence by Theorem 4.15, we obtain for any p E (0, n�2 )

Gn f uP )J; '., cj B�2 u + R2-}u 1•)
¼ !·

BR BR 

Combining the above inequalities we prove Lemma 4.21. D 

REMARK 4.22. In estimate (4.16) in the above proof, take <p = (u + M)172

for some 77 E CJ (B1). Then by the Holder inequality we conclude 

f IDul2q
2 '.c cjf (IDql2 

+ lllq
2)l

for some positive constant C depending only on n, A, A, and M. This implies 
the interior L2-estimate of gradient Du in terms of these constants together with 
llf IIL1(B i)· This fact will be used in the proof of Theorem 4.24. 

COROLLARY 4.23 Suppose u E H 1 (B1 ) is a bounded solution of(*) and that b
satisfies the natural growth condition with f(x) E Lq (B1) for some q > ;. Then
u E C1�c(B1) with a= a(n,A, A,q, lulvx:i). Moreover, there holds

lu(x) - u(y) I � C Ix - Yla for any x, y E B1;2 

where C is a positive constant depending only on n, A, A, q, lu IL=(B i ), and
II f IILq(B i )· 

PROOF: The proof is identical to that of Corollary 4.18 with Theorem 4.17 
replaced by Lemma 4.21. D 

THEOREM 4.24 Suppose u E H 1 ( B 1) is a bounded solution of ( *) and that b
satisfies the natural growth condition with f E Lq (B1) for some q > n. Assume
further that au E ca(B1) for a = 1 - �- Then Du E C1�/B1). Moreover, there
holds 
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PROOF: We only need to prove Du E L�. Then the Holder continuity is
implied by Theorem 3.13. For any Br (xo) C B1 solve for w such that 

f aij (Xo)DiWDj <p = 0 for anycp E HJ(Br(Xo)) 
Br(xo) 

with w -u E HJ (Br (xo)). Then the maximum principle implies 

inf u ,::: w ,::: sup u in Br (xo)
Br (xo) Br (xo) 

or 

(4.17) sup lu - wl ::: oscBr(xo) u.

Br(Xo) 

By Lemma 3.10, we have for any O < p ,::: r,

(4.18) f IDul2 ::, c{ (� r f IDul2 + f ID(u -w)l2 l 

and 

Bp(xo) Br(xo) Br(xo) 

(4.19) f IDu -(Du)x0
,pl2 

::: 

Bp(xo) n+2 
c/(n f IDu-(Du)x0 .,12 + f ID(u-w)l2 l-

Br(xo) Br(xo) 

Note that the function v = u -w E HJ(Br (xo)) satisfies 

f aij (Xo)DiVDj <p = f b(x,u,Du)cp 
Br(xo) Br(xo) 

+ f (aij (xo)-aij (x)) DiUDj <p,
Br(xo)

cp E HJ(Br(xo)) n L00(Br (xo)). 

Taking cp = v and using the Sobolev inequality we obtain 

f 1Dvl2 ::, Cl f 1Dul21vl + ,2a f 1Dul2 + ,n+2a llflli,.(B J)l· 
Br(xo) Br(xo) Br(xo) 

Hence with ( 4.17) we conclude 

(4.20) f IDvl2 ::oCj(,2a +oscB,(xo)u) f IDul2 +rn+2a llflli•l· 
Br(xo) Br(xo) 
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Corollary 4.2 implies u E c80 for some 80 > 0. Therefore we have by (4.18) and
(4.20) 

f I Du 12 < C { [ u r + ,2a 
+ r80] f IDul2 

+ ,n+2a II/ lli.}-
Bp(xo) Br(xo) 

By Lemma 3.4 we obtain that for any 8 < l there holds for any Br (xo) C B718

f IDul2 :". c,•->+28 { / IDul2 
+ II/ 11i,q(B 1 )}· 

Br(xo) B1;s 

This implies u E C1�c for any 8 < I. Moreover, for any Br (xo) C B314 there holds

OSCBr(xo) u ::::: Cr
8 

where C is some positive constant depending only on n, A, A, q, lulL=(B i ), and
II/ IILq(B i ), by Remark 4.22. With (4.20) we have for any Br (xo) C B2J3 

/ ID v 12 :". C { (r2a 
+ r8 )r•->+28 f I Du 12 + ,•+ 2a II flli,q} 

Br(xo) B1;s 

:::'.:: crn +2a' 

for some a' < a if 8 E (0, 1) is chosen such that 38 > 2 and a + 8 > l. Hence
with (4.19) we obtain for any Br (xo) C Bi and any 0 < p::::: r 

3 

f I Du - (Dulxo,Pl2 :". C ! (� )"+2 

f I Du - (Dulxo,rl2 
+ r•+2a' }·

Bp(xo) Br(xo) 

By Lemma 3.4 and Theorem 3.1 we again conclude that Du E C1�� for some
a' < a, in particular Du EL�. This finishes the proof. D



CHAPTER 5 

Viscosity Solutions 

5.1. Guide 

In this chapter we generalize the notion of classical solutions to viscosity solu
tions and study their regularities. We define viscosity solutions by comparing them 
with quadratic polynomials and thus remove the requirement that solutions be at 
least C 2 . The main tool for studying viscosity solutions is the maximum principle 
due to Alexandroff. We first generalize such maximum principles to viscosity so
lutions and then use the resulting estimate to discuss the regularity theory. We use 
it to control the distribution functions of solutions and obtain the Harnack inequal
ity, and hence ca regularity, which generalizes a result by Krylov and Safonov. 
We also use it to approximate solutions in L 00 by quadratic polynomials and get 
Schauder (C 2 ,a)-estimates. The methods are basically nonlinear in the sense that 
they do not rely on differentiating equations. This implies that the results obtained 
in this way may apply to general fully nonlinear equations, although in this chapter 
we focus only on linear equations. 

Here we only try to explain a few basic ideas in obtaining estimates for viscos
ity solutions. Students should read the book [ 4] for further developments. 

5.2. Alexandroff Maximum Principle 

We begin this section with the definition of viscosity solutions. This very weak 
concept of solutions enables us to define a class of functions containing all classical 
solutions of linear and nonlinear elliptic equations with fixed ellipticity constants 
and bounded measurable coefficients. 

Suppose that Q is a bounded and connected domain in配and that a;j E C (切
satisfies 

入1�1
2

:'.:S a;j(X)名�j ::S Al�l 2 for any x E Q and any�E厌n

for some positive constants入 and A. Consider the operator L in Q defined by 

Lu = a;j (x)D;jU for U E C 2 位）．

Suppose u E C 2 (Q) is a supersolution in Q, that is, 压：：：：： 0. Then for any 
<p E C 2 (Q) with L<p > 0 we have 

L( u-<p)<O inQ. 

This implies by the maximum principle that u -<p cannot have local interior mini
mums in Q. In other words if u -<p has a local minimum at xo E Q, there holds 

L<p(xo) ::S 0. 

99 



100 5. VISCOSITY SOLUTIONS

Geometrically u - <p having a local minimum at xo means that <p touches u from 
below at x0 if we adjust <p appropriately by adding a constant. This suggests the 
following definition. We assume f E C(Q). 

DEFINITION 5.1 u E C(Q) is a viscosity supersolution (respectively, subsolution) 
of 

Lu= f in Q 

if for any xo E Q and any function <p E C 2 ( Q) such that u -<p has a local minimum
(respectively, maximum) at xo there holds 

L<p(xo) ::: f (xo) (respectively, L<p(xo) :::: f (xo)). 

We say that u is a viscosity solution if it is a viscosity subsolution and a vis
cosity supersolution. 

REMARK 5.2. By approximation we may replace the C2 -function <p by a qua
dratic polynomial Q. 

REMARK 5.3. The above analysis shows that a classical supersolution is a 
viscosity supersolution. It is straightforward to prove that a C2 viscosity super
solution is a classical supersolution. Similar statements hold for subsolutions and 
solutions. 

REMARK 5.4. The notion of viscosity solutions can be generalized to nonlin
ear equations accordingly. 

Now we define in a weak way the class of "all solutions to all elliptic equa
tions." For any function <p that is C2 at x0 , we have the following equivalence: 

n 

L au (xo)Du<p(xo) ::: O
i,j=l 

n 

{::::::=} L Dtkek ::: 0 with A ::: Olk ::: A, ek = ek(D 2<p(xo))
k=l 

{::::::=} L Oli e; + L Oli ei ::: 0
ei>O ei<O 

{::::::=} L Oli e; ::: L Oli (-e;),

which implies 

ei>O ei<O 

A L ei ::: A L (-e;)
ei>O ei<O 

where e1, ... , en are eigenvalues of the Hessian matrix D 2<p(xo). This means that 
positive eigenvalues of D2<p(x0) are controlled by negative eigenvalues. 

DEFINITION 5 .5 Suppose f is a continuous function in Q and that A and A are two 
positive constants. We define u E C(Q) to belong to s+ ()., A, f) (respectively, 
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s-()., A, f)) if for any x0 E Q and any function <p E C 2 ( Q) such that u - <p has
a local minimum (respectively, maximum) at x0 there holds

A L e; (xo) + A L e; (xo) :::: f (xo)

(respectively, A L e; (xo) + ,\ L e; (xo) C:: f (xo))
ei>0 ei<0 

where e1 (xo), ... , en (xo) are eigenvalues of the Hessian matrix D 2<p(xo).
We denote S(A, A, f) = s+ (A, A, f) n s-(A, A, f). 
REMARK 5.6. Any viscosity supersolutions of

au Du u = f inQ
belong to the class s + (A, A, f) where there holds

Al�l2 
:::: a;j (x)�i �j :::: Al�l2 for any x E Q and any � E IRn .

The class s+ (A, A, f) and s-(A, A, f) also include solutions to fully non
linear equations. Among them are the Pucci equations. 

EXAMPLE. For any two positive constants A :::: A let A be a symmetric matrix
whose eigenvalues belong to [A, A], that is, Al�l2 

:::: A;j�i �j :::: Al�l2 for any
� E }R

n
. Let A). ,A denote the class of all such matrices. For any symmetric

matrix M we define the Pucci extremal operators 
M-(M) = M-(A, A, M) = inf A;jMij ,

AEA}.,,A 

M + (M) = M + (A,A,M) = sup AuMu .
AEA}.,,A 

Pucci's equations are given by
M-(A, A, M) = f, M + (A, A, M) = g, 

for continuous functions f and g in Q. It is easy to see that

M-(A,A,M) =AL e; +AL e;,

ei >0 ei <0 

M + (A,A,M) =AL e; +AL e;,

ei>0 ei <0 

where e1, ... , en are eigenvalues of M. Therefore u E s + (A, A, f) if and only if
M-(A, A, D 2u) :::: f in the viscosity sense; that is, for any <p E C 2 (Q) such that
u - <p has a local minimum at xo E Q there holds 

M-(A, A, D 2<p(xo)) :::: f(xo).
By the definition of M-and M + it is easy to check that for any two symmetric

matrices M and N

M-(M) + M-(N):::: M-(M + N):::: M + (M) + M-(N)

:::: M + (M + N):::: M + (M) + M + (N).
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This property will be needed in Section 5 .4. 

Next we derive the Alexandroff maximum principle for viscosity solutions. It
replaces the energy inequality for solutions to equations of divergence forms. Let v 

be a continuous function in an open convex set Q. Recall that the convex envelope
of v in Q is defined by 

r (v)(x) = sup{L(x) : L � v in Q, Lan affine function}
L 

for any x E Q. It is easy to see that r ( v) is a convex function in Q. The set 
{v = r(v)} = {x E Q : v(x) = r(v)(x)} is called the (lower) contact set of v.
The points in the contact set are called contact points. 

The following is the classical version of the Alexandroff maximum princi
ple. We do not require that functions be solutions to elliptic equations. See
Lemma 2.24. 

LEMMA 5.7 Suppose u is a c 1 , 1 -function in B1 with u :::: 0 on aB1 . Then there
holds 

s1;u- :0 c(n)( f detD2u r 
B1n{u=ru} 

where r u is the convex envelope of-u- = min{u, O}. 

Now we state the viscosity version. 

THEOREM 5.8 Suppose u belongs to s+ (},, A,/) in B1 with u :::: 0 on aB1 for
some f E C(Q). Then there holds 

s1;u-:oc(n, A, A)( f (f + )•r
B1n{u=ru} 

where r u is the convex envelope of-u- = min{u, O}. 

PROOF: We will prove that r u is a C 1 ' 1 -function in B1 and that at contact
point xo there hold 

(5.1) 

and 
f(xo) :::: 0 

(5.2) L(x) � fu (x) � L(x) + C{f(xo) + c:(x)}lx -xol 2

for some affine function L and any x close to xo, where c:(x) --+ 0 as x --+ xo
and C is a positive constant depending only on n, A, and A. We obtain by (5.2) 

detD2 fu (x) � C(n,A,A)(/(x)r for a.e.x E {u = fu}-

We may apply Lemma 5.7 to function r u to get the result. 
Suppose x0 is a contact point, that is, u(x0) = r u (x0). We may assume 

xo = 0. We also assume, by subtracting a supporting plane at xo = 0, that u :::: 0 
in B1 and that u(O) = 0. 
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In order to prove (5.1) we take h(x) = -slxl 2 /2 in B1. Obviously u -h has a 
minimum at 0. Note that the eigenvalues of D 2h(0) are -s, ... , -t:. By definition 
of s+ ().., A, f) we have 

-nAt: ::: f(0).

By letting s--+ 0 we get (5.1). 
For estimate (5.2) we will prove 

0 ::: r u (x) ::: C(n, A, A){f (0) + s(x)}lxl 2 for x E B1 

where s(x) --+ 0 as x --+ 0. By setting w = r u we need to estimate for any small 
r>0

Cr = 
2max w.
r Br 

Fix r > 0. By convexity w attains its maximum in Br at some point on the 
boundary, say, (0, ... , 0, r). The set {x E B1 : w(x) < w(0, ... , 0, r)} is convex 
and contains Br. It follows easily that 

w(x',r) � w(0, ... ,0,r) = Crr2 foranyx = (x',r) E B1. 

Take a positive number N to be determined. Set 

Rr = { (x',xn): lx'I::: Nr, lxnl::: r}. 

We will construct a quadratic polynomial that touches u from below in Rr and 
curves upward very much. Set for some b > 0 

h(x) = (xn + r)2 - blx'l 2 .

Then we have 

(i) for Xn = -r, h::: O;
(ii) for lx'I = N r, h ::: (4 -bN2)r2 

::: 0 if we take b = 4/ N2 ;

(iii) for Xn = r, h = 4r2 
- blx'l 2

::: 4r2
.

Hence if we set 

- Cr Cr 1 2 4 , 2l h(x) = 
4

h(x) = 
4 

(xn + r) -
N2

1x I 

- -

we obtain h ::: w ::: u on aRr (since w is the convex envelope of u) and h (0) = 

Crr2 /4 > 0 = w(0) = u(0). By lowering h appropriately we conclude that u -h 

has a local minimum somewhere inside Rr. Note the eigenvalues of D 2h are given 
by Cr/2, -2Cr/ N2

, ... , -2Cr/ N2
. Hence by definition of s+ (A, A, f) we have 

Cr Cr 
A--2A(n-1)- < max/ 

2 N2 - Rr

By choosing N large, depending only on n, A, and A, we obtain 

4 
Cr ::: - max f or 

A Rr

4 
max w < -r

2 max f 
Br - A Rr

Note maxRr 
f --+ f(0) as r --+ 0. This finishes the proof. D 
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We end this section with a simple consequence of Calderon-Zygmund decom
position. We first recall some terminology. Let Qi be the unit cube. Cut it equally 
into 2n cubes, which we take as the first generation. Do the same cutting for these 
small cubes to get the second generation. Continue this process. These cubes (from 
all generations) are called dyacfjc cubes. Any (k + !)-generation cube Q comes 
from some k-generation cube Q, which is called the predecessor of Q.

LEMMA 5.9 Suppose measurable sets A C B C Qi have the following proper
ties: 

(i) IAI < ofor some o E (0, 1);
(ii) for any �yadic cube Q, I A n QI :::: o IQ I implies Q C B for the prede

cessor Q of Q.

Then there holds IAI :S olBI.

PROOF: Apply Calderon-Zygmund decomposition (Lemma 3.7) to f = XA· 
We obtain, by assumption (i), a sequence of dyadic cubes { Q j} such that 

A C LJ Q j except for a set of measure O, 

for any predecessor Qj of Qj . By assumption (ii) we have Qj C B for each j.
Hence we obtain 

AC Uj
Qj CB. 

We relabel {Qj} so that they are nonoverlapping. Therefore we get 

D 

5.3. Harnack Inequality 

The main result in this section is the following Harnack inequality. 

THEOREM 5.10 Suppose u belongs to S(A, A, f) in Bi with u :::: 0 in Bi for
some f E C(Bi). Then there holds

sup U :'.SC{ inf U + llfl1Ln(B1 )} 
B112 B1;2 

where C is a positive constant depending only on n, A, and A. 

The interior Holder continuity of solutions is a direct consequence, whose 
proof is identical to that of Corollary 4.18. 
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COROLLARY 5.11 Suppose u belongs to S(A, A,/) in B1 for some f E C(B1). 
Then u E ca (B1) for some a E (0, 1) depending only on n, A, and A. Moreover,
there holds 

lu(x) -u(y)I :::: C Ix - Yl a { sup lul + II/ 11Ln(B1 )} for any x, Y E B1;2 
B1 

where C = C (n, A, A) is a positive constant.

For convenience we work in cubes instead of balls. We will prove the following 
result. 

LEMMA 5.12 Suppose u belongs to S(A, A,/) in Q4.fii with u:::: 0 in Q
4,.fiifor

some f E C(Q
4
.jn)- Then there exist two positive constants co and C, depending

only on n, A, and A, such that ifinfQ 114 u:::: 1 and II/ 11Ln(Q4vn
):::: co there holds

SUPQ 1;4 
U :'.::: C. 

Theorem 5.10 easily follows from Lemma 5.12. For u E S(A, A,/) in Q4.fii
with u :::: 0 in Q 

4.fii, consider 
u 

U8 = 
------------

for O > 0. 
infQ 1;4 U + o + e� II/ 11Ln(Q4yn") 

We apply Lemma 5.12 to U8 to get, after letting o --+ 0, 
sup U :'.::: c{ inf U + II/IILn(Q4yn")}-
Q 1;4 

Q1;4 

Then Theorem 5 .10 follows by a standard covering argument. 
Now we begin to prove Lemma 5.12. The following result is the key ingredient. 

It claims that if the solution is small somewhere in Q 3 then it is under control in a 
good portion of Q 1 ·

LEMMA 5 .13 Supposeu belongs toS+ (Ji,, A,/) in B
2,.fiifor some f E C(B

2
.jn)

Then there exist constants co > 0, µ E (0, 1), and M > l, depending only on n,
A, and A, such that if 

(5.3) 

there holds 

inf inf u :::: 1,
Q3 

l{u:::: M}n Qil > µ.
PROOF: We will construct a function g, which is very concave outside Qi, 

such that if we correct u by g the contact set occurs in Q 1. In other words, we 
localize where contact occurs by choosing suitable functions. 

Note B1;4 C B1;2 C Q1 C Q3 C B
2
.jn· Define g in B

2
.jn by 

g(x) = -M(I - 1:�
2

r 

for large fJ > 0 to be determined and some M > 0. We choose M, according to 
fJ, such that 

(5.4) g = 0 on aB
2.fii and g :::: -2 in Q3. 
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Set w = u + g in B
2
,.jn. We will show by choosing f3 large that 

(5.5) 

Suppose <p is a quadratic polynomial with the property that w - <p has a local 
minimum at xo E B

2
,./n. Then u -( <p - g) has a local minimum at xo E B

2
,./n. 

By definitions of s+(},, A, f) and the Pucci extremal operator M- we have 

or 

where we used the property of M-. We will choose f3 large such that 

We need to calculate the Hessian matrix of g. Note 

M 
( 

lxl2 )/3-l M 
( 

lxl2 )/3-2

Dij g(x) = -/3 1-- Oij - -
( )2

/3(/3-1) 1-- XiXj. 
2n 4n 2n 4n 

If we choose x = (lxl, 0, ... , 0) then the eigenvalues of -D 2g(x) are given by 

M 
13(1-

lxl2 ) 13-2

( 2/3 -1 lxl2 - 1) with multiplicity 1,
2n 4n 4n 

_ M f3 (l - lxl2 )/3-l 

2n 4n 
with multiplicity n -l. 

We choose f3 large such that for lxl ::::: ¼ the first eigenvalue is positive and the
rest negative, denoted by e+(x) and e-(x), respectively. Therefore for lxl ::::: ¼ we
have 

M-()., A, -D 2g(x))

= Ae+(x) + (n - l)Ae-(x)

= 7n,s(1- 1:�
2r-

2

f;.(2

iS
4
� 

1 1x12 -1)-cn - l)A(1
-

1:�
2

)} 

::::: 0 

if we choose f3 large, depending only on n, A, and A. This finishes the proof of 
(5.5). In fact, we obtain 

w E s+(A, A, f + 17) in B
2,.jn

for some 17 E cgo(Q1) and 0:::: 77:::: C(n, A, A). 
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We may apply Theorem 5.8 tow in B
2
.jn. Note infQ3 w :S: -1 and w ::::: 0 on 

aB
2
.jn by (5.3) and (5.4). We obtain 

1 

1 :Sc( I (Ill+ �l"r 
B2v'nn{w=rw} 

1 

:S: CII/IILn(B2
-ytn) +Cl{w = rw}n Qi l11• 

Choosing £o small enough we get 
1 1 1 

2 
:S: Cl{w = rw} n Qi l11 :S: Cl{u :S: M} n Qi l11 

since w(x) = rw(x) implies w(x) :S: 0 and hence u(x) :S: -g(x) :S: M. This 
finishes the proof. D 

Next we prove the power decay of distribution functions. 

LEMMA 5.1 4 Let u belong to s+ ()., A,/) in B2.jn for some f E C(B2.jn)
Then there exist positive constants £0, £, and C, depending only on n, A, and A, 
such that if 

(5.6) 

there holds 

inf inf u :S: 1, 
Q3 

l{u ::::: t} n Qi I :S: ct-B fort > 0. 

PROOF: We will prove that under assumption (5.6) there holds 

(5.7) l{u > Mk} n Qi I :S: (1 -µl fork = 1, 2, ... , 
where M and µ are as in Lemma 5 .13. 

Fork = 1, (5.7) is just Lemma 5.13. Suppose now (5.7) holds fork - 1. Set 

A={u>Mk}nQi , B={u>Mk-i}nQi . 

We will use Lemma 5.9 to prove that 

(5.8) IAI :S: (1-µ)IBI. 

Clearly A C B C Qi and IAI :S: l{u > M} n Qi I < 1 - µ by Lemma 5.13. We 
claim that if Q = Qr(xo) is a cube in Qi such that 

(5.9) IA n QI> (1 -µ)I QI 

then Q n Qi c B for Q = Q3r(xo). 
We prove it by contradiction. Suppose not. We may take x E Q such that 

u(.x) :s: Mk-i _ Consider the transformation

x = x0+ry for y E Qi and x E Q = Qr(xo) 

and the function 
- 1
u(y) =

Mk-i u(x).
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Then fi::: 0 in B2,./ii and infQ
3 

fi::: 1. It is easy to check that fi Es+ ()., A, f) in 
B

2
,.fii with II/ 11Ln (B201

) ::: co. In fact, we have 

and hence 

- r
2 

f (y) = 

Mk-l f(x) for y E B
2
,./ii

- r
II/ IILn (B2vn) ::: Mk-1 II/ IILn (B2vn) ::: II/ IILn (B2vn) ::: co.

Hence fi satisfies assumption (5.6). We may apply Lemma 5.13 to fi to get 

µ < l{fi(y)::: M} n Q1I = r-nl{u(x)::: Mk} n QI. 

Hence IQ n Acl > µIQ I, which contradicts (5.9). We are in a position to apply 
Lemma 5.9 to get (5.8). D 

PROOF OF LEMMA 5 .12: We prove that there exist two constants 0 > l and 
Mo >> 1, depending only on n, A, and A, such that if u(xo) = P > Mo for some 
xo E B1 14 there exists a sequence {xk} E B112 such that 

u(xk) ::: 0 k P fork = 0, l, .... 

This contradicts the boundedness of u, hence we conclude that supB 1
14 u ::: Mo.

Suppose u(xo) = P > Mo for some xo E B1 14. We will determine Mo 
and 0 in the process. Consider a cube Qr(xo), centered at xo with side length r,

which will be chosen later. We want to find a point x1 E Q4,Jnr(xo) such that 
u(x1) ::: 0P. To do that we first chooser such that {u > �} covers less than half 
of Qr(x0). This can be done by using the power decay of the distribution function 
ofu. 

Note infQ
3 

u < infQ 1
14 u ::: 1. Hence Lemma 5.14 implies

{ u > �l n Q 1 � C ( � )-•. 

We choose r such that r; ::: C ( � )-e and r ::: ¼. Hence we have, for such r, 
Qr(xo) C Qi and 

(5.10) 
IQ,�xo) I !

u > �l n Q,(xo) � �-

Next we show that for 0 > l, with 0 - l small, u ::: 0P at some point in 
Q

4
,.fiir(xo). We prove it by contradiction. Suppose u ::: 0P in Q

4
,.fiir(xo). Con

sider the transformation 

x = x0+ry for y E Q4,Jn and x E Q4_Jnr(xo)

and the function 
_

( ) _ 0 p - U ( X) 
u y 

- (0 - l)P
. 
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Obviously fi � 0 in B2../ii and fi(O) = 1, hence infQ3 fi � 1. It is easy to check
that fi Es+ ()., A, f) in B2Jn 

with llfl1Ln(B2vn
) �co.In fact, we have

and hence

- r2 
i (y) = -

(0 _ l)P i(x) for y E B2Jn

- r 
Iii 11Ln (B2yn) � 

(0 _ l)P Iii 11Ln (B2ynr (xo)) � co

if we choose P such that r � (0 -l)P. Hence we may apply Lemma 5.13 to u.
Note that u(x) � � if and only if fi(y) � 0;2{2 and that 0;2{2 is large if 0 is
close to 1. So we obtain 

1 
l Pl l 

0

_!! -I Q-r -(X -o-)1 
u � 2 n Qr(Xo)

= u � 0 
-1 n Qi

< C ( 
0 -½ )-e 

< 
�

- 0 -1 2

if 0 is chosen close to 1. This contradicts (5.10).
Hence we conclude that there exists a 0 = 0 (n, ). , A) > 1 such that if

then

u(xo) = P for some xo E B1;4

u(x 1) � 0P for some x 1 E Q4,.fiir(xo) C B2nr(xo)

provided
E: C(n, A, A)P-n � r � (0 -l)P.

So we need to choose P such that P � (
0
�

1
)llf(n+e) and then taker= cp-e/n.

Now we may iterate the above result to get a sequence {xk } such that for any 
k=l,2, ... , 

u(xk) � 0 k P for some Xk E B2nrk(Xk-1)

where rk = C(0 k-I P)-efn = c0-(k-I)e/n p-e/n. In order to have {xk } E B1;2
we need I:, 2n rk < ¼- Hence we choose Mo such that 

Mg1n � 8nC L 0-(k-I)f
k=I

and Mo > (_£_) n+e

- 0-1 

and then take P > MO • This finishes the proof. D

In the rest of this section we prove a technical lemma concerning the second
order derivatives of functions in S(A, A, i). Such results will be needed in the
discussion of w 2,P -estimates. First we introduce some terminology. 
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Let Q be a bounded domain and u be a continuous function in Q. We define
for M > 0

GM(u, Q) = {xo E Q : there exists an affine function L such that

L(x) - !if Ix - xol2 � u(x) for x E Q
with equality at xo},

G't-(u, Q) = {xo E Q : there exists an affine function L such that

L(x) + !if Ix - xol2 > u(x) for x E Q
with equality at xo},

GM(u, Q) = G't-(u, Q) n GM(u, Q).
We also define

AM(u, Q) = Q \ GM(u, Q),

At,(u, Q) = Q \ G't-(u, Q),
AM(U, Q) = Q \ GM(U, Q).

In other words, GM(u, Q) (respectively, G't-(u, Q)) consists of points where there
is a concave (respectively, convex) paraboloid of opening M touching u from
below (respectively, above). Intuitively IAM(u, Q)I behaves like the distribution
function of D2

u. Hence for integrability of D2
u we need to study the decay of

IAM(U, Q)I .

LEMMA 5.15 Suppose that Q is a bounded domain with B
6
,./n. C Q and that u

belongs to s+ ().,, A, f) in B6Jn,
for some f E C(B6Jn,

)- Then there exist positive

constants 80, µ, and C, depending only on n, A, and A, such that if I u I � 1 in Q
and II f IILn (B

6
,J,i) � 80 there holds 

IA;-(u, Q) n Qi I � Ct-µ, for any t > 0.
If, in addition, u E S(l, A, f) in B

6Jn
, then

IAt(U, Q) n Qil � ct-µ, for any t > 0.

In the proof of Lemma 5 .15 we need the maximal functions of local integrable
functions. For g E Lf0c(I1ln ) we define

m(g)(x) = sup 
I \ )I 

/ lgl .
r>0 Qr X 

Qr(X) 

The maximal operator m is of weak type ( 1, 1) and of strong type (p, p) for 1 <
p � oo, that is,

n C1 (n) 
l{x E IR : m(g)(x) � t}I � -t-llgllLl(JRn) for any t > 0,

llm(g) IILP(JRn) � c2(n, P) llgllLP(JRn) for 1 < p � 00.
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Now we begin to prove Lemma 5 .15. The following result is the key ingredient. 
It claims that if u has a tangent paraboloid with opening 1 from below somewhere 
in Q 3, then the set where u has a tangent paraboloid from below with opening M 
in Qi is large. Compare it with Lemma 5.13. 

LEMMA 5.16 Suppose that Q is a bounded domain with B6Jn 
C Q and that u

belongs to s+ ()., A,/) in B6Jn 
for some f E C(B6Jn,

)- Then there exist con
stants 0 < a < 1, 80 > 0, and M > 1, depending only on n, A, and A, such that if
II/ 11Ln(B6v'n

)::: 80 and G1(u, Q) n Q3 =/- 0, then

IGM(u, Q) n Qi I :::: 1 - a. 

PROOF: Since G1(u, Q) n Q3 =/- 0, there is an affine function Li such that 

v :::: Pi in Q with equality at some point in Q 3

where 
u(x) lxl2

v(x) = - + Li(x) and P1(x) = 1- -. 
2n 4n 

This implies v :::: 0 in B2Jn. 
and infQ3 ::: 1. Then as in the proof of Lemma 5.13, 

for w = v + g, where g is the function constructed in Lemma 5.13, we have 

for some a E (0, 1) if 80 is chosen small. Now we need to prove { w = r w }n Qi c 
GM(u, Q) n Qi for some M > I. Let xo E {w = r w} n Qi and take an affine 
function L2 with L2 < 0 on aB2Jn 

and 

L2 ::: r w ::: v + g in B2Jn. with equality at x0.

It follows that 

(5.11) P2 ::: L2 - g ::: v in B2Jn. with equality at xo 

for a concave paraboloid P2 of opening Mo= Mo(n, A, A)> 0. 
Next we prove P2::: v in Q \ B2Jn.

· Note that P2 < -g = 0 = Pi on aB2Jn

and that P2(xo) = v(xo) :::: P1 (xo) with xo E Qi c B2Jn
· If we take Mo > 2�, 

then {P2 - Pi :::: 0} is convex. We conclude that P2 - Pi < 0 in �n \ B2Jn
.

Hence we have P2 ::: Pi ::: v in Q \ B2Jn.. By (5.1 1) and the definition of v, we 
get xo E G2nM

/u, Q) n Qi with 2nMo > I. D 

PROOF OF LEMMA 5.15: Recall B6Jn 
C Q,u Es+ ()., A,/) in B6Jn 

and 

(5.12) 

We will prove that there exist constants M > 1 and 0 < y < 1, depending only on 
n, A, and A, such that 

IAMk (u, Q) n Qil::: yk for any k = 0, 1, ....
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Step I. There exist constants M > I and O < a < I such that
(5.13) IGM(u, Q) n Qi I � 1 -a. 
It is easy to see that lu lvxi(Q) ::::: 1 implies that

G�n)
(u, Q) n Q3 =I- 0

for some constant c(n) depending only onn. We may apply Lemma 5.15 to u/c(n)
to get (5.13). By a simple adjustment we may assume that 80 , M, and a in Step 1
are the same as those in Lemma 5.15. 

Step 2. We extend f by O outside B6,Jn and set fork = 0, I, ... ,

A = AMk+1 (u, Q) n Qi,

B = (AMk (u, Q) n Qi) U {x E Qi : m(fn)(x) � (ciMkt},
for some ci > 0 to be determined. Then there holds

IAI :::::alBI 
where M > I and O < a < I are as before. Recall that m(fn) denotes the
maximal function of fn. 

We prove this by Lemma 5.9. It is easy to see that IAI ::::: a since we have
IGMk+i (u, Q) n Qi I � IGM(u, Q) n Qi I � 1 -a by Step 1. 

Next we claim that if Q = Qr ( xo) is a cube in Qi such that
(5.14) IAMk+1 (u, Q) n QI= IA n QI> al QI,

then Q n Qi C B for Q = Q3r(xo). 
We prove this by contradiction. Suppose not. We may take an x such that

- 1 / n kn .x E GMk (u, Q) n Q and 
:�� I Qr(.x)I 

If I ::::: (ciM ) .
Qr(x) 

Consider the transformation
x = x

0
+ry for y E Qi and x E Q = Qr(xo)

and the function

u(y) = 

r2�k 
u(x).

It is easy to check that B6,Jn C Q, the image of Q under the transformation above,
and that u Es+ (),, A, f) in B6,Jn with

- 1 
f (y) = 

Mk f(x) for y E B6,Jn·

By the choice of x we have

G1(u, f2) n Q3 =I- 0.
Since B6,Jnr (xo) c Q is,Jnr (x) there holds

- 1 
llf 11Ln(B6vn) :'.:: rMk llf IILn(Q isvnr(.x)) :'.:: c(n)ci :'.:: 80
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if we take c1 small enough, depending only on n, A, and A. 
Hence u satisfies the assumption of Lemma 5.16 with Q replaced by Q. We 

may apply Lemma 5 .16 to u to get 

IGM(u, Q) n Q1I � 1 - a or IGMk+l (u, Q) n QI> (1 - a)IQI. 

This contradicts (5.14). We are in a position to apply Lemma 5.9. 
Step 3. We finish the proof of Lemma 5 .15. Define for k = 0, 1, ... , 

otk = I Auk (u, Q) n Qi I, 

fh = l{x E Qi : m(fn)(x) � (ciMk )n}I. 

Then Step 2 implies otk +i ::: a(otk + f3k ) for any k = 0, 1, .... Hence by iteration 
we have 

k-i
otk ::::: ak 

+ I: ak-i r,i . 
i=O 

Since 11/n 
IIL 1 ::: 88 and the maximal operator is of weak type ( 1, 1), we conclude 

that 

This implies 
k-1 k-i
L ak-i /3

i ::: C L ak-i M-ni =:: C k yi
i=O i=O 

with Yo = max { a, M-n} < 1. Therefore we obtain fork large 

otk ::: ak 
+ C k yi ::: (1 + Ck )Yi ::: y

k

for some y = y(n,A, A) E (0, 1). 

This finishes the proof. 

REMARK 5 .17. The polynomial decay of the function 

µ(t) = IAt(u, Q) n Q1I 

D 

for u E S(;\,,A,f) implies that D2u is LP-integrable in Qi for small p > 0 
depending only on n, A, and A. In order to show the LP-integrability for large p
we need to speed up the convergence in the proof of Lemma 5.15. We will discuss 
w

2,P -estimates in Section 5 .5.

5.4. Schauder Estimates 

In this section we will prove the Schauder estimates for viscosity solutions. 
Throughout this section we always assume that au E C(B1) satisfies 

Al�l2 
::: au (x)�i�j ::: Al�l2 for any x E B1 and any� E :!Rn

for some positive constants A and A and that f is a continuous function in Bi. 
The following approximation result plays an important role in the discussion 

of regularity theory. 
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LEMMA 5.1 8 Suppose u E C(B1) is a vis cosity solution of 
aij DijU = f in B1 

with lul < 1 in B1. Assume for some 0 < s < /
6

,

llaij -aij (0) IILn (B3;4) :'.::: £.

Then there exists a function h E C(B3;4) with aij (0)Dijh = 0 in B3;4 and lhl ::::: 1 
in B3;4 su ch that 

lu -hlL00(B 112) :'.::: C{sY 
+ II/ 11Ln(B 1)} 

where C = C(n, A, A) is a positive constant and y = y(n, A, A) E (0, 1). 

PROOF: Solve for h E C(B3;4) n C00 (B3;4) such that 
a ij (0)D ijh = 0 in B3;4, 

h = u on aB3/4·
The maximum principle implies lhl ::::: 1 in B3;4. Note that u belongs to S(}.,, A, f) 
inB1. Corollary5.llimplies thatu E ca(B3;4)for somea = a(n,A,A) E (0, 1) 
with the estimate 

llullca(B3;4) :'.::: C(n, A, A){l + II/ IILn(B1)} 0 

By Lemma 1.35 we have 

llh llca/2(B3;4) :'.::: C llu llca(B3;4) :'.::: C(n, A, A){l + II/ IILn(B1)}, 

Since u - h = 0 on aB3;4 we get for any O < o < ¼ 

(5.15) lu -hlL=(aB3;4-a) :'.::: Coa12{1 + II/ IILn(B 1)}, 
We claim for any O < o < 1 

(5.16) ID 2hlL=(B3;4-a) :'.::: coa/2-2{1 + II/ IILn(B 1)}, 
In fact, for any xo E B3;4_0 we apply interior C2-estimate to h - h(x1) in 
B0 (xo) c B3;4 for some x1 E aB0 (x0) and obtain 

ID 2h(xo) I :'.::: co-2 sup lh -h(x1) I :'.::: co-2oa12{1 + II/ IILn(B1)}, 
Ba(xo) 

Note that u -h is a viscosity solution of 
a ijD ij (u -h) = f-(a ij -a ij (0))D ijh - F inB3;4. 

By Theorem 5.8 (the Alexandroff maximum principle) we have with (5.15) and 
(5.16) 

lu -hlL00(B3;4-a) 
:'.::: lu -h IL00(aB3;4-a) + C II F IILn (B3;4-a) 
:'.S lu -hlL00(aB3;4-a) 

+ CID 2hlL00(B314_8)llaij -a ij (0)IILn(B3;4) + Cll/11Ln(B1)

:'.::: C(oa/2 
+ oal2-2 s){l + II/ IILn(B1)} + C II f IILn(B1)· 
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Take o = & 112 < ¼ and then y = �- This finishes the proof. 

For the next result we need to introduce the following concept. 
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D 

DEFINITION 5.19 A function g is Holder-continuous at O with exponent a in the 
Ln sense if 

1 
( 

1 
/ )¼ [g]czn 

(0) = sup a -
I 
-

I 
lg - g(0)ln < 00.

O<r<l r Br Br

Now we state the Schauder estimates. 

THEOREM 5.20 Suppose u E C(B1) is a viscosity solution of

aij Dij u = f in B1. 
Assume { aij } is Holder-continuous at O with exponent a in the L n sense for some 
a E (0, 1 ). If f is Holder-continuous at O with exponent a in the L n -sense, then u
is c2,a at 0. Moreover, there exists a polynomial P of degree 2 such that

lu - P lvx'(Br(O)) � C*r2+a for any O < r < I,

IP(0)I + IDP(0)I + 1n
2 P(0)I � c*,

c* � C{lulL00(B 1) + 1/(0)I + [f]czn 
(O)} 

where C is a positive constant depending only on n, A, A, a, and [ai;· ]ca (0). 
Ln 

PROOF: First we assume /(0) = 0. For that we may consider v = u -
bij Xix j f (0) / 2 for some constant matrix { bij } such that aij (O)bij = I. By scaling 
we also assume that [ai;· ]ca (0) is small. Next by considering for o > 0 

Ln 

u 
lulL00(B 1) + ¼[f]cfn (0) 

we may assume lulL=(Bi) � 1 and [f]cfn 
(0) � O. 

In the following we prove that there is a constant o > 0, depending only on n, 
A, A, and a, such that if u E C(Bi) is a viscosity solution of 

aij DijU = f in B1 

with 

lulL=(B 1) ::: I, [aij lcf. (0) ::: 8, C �rl I If I" r ::: 8ra for any O < r < I,
Br

then there exists a polynomial P of degree 2 such that 

(5.17) lu - PIL=(Br(O)) � Cr2+a for any O < r < I

and 

(5.18) IP(0)I + IDP(0)I + ID
2 
P(0)I � C

for some positive constant C depending only on n, A, A, and a. 
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We claim that there exist O < µ < I, depending only on n, A, A, and a, and a 
sequence of polynomials of degree 2 

1 
T Pk (x) = ak + bk ·X + 

2
x Ckx 

such that for any k = 0, I, ... , 

(5.19) 

(5.20) 

aij (0)DijPk = 0, lu -Pk lv:x,(B k):::: µ
k(z+a), µ, 

lak -ak -1 I + µ
k -l lbk -bk -1 I + µ2<k -l) I Ck - ck -1 I

:'.:: cµ<k-1)(2+a) 

where Po = P-1 = 0 and C is a positive constant depending only on n, A, A, 
and a. 

We first prove that Theorem 5.20 follows from (5.19) and (5.20). It is easy to 
see that ak , bk , and Ck converge and that the limiting polynomial 

1 T p(x) = aoo +boo· x + 
2 

x Coox 

satisfies 

IPk(x) -p(x)I:::: C{lxl 2
µ

ak 
+ lxl µ

(a+ I)k 
+ µ<a+2)k }:::: cµ

<2+a)k 

for any Ix I :::: µ k. Hence we have for Ix I :::: µ k 

lu(x) - p(x)I :::: lu(x) -Pk (x)I + IPk(x) - p(x)I :::: cµ
<2+a)k , 

which implies that 

lu(x) - p(x)I :::: C lxl
2+a for any x E B1. 

Now we prove (5.19) and (5.20). Clearly (5.19) and (5.20) hold fork = 0. 
Assume they hold for k = 0, I, ... , l. We prove for k = l + I. Consider the 
function 

u(y) = l(
;

+a) 
(u -Pz)( µ

1 y) for y E B1. 
µ 

Then u E C(B1) is a viscosity solution of 

aijDij u = f in B1 

with 

aij(Y) = �
a

aij( µ
1y), 

µ 
- I l l f(y) = 1a{f( µ y)-aij( µ y)DijPk }

µ 

Now we check that u satisfies the assumptions of Lemma 5.18. For that we 
calculate 

ll'iiij - aij (0) IILn(B1 ) :::: 
µ

�
a 

llaij - aij (0) IILn(Bµ,z ) :::: [aij ]crn (0) :::: 8 
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and 
- 1 1 

2 II/IILn(B 1):::: -1-II/IILn(B z)+-z-suplD Pzl llaij-aij(0) IILn(B z):::: 8+C8µ a µ µ a µ 

where we used 
l l 

ID2Pzl:::: L ID 2Pk - D 2 Pk-1I:::: Lµ(k-I)a :::: C. 
k=l k=l

Hence we take E = C(n, A, A)8 in Lemma 5.18. Then by Lemma 5.18 there exists 
a function h E C(B314) with aij (0)Duh = 0 in B314 and lhl :::: 1 in B314 such 
that 

liI-hlvx,(B112):::: C{cy + c}:::: 2CcY . 

Write P( y) = h(0) + D h(0) + y T D 2 h(0)y /2. Then by interior estimates 
for h we have 

lu -PIL=(Bµ) < lu -hl L=(Bµ ) + lh -PIL=(Bµ) :'.:: 2C Cy + Cµ3 :'.:: µ2+a

by choosing µ small and then E small accordingly. Rescaling back, we have 

l u(x) -Pz(x) -µ1(2+a ) P(µ- 1 x)I :::: µ(l+I)(2+a ) for any x E B
µ
,1+1.

This implies (5.19) fork = l + 1 if we define

Pk+l (x) = Pk (x) + µ1(2+a ) P(µ- 1 x).

Estimate (5.20) follows easily. D 

To finish this section we state the Cordes-Nirenberg type estimate. The proof 
is similar to that of Theorem 5.20. 

THEOREM 5.21 Suppose u E C(B1) is a viscosity solution of 

auDuu = f in B1.

Then for any a E (0, 1) there exists an 0 > 0, depending only on n, A, A, and a, 
such that if 

1 

C�,I f lau -au (O)I" r :5c 0 for any O < r :5c 1,
Br

then u is C I ,a at 0; that is, there exists an affine function L such that 

lu -LIL=(Br(O)):::: C*r l+a for any O < r < 1,

IL(O)I + IDL(O)I :::: C*, 

where C is a positive constant depending only on n, A, A, and a. 
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5.5. W 
2 ,P Estimates

In this section we will prove the W2,P -estimates for viscosity solutions. We 
always assume throughout this section that aij E C(B1) satisfies 

Al�l 2 
:::: aij (x)�i�j :::: Al�l 2 for any x E B1 and any� E :!Rn

for some positive constants A and A and that f is a continuous function in BI· 
The main result in this section is the following theorem. 

THEOREM 5.22 Suppose u E C(B1) is a viscosity solution of 

a u Duu = f in B1 . 
Then for any p E (n, oo) there exists an £ > 0, depending only on n, A, A, and p,
such that if 

1 

CB,�xo)I J la;j - au (xo)I") n ::, s for any B,(xo) c Bi,

Br(Xo) 

then u E Wi�P (B1). Moreover, there holds

llu II w2,P(B 112 ) :::: C {lu IL=(B 1) + II f IILP(B 1)}

where C is a positive constant depending only on n, A, A, and p.

As before we prove the following result instead. 

THEOREM 5.23 Suppose u E C(B
8,.jn) is a viscosity solution of

a u Duu = f in Bs,Jn· 
Then for any p E (n, oo) there exist positive constants£ and C, depending only on
n, A, A, and p, such that if 

llu IIL=(B8v1n ) :::: 1, II/ IILP(B8v1n
) :::: £,

and 
1 

CB, :xo) I f lau - au (xo) I") n < s for any B, (x0) c B8
.;n , 

Br(xo) 
then u E w

2,P(B1) and llullw2,P(B i ):::: C.

Before the proof we first describe the strategy. Let Q be a bounded domain
and u be a continuous function in Q. As in Section 2, we define for M > 0

GM ( u, Q) = { xo E Q : there exists an affine function L such that
L(x) -1Y Ix - xol 2:::: u(x):::: L(x) + 1Y Ix - xol 2

for x E Q with equality at x0},

AM(U, Q) = Q \ GM(U, Q). 

We consider the function 

0(x) = 0(u, Q)(x) = inf{M : x E GM(U, Q)} E [O, oo] for x E Q.
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It is straightforward to verify that for p E (1, oo] the condition 0 E LP ( Q) implies 
D2u E LP (Q) and 

IID2ullLP(Q):::: 2ll011LP(Q)·
In order to study the integrability of the function 0 we discuss its distribution 

function, that is, 

It is clear that 

µ,0(t) = l{x E Q : 0(x) > t}I for any t > 0. 

JJ,0(t) :::: IAt(u, Q)I for any t > 0.

Hence we need to study the decay of IAt(u, Q)I .

LEMMA 5.24 Suppose that Q is a bounded domain with B8,./ii C Q and that 
u E C(Q) is a viscosity solution of

aij Dij U = f in Bs,.jii· 

Then for any co E (0, 1) there exist an M > I, depending only on n, A, and A, and 
an c E (0, 1 ), depending only on n, A, A, and co, such that if 

(5.21) II/ 11Ln(B
8v'n

) :'.::: c, llaij - aij(0)IILn(B
1v'n

) < c, 

and 

(5.22) 

then there holds 
IGM(u, Q) n Qi I � 1 - co.

PROOF: Let x1 E G1 (u, Q) n Q3. Then there exists an affine function L such 
that 

1 2 1 2 -
2 

Ix -x1 I :::: u(x) - L(x) :::: 
2 

Ix -x1 I in Q.

By considering (u - L)/c(n) instead of u, for c(n) > I large enough, depending 
only on n, we may assume that 

(5.23) 

which implies 

(5.24) -lxl 2 :::: u(x) :::: lxl 2 for any x E Q \ B6,./ii.

Solve for h E C(B7,.fii) n C 00 (B7,.fii) such that

aij(0)Dij h = 0 in B7,.fii,

Then Lemma 5.18 implies 

(5.25) 

and 

(5.26) 

h = u on aB7,./ii.
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where C > 0 and y E (0, 1), as in Lemma 5.18, depend only on n, A, and A. 

Consider hlB . Extend h outside ii
6 

'ii, continuously such that h = u in Q \ 
6,./ri 'V" 

B1Jn 
and lu -hlvx,(Q) = lu -hlL=(B

6
..,1n)· Note lhl � 1 in Q. It follows that 

lu -hlL=(n) � 2 and hence with (5.24) 

-2 -lxl2 � h(x) � 2 + lxl2 for any x E Q \ ii
6Jn

· 

Then there exists an N > 1, depending only on n, A, and A, such that 

(5.27) 

Consider 

w = 
min{l, 80} 

(u 
_ 

h) 
2CcY 

where 80 is the constant in Lemma 5.15 and C and y are constants in (5.25) and 
(5.26). It is easy to check that w satisfies the hypotheses of Lemma 5.15 in Q. We 
may apply Lemma 5.15 to get 

Therefore we have 

It follows that 

IAt(W, Q) n Qi I � ct-µ, for any t > 0. 

IGN(u -h, Q) n Qil � 1-Cicyµ, � l -£0

if we choose £= c(n, A, A, co) E (0, 1) small. With (5.27) we get 

IG2N(u, Q) n Qi I � 1 -co. 

D 

REMARK 5.25. In fact, we prove Lemma 5.24 with assumption (5.2 2) replaced 
by (5.23). 

PROOF OF THEOREM 5 .23: Our proof has three steps. 
Step I. For any £0 E (0, 1) there exist an M > 1, depending only on n, A,

and A, and an £ E (0, 1 ), depending only on n, A, A, and £o, such that under the 
assumptions of Theorem 5 .23 there holds 

(5.28) 

We remark that M does not depend on £0. In fact, we have lul � 1 � lxl2 in
B8Jn 

\ B6Jn
. We may apply Lemma 5.24 to get (5.28) with Q = B8Jn 

(see 
Remark 5.25). 

Step 2. We set, fork = 0, 1, ... , 

A= AMk+i(u, BgJn
) n Qi, 

B = (AMk (u, B
8Jn

) n Qi) U {x E Qi : m(fn)(x) � (ciMk)n},
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for some c1 > 0 to be determined, depending only on n, A, A, and c0. Then there 
holds 

IAI :::: colBI. 

The proof is identical to that of Lemma 5.15. 
Step 3. We finish the proof of Lemma 5.24. We take co such that 

1 
coMP 

= -2 
where M, depending only on n, A, and A, is as in Step 1. Hence the constants c
and ci depend only on n, A, A, and p. Define fork = 0, I, ... , 

ak = IAMk (u, B8,Jn) n Qi I,

fh = l{x E Qi : m(fn)(x) :=::: (ciMk)n}I. 

Then Step 2 implies ak+ i :::: co(ak + f3k) for any k = 0, I, .... Hence by iteration 
we have 

k-i
ak ::::: c� + L c�-i /3;.

i=i 

Since fn E £Pin and the maximal operator is of strong type (p, p ), we conclude 
that m(fn ) E £Pin and 

Then the definition of fJ k implies 

As before we set 

0(x) = 0(u, Bi12)(x) = inf{M : X E GM(U, Bi12)} E [0, oo] for X E Bi12 

and 
µ0(t) = l{x E Bi12 : 0(x) > t}I for any t > 0. 

The proof will be finished if we show 

It is clear that 

µ0(t) :::: IA1(u, B112)I :::: IA1(u, B8,Jn) n Qi I for any t > 0. 

It suffices to prove, with the definition of ak, that 

LMPkak::::: C.
k�i 
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In fact, we have 
k-1 

L Af Pkak :::: L(soMPl +LL s�-i Mp(k-i) Af Pi /3i
k�I k�I k�Ii=O

This finishes the proof. 

:::: L 2-k + ( L M pi /3i) ( L 2- j) :::: C.
k�I i�O j�l 

5.6. Global Estimates 

D 

In the previous two sections, we derived interior Schauder estimates and w2 ,P -
estimates for viscosity solutions. In fact, these estimates hold globally. In this 
section, we state these results without proof for classical solutions of Dirichlet 
problems for general linear elliptic equations. These results will be needed in the 
next chapter. 

Let Q be a bounded domain in JR n, aij be continuous functions in Q, and 
bi and c be bounded functions in Q. For some bounded function f in Q and 
continuous function <p on a Q, consider 

(5.29) 
aijDiju + b;Diu +cu= f in Q, 

u = <p on aQ.

We always assume 

a;j(X)�;t � Al�l2 for any x E Q and � E ]Rn

for some constant). > 0. In the following, we may require that <p be defined in Q. 
We first state the global Schauder estimate. 

THEOREM 5.26 For some constant a E (0, 1), let Q be a bounded c 2 ,a -domain 
in Rn, and aij, bi, and c be ca(Q)-functions. Suppose u E c 2 ,a(Q) is a solution 
of (5.29)for some f E Ca(Q) and <p E C2 ,a(Q). Then 

llu llc2,a(Q) :'.::: C {llu IIL00(Q) + II f llca(Q) + ll<p llc2,am)}, 

where C is a positive constant depending only on n, a, A, Q, and the ca (Q)-norms 
of aij, bi, and c. 

Next, we state the global w2 ,P-estimate. 

THEOREM 5.27 Let Q be a bounded C 1
•

1 -domain in Rn, aij be continuousfunc
tions in Q, and bi and c be bounded functions in Q. For some constant p > 1, sup
pose u E w

2 ,P(Q) is a solution of (5.29)for some f E LP(Q) and <p E w
2 ,P(Q). 

Then 
llullw2,P(Q):::: C{llullLP(Q) + II/ IILP(Q) + ll<pllw2,P(Q)}, 

where C is a positive constant depending only on n, p, A, Q, the moduli of conti
nuity of aij , and the L00(Q)-norms of aij , b;, and c. 

By Sobolev embedding, we have the following result on c 1 ,a-norms. 
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COROLLARY 5.28 Let Q be a bounded C 1
•

1 -domain in ]Rn, au be continuous 
junctions in Q, and bi, c be bounded junctions in Q. For some constant p > n, 
suppose u E W2 •P(Q) is a solution of (5.29) for some f E £P(Q) and <p E 
W2 ,P (Q). Then 

llu ll
c

1,1-j (Q) :::: C {llu IILP(Q) + II/ IILP(Q) + ll<fJII w2,P(Q)},

where C is a positive constant depending only on n, p, A, Q, the moduli of conti
nuity of aij and the L00(Q)-norms of aij, bi, and c. 

We need to point out that Corollary 5.28 can be proved directly, without using 
Theorem 5 .27. 



CHAPTER 6 

Existence of Solutions 

In this chapter we will discuss the existence of solutions of some boundary 

value problems for elliptic differential equations. We will illustrate several meth
ods. 

6.1. Perron Method 

In this section we will discuss the existence of solutions by the Perron method, 
where we prove the existence of solutions of Dirichlet problems for elliptic opera
tors on general domains when solutions of the same problems on balls are known 
to exist. We will illustrate this by the Laplace operator. 

Let Q be a bounded domain in苠n and <p be a continuous function on an. 
Consider 

(6.1) 
fl.u = 0 in Q, 

u =<p on囮．

If Q is a ball, then the solution of (6.1) is given by the Poisson integral formula. 
We now solve (6.1) by Perron's method. The maximum principle plays an essential 
role. In discussions below, we avoid mean value properties of harmonic functions. 

We first define continuous subharmonic and subharmonic functions based on 
the maximum principle. 

DEFINITION 6.1 Let Q be a domain in配 and v be a continuous function in Q. 
Then v is subharmonic (superharmonic) in Q if for any ball B C Q and any 

harmonic function w E C (趴

V 三（乏） w on aB implies V�(乏） w inB. 

We now prove a maximum principle for such subharmonic and superharmonic 
functions. 

LEMMA 6.2 Let Q be a bounded domain in 配and u, v E C(Q). Suppose u is 
subharmonic in Q and v is a superharmonic in Q with u三Von an. Then u三V
in Q. 

PROOF: Without loss of generality, we assume Q is connected. We first note 
that U - V三0 on an. Set M = maxn(u - v) and 

D = {x E Q : u(x) - v(x) = M} c Q. 

125 
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It is obvious that D is relatively closed. This follows easily from the continuity 
of u and v. 

Next we show that D is open. For any x0 E D, we taker < dist(x0, an). Let 
u and v solve, respectively,

!).u = 0 in Br (xo), u = u on aBr (xo), 
/).v = 0 in Br (Xo), v = v on aBr(Xo). 

The existence of u and v in Br(xo) is implied by the Poisson integral formula. The 
definition of subsolutions and supersolutions implies u ::: u and v::: v in Br (x0);

hence 

Next, 
u - v:::: u - v in Br (xo).

!).(u - v) = 0 in Br(Xo), 
u - V = u - V on aBr(xo). 

With u-v ::: Mon aBr(xo), the maximum principle implies u-v::: Min Br (xo); 
in particular, 

M :::: (u - v)(xo) :::: (u - v)(xo) = M. 
Hence (u - v)(x0) = M and then u - v has �n interior maximum at x0. By 
the strong maximum principle, u - v = M in Br(xo). Therefore, u - v = M 
on aBr(Xo). This holds for any r < dist(xo, an). Then u - V = M in Br (xo) 
and hence Br (xo) C D. In conclusion, D is both relatively closed and open in n. 
Therefore either D = 0 or D = n. In other words, u - v either attains its 
maximum only on an or u - Vis constant. By u ::: Vin an, we have u ::: Vin n 
for both cases. D 

The proof in fact yields the strong maximum principle: Either u < v in n or 
u - v is constant in n. 

Before we start our discussion of Perron's method, we demonstrate how to 
generate bigger subharmonic functions from existing subharmonic functions. 

LEMMA 6.3 Let v E C(Q) be a subharmonic function inn and B be a ball inn- -
with B C n. Let w be defined by w = v inn\ Band /).w = 0 in B. Then w is a 
subharmonic function in n and v ::: w in n.

The function w is often called the harmonic lifting of v (in B). 

PROOF: The existence of win B is implie_? by the Poisson integral formula. 
Then w is smooth in B and is continuous in n. We also have v ::: w in B by 
Definition 6.1. 

Next, we take any B' with ii' c n and consider a harmonic function u E 
C(ii') with w ::: u on aB'. By V ::: w on aB', we have V ::: u on aB'. Then, Vis 
subharmonic and u is harmonic in B' with v ::: u on aB'. By Lemma 6.2, we have 
v ::: u in B'. Hence w ::: u in B \ B'. Next, both wand u are harmonic in B n B' 
and w ::: u on a(B n B'). By the maximum principle, we have w ::: u in B n B'. 
Hence w ::: u in B'. Therefore, w is subharmonic in n by Definition 6.1. D 
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Next, we solve (6.1) by the Perron method. Set 

(6.2) u
<p

(x) = sup{v(x) : v E C(Q) is subharmonic inn and v :::: <p on an}. 

In the first step in the Perron method, we prove that u
<p 

in (6.2) is a harmonic 
function in n. 

LEMMA 6.4 Let n be a bounded domain in JR n and <p be a continuous function 
on an. Then U

<p 
defined in (6.2) is harmonic inn. 

PROOF: Set 

S
<p = { V : V E C(Q) is subharmonic inn and V :'.:: (fJ on an}. 

Then for any x E n 

u
<p

(x) = sup{v(x): v E S
<p

}

In the following, we simply write S = S<fJ
. 

Step 1. We prove that u
<p 

is well defined. To do this, we set 

m = mm<p, M = max<p.
an an 

We note that the constant function m is in S and hence the set S is not empty. 
Next, the constant function M is obviously harmonic inn with <p :::: M on an. By 
Lemma 6.2, for any v E S 

v < M inn. 

Thus u
<p 

is well defined and u
<p 

:::: M in n. 

Step 2. We claim that S is closed by taking the maximum among finitely many 
functions in S. We take arbitrary v1, v2, ... , Vk E S and set 

v = max{v1, v2, ... , vk}-

It follows easily from Definition 6.1 that v is subharmonic in n. Hence v E S. 

Step 3. We prove that u
<p 

is harmonic in any Br(xo) C n. First, by the defini
tion of u

<p
, there exists a sequence of functions Vi E S such that 

_lim vi(xo) = u
<p

(xo). 
l--+00 

We may replace Vi above by any Vi E S with Vi � Vi since 

Vi (xo) :::: Vi (xo) :::: u
<p

(xo). 

Replacing, if necessary, Vi by max { m, Vi} E S, we may also assume 

m :::: Vi :::: u
<fJ 

in n.

For the fixed Br (xo) and each Vi, we let Wi be the harmonic lifting in Lemma 6.3. 
In other words, Wi = Vi inn\ Br(xo) and 

!::..wi = 0 in Br(xo), 

Wi = Vi on aBr(xo). 
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By Lemma 6.3, Wi E S and Vi :::: Wi in Q. Moreover, Wi is harmonic in Br (xo) 
and satisfies 

_lim w;(xo) = u
<P

(xo), 
1---+oo 

m :::: w; :::: u
<P 

in Q, 

for any i = I, 2, .... By the compactness of bounded harmonic functions, there 
exists a harmonic function w in Br ( xo) such that a subsequence of { w;}, still de
noted by {w;}, converges tow in any compact subset of Br (xo). We then easily 
conclude 

w :::: u
<P 

in Br (xo) and w(xo) = u<P
(xo). 

We now claim u
<P 

= win Br (xo). To see this, we take any x E Br (xo) and 
proceed similarly as before, with x replacing xo. By the definition of u

<P
, there 

exists a sequence of functions v; E S such that 

_lim v; (x) = u
<P 

(x). 
1---+oo 

Replacing, if necessary, v; by max {v; , Wi } E S, we may also assume 

w; :::: v; :::: u
<P 

in Q. 

For the fixed Br (xo) and each Vi, we let ill; be the harmonic lifting in Lemma 6.3. 
Then, ill; ES and v; :::: ill; in Q. Moreover, ill; is harmonic in Br (x0) and satisfies 

_lim ill; (.x) = u
<P 

(x), 
1---+oo 

m :::: max {vi, w;} :::: ill; :::: u
<P 

in Q, 

for any i = I, 2, .... By the compactness of bounded harmonic functions again, 
there exists a harmonic function ill in Br (x0) such that a subsequence of ill; con
verges to ill in any compact subset of Br (xo). We then easily conclude 

w :::: ill :::: u 
<P

w(xo) = ill(xo) = u
<P

(xo), 

ill(x) = u
<P

(x). 

in Br (xo), 

We first note that w - ill is a harmonic function in Br (xo) with a maximum 
attained at xo. By applying the strong maximum principle to w - ill in Br' (xo) 
for any r' < r, we conclude that w - ill is constant, which is obviously 0. This 
implies w = ill in Br (x0), and in particular, w(x) = ill(x) = u

<P
(x). We then 

have w = u
<P 

in Br (xo) since x is arbitrary in Br (xo). Therefore, u
<P 

is harmonic 
in Br (xo). D 

We note that u
<P 

in Lemma 6.4 is defined only in Q. To discuss limits of u
<P 

(x) 
as x approaches the boundary, we need to impose additional assumptions on the 
boundary a Q. 
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LEMMA 6.5 Let <p be a continuous function on an and u({) be the function defined 

in (6.2). For some xo E an, suppose Wx0 E C(Q) is a subharmonic function inn
such that 

(6.3) Wx0(Xo) = 0, Wx0(x) < 0 for any XE an\ {xo};

then 
lim u({) (x) = <p(xo). 

X--+Xo 

PROOF: As in the proof of Lemma 6.4, we set 

S({) = {v : VE C(n) is subharmonic inn and V :'.:S <p on an}. 

We simply write w = Wx
0 

and set M = max0n l<pl. 
Let £ be an arbitrary positive constant. By the continuity of <p at xo, there exists 

a positive constant 8 such that 

l<p(x) -<p(xo) I :::: £

for any x E an n B8 (x0). We then choose K sufficiently large so that 

-Kw(x)::: 2M

for any x E an \ B8 (xo); hence, 

l<p -<p(xo)I :::: £ - Kw on an. 

Since <p(xo)-s +Kw (x) is a subharmonic function in n with <p(xo)-s +Kw :::: <p 
on an, we have <p(xo) - s + Kw ES({). The definition of u({) implies 

<p(xo) - s + Kw :::: u({) inn. 

On the other hand, <p(x0) +£-Kw is a superharmonic inn with <p(x0) +s-Kw ::: 
<p on n. Hence for any v E S({) , we obtain by Lemma 6.2 

v :::: <p(x0) + s - Kw in n.

Again by the definition of u({) , we have 

Therefore, 

u({) :::: <p(xo) + s - Kw in n.

lu({) -<p(xo)I:::: s - Kw inn, 
which implies 

lim sup lu
({)

(x) -<p(xo)I:::: s. 
x--+xo 

We obtain the desired result by letting £ --+ 0. D 

The function Wx
0 

satisfying (6.3) is often called a barrier function. Barrier 
functions can be constructed for a large class of domains n. Take, for example, the 
case where n satisfies an exterior sphere condition at xo E an in the sense that 
there exists a ball Br0 

(yo) such that 
- -

n n Br0
(Yo) = 0, n n Br0

(Yo) = {xo}. 

To construct a barrier function at x0, we set 

Wx0 (x) = r(x -Yo) -r(xo -Yo) for any x E Q
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where r is the fundamental solution of the Laplace operator. It is easy to see that 
Wx0 is a harmonic function in Q and satisfies (6.3). We note that the exterior sphere 
condition always holds for C 2-domains.

THEOREM 6.6 Let Q be a bounded domain in ]Rn satisfying the exterior sphere 
condition at every boundary point. Then for any <p E C(aQ), (6.1) admits a solu
tion u E C 00(Q) n C(Q).

6.2. Variational Method 

In this section we discuss the Dirichlet problem for elliptic differential equa
tions of divergence form and prove the existence of weak solutions. 

Let Q be a bounded domain in JR n and a;j, b;, and c be bounded functions
in Q. Consider the differential operator 

Lu= -D j(a;jD;u) + b;D;u + cu. 
We always assume that 

Al�l2 :'.:: aij(X)�i�j :'.:: Al�l2

for any x E Q and � E JR n. 

DEFINITION 6.7 Let f E L2(Q) and u E H1�JQ). Then u is a weak solution of
Lu= fin Q if

(6.4) f (a;j D;uD j<p + b; D;u<p + cu<p)dx =ff <p dx 
Q Q 

for any <p E HJ (Q).

Next, we define 

a(u, v) = f (a;jD;uD jv + b;D;uv + cuv)dx 
Q 

for any u, v E HJ ( Q). We call a the bilinear form associated with the operator L. 
If aij = a ji and c = 0, then a is symmetric, i.e.,

a(u, v) = a(v, u) for any u, v E HJ(Q).
We now solve the Dirichlet problem in the weak sense for a special class of 

elliptic operators. We recall that the standard HJ (Q) inner product is defined by

(u, v)HJ(n) = f Vu· Vv dx. 
Q 

THEOREM 6.8 Let a;j, b;, and c be bounded functions in Q and f E L2(Q).
Assume the bilinear form a associated with L is coercive; i.e., 

a(u, u) � co llu ll�J(n)

for any u E HJ (Q). Then there exists a unique weak solution u E HJ (Q) of 
Lu= f. 
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PROOF: We define a linear functional F on HJ (Q) by 

F(cp) =ff <p dx
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for any <p E HJ (Q). By the Cauchy inequality and the Poincare inequality, we 
have 

IF(cp) I � llfllL2(n)llcpllL2(n) � CllfllL2(n)llcpllHJ(n)· 
Hence F is a bounded linear functional on HJ (Q). 

We first consider a special case where a is symmetric. (This includes the case 
a;j = aji and c > 0.) It is easy to see that a(u, v) is an inner product in HJ(Q) 
that is equivalent to the standard HJ (Q) inner product. By the Riesz representation 
theorem, there exists a u E HJ ( Q) such that 

a(u, <p) = F(<p) 

for any <p E HJ (Q). Therefore, u is the desired solution. 
We now consider the general case where a is not necessarily symmetric. We 

first note that 

for any u, v E HJ (Q). 
For each fixed u E HJ ( Q), the mapping v f--+ a ( u, v) is a bounded linear 

functional on HJ (Q). By the Riesz representation theorem, there exists a unique 
w E HJ(Q) such that 

a(u, v) = (w, v)HJ(n) 
for any v E HJ(Q). Now we write w = Au ; i.e., 

a(u, v) = (Au, v)HJ(n) 

for any u , v E HJ ( Q). It is straightforward to check that A is a linear operator 
on HJ(Q). 

Next, 

IIAulltJ(Q) = (Au, Au)HJ(n) = a(u, Au) � CllullHJ(n)IIAullHJ(n) 

and hence 
IIAullHJ(n) � CllullHJ(n) for any u E HJ(Q). 

Therefore, A : HJ(Q) --+ HJ(Q) is a bounded linear operator. By the coercive
ness, we have 

co llu lltJ(n) � a(u, u) = (Au, u) HJ(n) � llu IIHJ(n) II Au IIHJ(n) 

and hence 
collullHJ(n) � IIAullHJ(n) 

for any u E HJ(Q). It follows that A is one-to-one and the range R(A) of A is 
closed in HJ (Q). 
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Next, for any w E R(A)..l , we have 

collwll1,J(n):::: a(w, w) = (Aw, w)HJ(n) = 0

and hence w = 0. Then R(A)..l 
= {O} and hence R(A) = HJ (Q); in other words, 

A is onto. 
For the bounded linear functional Fin HJ (Q) introduced at the beginning of 

the proof, by the Riesz representation theorem, there exists aw E HJ (Q) such that 

(w, v)HJ(n) = F(v) 

for any v E HJ (Q). Since A is onto, we can find au E HJ (Q) such that Au = w; 
hence, 

a(u, v) = (Au, v)HJ(n) = (w, v)HJ(n) = F(v) 

for any v E HJ (Q). This proves the existence. 
For the uniqueness, we assume u E HJ(Q) also satisfies 

a(u, v) = F(v) 

for any v E HJ (Q). Then 
a(u-u, v)=0 

for any v E HJ(Q). With v = u - u, we obtain 

a(u - u, u - u) = 0. 

By the coerciveness, we have u = u. D 

We point out that the method in the proof of the general case, when formulated 
in an abstract form, is known as the Lax-Milgram theorem. 

The Dirichlet problem can be solved for a larger class of elliptic equations of 
divergence form. However, the method is much more involved. In the following, 
we state a simple consequence of Theorem 6.8. 

THEOREM 6.9 Let aij, bi, and c be bounded functions in Q and f E L2 (Q). 
Then there exists a µo depending only on aij, b;, and c such that for any µ ::::: µo 
there exists a unique weak solution u E HJ(Q) of (L + µ)u = f.

PROOF: Define 

aµ,(u, v) = a(u, v) + (u, v)L2(Q)· 

In other words, aµ, is the bilinear form associated with the operator L + µ. It 
is easy to check that a

µ, is coercive forµ sufficiently large. Then we may apply 
Theorem 6.8 to L + µ. D 

In the rest of this section, we use a minimizing process to solve the Dirichlet 
problem on the bounded domain with the homogeneous boundary value. 

Let Q be a bounded domain aij, and c be bounded functions in Q satisfying 

Al�l2 
:'.:: a;j(X)�i�j :'.::: Al�l2
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for any x E Q and� E IB.n . Suppose l E L2 (Q). Define

(6.5) l(u) = � f (aij D;uDju + cu2)dx + f ul dx.

Q Q 

THEOREM 6.10 Let a;j and c be bounded functions in Q with a;j 
c:::: 0, and l E L2 (Q). Then 1 admits a minimizer u E HJ(Q). 

It is easy to check that the minimizer u is a weak solution of

-Dj(auD;u) +cu= l in Q.
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PROOF: We first prove that 1 has a lower bound in HJ(n). By the Poincare 
inequality, we have for any u E 1-l5(Q)

f u2 dx:::: Cf 1Vul2 dx,
Q Q 

where C is a positive constant depending only on Q. Then 

f lufldx :S (! u2 dx) ½ (! /2 dx) ½
Q Q Q 

Hence for any u E HJ (Q), 

:s vrc(J 1vu12 dx) \J /2 dx) ½
Q Q 

:::: 4
� / 1Vul 2 dx + C). f 12 dx.

Q Q 

(6.6) l(u):::: 4
� / 1Vul 2 dx - C). f 12 dx

and in particular 
Q Q 

l(u) :::: -Cf 12 dx.

Q 

Therefore, 1 has a lower bound in HJ (Q). We set 

lo = inf{l(u) : u E 1-l5(Q)}.

Next, we prove that lo is attained by some u E HJ (Q). We consider a min
imizing sequence {uk} C HJ(Q) with l(uk) --+ lo ask --+ oo. By (6.6) we 
have 

f 1Vukl 2 dx :S 4).l(uk) + 4C).2 f r212 dx.

Q y 
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The convergence of l(uk) obviously implies that {l(uk)} is a bounded sequence; 
then lluk II

H
1 is uniformly bounded. By Rellich's theorem, there exists a subseo 

quence {uk,} and au E HJ (Q) such that 

uk, --+ u in the L 2-norm ask' --+ oo. 

Next, with the help of the Hilbert space structure of HJ (Q) it is not difficult to 
prove 

l(u) � lim inf l(uk). 
k'-oo 

This implies l(u) =lo.We conclude that lo is attained in HJ(Q). D 

We point out that the minimizing process is an important method in the calculus 
of variation. 

6.3. Continuity Method 

In this section we discuss how to solve Dirichlet problems by the method of 
continuity. We illustrate this method by solving the Dirichlet problem for uni
formly elliptic equations on c 2 ,a -domains by assuming that a similar problem for 
the Laplace equation can be solved. The method of continuity can be applied to 
nonlinear elliptic equations. The crucial ingredient is the a priori estimates. 

Let Q be a bounded domain in JR n, and let aij, b;, and c be defined in Q, with 
a;j = aji. We consider the operator L given by 

(6.7) Lu= aijDiju + biDiu + cu in Q 

for any u E C 2(Q). The operator Lis always assumed to be uniformly elliptic 
in Q; namely, 

(6.8) 

for some positive constant ). . 
Now we state a general existence result for solutions of the Dirichlet prob

lem with C 2 ,a boundary values for general uniformly elliptic equations with ca

coefficients. 

THEOREM 6.11 Let Q be a bounded c 2 ,a -domain in ]Rn and L be a uniformly 
elliptic operator in Q as defined in (6.7), with (6.8) satisfied, c � 0 in Q, and 
aij, bi, c E ca (Q) for some ot E (0, 1). Then for any f E ca (Q) and <p E 
c

2 ,a (Q), there exists a (unique) solution u E c2 ,a (Q) of the Dirichlet problem 

Lu= f in Q,

u = <p on an.

Theorem 6.11 plays an extremely important role in the theory of elliptic dif
ferential equations of the second order. The crucial step in solving the Dirichlet 
problem for L is to assume that the similar Dirichlet problem for the Laplace op
erator is solved. Specifically, we prove the following result. 
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THEOREM 6.12 Let n be a bounded c2,a -domain in IB.n and L be a uniformly
elliptic operator in n as defined in (6.7), with (6.8) satisfied, c � 0 in n, and 
aij, b;, c E ca (Q) for some a E (0, 1). If the Dirichlet problem for the Poisson 
equation 

f:),,_u = f inn, 
u = <p on an'

has a c 2 ,a (Q) solution for all f E c a (Q) and <p E c 2 ,a (Q), then the Dirichlet 
problem 

Lu= f inn, 
u = <p on an,

also has a (unique) c2 ,a (Q) solution for all such f and <p. 

The proof is based on the method of continuity. Briefly summarized, this 
method as applied here starts with the solution of the Poisson equation I:)._ u = f 
and then arrives at a solution of Lu = f through solutions of a continuous family 
of equations connecting f:),,_u = f and Lu = f. The global c 2 ,a -estimates play 
essential roles. 

PROOF: Without loss of generality, we assume <p = 0. Otherwise, we consider 
Lv = f - L<p inn, v = 0 on an.

We consider the family of equations 

L1u - tLu + (1 - t)l:),,_u = f 

fort E [0, 1]. We note that Lo = /:),,_, L1 = L. By writing 

Ltu = afjDijU + bf D;u + c t u,

it is easy to see that 
afj (x)g;gj � min(l, J-)lgl2

for any x E n and g E IR n and that 

lafj lca(n)• lbf lca(n)• lctlca(n) � max(l, A) 

independently oft E [0, 1]. It follows that 

ILtU lea en) � C lu lc2,a(Q) 

where C is a positive constant depending only on n, a, l, A, and n. Then for each 
t E [O, I], Lt : X--+ c a (n) is a bounded linear operator, where 

X = {u E C 2 ,a (Q) : u = 0 on an}.

We note that Xis a Banach space with respect to I· lc2,a(n)· 
We now let I be the collection of s E [0, 1] such that the Dirichlet problem 

LsU = f inn, 
u = 0 on an,
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is solvable in c2 ,a (Q) for any f E ca (Q). We take ans E J and let u = L; 1 f

be the (unique) solution. The global c2 ,a -estimates and the maximum principle 
imply 

IL:;-
1 f lc2,a(Q) :'.::: Clf lca(Q)· 

For any t E [O, 1] and f E ca(Q), we write Lt u = fas 

Lsu = f + (Ls - Lt )U = f + (t -s)(�u - Lu). 

Hence u E c2 ,a (Q) is a solution of 

if and only if 

For any u E X, set 

Lt u = f inn, 
u = 0 on an,

u = L; 1 (f + (t -s)(�u - Lu)). 

Tu = L; 1 (f + (t -s)(�u - Lu)). 

Then T : X --+ X is an operator and for any u, v E X 

ITu - Tvl c2.a(Q) = l(t -s)L:;- 1 ((� - L)(u - v))lc2 ,a(Q) 
:::: C It -sl I(� - L)(u - v)lca(Q) 
:'.::: C It -sl lu - vl c2,acn)· 

Therefore, T : X --+ X is a contraction if 

It -sl < o = c-I. 

Hence for any t E [O, 1] with It -sl < o, there exists a u  E X such that u = Tu; 
i.e.,

u = L; 1 (f + (t -s)(�u - Lu)). 

In other words, for any t E [O, 1] with It -sl < o and any f E ca (Q), there exists 
a solution U E C 2 ,a (Q) of 

Lt u = f inn, 
u = 0 on an.

Thus ifs E J, then t E J for any t E [O, 1] with It -sl < o. We now divide 
the interval [O, 1] into subintervals of length less than o. By O E J, we conclude 
1 E J. D 

6.4. Compactness Methods 

In this section we discuss several methods to solve nonlinear elliptic differen
tial equations. All these methods involve the compactness of the Holder functions: 
A bounded sequence of Holder functions has a subsequence convergent to a Holder 
function. 

We first consider a class of semilinear elliptic equations. 



6.4. COMPACTNESS METHODS 137 

THEOREM 6.13 Let n be a bounded c2,a -domain in IB.n and f be a C 1 -function
in Q x IR. Suppose u, ii E c 2,a (Q) satisfy y_:::: ii, 

b..y_ > f(x, y_) inn, y_:::: 0 on an, 

b..ii < f(x, ii) inn, ii:::: 0 on an. 

Then there exists a solution u E c2,a (Q) of

b.. u = f (x, u) in n , u = 0 on an, u < u < ii in n.
-- -

We note that y_ and ii are subsolutions and supersolutions, respectively. 

PROOF: Set 
m = infu, M = sup ii. 

n- n 

We take A > 0 large so that 

A> fz(x, z) for any (x, z) E Q x [m, M].

Now we write uo = y_. For any uk, k = 0, 1, ... , we suppose uk+l E c 2,a (Q) 
solve 

(6.9) 
b..uk+l -Auk+l = f(x, uk) -Auk inn, 

Uk+1 = 0 onan. 

We first prove 
Y-_ :'.::: Uk :'.::: ii in n.

This is obviously true for k = 0. Suppose it holds for some k :::: 0. We now 
consider Uk+l· First, we note 

b..(uk+l -y_) -A(uk+l -y_) :::: (f(x, uk) - f(x, y_)) -A(uk - y_). 

By the mean value theorem, we have 

(f(x, uk) - f(x, y_)) -A(uk -y_) = -(A - fz(x, 0))(uk -y_) 

where 0 is between uk(x) and y_(x). Therefore, we obtain 

b..(uk+l - y_) -A(uk+l - y_) :::: 0 inn, 

Uk+l -Y..:::: 0 On an.

By the maximum principle, we have uk+l :::: u inn. Similarly, we have uk+l :::: ii 
in n. In particular, we have 

m < uk(x):::: M for any x En andk = 0, 1, .... 

Similarly, we can prove 
Y.. :'.::: U 1 :'.::: U 2 :'.::: · · · :'.::: ii. 

In other words, {uk} is an increasing sequence. Therefore, there exists a function u 

inn such that uk(x) --+ u(x) ask --+ oo for each x E n. 
Next, the right-hand side expression in (6.9) is uniformly bounded independent 

of k. By the global C l,a _estimate, we have 

lluk llc1,acn) :::: C
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where C is a positive constant depending only on n, A, m, M, and n, indepen
dently of k. In particular, the right-hand side expression in (6.9) is uniformly 
bounded in CI ,a -norms independent of k. By the global C 2,a -estimate, we have 

where C is a positive constant depending only on n, A, m, M, and n, indepen
dently of k. Therefore, u E C2 (n) and 

Uk --+ U in the C
2
-norm inn.

Hence u is the desired solution. D 

As an application, we prove the following result. 

COROLLARY 6.14 Let n be a bounded c2,a -domain in Rn and f be a bounded

C 1 Junction in Q x R. Then there exists a solution u E c 2,a (Q) of

PROOF: Set 

b.u = f(x, u) inn, 

u = 0 on an. 

M = sup lfl-
QxJR 

Letl{, u E C2,a (Q) satisfy 

then 

b.u = M in n, u = 0 on an,

b.u = -M in n, u = 0 on an;

b.lf :::: b.u in n' u = u on an.

By the maximum principle, we have 1f :::: u in n. It is obvious that 

b.lf:::: f(x, 0, b.u :::: f(x, u) inn. 

Hence 1f and u satisfy the conditions in Theorem 6.13. We obtain the desired result 
by Theorem 6.13. D 

REMARK 6.15. Corollary 6.14 still holds if we assume f is C 1 in Q x R and 
satisfies 

lf(x,z)I:::: C(l + lzl•) for any(x,z) E Q xR 

for some C > 0 and r E [O, 1). It is important to assumer < 1. Dirichlet problems 
may not be solvable if r = 1. 
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6.5. Single- and Double-Layer Potentials Methods 

We begin with the Dirichlet problem for a half-space: 

11),,_u = 0 in IR�+l 
= {x E JRn+l : Xn+l > O}, (6.10) 

u = f on aIR�+l 
= ]Rn 

X {Q}. 

Using the Poisson integral formula, we can represent a solution as 

(6.11) 

where 

u(x, y) = P
y * f(x), (x, y) E IR�+l 

= ]Rn x IR+, 

rc n+

21) y 
P ( ) ------- f E Co(IRn+i). Y X 

= 
n+l n+l' 

n-2 ( lxl2 + IYl2)_2_ 

The estimates for convolutions imply that 

(6.12) sup llu( ·, y)IILP(Rn)::: II/ IILP(Rn) for all I::: p ::S oo. 
y>O
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(Note that for p = +oo, (6.12) is also a consequence of the maximum principle;
and for P = I, llu( ·, y) IIL1(Rn) :'.::: II Py IIL1(Rn) · II/ IIL1(Rn) = II/ IIL1(Rn)-) 

We can also reverse the implication of (6.12) in the following sense (via Fa
tou's theorem): if a harmonic function u in IR�+ 1 satisfies (6.12), then u has a 
nontangential limit a.e. on aIR�+i, and the limit function u0 = u( ·, 0) E LP(JRn) 
(if p > I; if p = I, then u0 is a Radon measure) with u(x, y) =P

y
* u0 (x). 

SKETCH OF PROOF: (See [15] for details.) Suppose u is harmonic in JR�+l

with 

(6.13) sup l lu( ·, y)IILP(Rn) < oo. 
y>O 

Noteu(x,y+p) = P
y

*U
p

(x) whereu
p (x) = u(x,p)), y > 0, p > 0. Statement 

(6.13) implies that Upn ___,,. v in LP(JRn) for a sequence of Pn t 0. It is then easy to 
see that Py 

* uPn (x)--+ P
y 

* v(x) for ally > 0 as Pn --+ o+ .

On the other hand, P
y

* U
pn (x) = u(x, y + Pn)- Thus P

y
* v(x) = u(x, y) 

where v E LP(JRn), and when p = I we naturally replace v by a Radon measure. 
D 

Now we assume that Q is a bounded, connected domain in ]Rn, n ::::: 3, with 
a C2-boundary. (Here we assume n =I- 2 to simplify matters and avoid technicali
ties.) Consider the Dirichlet problem 

(6.14) 
l/),,_u=O inQ, 
ulan = f E C(aQ). 

Let y(x) = lx��2 be the fundamental solution of the Laplace operator in IRn; here

1 
Cn =----(n - 2)wn

-1 r(�)
(n - 2) 2nn/2 · 
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Set R(x, y) = -y(x - y), and for f E C(aQ), we define the double-layer poten
tial 

(6.15) v f(p) = J a!Q R(P, Q)f(Q)d1l"-1 (Q), P rt an,

an 

and the single-layer potential 

(6.16) S(f)(P) = f R(P, Q)f(Q)d1-ln-l (Q), P ff an.
an 

Here n Q is the outward unit normal for an at Q. 
It is easy to check that 

/j. V f ( P) = 0 for P E JR n I a Q . 

We need to understand the boundary behavior of V f(P) on an. 

LEMMA 6.16 If f E C(aQ), then 
(i) V f E C(Q) and

(ii) V f E C(QC).

In other words, V f can be extended continuously from inside Q to Q, and 
from outside Q to n c . Let V+f and V_f be the restrictions of these two functions 
to an. Set 

Thus 

K(P, Q) = _
a
_ R(P, Q) = _l (P - Q, n Q). 

an Q Wn IP - Qin 

K E ccan x an\ {(P, P) : P E an}) 

and IK(P, Q)I :::: C /IP - Qln-2 for P, Q E an and some C < oo. The latter
estimate follows from the C2 property of an. We shall define, for f E C(aQ), 
the operator 

(6.17) Tf(P) = f K(P, Q)f(Q)d1-ln-1 (Q), P E an.
an 

We have the following: 

LEMMA 6.17 (Jump Relations for V) 
(i) V+ = ½ / + T and

(ii) V_ =-½I+ T.
Moreover, T : C(aQ) -+ C(aQ) is compact. 

PROOF OF LEMMAS 6.16 AND 6.17: We first verify that T defined by (6.17) 
is a compact operator from C ( a Q) -+ C ( a Q). Let 

KN(P, Q) = sign K(P, Q) · min{N, IK(P, Q)I}, N E Z+. 

Thus KN is continuous on an X an, and the Arzela-Ascoli theorem implies that 
TN f = fan KN(P, Q)f(Q)d1-ln-1 (Q) is compact on C(aQ). Furthermore,
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since IITN II � suppEan IIKN (P, Q) IIL1(an) � C < oo where C is independent
of N, it is rather easy to see that 

IITN - TN +i II :0: C [ ( � r-1-2 
- ( (N � I) )"

_12
] :o: CN-i-._12.

We therefore conclude that T = limN---+oo Tn is a compact operator on C(aQ). 
Next we apply the divergence theorem on Q I B8 (P) for small positive o's

with 8 --+ o+ to obtain

(6.18) I _a
_ R(P, Q)d1-ln-l (Q) = 1 if P E Q ,

anQ 
an 

(6.19) I K(P, Q)d1-ln-1
(Q) = � if p E an.

an 

Let Po E an and P E Q such that P --+ P0. We want to verify that

(6.20) V f(P) => ½f(Po) + Tf(Po).

Here we observe that fan I a!Q R(P, Q) ld1-ln-1
(Q) � C < oo for all P (/ an.

Thus, in particular, IIV f IIL00(JRn1an) � C II/ IIL00(an)·
If Po (/ support of f, then it is obvious that 

I _a
_ R(P, Q)f(Q)d1-ln-l (Q) 

P---+Po
anQ

an 

f K(Po , Q)f(Q)d1-ln-l (Q) = Tf(Po).
an 

If Po E support off and /(Po) = 0, then we let {fk} C C(aQ) such that
k---+oo 

II/ - fk IIL00(an) -- o,

and Po (/ support of fk for each k, k = 1, 2, .... Then

IV f(P) - Tf(P) I < IV(f - fk)(P) I + IT (f - fk) l(P)

+ IV fk(P) - Tfk (P) I
� c II/ - fk IIL00 (an) + II T 11 11 / - fk IIL00(an)

+ IV fk(P) - Tfk (P) I.

We initially choose k large so that the first two terms on the right-hand side of the
above inequality will be small. We then observe that for fixed k (large) as P --+ Po ,
the last term in the inequality also goes to 0. 

To complete the proof it suffices to verify the case when f = 1, for which the
result is trivial. If we replace Q by nc , then all the other statements in Lemmas 6.16
and 6.17 follow. D

To conclude our consideration of double-layer potentials we need to show how
to use them to solve the Dirichlet problem (6.10). 
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We begin with a g E C(an) and let u(x) = Vg(x) for x E n. It is clear 
from our previous discussion that llu = 0 inn and u E C(n); moreover, ulan =
(½I+T)g. Therefore, we need to solve for g a givenf E C(an),f = (½I+T)g. 
Since T is compact, (½ I + T) is obviously a 1 : 1 map on C(an); hence it is also 
an onto map from C(an) to C(an). This last statement follows from the Leray
Schauder fixed-point theorem, which we will examine in the next section. 

Finally, we shall state without proof the results corresponding to those for 
single-layer potentials (6.16). All of the proofs are similar to those for Lem
mas 6.16 and 6.17 above. 

Once again we assume an to be class C2 and f E C(an). 

LEMMA 6.18 If f E C(an), then 
(i) 'D+S(f) = grad S(f) E C(n8

0
) and

(ii) V_S(f) = grad S(f) E C(ns0).

Here n8
o 

= {x E n : dist(x, an) :::: 80} for some small oo > 0. 

Let K*(P, Q) = K(Q, P) and define 

T* f(P) = f K*(P, Q)f(Q)d1in-I(Q), P E an.

an 
LEMMA 6.19 (Jump Relations for VS(/)) 

(i) 'D+S(f) =-½I +  T* and
(ii) V_S(f) = ½I +  T*.

Single-layer potentials can be used to solve the Neumann problem 

}llu=O inn, 

�g� = f on an. 

Layer potentials can be used to solve more general elliptic equations (and sys
tems) with constant coefficients on smooth domains. This method can be further 
generalized to C I ,a -domains for general elliptic equations of second order with 
ca-coefficients (or general first-order elliptic systems with suitably smooth coef
ficients). The latter is often referred to as ADN theory due to Agmon, Douglis, and 
Nirenberg.* 

6.6. Fixed-Point Theorems and Existence Results 

The Brouwer fixed-point theorem asserts that a continuous mapping of a closed 
ball in JR n into itself has at least one fixed point. In this section we shall discuss 
a version of the fixed-point theorem in an infinite-dimensional Banach space due 
to Schauder and a special case of the Leray-Schauder theorem. As an application 
we shall discuss the existence of a class of quasi-linear elliptic equations for the 

* Agmon, S.; Douglis, A.; Nirenberg, L. Estimates near the boundary for solutions of elliptic
partial differential equations satisfying general boundary conditions. I, IL Comm. Pure Appl. Math. 
12 (1959) 623-727; 17 (1964), 35-92. 
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Dirichlet problem. We shall end the section with a brief mention of the minimal 
surface equation. 

THEOREM 6.20 (Schauder's Fixed-Point Theorem) Let g be a compact, convex
set in a Banach space X, and let T be a continuous mapping of g into itself. Then 
T has a.fixed point; that is,for some x E 9, Tx = x.

PROOF: Let k E N. Since g is compact, there is a finite set {x1, x2, ... , Xn } 
where n = n (k) such that the balls B; = B;;k(x;), i = l, 2, ... , n ,  cover g_ Let 
gk be the convex hull of {x1, x2, ... , Xn } and let Jk : g--+ gk be defined by 

( ) 
Li 

dist(x, g 
- B;)xi 

(6.21) Jk X = . ·

Li 
d1st(x, g - B;) 

It is easy to see that J k is continuous on g; furthermore, 

lllk(x) -xll:::: 
Li dist(x

:
9-B;) llx-xill

L
i 

d1st(x, g -B i ) 
The mapping Jk o T : gk --+ gk· Thus by the Brouwer fixed-point theorem, 

there exist Yk E gk such that Jk o T(yk) = Yk, k = l, 2, .... Since g is compact, 
one may assume, without loss of generality, that Yk --+ x E g. Since 

1 
IIYk -T(yk)II = lllk O T(yk) -T(yk)II < k'

and since T is continuous, we have 
lim Yk = x = Tx for some x E Q. 

k-+oo 
D 

COROLLARY 6.21 Let g be a closed, convex set in a Banach space X. Suppose T
is a map from g into g such that T g is precompact. Then T has a fixed point in g. 

Note that a continuous mapping between two Banach spaces is called compact
(or completely continuous) if the images of bounded sets are precompact; that is, 
their closures are compact. 

THEOREM 6.22 (Leray-Schauder Theorem) Let T be a compact mapping of a
Banach space X into itself, and suppose there is a constant M such that

(6.22) llxll <M
for all x E X and a E [O, 1] satifying x = aT x. Then T has a fixed point.

PROOF: Define a new mapping T* by 

lT*x = Tx 
(6.23) 

T*x = M llr�II

if II TX II :::: M, 
if IITxll � M.

T * is clearly a continous mapping of the closed ball BM into BM c X itself. Since 
T(Bm) is precompact, the same is true for T*(BM ). Hence by Corollary 6.21, the 
mapping T* has a fixed point x. We claim xis also a fixed point of T. Indeed, if 
IITxll � M, then x = T*x = 

11fx 11 
Tx = aTx where a = 

11fx 11 
E ( 0, 1]. By 
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hypothesis, we would have llx II < M. On the other hand, llx II = II T* x II = M; 
a contradiction. Thus II T x II < M must be true and consequently T* x = x = 
Tx. D 

REMARK. Suppose Tis a compact mapping of a Banach space X into itself. 
Then for some a E (0, l], the map aT possesses a fixed point. Indeed, since T(B1) 
is compact in X, there is an A :::: 1 such that II T x II :::: A for all x E B1. Thus the 
mapping aT with a = } maps B1 into itself and our conclusion follows. Also, 
note that if (6.22) is valid, then for any a E [O, 1], the mapping aT has a fixed 
point as well. 

Next we shall describe a situation in which Theorem 6.22 can be applied. For 
f3 E (0, 1), we consider the Banach space X = C l,/3(n) where n is a c2 ,a ,

bounded domain in JR n. Let L be an operator given by 

(6.24) Lu = aU (x, u, Vu)uxiXJ + b(x, u, Vu).

We assume that L is elliptic in n; i.e., (a ij (x, t, p)) is positive definite for all 
(x,t,p) E n x JR x ]Rn _ We also assume, for some a E (0, 1), that a U ,b E 
Ca (n x JR x ]Rn ). Let¢ E C2,a (an). For all v E C l,/3 (n) = X, we let u = Tv
be the unique solution in c2,a/3 (n) of the linear Dirichlet problem 

la ij (x, v, Dv)uxiXJ + b(x, v, Dv) = 0 inn,
(6.25) 

u I ari = ¢ on an . 

We note that the solvability of Lu = 0 in n with u = ¢ on an in the space 
c 2,a (n) is equivalent to the solvability of Tu= u in X. 

Let 

(6.26) Lau = a ij (x, u, Du)uxixi + ab(x, u, Vu).

Then u = aTu in Xis the same as Lau = 0 inn and u = a¢ on an. As a 
consequence of the Leray-Schauder theorem, we have the following: 

THEOREM 6.23 Let n, ¢, and L be as above. If, for some f3 > 0, there is a con
stant M independent of u and a such that every c2,a (n)-solution of the Dirichlet
problem 

(6.27) 

satisfies 

(6.28) 

lLau = 0 inn,

u = a¢ on an,

llu llc1,.B(Q) < M,

then it follows that the Dirichlet problem Lu = 0 in n w ith u = ¢ on an is 
solvable in c2,a (n). 

PROOF: From the preceding discussion, it suffices to verify that Tis continu
ous and compact. Again, this is simply a consequence of the Schauder estimates. 
We note that c2,a/3 (n) is precompact in C l,/3 (n). D
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We shall briefly mention how assumptions in Theorem 6.23 can be verified for 
the minimal surface equation. For simplicity, we consider the case where n is a 
uniformly convex, c 2 ,a -bounded domain in ]Rn and the following Dirichlet prob
lem: 

(6.29) {
div ( ,J Vu ) = 0 in n,

1+1vu12 

ulan = <P on an.

We assume that </J E c z ,a (an). 
Suppose u is a c 2 ,a -solution of (6.28); then the maximum principle implies 

that 
(6.30 ) 

Next, by the uniform convexity of an and the c 2 ,a -regularity of¢, we can 
check that, for every x0 E an, there exist linear functions .e;=

0 
(x) such that 

l;/xo) = <P(xo) and .e;
0
(x ):::: <P(x):::: .et/x) 

for allx E an. Since linearfunctions are solutions of div(Vu/./1 + 1Vul 2 ) = 0 
in n, from the maximum principle we conclude that 
(6.31) .e;/x) :::: u(x) :::: .et/x), x E n;

in particular, IVu(xo)I :::: max 1v.e;=
0
(xo)I = C1 < oo. 

On the other hand, if u is a c 2 ,a -solution of (6.28), then Ua

1, 2, ... , n, satisfies 
a 

axa

u, a 

Here F(Du) JI+ 1Vul 2, hence (FP;P
J 
(Du)) > 0. Thus ua satisfies the 

maximum principle. Therefore we have 
(6.33) 
From (6.29), (6.32), and (6.33), we further deduce that 
(6.34) I I  Vu llcfi(Q) :::: C(Co, C1, C2 ) < oo 

where C2 = 11¢ llc2.a(an)· This follows from De Giorgi-Moser theory. 
We rewrite div(Vu/ JI+ 1Vul 2 ) = 0 as 

(6.35) 
UiUj �u -

I 1 2 
Uij = 0 

1 + Vu 
and combine (6.35) with (6.34) and the Schauder estimates to obtain 
(6.36 ) llullc2,fi(Q):::: C(Co, C1, C2 , n) 

where we may assume that O < f3 :::: a.
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