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Introduction

Two of the best known of Hecke’s achievements are his theory of L-functions with grössen-
charakter, which are Dirichlet series which can be represented by Euler products, and his theory of the

Euler products, associated to automorphic forms onGL(2). Since a grössencharakter is an automorphic

form on GL(1) one is tempted to ask if the Euler products associated to automorphic forms on GL(2)
play a role in the theory of numbers similar to that played by the L-functions with grössencharakter.

In particular do they bear the same relation to the Artin L-functions associated to two-dimensional
representations of a Galois group as the Hecke L-functions bear to the Artin L-functions associated

to one-dimensional representations? Although we cannot answer the question definitively one of the
principal purposes of these notes is to provide some evidence that the answer is affirmative.

The evidence is presented in §12. It come from reexamining, along lines suggested by a recent

paper of Weil, the original work of Hecke. Anything novel in our reexamination comes from our point
of view which is the theory of group representations. Unfortunately the facts which we need from the

representation theory of GL(2) do not seem to be in the literature so we have to review, in Chapter I,
the representation theory of GL(2, F ) when F is a local field. §7 is an exceptional paragraph. It is not

used in the Hecke theory but in the chapter on automorphic forms and quaternion algebras.

Chapter I is long and tedious but there is nothing hard in it. Nonetheless it is necessary and
anyone who really wants to understand L-functions should take at least the results seriously for they

are very suggestive.
§9 and §10 are preparatory to the Hecke theory which is finally taken up in §11. We would like to

stress, since it may not be apparent, that our method is that of Hecke. In particular the principal tool is

the Mellin transform. The success of this method forGL(2) is related to the equality of the dimensions
of a Cartan subgroup and the unipotent radical of a Borel subgroup of PGL(2). The implication is that

our methods do not generalize. The results, with the exception of the converse theorem in the Hecke
theory, may.

The right way to establish the functional equation for the Dirichlet series associated to the
automorphic forms is probably that of Tate. In §13 we verify, essentially, that this method leads to the

same local factors as that of Hecke and in §14 we use the method of Tate to prove the functional equation

for the L-functions associated to automorphic forms on the multiplicative group of a quaternion
algebra. The results of §13 suggest a relation between the characters of representations of GL(2) and

the characters of representations of the multiplicative group of a quaternion algebra which is verified,
using the results of §13, in §15. This relation was well-known for archimedean fields but its significance

had not been stressed. Although our proof leaves something to be desired the result itself seems to us

to be one of the more striking facts brought out in these notes.
Both §15 and §16 are after thoughts; we did not discover the results in them until the rest of the

notes were almost complete. The arguments of §16 are only sketched and we ourselves have not verified
all the details. However the theorem of §16 is important and its proof is such a beautiful illustration

of the power and ultimate simplicity of the Selberg trace formula and the theory of harmonic analysis

on semi-simple groups that we could not resist adding it. Although we are very dissatisfied with the
methods of the first fifteen paragraphs we see no way to improve on those of §16. They are perhaps

the methods with which to attack the question left unsettled in §12.
We hope to publish a sequel to these notes which will include, among other things, a detailed

proof of the theorem of §16 as well as a discussion of its implications for number theory. The theorem
has, as these things go, a fairly long history. As far as we know the first forms of it were assertions about

the representability of automorphic forms by theta series associated to quaternary quadratic forms.
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the end of each chapter, tried to indicate our indebtedness to other authors. We could not however
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Chapter I: Local Theory

§1 Weil representations. Before beginning the study of automorphic forms we must review the repre-
sentation theory of the general linear group in two variables over a local field. In particular we have to

prove the existence of various series of representations. One of the quickest methods of doing this is
to make use of the representations constructed by Weil in [1]. We begin by reviewing his construction

adding, at appropriate places, some remarks which will be needed later.

In this paragraph F will be a local field and K will be an algebra over F of one of the following
types:

(i) The direct sum F ⊕ F .

(ii) A separable quadratic extension of F .

(iii) The unique quaternion algebra over F . K is then a division algebra with centre F .

(iv) The algebra M(2, F ) of 2 × 2 matrices over F .

In all cases we identify F with the subfield of K consisting of scalar multiples of the identity. In
particular ifK = F ⊕F we identify F with the set of elements of the form (x, x). We can introduce an

involution ι of K , which will send x to xι, with the following properties:

(i) It satisfies the identities (x+ y)ι = xι + yι and (xy)ι = yιxι.

(ii) If x belongs to F then x = xι.

(iii) For any x in K both τ(x) = x+ xι and ν(x) = xxι = xιx belong to F .
If K = F ⊕ F and x = (a, b) we set xι = (b, a). If K is a separable quadratic extension of F the

involution ι is the unique non-trivial automorphism of K over F . In this case τ(x) is the trace of x and

ν(x) is the norm of x. If K is a quaternion algebra a unique ι with the required properties is known to
exist. τ and ν are the reduced trace and reduced norm respectively. If K is M(2, F ) we take ι to be the

involution sending

x =

(
a b
c d

)

to

x =

(
d −b
−c a

)

Then τ(x) and ν(x) are the trace and determinant of x.
Ifψ = ψF is a given non-trivial additive character of F thenψK = ψF ◦τ is a non-trivial additive

character of K . By means of the pairing

〈x, y〉 = ψK(xy)

we can identify K with its Pontrjagin dual. The function ν is of course a quadratic form on K which is

a vector space over F and f = ψF ◦ ν is a character of second order in the sense of [1]. Since

ν(x+ y) − ν(x) − ν(y) = τ(xyι)

and

f(x+ y)f−1(x)f−1(y) = 〈x, yι〉

the isomorphism of K with itself associated to f is just ι. In particular ν and f are nondegenerate.
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Let S(K) be the space of Schwartz-Bruhat functions on K . There is a unique Haar measure dx
on K such that if Φ belongs to S(K) and

Φ′(x) =

∫

K

Φ(y)ψK(xy) dy

then

Φ(0) =

∫

K

Φ′(x) dx.

The measure dx, which is the measure onK that we shall use, is said to be self-dual with respect to ψK .

Since the involution ι is measure preserving the corollary to Weil’s Theorem 2 can in the present
case be formulated as follows.

Lemma 1.1. There is a constant γ which depends on the ψF and K, such that for every function Φ
in S(K) ∫

K

(Φ ∗ f)(y)ψK(yx) dy = γf−1(xι) Φ′(x)

Φ ∗ f is the convolution of Φ and f . The values of γ are listed in the next lemma.

Lemma 1.2 (i) If K = F ⊕ F or M(2, F ) then γ = 1.

(ii) If K is the quaternion algebra over F then γ = −1.

(iii) If F = R, K = C, and
ψF (x) = e2πiax,

then
γ =

a

|a|
i

(iv) If F is non-archimedean and K is a separable quadratic extension of F let ω be the quadratic
character of F ∗ associated to K by local class-field theory. If UF is the group of units of F ∗

let m = m(ω) be the smallest non-negative integer such that ω is trivial on

UmF = {a ∈ UF |α ≡ 1 (mod pmF )}

and let n = n(ψF ) be the largest integer such that ψF is trivial on the ideal p−nF . If a is any
generator on the ideal pm+n

F then

γ = ω(a)

∫
UF

ω−1(α)ψF (αa−1) dα∣∣∣
∫
UF

ω−1(α)ψF (αa−1) dα
∣∣∣
.

The first two assertions are proved by Weil. To obtain the third apply the previous lemma to the
function

Φ(z) = e−2πzzι

.

We prove the last. It is shown by Weil that |γ| = 1 and that if ℓ is sufficiently large γ differs from

∫

p
−ℓ
K

ψF (xxι) dx
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by a positive factor. This equals

∫

p
−ℓ
K

ψF (xxι) |x|K d
×x =

∫

p
−ℓ
K

ψF (xxι)|xxι|F d
×x

if d×x is a suitable multiplicative Haar measure. Since the kernel of the homomorphism ν is compact

the integral on the right is a positive multiple of

∫

ν(p−ℓ
K

)

ψF (x) |x|F d
×x.

Set k = 2ℓ if K/F is unramified and set k = ℓ if K/F is ramified. Then ν(p−ℓK ) = p−kF ∩ ν(K).

Since 1 + ω is twice the characteristic function of ν(K×) the factor γ is the positive multiple of

∫

p
−k
F

ψF (x) dx+

∫

p
−k
F

ψF (x)ω(x) dx.

For ℓ and therefore k sufficiently large the first integral is 0. If K/F is ramified well-known properties
of Gaussian sums allow us to infer that the second integral is equal to

∫

UF

ψF

(α
a

)
ω
(α
a

)
dα.

Since ω = ω−1 we obtain the desired expression for γ by dividing this integral by its absolute value. If

K/F is unramified we write the second integral as

∞∑

j=0

(−1)j−k

{∫

p
−k+j
F

ψF (x) dx−

∫

p
−k+j+1
F

ψF (x) dx

}

In this case m = 0 and ∫

p
−k+j
F

ψF (x) dx

is 0 if k − j > n but equals qk−j if k − j ≤ n, where q is the number of elements in the residue class

field. Since ω(a) = (−1)n the sum equals

ω(a)



q

m +

∞∑

j=0

(−1)jqm−j

(
1 −

1

q

)


A little algebra shows that this equals
2ω(a)qm+1

q+1
so that γ = ω(a), which upon careful inspection is

seen to equal the expression given in the lemma.

In the notation of [19] the third and fourth assertions could be formulated as an equality

γ = λ(K/F,ψF ).

It is probably best at the moment to take this as the definition of λ(K/F,ψF ).
If K is not a separable quadratic extension of F we take ω to be the trivial character.
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Proposition 1.3 There is a unique representation r of SL(2, F ) on S(K) such that

(i) r

((
α 0
0 α−1

))
Φ(x) = ω(α) |α|

1/2
K Φ(αx)

(ii) r

((
1 z
0 1

))
Φ(x) = ψF (zν(x))Φ(x)

(iii) r

((
0 1

−1 0

))
Φ(x) = γΦ′(xι).

If S(K) is given its usual topology, r is continuous. It can be extended to a unitary representation
of SL(2, F ) on L2(K), the space of square integrable functions on K. If F is archimedean and Φ
belongs to S(K) then the function r(g)Φ is an indefinitely differentiable function on SL(2, F ) with
values in S(K).

This may be deduced from the results of Weil. We sketch a proof. SL(2, F ) is the group generated

by the elements

(
α 0
0 α−1

)
,

(
1 z
0 1

)
, and w =

(
0 1

−1 0

)
with α in F× and z in F subject to the

relations

(a) w

(
α 0
0 α−1

)
=

(
α−1 0
0 α

)
w

(b) w2 =

(
−1 0
0 −1

)

(c) w

(
1 a
0 1

)
w =

(
−a−1 0

0 −a

)(
1 −a
0 1

)
w

(
1 −a−1

0 1

)

together with the obvious relations among the elements of the form

(
α 0
0 α−1

)
and

(
1 z
0 1

)
. Thus

the uniqueness of r is clear. To prove the existence one has to verify that the mapping specified by
(i), (ii), (iii) preserves all relations between the generators. For all relations except (a), (b), and (c) this

can be seen by inspection. (a) translates into an easily verifiable property of the Fourier transform. (b)

translates into the equality γ2 = ω(−1) which follows readily from Lemma 1.2.
If a = 1 the relation (c) becomes

∫

K

Φ′(yι)ψF (ν(y))〈y, xι〉 dy = γψF (−ν(x))

∫

K

Φ(y)ψF (−ν(y))〈y,−xι〉 dy (1.3.1)

which can be obtained from the formula of Lemma 1.1 by replacing Φ(y) by Φ′(−yι) and taking the

inverse Fourier transform of the right side. If a is not 1 the relation (c) can again be reduced to (1.3.1)
provided ψF is replaced by the character x→ ψF (ax) and γ and dx are modifed accordingly. We refer

to Weil’s paper for the proof that r is continuous and may be extended to a unitary representation of
SL(2, F ) in L2(K).

Now take F archimedean. It is enough to show that all of the functions r(g)Φ are indefinitely
differentiable in some neighborhood of the identity. Let

NF =

{(
1 x
0 1

) ∣∣∣∣x ∈ F

}
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and let

AF =

{(
α 0
0 α−1

) ∣∣∣∣α ∈ F×

}

Then NFwAFNF is a neighborhood of the identity which is diffeomorphic to NF × AF × NF . It is

enough to show that
φ(n, a, n1) = r(nwan)Φ

is infinitely differentiable as a function of n, as a function of a, and as a function of n1 and that

the derivations are continuous on the product space. For this it is enough to show that for all Φ all
derivatives of r(n)Φ and r(a)Φ are continuous as functions of n and Φ or a and Φ. This is easily done.

The representation r depends on the choice of ψF . If a belongs to F× and ψ′
F (x) = ψF (ax) let

r′ be the corresponding representation. The constant γ′ = ω(a)γ.

Lemma 1.4 (i) The representation r′ is given by

r′(g) = r

((
a 0
0 1

)
g

(
a−1 0
0 1

))

(ii) If b belongs to K∗ let λ(b)Φ(x) = Φ(b−1x) and let ρ(b)Φ(x) = Φ(xb). If a = ν(b) then

r′(g)λ(b−1) = λ(b−1)r(g)

and
r′(g)ρ(b) = ρ(b)r(g).

In particular if ν(b) = 1 both λ(b) and ρ(b) commute with r.

We leave the verification of this lemma to the reader. TakeK to be a separable quadratic extension

of F or a quaternion algebra of centre F . In the first case ν(K×) is of index 2 in F×. In the second case
ν(K×) is F× if F is non-archimedean and ν(K×) has index 2 in F× if F is R.

LetK ′ be the compact subgroup ofK× consisting of all xwith ν(x) = xxι = 1 and letG+ be the

subgroup ofGL(2, F ) consisting of all g with determinant in ν(K×). G+ has index 2 or 1 in GL(2, F ).
Using the lemma we shall decompose r with respect to K ′ and extend r to a representation of G+.

Let Ω be a finite-dimensional irreducible representation ofK× in a vector spaceU over C. Taking
the tensor product of r with the trivial representation of SL(2, F ) on U we obtain a representation on

S(K)⊗C U = S(K,U)

which we still call r and which will now be the centre of attention.

Proposition 1.5 (i) If S(K,Ω) is the space of functions Φ in S(K,U) satisfying

Φ(xh) = Ω−1(h)Φ(x)

for all h in K ′ then S(K,Ω) is invariant under r(g) for all g in SL(2, F ).

(ii) The representation r of SL(2, F ) on S(K,Ω) can be extended to a representation rΩ of G+

satisfying

rΩ

((
a 0
0 1

))
Φ(x) = |h|

1/2
K Ω(h)Φ(xh)

if a = ν(h) belongs to ν(K×).
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(iii) If η is the quasi-character of F× such that

Ω(a) = η(a)I

for a in F× then

rΩ

((
a 0
0 a

))
= ω(a) η(a)I

(iv) The representation rΩ is continuous and if F is archimedean all factors in S(K,Ω) are
infinitely differentiable.

(v) If U is a Hilbert space and Ω is unitary let L2(K,U) be the space of square integrable functions
from K to U with the norm

‖Φ‖2 =

∫
‖Φ(x)‖2 dx

If L2(K,Ω) is the closure of S(K,Ω) in L2(K,U) then rΩ can be extended to a unitary
representation of G+ in L2(K,Ω).

The first part of the proposition is a consequence of the previous lemma. Let H be the group of

matrices of the form (
a 0
0 1

)

with a in ν(K×). It is clear that the formula of part (ii) defines a continuous representation of H on

S(K,Ω). Moreover G+ is the semi-direct ofH and SL(2, F ) so that to prove (ii) we have only to show
that

rΩ

((
a 0
0 1

)
g

(
a−1 0
0 1

))
= rΩ

((
a 0
0 1

))
rΩ(g) rΩ

((
a−1 0
0 1

))

Let a = ν(h) and let r′ be the representation associated ψ′
F (x) = ψF (ax). By the first part of the

previous lemma this relation reduces to

r′Ω(g) = ρ(h) rΩ(g) ρ−1(h),

which is a consequence of the last part of the previous lemma.

To prove (iii) observe that

(
a 0
0 a

)
=

(
a2 0
0 1

)(
a−1 0
0 1

)

and that a2 = ν(a) belongs to ν(K×). The last two assertions are easily proved.
We now insert some remarks whose significance will not be clear until we begin to discuss the

local functional equations. We associate to every Φ in S(K,Ω) a function

WΦ(g) = rΩ(g) Φ(1) (1.5.1)

on G+ and a function

ϕΦ(a) = WΦ

((
a 0
0 1

))
(1.5.2)

on ν(K×). The both take values in U .
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It is easily verified that

WΦ

((
1 x
0 1

)
g

)
= ψF (x)WΦ(g)

If g ∈ G+ and F is a function on G+ let ρ(g)F be the function h→ F (hg). Then

ρ(g)WΦ = WrΩ(g)Φ

Let B+ be the group of matrices of the form

(
a x
0 1

)

with a in ν(K×). Let ξ be the representation of B+ on the space of functions on ν(K×) with values in

U defined by

ξ

((
a 0
0 1

))
ϕ(b) = ϕ(ba)

and

ξ

((
1 x
0 1

))
ϕ(b) = ψF (bx)ϕ(b).

Then for all b in B+

ξ(b)ϕΦ = ϕrΩ(b)Φ. (1.5.3)

The application Φ → ϕΦ, and therefore the application Φ →WΦ, is injective because

ϕΦ(ν(h)) = |h|
1/2
K Ω(h) Φ(h). (1.5.4)

Thus we may regard rΩ as acting on the space V of functions ϕΦ, Φ ∈ S(K,Ω). The effect of a

matrix in B+ is given by (1.5.3). The matrix

(
a 0
0 a

)
corresponds to the operator ω(a) η(a)I . Since

G+ is generated by B+, the set of scalar matrices, and w =

(
0 1
−1 0

)
the representation rΩ on V is

determined by the action of w. To specify this we introduce, formally at first, the Mellin transform of

ϕ = ϕΦ.
If µ is a quasi-character of F× let

ϕ̂(µ) =

∫

ν(K×)

ϕ(α)µ(α) d×α. (1.5.5)

Appealing to (1.5.4) we may write this as

ϕ̂Φ(µ) = ϕ̂(µ) =

∫

K×

|h|
1/2
K µ(ν(h)) Ω(h) Φ(h) d×h. (1.5.6)

If λ is a quasi-character of F× we sometimes write λ for the associated quasi-character λ ◦ ν of K×.
The tensor product λ⊗ Ω of λ and Ω is defined by

(λ⊗ Ω)(h) = λ(h) Ω(h).
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If αK : h→ |h|K is the module of K then

α
1/2
K µ⊗ Ω(h) = |h|

1/2
K µ(ν(h)) Ω(h).

We also introduce, again in a purely formal manner, the integrals

Z(Ω,Φ) =

∫

K×

Ω(h) Φ(h) d×h

and

Z(Ω−1,Φ) =

∫

K×

Ω−1(h) Φ(h) d×h

so that
ϕ̂(µ) = Z(µα

1/2
K ⊗ Ω,Φ). (1.5.7)

Now let ϕ′ = ϕrΩ(w)Φ and let Φ′ be the Fourier transform of Φ so that rΩ(w) Φ(x) = γΦ′(xι). If

µ0 = ωη

ϕ̂′
(
µ−1µ−1

0

)
= Z

(
µ−1µ−1

0 α
1/2
K ⊗ Ω, rΩ(w)Φ

)

which equals

γ

∫

K

µ−1µ−1
0 (ν(h))Ω(h) Φ′(hι) d×h.

Since µ0(ν(h)) = η(ν(h)) = Ω(hιh) = Ω(hι)Ω(h) this expression equals

γ

∫

K

µ−1(ν(h))Ω−1(hι) Φ′(hι) d×h = γ

∫

K

µ−1(ν(h))Ω−1(h) Φ′(h) d×h

so that

ϕ̂′(µ−1µ−1
0 ) = γZ

(
µ−1α

1/2
K ⊗ Ω−1,Φ′

)
. (1.5.8)

Take µ = µ1α
s
F where µ1 is a fixed quasi-character and s is complex number. IfK is a separable

quadratic extension of F the representation Ω is one-dimensional and therefore a quasi-character. The
integral defining the function

Z(µα
1/2
K ⊗ Ω,Φ)

is known to converge for Re s sufficiently large and the function itself is essentially a local zeta-function

in the sense of Tate. The integral defining

Z(µ−1α
1/2
K ⊗ Ω−1,Φ′)

converges for Re s sufficiently small, that is, large and negative. Both functions can be analytically
continued to the whole s-plane as meromorphic functions. There is a scalar C(µ) which depends

analytically on s such that

Z(µα
1/2
K ⊗ Ω,Φ) = C(µ)Z(µ−1α

1/2
K ⊗ Ω−1,Φ′).

All these assertions are also known to be valid for quaternion algebras. We shall return to the verification

later. The relation
ϕ̂(µ) = γ−1C(µ)ϕ̂′(µ−1µ−1

0 )
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determines ϕ′ in terms of ϕ.
If λ is a quasi-character of F× and Ω1 = λ⊗ Ω then S(K,Ω1) = S(K,Ω) and

rΩ1
(g) = λ(detg)rΩ(g)

so that we may write
rΩ1

= λ⊗ rΩ

However the space V1 of functions on ν(K×) associated to rΩ1
is not necessarily V . In fact

V1 = {λϕ |ϕ ∈ V }

and rΩ1
(g) applied to λϕ is the product of λ(detg) with the function λ ·rΩ(g)ϕ. Given Ω one can always

find a λ such that λ⊗ Ω is equivalent to a unitary representation.
If Ω is unitary the map Φ → ϕΦ is an isometry because

∫

ν(K×)

‖ϕΦ(a)‖2 d×a =

∫

K×

‖Ω(h) Φ(h)‖2|h|K d
×h =

∫

K

‖Φ(h)‖2 dh

if the measures are suitably normalized.

We want to extend some of these results to the case K = F ⊕ F . We regard the element of K
as defining a row vector so that K becomes a right module for M(2, F ). If Φ belongs to S(K) and g
belongs to GL(2, F ), we set

ρ(g) Φ(x) = Φ(xg).

Proposition 1.6 (i) If K = F ⊕ F then r can be extended to a representation r of GL(2, F ) such
that

r

((
a 0
0 1

))
Φ = ρ

((
a 0
0 1

))
Φ

for a in F×.

(ii) If Φ̃ is the partial Fourier transform

Φ̃(a, b) =

∫

F

Φ(a, y)ψF (by) dy

and the Haar measure dy is self-dual with repsect to ψF then

[r(g)Φ̃] = ρ(g)Φ̃

for all Φ in S(K) and all g in GF .

It is easy to prove part (ii) for g in SL(2, F ). In fact one has just to check it for the standard
generators and for these it is a consequence of the definitions of Proposition 1.3. The formula of part (ii)

therefore defines an extension of r to GL(2, F ) which is easily seen to satisfy the condition of part (i).

Let Ω be a quasi-character ofK×. Since K× = F× ×F× we may identify Ω with a pair (ω1, ω2)
of quasi-characters of F×. Then rΩ will be the representation defined by

rΩ(g) = |detg|
1/2
F ω1(detg)r(g).
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If x belongs to K× and ν(x) = 1 then x is of the form (t, t−1) with t in F×. If Φ belongs to S(K)
set

θ(Ω,Φ) =

∫

F×

Ω((t, t−1)) Φ((t, t−1)) d×t.

Since the integrand has compact support on F× the integral converges. We now associate to Φ the

function

WΦ(g) = θ(Ω, rΩ(g)Φ) (1.6.1)

on GL(2, F ) and the function

ϕΦ(a) = WΦ

((
a 0
0 1

))
(1.6.2)

on F×. We still have
ρ(g)WΦ = WrΩ(g)Φ.

If

BF =

{(
a x
0 1

)
| a ∈ F×, x ∈ F

}

and if the representations ξ of BF on the space of functions on F× is defined in the same manner as

the representation ξ of B+ then
ξ(b)ϕΦ = ϕrΩ(b)Φ

for b in BF . The applications Φ →WΦ and Φ → ϕΦ are no longer injective.

If µ0 is the quasi-character defined by

µ0(a) = Ω((a, a)) = ω1(a)ω2(a)

then

WΦ

((
a 0
0 a

)
g

)
= µ0(a)WΦ(g).

It is enough to verify this for g = e.

WΦ

((
a 0
0 a

))
= θ

(
Ω, rΩ

((
a 0
0 a

))
Φ

)

and (
a 0
0 a

)
=

(
a2 0
0 1

)(
a−1 0
0 a

)

so that

rΩ

((
a 0
0 a

))
Φ(x, y) = |a2|

1/2
F ω1(a

2)|a|
−1/2
K Φ(ax, a−1y).

Consequently

WΦ

((
a 0
0 a

))
=

∫

F×

ω1(a
2)ω1(x)ω

−1
2 (x)Φ(ax, a−1x−1) d×x

= ω1(a)ω2(a)

∫

F×

ω1(x)ω
−1
2 (x)Φ(x, x−1) d×x

which is the required result.
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Again we introduce in a purely formal manner the distribution

Z(Ω,Φ) = Z(ω1, ω2Φ) =

∫
Φ(x1, x2)ω1(x2)ω2(x2) d

×x2 d
×x2.

If µ is a quasi-character of F× and ϕ = ϕΦ we set

ϕ̂(µ) =

∫

F×

ϕ(α)µ(α) d×α.

The integral is

∫

F×

µ(α)θ

(
Ω, rΩ

((
α 0
0 1

))
Φ

)
d×α

=

∫

F×

µ(α)

{∫

F×

rΩ

((
α 0
0 1

))
Φ(x, x−1)ω1(x)ω

−1
2 (x) d×x

}
d×α

which in turn equals

∫

F×

µ(α)ω1(α)|α|
1/2
F

{∫

F×

Φ(αx, x−1)ω1(x)ω
−1
2 (x) d×x

}
d×α.

Writing this as a double integral and then changing variables we obtain

∫

F×

∫

F×

Φ(α, x)µω1(α)µω2(x)|αx|
1/2
F d×αd×x

so that

ϕ̂(µ) = Z
(
µω1α

1/2
F , µω2α

1/2
F ,Φ

)
. (1.6.3)

Let ϕ′ = ϕrΩ(w)Φ. Then

ϕ̂′(µ−1µ−1
0 ) = Z

(
µ−1ω−1

2 α
1/2
F , µ−1ω−1

1 α
1/2
F , rΩ(w)Φ

)

which equals ∫ ∫
Φ′(y, x)µ−1ω−1

2 (x)µ−1ω−1
1 (y)|xy|

1/2
F d×xd×y

so that
ϕ̂′(µ−1µ−1

0 ) = Z(µ−1ω−1
1 α

1/2
F , µ−1ω−1

2 α
1/2
F ,Φ′). (1.6.4)

Suppose µ = µ1α
s
F where µ1 is a fixed quasi-character and s is a complex number. We shall see that

the integral defining the right side of (1.6.3) converges for Re s sufficiently large and that the integral

defining the right side of (1.6.4) converges for Re s sufficiently small. Both can be analytically continued
to the whole complex plane as meromorphic functions and there is a meromorphic functionC(µ) which

is independent of Φ such that

Z(µω1α
1/2
F , µω2α

1/2
F ) = C(µ)Z(µ−1ω−1

1 α
1/2
F , µ−1ω−1

2 α
1/2
F ,Φ′).

Thus
ϕ̂(µ) = C(µ)ϕ̂′(µ−1µ−1

0 )

The analogy with the earlier results is quite clear.
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§2 Representations of GL(2, F ) in the non-archimedean case. In this and the next two paragraphs
the ground field F is a non- archimedean local field. We shall be interested in representations π of

GF = GL(2, F ) on a vector space V over C which satisfy the following condition.

(2.1) For every vector v in V the stabilizer of v in GF is an open subgroup of GF .

Those who are familiar with such things can verify that this is tantamount to demanding that the
map (g, v) → π(g)v of GF × V into V is continuous if V is given the trivial locally convex topology in

which every semi-norm is continuous. A representation ofGF satisfying (2.1) will be called admissible
if it also satisfies the following condition

(2.2) For every open subgroup G′ of GL(2, OF ) the space of vectors v in V stablizied by G′ is
finite-dimensional.

OF is the ring of integers of F .
Let HF be the space of functions on GF which are locally constant and compactly supported.

Let dg be that Haar measure on GF which assigns the measure 1 to GL(2, OF ). Every f in HF may be
identified with the measure f(g) dg. The convolution product

f1 ∗ f2(h) =

∫

GF

f1(g) f2(g
−1h) dg

turns HF into an algebra which we refer to as the Hecke algebra. Any locally constant function

on GL(2, OF ) may be extended to GF by being set equal to 0 outside of GL(2, OF ) and therefore
may be regarded as an element of HF . In particular if πi, 1 ≤ i ≤ r, is a family of inequivalent

finite-dimensional irreducible representations of GL(2, OF ) and

ξi(g) = dim(πi) trπi(g
−1)

for g in GL(2, OF ) we regard ξi as an element of HF . The function

ξ =
r∑

i=1

ξi

is an idempotent of HF . Such an idempotent will be called elementary.

Let π be a representation satisfying (2.1). If f belongs to HF and v belongs to V then f(g)π(g)v
takes on only finitely many values and the integral

∫

GF

f(g)π(g)v dg = π(f)v

may be defined as a finite sum. Alternatively we may give V the trivial locally convex topology and use
some abstract definition of the integral. The result will be the same and f → π(f) is the representation

of HF on V . If g belongs to GF then λ(g)f is the function whose value at h is f(g−1h). It is clear that

π(λ(g)f) = π(g)π(f).

Moreover



Chapter 1 13

(2.3) For every v in V there is an f in HF such that πf(v) = v.

In fact f can be taken to be a multiple of the characteristic function of some open and closed
neighborhood of the identity. If π is admissible the associated representation of HF satisfies

(2.4) For every elementary idempotent ξ of HF the operator π(ξ) has a finite-dimensional range.

We now verify that from a representation π of HF satisfying (2.3) we can construct a represen-

tation π of GF satisfying (2.1) such that

π(f) =

∫

GF

f(g)π(g) dg.

By (2.3) every vector v in V is of the form

v =

r∑

i=1

π(fi) vi

with vi in V and fi in HF . If we can show that

r∑

i=1

π(fi) vi = 0 (2.3.1)

implies that

w =
r∑

i=1

π
(
λ(g)fi

)
vi

is 0 we can define π(g)v to be
r∑

i=1

π
(
λ(g)fi

)
vi

π will clearly be a representation of GF satisfying (2.1).
Suppose that (2.3.1) is satisifed and choose f in HF so that π(f)w = w. Then

w =
r∑

i=1

π
(
f ∗ λ(g)fi

)
vi.

If ρ(g)f(h) = f(hg) then
f ∗ λ(g)fi = ρ(g−1)f ∗ fi

so that

w =
r∑

i=1

π
(
ρ(g−1)f ∗ fi

)
vi = π

(
ρ(g−1)f

)
{

r∑

i=1

π(fi)vi

}
= 0.

It is easy to see that the representation of GF satisfies (2.2) if the representation of HF satisfies
(2.4). A representation of HF satisfying (2.3) and (2.4) will be called admissible. There is a complete

correspondence between admissible representations of GF and of HF . For example a subspace is

invariant under GF if and only if it is invariant under HF and an operator commutes with the action
of GF if and only if it commutes with the action of HF .
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>From now on, unless the contrary is explicitly stated, an irreducible representation ofGF or HF

is to be assumed admissible. If π is irreducible and acts on the space V then any linear transformation

of V commuting with HF is a scalar. In fact if V is assumed, as it always will be, to be different
from 0 there is an elementary idempotent ξ such that π(ξ) 6= 0. Its range is a finite-dimensional space

invariant underA. Thus A has at least one eigenvector and is consequently a scalar. In particular there

is a homomorphism ω of F× into C such that

π

((
a 0
0 a

))
= ω(a)I

for all a in F×. By (2.1) the function ω is 1 near the identity and is therefore continuous. We shall

refer to a continuous homomorphism of a topological group into the multiplicative group of complex
numbers as a quasi-character.

If χ is a quasi-character of F× then g → χ(detg) is a quasi-character of GF . It determines a
one-dimensional representation of GF which is admissible. It will be convenient to use the letter χ to

denote this associated representation. If π is an admissible reprentation of GF on V then χ⊗ π will be
the reprenentation of GF on V defined by

(χ⊗ π)(g) = χ(detg)π(g).

It is admissible and irreducible if π is.
Let π be an admissible representation of GF on V and let V ∗ be the space of all linear forms on

V . We define a representation π∗ of HF on V ∗ by the relation

〈v, π∗(f)v∗〉 = 〈π(f̌)v, v∗〉

where f̌ν(g) = f(g−1). Since π∗ will not usually be admissible, we replace V ∗ by Ṽ = π∗(HF )V ∗.

The space Ṽ is invariant under HF . For each f in HF there is an elementary idempotent ξ such that

ξ∗f = f and therefore the restriction π̃ of π∗ to Ṽ satisfies (2.3). It is easily seen that if ξ is an elementary
idempotent so is ξ̌. To show that π̃ is admissible we have to verify that

Ṽ (ξ) = π̃(ξ)Ṽ = π∗(ξ)V ∗

is finite-dimensional. Let V (ξ̌) = π(ξ̌)V and let Vc =
(
1− π(ξ̌)

)
V . V is clearly the direct sum of V (ξ̌),

which is finite-dimensional, and Vc. Moreover Ṽ (ξ) is orthogonal to Vc because

〈v − π(ξ̌)v, π̃(ξ)ṽ〉 = 〈π(ξ̌)v − π(ξ̌)v, ṽ〉 = 0.

It follows immediately that Ṽ (ξ) is isomorphic to a subspace of the dual of V (ξ̌) and is therefore

finite-dimensional. It is in fact isomorphic to the dual of V (ξ̌) because if v∗ annihilates Vc then, for all
v in V ,

〈v, π∗(ξ)v∗〉 − 〈v, v∗〉 = −〈v − π(ξ̌)v, v∗〉 = 0

so that π∗(ξ)v∗ = v∗.

π̃ will be called the representation contragradient to π. It is easily seen that the natural map of

V into Ṽ ∗ is an isomorphism and that the image of this map is π̃∗(HF )Ṽ ∗ so that π may be identified
with the contragredient of π̃.

If V1 is an invariant subspace of V and V2 = V1 \V we may associate to π representations π1 and
π2 on V1 and V2. They are easily seen to be admissible. It is also clear that there is a natural embedding

of Ṽ2 in Ṽ . Moreover any element ṽ1 of Ṽ1 lies in Ṽ1(ξ) for some ξ and therefore is determined by its

effect on V1(ξ̌). It annihilates
(
I−π(ξ̌)

)
V1. There is certainly a linear function ṽ on V which annihilates(

I−π(ξ̌)
)
V and agrees with Ṽ1 on V1(ξ̌). ṽ is necessarily in Ṽ so that Ṽ1 may be identified with Ṽ2 \ Ṽ .

Since every representation is the contragredient of its contragredient we easily deduce the following
lemma.
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Lemma 2.5 (a). Suppose V1 is an invariant subspace of V . If Ṽ2 is the annihilator of V1 in Ṽ then

V1 is the annihilator of Ṽ2 in V .
(b) π is irreducible if and only if π̃ is.

Observe that for all g in GF

〈π(g)v, ṽ〉 = 〈v, π̃(g−1)ṽ〉.

If π is the one-dimensional representation associated to the quasi-character χ then π̃ = χ−1. Moreover
ifχ is a quasi-character and π any admissible representation then the contragredient ofχ⊗π is χ−1⊗ π̃.

Let V be a separable complete locally convex space and π a continuous representation of GF
on V . The space V0 = π(HF )V is invariant under GF and the restriction π0 of π to V0 satisfies (2.1).
Suppose that it also satisfies (2.2). Then if π is irreducible in the topological sense π0 is algebraically

irreducible. To see this take any two vectors v and w in V0 and choose an elementary idempotent ξ so
that π(ξ)v = v. v is in the closure of π(HF )w and therefore in the closure of π(HF )w ∩ π(ξ)V . Since,

by assumption, π(ξ)V is finite dimensional, v must actually lie in π(HF )w.

The equivalence class of π is not in general determined by that of π0. It is, however, when
π is unitary. To see this one has only to show that, up to a scalar factor, an irreducible admissible

representation admits at most one invariant hermitian form.

Lemma 2.6 Suppose π1 and π2 are irreducible admissible representations of GF on V1 and V2 re-
spectively. Suppose A(v1, v2) and B(v1, v2) are non-degenerate forms on V1 × V2 which are linear
in the first variable and either both linear or both conjugate linear in the second variable. Suppose
moreover that, for all g in GF

A
(
π1(g)v1, π2(g)v2

)
= A(v1, v2)

and
B
(
π1(g)v1, π2(g)v2

)
= B(v1, v2)

Then there is a complex scalar λ such that

B(v1, v2) = λA(v1, v2)

Define two mappings S and T of V2 into Ṽ1 by the relations

A(v1, v2) = 〈v1, Sv2〉

and
B(v1, v2) = 〈v1, T v2〉,

Since S and T are both linear or conjugate linear with kernel 0 they are both embeddings. Both take

V2 onto an invariant subspace of Ṽ1. Since Ṽ1 has no non-trivial invariant subspaces they are both

isomorphisms. Thus S−1T is a linear map of V2 which commutes with GF and is therefore a scalar λI .

The lemma follows.
An admissible representation will be called unitary if it admits an invariant positive definite

hermitian form.
We now begin in earnest the study of irreducible admissible representations of GF . The basic

ideas are due to Kirillov.
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Proposition 2.7. Let π be an irreducible admissible representation of GF on the vector space V .
(a) If V is finite-dimensional then V is one-dimensional and there is a quasi-character χ of F×

such that
π(g) = χ(detg)

(b) If V is infinite dimensional there is no nonzero vector invariant by all the matrices
(

1
0
x
1

)
,

x ∈ F .

If π is finite-dimensional its kernel H is an open subgroup. In particular there is a positive
number ǫ such that (

1 x
0 1

)

belongs to H if |x| < ǫ. If x is any element of F there is an a in F× such that |ax| < ǫ. Since

(
a−1 0
0 a

)(
1 ax
0 1

)(
a 0
0 1

)
=

(
1 x
0 1

)

the matrix (
1 x
0 1

)

belongs to H for all x in F . For similar reasons the matrices

(
1 0
y 1

)

do also. Since the matrices generate SL(2, F ) the group H contains SL(2, F ). Thus π(g1)π(g2) =
π(g2)π(g1) for all g1 and g2 in GF . Consequently each π(g) is a scalar matrix and π(g) is one-
dimensional. In fact

π(g) = χ(detg)I

where χ is a homorphism of F× into C×. To see that χ is continuous we need only observe that

π

((
a 0
0 1

))
= χ(a)I.

Suppose V contains a nonzero vector v fixed by all the operators

π

((
1 x
0 1

))
.

LetH be the stabilizer of the space Cv. To prove the second part of the proposition we need only verify

that H is of finite index in GF . Since it contains the scalar matrices and an open subgroup ofGF it will

be enough to show that it contains SL(2, F ). In fact we shall show that H0, the stabilizer of v, contains
SL(2, F ). H0 is open and therefore contains a matrix

(
a b
c d

)
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with c 6= 0. It also contains
(

1 −ac−1

0 1

)(
a b
c d

)(
1 −dc−1

0 1

)
=

(
0 b0
c 0

)
= w0.

If x = b0
c
y then (

1 0
y 1

)
= w0

(
1 x
0 1

)
w−1

0

also belongs to H0. As before we see that H0 contains SL(2, F ).
Because of this lemma we can confine our attention to infinite-dimensional representations. Let

ψ = ψF be a nontrivial additive character of F . Let BF be the group of matrices of the form

b =

(
a x
0 1

)

with a in F× and x in F . If X is a complex vector space we define a representation ξψ of BF on the

space of all functions of F× with values in X by setting
(
ξψ(b)ϕ

)
(α) = ψ(αx)ϕ(αa).

ξψ leaves the invariant space S(F×,X) of locally constant compactly supported functions. ξψ is

continuous with respect to the trivial topology on S(F×,X).

Proposition 2.8. Let π be an infinite dimensional irreducible representation of GF on the space V .
Let p = pF be the maximal ideal in the ring of integers of F , and let V ′ be the set of all vectors v
in V such that ∫

p−n

ψF (−x)π

((
1 x
0 1

))
v dx = 0

for some integer n. Then
(i) The set V ′ is a subspace of V .
(ii) Let X = V ′ \ V and let A be the natural map of V onto X. If v belongs to V let ϕv be the

function defined by

ϕv(a) = A

(
π

((
a 0
0 1

))
v

)
.

The map v → ϕv is an injection of V into the space of locally constant functions on F× with
value in X.

(iii) If b belongs to BF and v belongs to V then

ϕπ(b)v = ξψ(b)ϕv.

If m ≥ n so that p−m contains p−n then
∫

p−m

ψ(−x)π

((
1 x
0 1

))
v dx

is equal to
∑

y∈p−m/p−n

ψ(−y)π

((
1 y
0 1

))∫

p−n

ψ(−x)π

((
1 x
0 1

))
v dx.

Thus if the integral of the lemma vanishes for some integer n it vanishes for all larger integers. The

first assertion of the proposition follows immediately.
To prove the second we shall use the following lemma.
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Lemma 2.8.1 Let p−m be the largest ideal on which ψ is trivial and let f be a locally constant function
on p−ℓ with values in some finite dimensional complex vector space. For any integer n ≤ ℓ the
following two conditions are equivalent

(i) f is constant on the cosets of p−n in p−ℓ

(ii) The integral ∫

p−ℓ

ψ(−ax) f(x) dx

is zero for all a outside of p−m+n.

Assume (i) and let a be an element of F× which is not in p−m+n. Then x → ψ(−ax) is a

non-trivial character of p−n and

∫

p−ℓ

ψ(−ax) f(x) dx =
∑

y∈p−ℓ/p−n

ψ(−ay)

{∫

p−n

ψ(−ax) dx

}
f(y) = 0.

f may be regarded as a locally constant function on F with support in p−ℓ. Assuming (ii) is

tantamount to assuming that the Fourier transform F ′ of f has its support in p−m+n. By the Fourier
inversion formula

f(x) =

∫

p−m+n

ψ(−xy) f ′(y) dy.

If y belongs to p−m+n the function x → ψ(−xy) is constant on cosets of p−n. It follows immediately

that the second condition of the lemma implies the first.
To prove the second assertion of the proposition we show that if ϕv vanishes identically then v

is fixed by the operator π
((

1
0
x
1

))
for all x in F and then appeal to Proposition 2.7.

Take

f(x) = π

((
1 x
0 1

))
v.

The restriction of f to an ideal in F takes values in a finite-dimensional subspace of V . To show that
f is constant on the cosets of some ideal p−n it is enough to show that its restriction to some ideal p−ℓ

containing p−n has this property.
By assumption there exists an n0 such that f is constant on the cosets of p−n0 . We shall now

show that if f is constant on the cosets of p−n+1 it is also constant on the cosets of p−n. Take any ideal

p−ℓ containing p−n. By the previous lemma

∫

p−ℓ

ψ(−ax) f(x) dx = 0

if a is not in p−m+n−1. We have to show that the integral on the left vanishes if a is a generator of
p−m+n−1.

If UF is the group of units of OF the ring of integers of F there is an open subgroup U1 of UF
such that

π

((
b 0
0 1

))
v = v

for b in U1. For such b

π

((
b 0
0 1

))

p−ℓ

ψ(−ax) f(x) dx =

∫

p−ℓ

ψ(−ax)π

((
b 0
0 1

))
π

((
1 x
0 1

))
v dx
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is equal to
∫

p−ℓ

ψ(−ax)π

((
1 bx
0 1

))
π

((
b 0
0 1

))
v dx =

∫

p−ℓ

ψ
(
−
a

b
x
)
f(x) dx.

Thus it will be enough to show that for some sufficiently large ℓ the integral vanishes when a is taken
to be one of a fixed set of representatives of the cosets of U1 in the set of generators of p−m+n−1. Since

there are only finitely many such cosets it is enough to show that for each a there is at least one ℓ for
which the integral vanishes.

By assumption there is an ideal a(a) such that
∫

a(a)

ψ(−x)π

((
1 x
0 1

)(
a 0
0 1

))
v dx = 0

But this integral equals

|a|π

((
a 0
0 1

))∫

a−1a(a)

ψ(−ax)π

((
1 x
0 1

))
v dx

so that ℓ = ℓ(a) could be chosen to make

p−ℓ = a−1a(a).

To prove the third assertion we verify that

A

(
π

((
1 y
0 1

))
v

)
= ψ(y)A(v) (2.8.2)

for all v in V and all y in F . The third assertion follows from this by inspection. We have to show that

π

((
1 y
0 1

))
v − ψ(y)v

is in V ′ or that, for some n,
∫

p−n

ψ(−x)π

((
1 x
0 1

))
π

((
1 y
0 1

))
v dx−

∫

p−n

ψ(−x)ψ(y)π

((
1 x
0 1

))
v dx

is zero. The expression equals
∫

p−n

ψ(−x)π

((
1 x+ y
0 1

))
v dx−

∫

p−n

ψ(−x+ y)π

((
1 x
0 1

))
v dx.

If p−n contains y we may change the variables in the first integral to see that it equals the second.

It will be convenient now to identify v with ϕv so that V becomes a space of functions on F×

with values in X . The map A is replaced by the map ϕ→ ϕ(1). The representation π now satisfies

π(b)ϕ = ξψ(b)ϕ

if b is in BF . There is a quasi-character ω0 of F× such that

π

((
a 0
0 a

))
= ω0(a) I.

If

w =

((
0 1
−1 0

))

the representation is determined by ω0 and π(w).
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Proposition 2.9 (i) The space V contains

V0 = S(F×,X)

(ii) The space V is spanned by V0 and π(w)V0.

For every ϕ in V there is a positive integer n such that

π

((
a x
0 1

))
ϕ = ϕ

if x and a − 1 belong to pn. In particular ϕ(αa) = ϕ(a) if α belongs to F× and a − 1 belongs to pn.

The relation
ψ(αx)ϕ(α) = ϕ(α)

for all x in pn implies that ϕ(α) = 0 if the restriction of ψ to αpn is not trivial. Let p−m be the largest
ideal on which ψ is trivial. Then ϕ(α) = 0 unless |α| ≤ |̟|−m−n if ̟ is a generator of p.

Let V0 be the space of all ̟ in V such that, for some integer ℓ depending on ϕ, ϕ(α) = 0 unless

|α| > |̟|ℓ. To prove (i) we have to show that V0 = S(F×,X). It is at least clear that S(F×,X) contains
V0. Moreover for every ϕ in V and every x in F the difference

ϕ′ = ϕ− π

((
1 x
0 1

))
ϕ

is in V0. To see this observe that

ϕ′(α) =
(
1 − ψ(αx)

)
ϕ(α)

is identically zero for x = 0 and otherwise vanishes at least on x−1p−m. Since there is no function in

V invariant under all the operators

π

((
1 x
0 1

))

the space V0 is not 0.

Before continuing with the proof of the proposition we verify a lemma we shall need.

Lemma 2.9.1 The representation ξψ of BF in the space S(F×) of locally constant, compactly sup-
ported, complex-valued functions on F× is irreducible.

For every character µ of UF let ϕµ be the function on F× which equals µ on UF and vanishes off

UF . Since these functions and their translates span S(F×) it will be enough to show that any non-trivial

invariant subspace contains all of them. Such a space must certainly contain some non-zero function ϕ
which satisfies, for some character ν of UF , the relation

ϕ(aǫ) = ν(ǫ)ϕ(a)

for all a in F× and all ǫ in UF . Replacing ϕ by a translate if necessary we may assume that ϕ(1) 6= 0.

We are going to show that the space contains ϕµ if µ is different from ν. Since UF has at least two

characters we can then replace ϕ by some ϕµ with µ different from ν, and replace ν by µ and µ by ν to
see it also contains ϕν .
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Set

ϕ′ =

∫

UF

µ−1(ǫ)ξψ

((
ǫ 0
0 1

))
ξψ

((
1 x
0 1

))
ϕdǫ

where x is still to be determined. µ is to be different form ν. ϕ′ belongs to the invariant subspace and

ϕ′(aǫ) = µ(ǫ)ϕ′(a)

for all a in F× and all ǫ in UF . We have

ϕ′(a) = ϕ(a)

∫

UF

µ−1(ǫ)ν(ǫ)ψ(axǫ) dǫ

The character µ−1ν has a conductor pn with n positive. Take x to be of order −n −m. The integral,

which can be rewritten as a Gaussian sum, is then, as is well-known, zero if a is not in UF but different
from zero if a is in UF . Since ϕ(1) is not zero ϕ′ must be a nonzero multiple of ϕµ.

To prove the first assertion of the proposition we need only verify that if u belongs to X then V0

contains all functions of the form α → η(α)u with η in S(F×). There is a ϕ in V such that ϕ(1) = u.

Take x such that ψ(x) 6= 1. Then

ϕ′ = ϕ− π

((
1 x
0 1

))
ϕ

is in V0 and ϕ′(1) =
(
1 − ψ(x)

)
u. Consequently every u is of the form ϕ(1) for some ϕ in V0.

If µ is a character of UF let V0(µ) be the space of functions ϕ in V0 satisfying

ϕ(aǫ) = µ(ǫ)ϕ(a)

for all a in F× and all ǫ inUF . V0 is clearly the direct sum of the space V0(µ). In particular every vector

u in X can be written as a finite sum

u =
∑

ϕi(1)

where ϕi belongs to some V0(µi).
If we make use of the lemma we need only show that if u can be written as u = ϕ(1) where ϕ is

in V0(ν) for some ν then there is at least one function in V0 of the form α→ η(α)uwhere η is a nonzero

function in S(F×). Choose µ different from ν and let pn be the conductor of µ−1ν. We again consider

ϕ′ =

∫

UF

µ−1(ǫ)ξψ

((
ǫ 0
0 1

)(
1 x
0 1

))
ϕdǫ

where x is of order −n−m. Then

ϕ′(a) = ϕ(a)

∫

UF

µ−1(ǫ)ν(ǫ)ψF (axǫ) dǫ

The properties of Gaussian sums used before show that ϕ′ is a function of the required kind.

The second part of the proposition is easier to verify. Let PF be the group of upper-triangular
matrices in GF . Since V0 is invariant under PF and V is irreducible under GF the space V is spanned

by V0 and the vectors

ϕ′ = π

((
1 x
0 1

))
π(w)ϕ
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with ϕ in V0. But
ϕ′ = {ϕ′ − π(w)ϕ} + π(w)ϕ

and as we saw, ϕ′ − π(w)ϕ is in V0. The proposition is proved.
To study the effect of w we introduce a formal Mellin transform. Let ̟ be a generator of p. If ϕ

is a locally constant function on F× with values inX then for every integer n the function ǫ→ ϕ(ǫ̟n)
on UF takes its values in a finite-dimensional subspace of X so that the integral

∫

UF

ϕ(ǫ̟n)ν(ǫ) = ϕ̂n(ν)

is defined. In this integral we take the total measure of UF to be 1. It is a vector in X . ϕ̂(ν, t) will be

the Formal Laurent series ∑

t

tnϕ̂n(ν)

If ϕ is in V the series has only a finite number of terms with negative exponent. Moreover the series

ϕ̂(ν, t) is different from zero for only finitely many ν. If ϕ belongs to V0 these series have only finitely
many terms. It is clear that if ϕ is locally constant and all the formal series ϕ̂(ν, t) vanish then ϕ = 0.

Suppose ϕ takes values in a finite-dimensional subspace of X , ω is a quasi-character of F×, and
the integral ∫

F×

ω(a)ϕ(a) d×a (2.10.1)

is absolutely convergent. If ω′ is the restriction of ω to UF this integral equals

∑

n

zn
∫

UF

ϕ(̟nǫ)ω′(ǫ) dǫ =
∑

n

zn ϕ̂n(ω
′)

if z = ω(̟). Consequently the formal series ϕ̂(ω′, t) converges absolutely for t = z and the sum is
equal to (2.10.1). We shall see that X is one dimensional and that there is a constant c0 = c0(ϕ) such

that if |ω(̟)| = |̟|c with c > c0 then the integral (2.10.1) is absolutely convergent. Consequently all
the series ϕ̂(ν, t) have positive radii of convergence.

Ifψ = ψF is a given non-trivial additive character ofF , µ any character ofUF , and x any element

of F we set

η(µ, x) =

∫

UF

µ(ǫ)ψ(ǫx) dǫ

The integral is taken with respect to the normalized Haar measure onUF . If g belongs toGF , ϕ belongs
to V , and ϕ′ = π(g)ϕ we shall set

π(g) ϕ̂(ν, t) = ϕ̂′(ν, t).

Proposition 2.10 (i) If δ belongs to UF and ℓ belongs to Z then

π

((
δ̟ℓ 0
0 1

))
ϕ̂(ν, t) = t−ℓν−1(δ) ϕ̂(ν, t)

(ii) If x belongs to F then

π

((
1 x
0 1

))
ϕ̂(ν, t) =

∑

n

tn

{
∑

µ

η(µ−1ν,̟nx)ϕ̂n(µ)

}



Chapter 1 23

where the inner sum is taken over all characters of UF
(iii) Let ω0 be the quasi-character defined by

π

((
a 0
0 a

))
= ω0(a) I

for a in F×. Let ν0 be its restriction to UF and let z0 = ω0(̟). For each character ν of UF
there is a formal series C(ν, t) with coefficients in the space of linear operators on X such
that for every ϕ in V0

π

((
0 1
−1 0

))
ϕ̂(ν, t) = C(ν, t) ϕ̂(ν−1ν−1

0 , t−1z−1
0 ).

Set

ϕ′ = π

((
δ̟ℓ 0
0 1

))
ϕ.

Then

ϕ̂′(ν, t) =
∑

n

tn
∫

UF

ν(ǫ)ϕ(̟n+ℓ δǫ) dǫ.

Changing variables in the integration and in the summation we obtain the first formula of the propo-
sition.

Now set

ϕ′ = π

((
1 x
0 1

))
ϕ.

Then

ϕ̂′(ν, t) =
∑

n

tn
∫

UF

ψ(̟nǫx) ν(ǫ)ϕ(̟nǫ) dǫ.

By Fourier inversion

ϕ(̟nǫ) =
∑

µ

ϕ̂n(µ)µ−1(ǫ).

The sum on the right is in reality finite. Substituting we obtain

ϕ̂′(ν, t) =
∑

n

tn

{
∑

µ

∫

UF

µ−1ν(ǫ)ψ(ǫ̟nx) dǫ ϕ̂n(µ)

}

as asserted.

Suppose ν is a character of UF and ϕ in V0 is such that ϕ̂(µ, t) = 0 unless µ = ν−1ν−1
0 . This

means that

ϕ(aǫ) ≡ νν0(ǫ)ϕ(a)

or that

π

((
ǫ 0
0 1

))
ϕ = νν0(ǫ)ϕ
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for all ǫ in UF . If ϕ′ = π(w)ϕ then

π

((
ǫ 0
0 1

))
ϕ′ = π

((
ǫ 0
0 1

))
π(w)ϕ = π(w)π

((
1 0
0 ǫ

))
ϕ.

Since ((
1 0
0 ǫ

))
=

((
ǫ 0
0 ǫ

))((
ǫ−1 0
0 1

))

the expression on the right is equal to

ν−1(ǫ)π(w)ϕ = ν−1(ǫ)ϕ′,

so that ϕ̂′(µ, t) = 0 unless µ = ν.

Now take a vector u in X and a character ν of UF and let ϕ be the function in V0 which is zero

outside of UF and on UF is given by
ϕ(ǫ) = ν(ǫ) ν0(ǫ)u. (2.10.2)

If ϕ′ = π(w)ϕ then ϕ̂′
n is a function of n, ν, and u which depends linearly on u and we may write

ϕ̂′
n(ν) = Cn(ν)u

where Cn(ν) is a linear operator on X .
We introduce the formal series

C(ν, t) =
∑

tnCn(ν).

We have now to verify the third formula of the proposition. Since ϕ is in V0 the product on the right

is defined. Since both sides are linear in ϕ we need only verify it for a set of generators of V0. This

set can be taken to be the functions defined by (2.10.2) together with their translates of power ̟. For
functions of the form (2.10.2) the formula is valid because of the way the various series C(ν, t) were

defined. Thus all we have to do is show that if the formula is valid for a given function ϕ it remains
valid when ϕ is replaced by

π

((
̟ℓ 0
0 1

))
ϕ.

By part (i) the right side is replaced by

zℓ0t
ℓC(ν, t) ϕ̃(ν−1ν−1

0 , t−1z−1
0 ).

Since

π(w)π

((
̟ℓ 0
0 1

))
ϕ = π

((
1 0
0 ̟ℓ

))
π(w)ϕ

and π(w)ϕ̂(ν, t) is known we can use part (i) and the relation
(

1 0
0 ̟ℓ

)
=

(
̟ℓ 0
0 ̟ℓ

)(
̟−ℓ 0

0 1

)

to see that the left side is replaced by

zℓ0t
ℓπ(w)ϕ̂(ν, t) = zℓ0t

ℓC(ν, t)ϕ̂(ν−1ν−1
0 , t−1z−1

0 ).

For a given u in X and a given character ν of UF there must exist a ϕ in V such that

ϕ̂(ν, t) =
∑

tnCn(ν)u

Consequently there is an n0 such that Cn(ν)u = 0 for n < n0. Of course n0 may depend on u and

ν. This observation together with standard properties of Gaussian sums shows that the infinite sums

occurring in the following proposition are meaningful, for when each term is multiplied on the right
by a fixed vector in X all but finitely many disappear.
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Proposition 2.11 Let p−ℓ be the largest ideal on which ψ is trivial.
(i) Let ν and ρ be two characters of UF such that νρν0 is not 1. Let pm be its conductor. Then

∑

σ

η(σ−1ν,̟n)η(σ−1ρ,̟p)Cp+n(σ)

is equal to
η(ν−1ρ−1ν−1

0 ,̟−m−ℓ)zm+ℓ
0 νρν0(−1)Cn−m−ℓ(ν)Cp−m−ℓ(ρ)

for all integers n and p.
(ii) Let ν be any character of UF and let ν̃ = ν−1ν−1

0 . Then

∑

σ

η(σ−1ν,̟n)η(σ−1ν̃,̟p)Cp+n(σ)

is equal to

zp0ν0(−1)δn,p + (|̟| − 1)−1zℓ+1
0 Cn−1−ℓ(ν)Cp−1−ℓ(ν̃) −

−∞∑

−2−ℓ

z−rCn+r(ν)Cp+r(ν̃)

for all integers n and p.

The left hand sums are taken over all characters σ of UF and δn,p is Kronecker’s delta. The
relation (

0 1
−1 0

)(
1 1
0 1

)(
0 1
−1 0

)
= −

(
1 −1
0 1

)(
0 1
−1 0

)(
1 −1
0 1

)

implies that

π(w)π

((
1 1
0 1

))
π(w)ϕ = ν0(−1)π

((
1 −1
0 1

))
π(w)π

((
1 −1
0 1

))
ϕ

for all ϕ in V0. Since π(w)ϕ is not necessarily in V0 we write this relation as

π(w)

{
π

((
1 1
0 1

))
π(w)ϕ− π(w)ϕ

}
+ π2(w)ϕ = ν0(−1)π

((
1 −1
0 1

))
π(w)π

((
1 −1
0 1

))
ϕ.

The term π2(w)ϕ is equal to ν0(−1)ϕ.

We compute the Mellin transforms of both sides

π

((
1 −1
0 1

))
ϕ̂(ν, t) =

∑

n

tn

{
∑

ρ

η(ρ−1ν,−̟n)ϕ̂n(ρ)

}

and

π(w)π

((
1 −1
0 1

))
ϕ̂(ν, t) =

∑

n

tn
∑

p,ρ

η(ρ−1ν−1ν−1
0 ,−̟p)z−P0 Cp+n(ν)ϕ̂p(ρ)

so that the Mellin transform of the right side is

ν0(−1)
∑

n

tn
∑

p,ρ,σ

η(σ−1ν,−̟n)η(ρ−1σ−1ν−1
0 ,−̟p)z−p0 Cp+n(σ)ϕ̂p(ρ). (2.11.1)
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On the other hand
π(w)ϕ̂(ν, t) =

∑

n

tn
∑

p

z−p0 Cp+n(ν)ϕ̂p(ν
−1ν−1

0 )

and

π

((
1 1
0 1

))
π(w)ϕ̂(ν, t) =

∑

n

tn
∑

p,ρ

z−p0 η(ρ−1ν,̟n)Cp+n(ρ)ϕ̂p(ρ
−1ν−1

0 )

so that

π

((
1 1
0 1

))
π(w)ϕ̂(ν, t) − π(w)ϕ̂(ν, t)

is equal to ∑

n

tn
∑

p,ρ

z−p0 [η(ρνν0,̟
n) − δ(ρνν0)]Cp+n(ρ

−1ν−1
0 )ϕ̂p(ρ).

Here δ(ρνν0) is 1 if ρνν0 is the trivial character and 0 otherwise. The Mellin transform of the left hand
side is therefore
∑

tn
∑

p,r,ρ

z−p−r0 [η(ρν−1,̟r)−δ(ρν−1)]Cn+r(ν)Cp+r(ρ
−1ν−1

0 )ϕ̂p(ρ)+ν0(−1)
∑

tnϕ̂n(ν). (2.11.2)

The coefficient of tnϕ̂p(ρ) in (2.11.1) is

ν0(−1)
∑

σ

η(σ−1ν,−̟n) η(ρ−1σ−1ν−1
0 ,−̟p)z−1

0 Cp+n(σ) (2.11.3)

and in (2.11.2) it is
∑

r

[η(ρν−1,̟r) − δ(ρν−1)]z−p−r0 Cn+r(ν)Cp+r(ρ
−1ν−1

0 ) + ν0(−1)δn,ρδ(ρν
−1)I (2.11.4)

These two expressions are equal for all choice of n, p, ρ, and ν.

If ρ 6= ν and the conductor of νρ−1 is pm the gaussian sum η(ρν−1,̟r) is zero unless r = −m−ℓ.
Thus (2.11.4) reduces to

η(ρν−1,̟−m−ℓ)z−p−m−ℓ
0 Cn−m−ℓ(ν)Cp−m−ℓ(ρ

−1ν−1
0 ).

Since

η(µ,−x) = µ(−1) η(µ, x)

the expression (2.11.3) is equal to

ρ−1ν(−1)
∑

σ

η(σ−1ν,̟n) η(ρ−1σ−1ν−1
0 ̟p)z−p0 Cp+n(σ).

Replacing ρ by ρ−1ν−1
0 we obtain the first part of the proposition.

If ρ = ν then δ(ρν−1) = 1. Moreover, as is well-known and easily verified, η(ρν−1,̟r) = 1 if

r ≥ −ℓ,
η(ρν−1,̟−ℓ−1) = |̟|(|̟| − 1)−1

and η(ρν−1,̟r) = 0 if r ≤ −ℓ− 2. Thus (2.11.4) is equal to

ν0(−1)δn,pI+(|̟|−1)−1z−p+ℓ+1
0 Cn−ℓ−1(ν)Cn−ℓ−1(ν

−1ν−1
0 )−

−∞∑

r=−ℓ−2

z−p−r0 Cn+r(ν)Cn+r(ν
−1ν−1

0 ).

The second part of the proposition follows.
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Proposition(2.12) (i) For every n, p, ν and ρ

Cn(ν)Cp(ρ) = Cp(ρ)Cn(ν)

(ii) There is no non-trivial subspace of X invariant under all the operators Cn(ν).
(iii) The space X is one-dimensional.

Suppose ρνν0 6= 1. The left side of the first identity in the previous proposition is symmetric in

the two pairs (n, ν) and (p, ρ). Since (η−1ρ−1ν−1
0 ,̟−m−ℓ) is not zero we conclude that

Cn−m−ℓ(ν)Cp−m−ℓ(ρ) = Cp−m−ℓ(ρ)Cn−m−ℓ(ν)

for all choices of n and p. The first part of the proposition is therefore valid in ρ 6= ν̃.

Now suppose ρ = ν̃. We are going to that if (p, n) is a given pair of integers and u belongs to X
then

Cn+r(ν)Cp+r(ν̃)u = Cp+r(ν̃)Cn+r(ν)u

for all r in Z. If r ≪ 0 both sides are 0 and the relation is valid so the proof can proceed by induction

on r. For the induction one uses the second relation of Proposition 2.11 in the same way as the first was
used above.

Suppose X1 is a non-trivial subspace of X invariant under all the operators Cn(ν). Let V1 be
the space of all functions in V0 which take values in X1 and let V ′

1 be the invariant subspace generated

by V1. We shall show that all functions in V ′
1 take values in X1 so that V ′

1 is a non-trivial invariant

subspace of V . This will be a contradiction. If ϕ in V takes value inX1 and g belongs to PF then π(g)ϕ
also takes values in X1. Therefore all we need to do is show that if ϕ is in V1 then π(w)ϕ takes values

in X1. This follows immediately from the assumption and Proposition 2.10.
To prove (iii) we show that the operators Cn(ν) are all scalar multiples of the identity. Because

of (i) we need only show that every linear transformation of X which commutes with all the operators

Cn(ν) is a scalar. Suppose T is such an operator. If ϕ belongs to V let Tϕ be the function from F× to
X defined by

Tϕ(a) = T
(
ϕ(a)

)
.

Observe that Tϕ is still in V . This is clear if ϕ belongs to V0 and if ϕ = π(w)ϕ0 we see on examining

the Mellin transforms of both sides that

Tϕ = π(w)Tϕ0.

Since V = V0 +π(w)V0 the observation follows. T therefore defines a linear transformation of V which

clearly commutes with the action of any g in PF . If we can show that it commutes with the action of w
it will follow that it and, therefore, the original operator on X are scalars. We have to verify that

π(w)Tϕ = Tπ(w)ϕ

at least for ϕ on V0 and for ϕ = π(w)ϕ0 with ϕ0 in V0. We have already seen that the identity holds for
ϕ in V0. Thus if ϕ = π(w)ϕ0 the left side is

π(w)Tπ(w)ϕ0 = π2(w)Tϕ0 = ν0(−1)Tϕ0

and the right side is
Tπ2(w)ϕ0 = ν0(−1)Tϕ0.

Because of this proposition we can identifyX with C and regard the operatorsCn(ν) as complex
numbers. For each r the formal Laurent series C(ν, t) has only finitely many negative terms. We now

want to show that the realization of π on a space of functions on F× is, when certain simple conditions

are imposed, unique so that the series C(ν, t) are determined by the class of π and that conversely the
series C(ν, t) determine the class of π.
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Theorem 2.13 Suppose an equivalence class of infinite-dimensional irreducible admissible represen-
tations of GF is given. Then there exists exactly one space V of complex-valued functions on F×

and exactly one representation π of GF on V which is in this class and which is such that

π(b)ϕ = ξψ(b)ϕ

if b is in BF and ϕ is in V .

We have proved the existence of one such V and π. SupposeV ′ is another such space of functions

and π′ a representation of GF on V ′ which is equivalent to π. We suppose of course that

π′(b)ϕ = ξψ(b)ϕ

if b is in BF and ϕ is in V ′. Let A be an isomorphism of V with V ′ such that Aπ(g) = π′(g)A for all g.

Let L be the linear functional
L(ϕ) = Aϕ(1)

on V . Then

L

(
π

((
a 0
0 1

))
ϕ

)
= Aϕ(a)

so that A is determined by L. If we could prove the existence of a scalar λ such that L(ϕ) = λϕ(1) it
would follow that

Aϕ(a) = λϕ(a)

for all a such that Aϕ = λϕ. This equality of course implies the theorem.

Observe that

L

(
π

((
1 x
0 1

))
ϕ

)
= π′

((
1 x
0 1

))
Aϕ(1) = ψ(x)L(ϕ). (2.13.1)

Thus we need the following lemma.

Lemma 2.13.2 If L is a linear functional on V satisfying (2.13.1) there is a scalar λ such that

L(ϕ) = λϕ(1).

This is a consequence of a slightly different lemma.

Lemma 2.13.3 Suppose L is a linear functional on the space S(F×) of locally constant compactly
supported functions on F× such that

L

(
ξψ

((
1 x
0 1

))
ϕ

)
= ψ(x)L(ϕ)

for all ϕ in S(F×) and all x in F . Then there is a scalar λ such that L(ϕ) = λϕ(1).

Suppose for a moment that the second lemma is true. Then given a linear functional L on V
satisfying (2.13.1) there is a λ such that L(ϕ) = λϕ(1) for all ϕ in V0 = S(F×). Take x in F such that

ψ(x) 6= 1 and ϕ in V . Then

L(ϕ) = L

(
ϕ− π

((
1 x
0 1

))
ϕ

)
+ L

(
π

((
1 x
0 1

))
ϕ

)
.
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Since

ϕ− π

((
1 x
0 1

))
ϕ

is in V0 the right side is equal to

λϕ(1) − λψ(x)ϕ(1) + ψ(x)L(ϕ)

so that (
1 − ψ(x)

)
L(ϕ) = λ

(
1 − ψ(x)

)
ϕ(1)

which implies that L(ϕ) = λϕ(1).
To prove the second lemma we have only to show that ϕ(1) = 0 implies L(ϕ) = 0. If we set

ϕ(0) = 0 then ϕ becomes a locally constant function with compact support in F . Let ϕ′ be its Fourier
transform so that

ϕ(a) =

∫

F

ψ(ba)ϕ′(−b) db.

Let Ω be an open compact subset of F× containing 1 and the support of ϕ. There is an ideal a in F
so that for all a in Ω the function ϕ′(−b)ψ(ba) is constant on the cosets of a in F . Choose an ideal b

containing a and the support of ϕ′. If S is a set of representatives of b/a and if c is the measure of a

then

ϕ(a) = c
∑

b∈S

ψ(ba)ϕ′(−b).

If ϕ0 is the characteristic function of Ω this relation may be written

ϕ =
∑

b∈S

λbξψ

((
1 b
0 1

))
ϕ0

with λb = cϕ′(−b). If ϕ(1) = 0 then ∑

b∈S

λbψ(b) = 0

so that

ϕ =
∑

λb

{
ξψ

((
1 b
0 1

))
ϕ0 − ψ(b)ϕ0

}

It is clear that L(ϕ) = 0.
The representation of the theorem will be called the Kirillov model. There is another model

which will be used extensively. It is called the Whittaker model. Its properties are described in the next

theorem.
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Theorem 2.14 (i) For any ϕ in V set

Wϕ(g) =
(
π(g)ϕ

)
(1)

so that Wϕ is a function in GF . Let W (π,ψ) be the space of such functions. The map ϕ→Wϕ is
an isomorphism of V with W (π,ψ). Moreover

Wπ(g)ϕ = ρ(g)Wϕ

(ii) Let W (ψ) be the space of all functions W on GF such that

W

((
1 x
0 1

))
g = ψ(x)W (g)

for all x in F and g in G. Then W (π,ψ) is contained in W (ψ) and is the only invariant
subspace which transforms according to π under right translations.

Since

Wϕ

((
a 0
0 1

))
=

(
π

((
a 0
0 1

))
ϕ

)
(1) = ϕ(a)

the function Wϕ is 0 only if ϕ is. Since

ρ(g)W (h) = W (hg)

the relation
Wπ(g)ϕ = ρ(g)Wϕ

is clear. Then W (π,ψ) is invariant under right translation and transforms according to π.

Since

Wϕ

((
1 x
0 1

)
g

)
=

(
π

((
1 x
0 1

))
π(g)ϕ

)
(1) = ψ(x){π(g)ϕ(1)}

the space W (π,ψ) is contained in W (ψ). Suppose W is an invariant subspace of W (ψ) which trans-

forms according to π. There is an isomorphism A of V with W such that

A
(
π(g)ϕ

)
= ρ(g)(Aϕ).

Let

L(ϕ) = Aϕ(1).

Since

L
(
π(g)ϕ

)
= Aπ(g)ϕ(1) = ρ(g)Aϕ(1) = Aϕ(g)

the map A is determined by L. Also

L

(
π

((
1 x
0 1

))
ϕ

)
= Aϕ

((
1 x
0 1

))
= ψ(x)Aϕ(1) = ψ(x)L(ϕ)

so that by Lemma 2.13.2 there is a scalar λ such that

L(ϕ) = λϕ(1).
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Consequently Aϕ = λWϕ and W = W (π,ψ).
The realization of π on W (π,ψ) will be called the Whittaker model. Observe that the repre-

sentation of GF on W (ψ) contains no irreducible finite-dimensional representations. In fact any such
representation is of the form

π(g) = χ(detg).

If π were contained in the representation on W (ψ) there would be a nonzero function W on GF such

that

W

((
1 x
0 1

)
g

)
= ψ(x)χ(detg)W (e)

In particular taking g = e we find that

W

((
1 x
0 1

))
= ψ(x)W (e)

However it is also clear that

W

((
1 x
0 1

))
= χ

(
det

(
1 x
0 1

))
W (e) = W (e)

so that ψ(x) = 1 for all x. This is a contradiction. We shall see however that π is a constituent of the

representation on W (ψ). That is, there are two invariant subspaces W1 and W2 of W (ψ) such that W1

contains W2 and the representation of the quotient space W1/W2 is equivalent to π.

Proposition 2.15 Let π and π′ be two infinite-dimensional irreducible representations of GF realized
in the Kirillov form on spaces V and V ′. Assume that the two quasi-characters defined by

π

((
a 0
0 a

))
= ω(a)I π′

((
a 0
0 a

))
= ω′(a)I

are the same. Let {C(ν, t)} and {C ′(ν, t)} be the families of formal series associated to the two
representations. If

C(ν, t) = C ′(ν, t)

for all ν then π = π′.

If ϕ belongs to S(F×) then, by hypothesis,

π(w)ϕ̂(ν, t) = π′(w)ϕ̂(ν, t)

so that π(w)ϕ = π′(w)ϕ. Since V is spanned by S(F×) and π(w)S(F×) and V ′ is spanned by S(F×)
and π′(w)S(F×) the spaces V and V ′ are the same. We have to show that

π(g)ϕ = π′(g)ϕ

for all ϕ in V and all g in GF . This is clear if g is in PF so it is enough to verify it for g = w.
We have already observed that π(w)ϕ0 = π′(w)ϕ0 if ϕ0 is in S(F×) so we need only show that

π(w)ϕ = π′(w)ϕ if ϕ is of the form π(w)ϕ0 with ϕ0 in S(F×). But π(w)ϕ = π2(w)ϕ0 = ω(−1)ϕ0 and,

since π(w)ϕ0 = π′(w)ϕ0, π′(w)ϕ = ω′(−1)ϕ0.
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Let NF be the group of matrices of the form

(
1 x
0 1

)

with x in F and let B be the space of functions on GF invariant under left translations by elements
of NF . B is invariant under right translations and the question of whether or not a given irreducible

representation π is contained in B arises. The answer is obviously positive when π = χ is one-

dimensional for then the function g → χ(detg) is itself contained in B.
Assume that the representation π which is given in the Kirillov form acts on B. Then there is a

map A of V into B such that
Aπ(g)ϕ = ρ(g)Aϕ

If L(ϕ) = Aϕ(1) then

L

(
ξψ

((
1 x
0 1

))
ϕ

)
= L(ϕ) (2.15.1)

for all ϕ in V and all x in F . Conversely given such a linear form the map ϕ→ Aϕ defined by

Aϕ(g) = L
(
π(g)ϕ

)

satisfies the relation Aπ(g) = ρ(g)A and takes V into B. Thus π is contained in B if an only if there is

a non-trivial linear form L on V which satisfies (2.15.1).

Lemma 2.15.2 If L is a linear form on S(F×) which satisfies (2.15.1) for all x in F and for all ϕ
in S(F×) then L is zero.

We are assuming that L annihilates all functions of the form

ξψ

((
1 x
0 1

))
ϕ− ϕ

so it will be enough to show that they span S(F×). If ϕ belongs to S(F×) we may set ϕ(0) = 0 and

regard ϕ as an element of S(F ). Let ϕ′ be its Fourier transform so that

ϕ(x) =

∫

F

ϕ′(−b)ψ(bx) db.

Let Ω be an open compact subset of F× containing the support of ϕ and let p−n be an ideal containing
Ω. There is an ideal a of F such that ϕ′(−b)ψ(bx) is, as a function of b, constant on cosets of a for all x
in p−n. Let b be an ideal containing both a and the support of ϕ′. If S is a set of representatives for the

cosets of a in b, if c is the measure of a, and if ϕ0 is the characteristic function of Ω then

ϕ(x) =
∑

b∈S

λbψ(bx)ϕ0(x)

if λb = cϕ′(−b). Thus

ϕ =
∑

b

λbξψ

((
1 b
0 1

))
ϕ0.
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Since ϕ(0) = 0 we have ∑

b

λb = 0

so that

ϕ =
∑

b

λb

{
ξψ

((
1 b
0 1

))
ϕ0 − ϕ0

}

as required.

Thus any linear form on V verifying (2.15.1) annihilates S(F×). Conversely any linear form on
V annihilating S(F×) satisfies (2.15.1) because

ξψ

((
1 x
0 1

))
ϕ− ϕ

is in S(F×) if ϕ is in V . We have therefore proved

Proposition 2.16 For any infinite-dimensional irreducible representation π the following two prop-
erties are equivalent:

(i) π is not contained in B.

(ii) The Kirillov model of π is realized in the space S(F×).

A representation satisfying these two conditions will be called absolutely cuspidal.

Lemma 2.16.1 Let π be an infinite-dimensional irreducible representation realized in the Kirillov
form on the space V . Then V0 = S(F×) is of finite codimension in V .

We recall that V = V0 + π(w)V0. Let V1 be the space of all ϕ in V0 with support in UF . An
element of π(w)V0 may always be written as a linear combination of functions of the form

π

((
̟p 0
0 1

))
π(w)ϕ

with ϕ in V1 and p in Z. For each character µ of UF let ϕµ be the function in V1 such that ϕµ(ǫ) =
µ(ǫ)ν0(ǫ) for ǫ in UF . Then

ϕ̂µ(ν, t) = δ(νµν0)

and
π(w)ϕ̂µ(ν, t) = δ(νµ−1)C(ν, t).

Let ηµ = π(w)ϕµ. The space V is spanned by V0 and the functions

π

((
̟p 0
0 1

))
ηµ

For the moment we take the following two lemmas for granted.
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Lemma 2.16.2 For any character µ of ÛF there is an integer n0 and a family of constants λi,
1 ≤ i ≤ p, such that

Cn(µ) =

p∑

i=1

λiCn−i(µ)

for n ≥ n0.

Lemma 2.16.3 There is a finite set S of characters of UF such that for ν not in S the numbers
Cn(ν) are 0 for all but finitely many n.

If µ is not in S the function ηµ is in V0. Choose µ in S and let Vµ be the space spanned by the
functions

π

((
̟p 0
0 1

))
ηµ

and the functions ϕ in V0 satisfying ϕ(aǫ) = ϕ(a)µ−1(ǫ) for all a in F× and all ǫ in UF . It will be
enough to show that Vµ/Vµ ∩ V0 is finite-dimensional.

If ϕ is in Vµ then ϕ̂(ν, t) = 0 unless ν = µ and we may identify ϕ with the sequence {ϕ̂n(µ)}.
The elements of Vµ ∩ V0 are the elements corresponding to sequences with only finitely many nonzero

terms. Referring to Proposition 2.10 we see that all of the sequences satisfying the recursion relation

ϕ̂n(µ) =

p∑

i=1

λaϕ̂n−i(µ)

for n ≥ n1. The integer n1 depends on ϕ.
Lemma 2.16.1 is therefore a consequence of the following elementary lemma whose proof we

postpone to Paragraph 8.

Lemma 2.16.4 Let λi, 1 ≤ i ≤ p, be p complex numbers. Let A be the space of all sequences {an},
n ∈ Z for which there exist two integers n1 and n2 such that

an =
∑

1≤i≤p

λian−i

for n ≥ n1 and such that an = 0 for n ≤ n2. Let A0 be the space of all sequences with only a finite
number of nonzero terms. Then A/A0 is finite-dimensional.

We now prove Lemma 2.16.2. According to Proposition 2.11

∑

σ

η(σ−1ν,̟n)η(σ−1ν̃,̟p)Cp+n(σ)

is equal to

zp0ν0(−1)δn,p + (|̟| − 1)−1zℓ+1
0 Cn−1−ℓ(ν)Cp−1−ℓ(ν̃) −

−∞∑

−2−ℓ

z−r0 Cn+r(ν)Cp+r(ν̃).

Remember that p−ℓ is the largest ideal on which ψ is trivial. Suppose first that ν̃ = ν.
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Take p = −ℓ and n > −ℓ. Then δ(n− p) = 0 and

η(σ−1ν,̟n)η(σ−1ν,̟p) = 0

unless σ = ν. Hence

Cn−ℓ(ν) = (|̟| − 1)−1zℓ+1
0 Cn−1−ℓ(ν)C−2ℓ−1(ν) −

−∞∑

−2−ℓ

z−r0 Cn+r(ν)C−ℓ+r(ν)

which, since almost all of the coefficients C−ℓ+r(ν) in the sum are zero, is the relation required.
If ν 6= ν̃ take p ≥ −ℓ and n > p. Then η(σ−1ν,̟n) = 0 unless σ = ν and η(σ−1ν,̟p) = 0

unless σ = ν̃. Thus

(|̟| − 1)−1zℓ+1
0 Cn−1−ℓ(ν)Cp−1−ℓ(ν̃) −

−∞∑

2−ℓ

z−r0 Cn+r(ν)Cp+r(ν̃) = 0. (2.16.5)

There is certainly at least one i for which Ci(ν̃) 6= 0. Take p− 1 − ℓ ≥ i. Then from (2.16.5) we deduce
a relation of the form

Cn+r(ν) =

q∑

i=1

λiCn+r−i(ν)

where r is a fixed integer and n is any integer greater than p.
Lemma 2.16.3 is a consequence of the following more precise lemma. If pm is the conductor of a

character ρ we refer to m as the order of ρ.

Lemma 2.16.6 Let m0 be of the order ν0 and let m1 be an integer greater than m0. Write ν0 in any
manner in the form ν0 = ν−1

1 ν−1
2 where the orders of ν1 and ν2 are strictly less than m1. If the

order m of ρ is large enough

C−2m−2ℓ(ρ) = ν−1
2 ρ(−1)z−m−ℓ

0

η(ν−1
1 ρ,̟−m−ℓ)

η(ν2ρ−1,̟−m−ℓ)

and Cp(ρ) = 0 if p 6= −2m− 2ℓ.

Suppose the order of ρ is at least m1. Then ρν1ν0 = ρν−1
2 is still of order m. Applying

Proposition 2.11 we see that

∑

σ

η(σ−1ν1,̟
n+m+ℓ)η(σ−1ρ,̟p+m+ℓ)Cp+n+2m+2ℓ(σ)

is equal to

η(ν−1
1 ρ−1ν−1

0 ,̟−m−ℓ)zm+ℓ
0 ν1ρν0(−1)Cn−m−ℓ(ν)Cp−m−ℓ(ρ)

for all integers n and p. Choose n such that Cn(ν1) 6= 0. Assume also that m + n + ℓ ≥ −ℓ or that

m ≥ −2ℓ− n. Then η(σ−1ν1,̟
n+m+ℓ) = 0 unless σ = ν1 so that

η(ν−1
1 ρ,̟p+m+ℓ)Cp+n+2m+2ℓ(ν1) = η(ν2ρ

−1,̟−m−ℓzm+ℓ
0 ν1ρν0(−1)Cn(ν1)Cp(ρ).
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Since ν−1
1 ρ is still of order m the left side is zero unless p = −2m− 2ℓ. The only term on the right side

that can vanish isCp(ρ). On the other hand if p = −2m− 2ℓwe can cancel the termsCn(ν1) from both

side to obtain the relation of the lemma.
Apart from Lemma 2.16.4 the proof of Lemma 2.16.1 is complete. We have now to discuss its

consequences. If ω1 and ω2 are two quasi-characters of F× let B(ω1, ω2) be the space of all functions

ϕ on GF which satisfy

(i) For all g in GF , a1, a2 in F×, and x in F

ϕ

((
a1 x
0 a

)
g

)
= ω1(a1)ω2(a2)

∣∣∣∣
a1

a2

∣∣∣∣
1/2

ϕ(g).

(ii) There is an open subgroup U of GL(2, OF ) such that ϕ(gu) ≡ ϕ(g) for all u in U .
Since

GF = NF AF GL(2, OF )

where AF is the group of diagonal matrices the elements of B(ω1, ω2) are determined by their restric-
tions to GL(2, OF ) and the second condition is tantamount to the condition that ϕ be locally constant.

B(ω1, ω2) is invariant under right translations by elements of GF so that we have a representation
ρ(ω1, ω2) of GF on B(ω1, ω2). It is admissible.

Proposition 2.17 If π is an infinite-dimensional irreducible representation of GF which is not abso-
lutely cuspidal then for some choice of µ1 and µ2 it is contained in ρ(µ1, µ2).

We take π in the Kirillov form. Since V0 is invariant under the group PF the representation π
defines a representation σ of PF on the finite-dimensional space V/V0. It is clear that σ is trivial on

NF and that the kernel of σ is open. The contragredient representation has the same properties. Since
PF/NF is abelian there is a nonzero linear form L on V/V0 such that

σ̃

((
a1 x
0 a2

))
L = µ−1

1 (a1)µ
−1
1 (a2)L

for all a1, a2, and x. µ1 and µ2 are homomorphisms of F× into C× which are necessarily continuous.
L may be regarded as a linear form on V . Then

L

(
π

((
a1 x
0 a2

))
ϕ

)
= µ1(a1)µ2(a2)L(ϕ).

If ϕ is in V let Aϕ be the function

Aϕ(g) = L
(
π(g)ϕ

)

on GF . A is clearly an injection of V into B(µ1, µ2) which commutes with the action of GF .

Before passing to the next theorem we make a few simple remarks. Suppose π is an infinite-
dimensional irreducible representation of GF and ω is a quasi-character of F×. It is clear that W (ω ⊗
π,ψ) consists of the functions

g →W (g)ω(detg)

withW onW (π,ψ). If V is the space of the Kirillov model of π the space of the Kirillov model of ω⊗π
consists of the functions a→ ϕ(a)ω(a) with ϕ in V . To see this take π in the Kirillov form and observe
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first of all that the map A : ϕ → ϕω is an isomorphism of V with another space V ′ on which GF acts
by means of the representation π′ = A(ω ⊗ π)A−1. If

b

(
α x
0 1

)

belongs to BF and ϕ′ = ϕω then

π′(b)ϕ′(a) = ω(a){ω(α)ψ(ax)ϕ(αa)} = ψ(ax)ϕ′(αa)

so that π′(b)ϕ′ = ξψ(b)ϕ′. By definition then π′ is the Kirillov model of ω⊗ π. Let ω1 be the restriction

of ω to UF and let z1 = ω(̟). If ϕ′ = ϕω then

ϕ̂′(ν, t) = ϕ̂(νω1, z1t).

Thus

π′(w)ϕ′(ν, t) = π(w)ϕ̂(νω1, z1t) = C(νω1, z1t)ϕ̂(v−1ω−1
1 ν−1

0 , z−1
0 z−1

1 t−1).

The right side is equal to

C(νω1, z1t)ϕ̂
′(ν−1ν−1

0 ω−1
1 , z−1

0 z−2
1 t−1)

so that when we replace π by ω ⊗ π we replace C(ν, t) by C(νω1, z1t).

Suppose ψ′(x) = ψ(bx) with b in F× is another non-trivial additive character. Then W (π,ψ′)
consists of the functions

W ′(g) = W

((
b 0
0 1

)
g

)

with W in W (π,ψ).
The last identity of the following theorem is referred to as the local functional equation. It is the

starting point of our approach to the Hecke theory.

Theorem 2.18 Let π be an irreducible infinite-dimensional admissible representation of GF .

(i) If ω is the quasi-character of GF defined by

π

((
a 0
0 a

))
= ω(a)I

then the contragredient representation π̃ is equivalent to ω−1 ⊗ π.

(ii) There is a real number s0 such that for all g in GF and all W in W (π,ψ) the integrals

∫

F×

W

((
a 0
0 1

)
g

)
|a|s−1/2 d×a = Ψ(g, s,W )

∫

F×

W

((
a 0
0 1

)
g

)
|a|s−1/2ω−1(a) d×a = Ψ̃(g, s,W )

converge absolutely for Re s > s0.

(iii) There is a unique Euler factor L(s, π) with the following property: if

Ψ(g, s,W ) = L(s, π)Φ(g, s,W )
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then Φ(g, s,W ) is a holomorphic function of s for all g and all W and there is at least one
W in W (π,ψ) such that

Φ(e, s,W ) = as

where a is a positive constant.

(iv) If
Ψ̃(g, s,W ) = L(s, π̃)Φ̃(g, s,W )

there is a unique factor ǫ(s, π, ψ) which, as a function of s, is an exponential such that

Φ̃

((
0 1
−1 0

)
g, 1 − s,W

)
= ǫ(s, π, ψ)Φ(g, s,W )

for all g in GF and all W in W (π,ψ).

To say that L(s, π) is an Euler product is to say that L(s, π) = P−1(q−s) where P is a polynomial
with constant term 1 and q = |̟|−1 is the number of elements in the residue field. If L(s, π) and

L′(s, π) were two Euler factors satisfying the conditions of the lemma their quotient would be an entire
function with no zero. This clearly implies uniqueness.

If ψ is replaced by ψ′ where ψ′(x) = ψ(bx) the functions W are replaced by the functions W ′

with

W ′(g) = W

((
b 0
0 1

)
g

)

and

Ψ(g, s,W ′) = |b|1/2−sΨ(g, s,W )

while
Ψ(g, s,W ′) = |b|1/2−sω(b)Ψ̃(g, s,W ).

Thus L(s, π) will not depend on ψ. However

ǫ(s, π, ψ′) = ω(b) |b|2s−1ǫ(s, π, ψ).

According to the first part of the theorem if W belongs to W (π,ψ) the function

W̃ (g) = W (g)ω−1(detg)

is in W (π̃, ψ). It is clear that

Ψ̃(g, s,W ) = ω(detg)Ψ(g, s, W̃ )

so that if the third part of the theorem is valid when π is replaced by π̃ the function Φ̃(g, s,W ) is a

holomorphic function of s. Combining the functional equation for π and for π̃ one sees that

ǫ(s, π, ψ)ǫ(1 − s, π̃, ψ) = ω(−1).

Let V be the space on which the Kirillov model of π acts. For every W in W (π,ψ) there is a

unique ϕ in V such that

W

((
a 0
0 1

))
= ϕ(a).
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If π is itself the canonical model

π(w)ϕ(a) = W

((
a 0
0 1

)
w

)

where

w =

(
0 1
−1 0

)
.

If χ is any quasi-character of F× we set

ϕ̂(χ) =

∫

F×

ϕ(a)χ(a) d×a

if the integral converges. If χ0 is the restriction of χ to UF then

ϕ̂(χ) = ϕ̂
(
χ0, χ(̟)

)
.

Thus if αF is the quasi-character αF (x) = |x| and the appropriate integrals converge

Ψ(e, s,W ) = ϕ̂(α
s−1/2
F ) = ϕ̂(1, q1/2−s)

Ψ(e, s,W ) = ϕ̂(α
s−1/2
F ω−1) = ϕ̂(ν−1

0 , z−1
0 q1/2−s)

if ν0 is the restriction of ω to UF and z0 = ω(ϕ). Thus if the theorem is valid the series ϕ̂(1, t) and

ϕ̂(ν−1
0 , t) have positive radii of convergence and define functions which are meromorphic in the whole

t-plane.
It is also clear that

Ψ(w, 1 − s,W ) = π(w)ϕ̂(ν−1
0 , z−1

0 qs−1/2).

If ϕ belongs to V0 then

π(w)ϕ̂(ν−1
0 , z−1

0 q−1/2t) = C(ν−1
0 , z

−1/2
0 q−1/2t)ϕ̂(1, q1/2t−1).

Choosing ϕ in V0 such that ϕ̂(1, t) ≡ 1 we see that C(ν−1
0 , t) is convergent in some disc and has an

analytic continuation to a function meromorphic in the whole plane.

Comparing the relation

π(w)ϕ̂(ν−1
0 z−1

0 q−1/2qs) = C(ν−1
0 , z

−1/2
0 q−1/2qs)ϕ̂(1, q1/2q−s)

with the functional equation we see that

C(ν−1
0 , z−1

0 q−1/2qs) =
L(1 − s, π̃)ǫ(s, π, ψ)

L(s, π)
. (2.18.1)

Replacing π by χ⊗ π we obtain the formula

C(ν−1
0 χ−1

0 , z−1
0 z−1

1 q−1/2qs) =
L(1 − s, χ−1 ⊗ π̃)ǫ(s, χ⊗ π,ψ)

L(s, χ⊗ π)
.

Appealing to Proposition 2.15 we obtain the following corollary.
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Corollary 2.19 Let π and π′ be two irreducible infinite-dimensional representations of GF . Assume
that the quasi-characters ω and ω′ defined by

π

((
a 0
0 a

))
= ω(a)I π′

((
a 0
0 a

))
= ω′(a)I

are equal. Then π and π′ are equivalent if and only if

L(1 − s, χ−1 ⊗ π̃)ǫ(s, χ⊗ π,ψ)

L(s, χ⊗ π)
=
L(1 − s, χ−1 ⊗ π̃′)ǫ(s, χ⊗ π′, ψ)

L(s, χ⊗ π′)

for all quasi-characters.

We begin the proof of the first part of the theorem. If ϕ1 and ϕ2 are numerical functions on F×

we set

〈ϕ1, ϕ2〉 =

∫
ϕ1(a)ϕ2(−a) d

×a.

The Haar measure is the one which assigns the measure 1 to UF . If one of the functions is in S(F×)
and the other is locally constant the integral is certainly defined. By the Plancherel theorem for UF

〈ϕ,ϕ′〉 =
∑

n

∑

ν

ν(−1)ϕ̂n(ν)ϕ̂
′
n(ν

−1).

The sum is in reality finite. It is easy to se that if b belongs to B

〈ξψ(b)ϕ, ξψ(b)ϕ′)〉 = 〈ϕ,ϕ′〉.

Suppose π is given in the Kirillov form and acts on V . Let π′, the Kirillov model of ω−1 ⊗ π,

act on V ′. To prove part (i) we have only to construct an invariant non-degenerate bilinear form β on
V × V ′. If ϕ belongs to V0 and ϕ′ belongs to V ′ or if ϕ belongs to V and ϕ′ belongs to V ′

0 we set

β(ϕ,ϕ′) = 〈ϕ,ϕ′〉.

If ϕ and ϕ′ are arbitrary vectors in V and V ′ we may write ϕ = ϕ1 + π(w)ϕ2 and ϕ′ = ϕ1 + π′(w)ϕ′
2

with ϕ, ϕ2 in V0 and ϕ′
1, ϕ′

2 in V ′
0 . We want to set

β(ϕ,ϕ′) = 〈ϕ1, ϕ
′
1〉 + 〈ϕ1, π

′(w)ϕ′
2〉 + 〈π(w)ϕ2, ϕ

′
1〉 + 〈ϕ2, ϕ

′
2〉.

The second part of the next lemma shows that β is well defined.

Lemma 2.19.1 Let ϕ and ϕ′ belong to V0 and V ′
0 respectively. Then

(i)
〈π(w)ϕ,ϕ′〉 = ν0(−1)〈ϕ, π′(w)ϕ′〉

(ii) If either π(w)ϕ belongs to V0 or π′(w)ϕ′ belongs to V ′
0 then

〈π(w)ϕ, π′(w)ϕ′〉 = 〈ϕ,ϕ′〉.
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The relation
π(w)ϕ̂(ν, t) =

∑

n

tn
∑

p

Cn+p(ν)ϕ̂p(ν
−1ν−1

0 )z−p0

implies that

〈π(w)ϕ,ϕ′〉 =
∑

n,p,ν

ν(−1)Cn+p(ν)ϕ̂p(ν
−1ν−1

0 )z−p0 ϕ̂′
n(ν

−1). (2.19.2)

Replacing π by π′ replaces ω by ω−1, ν0 by ν−1
0 , z0 by z−1

0 , and C(ν, t) by C(νν−1
0 , z−1

0 t). Thus

〈ϕ, π(w)ϕ′〉 =
∑

n,p,ν

ν(−1)Cn+p(νν
−1
0 )z−n0 ϕ̂′

p(ν
−1ν0)ϕ̂n(ν

−1). (2.19.3)

Replacing ν by νν0 in (2.19.3) and comparing with (2.19.2) we obtain the first part of the lemma.

Because of the symmetry it will be enough to consider the second part when π(w)ϕ belongs to
V0. By the first part

〈π(w)ϕ, π′(w)ϕ′〉 = ν0(−1)〈π2(w)ϕ,ϕ′〉 = 〈ϕ,ϕ′〉.

It follows immediately from the lemma that

β
(
π(w)ϕ, π′(w)ϕ′

)
= β(ϕ,ϕ′)

so that to establish the invariance of β we need only show that

β
(
π(p)ϕ, π′(p)ϕ′

)
= β(ϕ,ϕ′)

for all triangular matrices p. If ϕ is in V0 or ϕ′ is in V ′
0 this is clear. We need only verify it for ϕ in

π(w)V0 and ϕ′ in π′(w)V ′
0 .

If ϕ is in V0, ϕ′ is in V ′
0 and p is diagonal then

β
(
π(p)π(w)ϕ, π′(p)π′(w)ϕ′

)
= β

(
π(w)π(p1)ϕ, π

′(w)π′(p1)ϕ
′
)

where p1 = w−1pw is also diagonal. The right side is equal to

β
(
π(p1)ϕ, π

′(p1)ϕ
′
)

= β(ϕ,ϕ′) = β
(
π(w)ϕ, π′(w)p′

)
.

Finally we have to show that*

β

(
π

((
1 x
0 1

))
ϕ, π′

((
1 x
0 1

))
ϕ′

)
= β(ϕ,ϕ′) (2.19.2)

for all x in F and all ϕ and ϕ′. Let ϕi, 1 < i < r, generate V modulo V0 and let ϕ′
j , 1 ≤ j ≤ r′, generate

V ′ modulo V ′
0 . There certainly is an ideal a of F such that

π

((
1 x
0 1

))
ϕi = ϕi

* The tags on Equations 2.19.2 and 2.19.3 have inadvertently been repeated.
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and

π′

((
1 x
0 1

))
ϕ′
j = ϕ′

j

for all i and j if x belongs to a. Then

β

(
π

((
1 x
0 1

))
ϕi, π

′

((
1 x
0 1

))
ϕ′
j

)
= β(ϕi, ϕj).

Since 2.19.2 is valid if x is in a and ϕ is in V0 or ϕ′ is in V ′
0 it is valid for all ϕ and ϕ′ provided that x is

in a. Any y in F may be written as ax with a in F× and x in a. Then

(
1 y
0 1

)
=

(
a 0
0 1

)(
1 x
0 1

)(
a−1 0
0 1

)

and it follows readily that

β

(
π

((
1 y
0 1

))
̟,π′

((
1 y
0 1

))
ϕ′

)
= β(ϕ,ϕ′).

Sinceβ is invariant and not identically zero it is non-degenerate. The rest of the theorem will now

be proved for absolutely cuspidal representations. The remaining representations will be considered
in the next chapter. We observe that since W (π,ψ) is invariant under right translations the assertions

need only be established when g is the identity matrix e.
If π is absolutely cuspidal then V = V0 = S(F×) and W

((
a
0

0
1

))
= ϕ(a) is locally constant with

compact support. Therefore the integrals defining Ψ(e, s,W ) and Ψ̃(e, s,W ) are absolutely convergent

for all values of s and the two functions are entire. We may take L(s, π) = 1. If ϕ is taken to be the

characteristic function of UF then Φ(e, s,W ) = 1.
Referring to the discussion preceding Corollary 2.19 we see that if we take

ǫ(s, π, ψ) = C(ν−1
0 , z−1

0 q−1/2qs)

the local functional equation of part (iv) will be satisfied. It remains to show that ǫ(s, π, ψ) is an
exponential function or, what is at least ast strong, to show that, for all ν, C(ν, t) is a multiple of a

power of t. It is a finite linear combination of powers of t and if it is not of the form indicated it has a

zero at some point different form 0. C(νν−1
0 , z−1

0 t−1) is also a linear combination of powers of t and
so cannot have a pole except at zero. To show that C(ν, t) has the required form we have only to show

that
C(ν, t)C(ν−1ν−1

0 , z−1
0 t−1) = ν0(−1). (2.19.3)

Choose ϕ in V0 and set ϕ′ = π(w)ϕ. We may suppose that ϕ′(ν, t) 6= 0. The identity is obtained by

combining the two relations

ϕ̂′(ν, t) = C(ν, t)ϕ̂(ν−1ν−1
0 , z−1

0 t−1)

and

ν0(−1)ϕ̂(ν−1ν−1
0 , t) = C(ν−1ν−1

0 , t)ϕ̂′(ν, z−1
0 t−1).

We close this paragraph with a number of facts about absolutely cuspidal representations which
will be useful later.
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Proposition 2.20 Let π be an absolutely cuspidal representation of GF . If the quasi-character ω
defined by

π

((
a 0
0 a

))
= ω(a)I

is actually a character then π is unitary.

As usual we take π and π̃ in the Kirillov form. We have to establish the existence of a positive-

definite invariant hermitian form on V . We show first that if ϕ belongs to V and ϕ̃ belongs to Ṽ then
there is a compact set Ω in GF such that if

ZF =

{(
a 0
0 a

) ∣∣∣∣ a ∈ F

}

the support of 〈π(g)ϕ, ϕ̃〉, a function of g, is contained in ZFΩ. IfAF is the group of diagonal matrices

GF = GL(2, OF )AF GL(2, OF ). Since ϕ and ϕ̃ are both invariant under subgroups of finite index in
GL(2, OF ) it is enough to show that the function 〈π(b)ϕ, ϕ̃〉 on AF has support in a set ZFΩ with Ω
compact. Since

〈π

((
a 0
0 a

)
b

)
ϕ, ϕ̃〉 = ω(a)〈π(b)ϕ, ϕ̃〉

it is enough to show that the function

〈π

((
a 0
0 1

))
ϕ, ϕ̃〉

has compact support in F×. This matrix element is equal to

∫

F×

ϕ(ax)ϕ̃(−x) d×x.

Since ϕ and ϕ̃ are functions with compact support the result is clear.

Choose ϕ̃0 6= 0 in Ṽ and set

(ϕ1, ϕ2) =

∫

ZF \GF

〈π(g)ϕ1, ϕ̃0〉〈π(g)ϕ2, ϕ̃0〉 dg.

This is a positive invariant hermitian form on V .

We have incidentally shown that π is square-integrable. Observe that even if the absolutely

cuspidal representation π is not unitary one can choose a quasi-character χ such that χ⊗ π is unitary.

If π is unitary there is a conjugate linear map A : V → Ṽ defined by

(ϕ1, ϕ2) = 〈ϕ1, Aϕ2〉.

Clearly Aξψ(b) = ξψ(b)A for all b in BF . The map A0 defined by

A0ϕ(a) = ϕ(−a)

has the same properties. We claim that

A = λA0

with λ in C×. To see this we have only to apply the following lemma to A−1
0 A.
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Lemma 2.21.1. Let T be a linear operator on S(F×) which commutes with ξψ(b) for all b in BF .
Then T is a scalar.

Since ξψ is irreducible it will be enough to show that T has an eigenvector. Let p−ℓ be the largest
ideal on whichψ is trivial. Let µ be a non-trivial charcter ofUF and let pn be its conductor. T commutes

with the operator

S =

∫

UF

µ−1(ǫ)ξψ

((
ǫ 0
0 1

)(
1 ̟−ℓ−n

0 1

))
dǫ

and it leaves the range of the restriction of S to the functions invariant under UF invariant. If ϕ is such
a function

Sϕ(a) = ϕ(a)

∫

UF

µ−1(ǫ)ψ(aǫ̟−ℓ−n) dǫ.

The Gaussian sum is 0 unless a lies in UF . Therefore Sϕ is equal to ϕ(1) times the function which is

zero outside of UF and equals µ on UF . Since T leaves a one-dimensional space invariant it has an
eigenvector.

Since A = λA0 the hermitian form (ϕ1, ϕ2) is equal to

λ

∫

F×

ϕ1(a)ϕ2(a) d
×a.

Proposition 2.21.2. Let π be an absolutely cuspidal representation of GF for which the quasi-character
ω defined by

π

((
a 0
0 a

))
= ω(a)I

is a character.

(i) If π is in the Kirillov form the hermitian form∫

F×

ϕ1(a)ϕ2(a) d
×a

is invariant.

(ii) If |z| = 1 then |C(ν, z)| = 1 and if Res = 1/2

|ǫ(s, π, ψ)| = 1.

Since |z0| = 1 the second relation of part (ii) follows from the first and the relation

ǫ(s, π, ψ) = C(ν−1
0 , qs−1/2z−1

0 ).

If n is in Z and ν is a character of UF let

ϕ(ǫ̟m) = δn,mν(ǫ)ν0(ǫ)

for m in Z and ǫ in UF . Then ∫

F×

|ϕ(a)|2 da = 1.

If ϕ′ = π(w)ϕ and C(ν, t) = Cℓ(ν)t
ℓ then

ϕ′(ǫ̟m) = δℓ−n,mCℓ(ν)z
−n
0 ν−1(ǫ).

Since |z0| = 1 ∫

F×

|ϕ′(a)|2 da = |Cℓ(ν)|
2.

Applying the first part of the lemma we see that, if |z| = 1, both |Cℓ(ν)|
2 and |C(ν, z)|2 = |Cℓ(ν)|

2 |z|2ℓ

are 1.
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Proposition 2.22. Let π be an irreducible representation of GF . It is absolutely cuspidal if and only
if for every vector v there is an ideal a in F such that

∫

a

π

((
1 x
0 1

))
v dx = 0.

It is clear that the condition cannot be satisfied by a finite dimensional representation. Suppose

that π is infinite dimensional and in the Kirillov form. If ϕ is in V then

∫

a

π

((
1 x
0 1

))
ϕdx = 0

if and only if

ϕ(a)

∫

a

ψ(ax) dx = 0

for all a. If this is so the character x→ ψ(ax) must be non-trivial on a for all a in the support of ϕ. This
happens if and only if ϕ is in S(F×). The proposition follows.

Proposition 2.23. Let π be an absolutely cuspidal representation and assume the largest ideal on
which ψ is trivial is OF . Then, for all characters ν, Cn(ν) = 0 if n ≥ −1.

Take a character ν and choose n1 such that Cn1
(ν) 6= 0. Then Cn(ν) = 0 for n 6= n1. If

ν̃ = ν−1ν−1
0 then, as we have seen,

C(ν, t)C(ν̃, t−1z−1
0 ) = ν0(−1)

so that
Cn(ν̃) = 0

for n 6= n1 and
Cn1

(ν)Cn1
(ν̃) = ν0(−1)zn1

0 .

In the second part of Proposition 2.11 take n = p = n1 + 1 to obtain

∑

σ

η(σ−1ν,̟n1+1)η(σ−1ν̃,̟n1+1)C2n1+2(σ) = zn1+1
0 ν0(−1) + (|̟| − 1)−1z0Cn1

(ν)Cn1
(ν̃).

The right side is equal to

zn1+1
0 ν0(−1) ·

|̟|

|̟| − 1
.

Assume n1 ≥ −1. Then η(σ−1ν,̟n1+1) is 0 unless σ = ν and η(σ−1ν̃,̟n1+1) is 0 unless σ = ν̃. Thus

the left side is 0 unless ν = ν̃. However if ν = ν̃ the left side equals C2n1+2(ν). Since this cannot be

zero 2n1 + 2 must be equal n1 so that n1 = −2. This is a contradiction.
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§3. The principal series for non-archimedean fields. In order to complete the discussion of the previous
pragraph we have to consider representations which are not absolutely cuspidal. This we shall now

do. We recall that if µ1, µ2 is a pair of quasi-characters of F× the space B(µ1, µ2) consists of all locally
constant functions f on GF which satisfy

f

((
a1 x
0 a2

)
g

)
= µ1(a1)µ2(a2)

∣∣∣∣
a1

a2

∣∣∣∣
1/2

f(g) (3.1)

for all g in GF , a1, a2, in F×, and x in F . ρ(µ1, µ2) is the representation of GF on B(µa, µ2).

Because of the Iwasawa decomposition GF = PFGL(2, OF ) the functions in B(µ1, µ2) are

determined by their restrictions to GL(2, OF ). The restriction can be any locally constant function on
GL(2, OF ) satisfying

f

((
a1 x
0 a2

)
g

)
= µ1(a1)µ2(a2)f(g)

for all g inGL(2, OF ), a1, a2 in UF , and x inOF . If U is an open subgroup ofGL(2, OF ) the restriction
of any function invariant under U is a function on GL(2, OF )/U which is a finite set. Thus the space

of all such functions is finite dimensional and as observed before ρ(µ1, µ2) is admissible.
Let F be the space of continuous functions f on GF which satisfy

f

((
a1 x
0 a2

)
g

)
=

∣∣∣∣
a1

a2

∣∣∣∣ f(g)

for all g in GF , a1, a2 in F×, and x in F . We observe that F contains B(α
1/2
F , α

−1/2
F ). GF acts on F.

The Haar measure on GF if suitably normalized satisfies

∫

GF

f(g) dg =

∫

NF

∫

AF

∫

GL(2,OF )

∣∣∣∣
a1

a2

∣∣∣∣
−1

f(nak) dn da dk

if

a =

(
a1 0
0 a2

)
.

It follows easily from this that ∫

GL(2,OF )

f(k) dk

is a GF -invariant linear form on F. There is also a positive constant c such that

∫

GF

f(g) dg = c

∫

NF

∫

AF

∫

NF

∣∣∣∣
a1

a2

∣∣∣∣
−1

f

(
na

(
0 1
−1 0

)
n1

)
dn da dn1.

Consequently ∫

GL(2,OF )

f(k) dk = c

∫

F

f

((
0 1
−1 0

)(
1 x
0 1

))
dx.

If ϕ1 belongs to B(µ1, µ2) and ϕ2 belongs to B(µ−1
1 , µ−1

2 ) then ϕ1ϕ2 belongs to F and we set

〈ϕ1, ϕ2〉 =

∫

GL(2,OF )

ϕ1(k)ϕ2(k) dk.
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Clearly
〈ρ(g)ϕ1, ρ(g)ϕ2〉 = 〈ϕ1, ϕ2〉

so that this bilinear form is invariant. Since both ϕ1 and ϕ2 are determined by their restrictions to

GL(2, OF ) it is also non-degenerate. Thus ρ(µ−1
1 , µ−1

2 ) is equivalent to the contragredient of ρ(µ1, µ2).
In Proposition 1.6 we introduced a representation r of GF and then we introduced a representa-

tion rΩ = rµ1,µ2
. Both representations acted on S(F 2). If

Φ˜(a, b) =

∫

F

Φ(a, y)ψ(by) dy

is the partial Fourier transform

[r(g)Φ]̃ = ρ(g)Φ˜ (3.1.1)

and
rµ1,µ2

(g) = µ1(detg) |detg|1/2r(g). (3.1.2)

We also introduced the integral

θ(µ1, µ2; Φ) =

∫
µ1(t)µ

−1
2 (t)Φ(t, t−1) d×t

and we set

WΦ(g) = θ(µ1, µ2; rµ1,µ2
(g)Φ). (3.1.3)

The space of functions WΦ is denoted W (µ1, µ2;ψ).
If ω is a quasi-character of F× and if |ω(̟)| = |̟|s with s > 0 the integral

z(ω,Φ) =

∫

F×

Φ(0, t)ω(t) d×t

is defined for all Φ in S(F 2). In particular if |µ1(̟)µ−1
1 (̟)| = |̟|s with s > −1 we can consider the

function
fΦ(g) = µ1(detg) |detg|1/2z(αFµ1µ

−1
2 , ρ(g)Φ)

on GF . Recall that αF (a) = |a|. Clearly

ρ(h)fΦ = fΨ (3.1.4)

if
Ψ = µ1(deth) |deth|1/2ρ(h)Φ.

We claim that fΦ belongs to B(µ1, µ2). Since the stabilizer of every Φ under the representation

g → µ1(detg) |detg|1/2ρ(g) is an open subgroup of GF the functions fΦ are locally constant. Since the

space of functions fΦ is invariant under right translations we need verify (3.1) only for g = e.

fΦ

((
a1 x
0 a2

))
= z

(
µ1µ

−1
2 αF , ρ

((
a1 x
0 a2

))
Φ

)
µ(a1a2) |a1a2|

1/2.

By definition the right side is equal to

µ1(a1a2)|a1a2|
1/2

∫
µ1(t)µ

−1
2 (t) |t|Φ(0, a2t) d

×t.

Changing variables we obtain

µ1(a1)µ2(a2)

∣∣∣∣
a1

a2

∣∣∣∣
1/2 ∫

µ1(t)µ
−1
2 (t) |t|Φ(0, t) d×t.

The integral is equal to fΦ(e). Hence our assertion.
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Proposition 3.2. Assume |µ1(̟)µ−1
2 (̟)| = |̟|s with s > −1.

(i) There is a linear transformation A of W (µ1, µ2;ψ) into B(µ1, µ2) which for all Φ in S(F 2),
sends WΦ to f

Φ˜.
(ii) A is bijective and commutes with right translations.

To establish the first part of the proposition we have to show that fΦ∼ is 0 if WΦ is. Since

NFAF

(
0 1
−1 0

)
NF is a dense subset of GF this will be a consequence of the following lemma.

Lemma 3.2.1. If the assumptions of the proposition are satisfied then, for all Φ in S(F 2), the function

a −→ µ−1
2 (a) |a|−1/2WΦ

((
a 0
0 1

))

is integrable with respect to the additive Haar measure on F and

∫
WΦ

((
a 0
0 1

))
µ−1

2 (a) |a|−1/2ψ(ax) da = fΦ∼

((
0 −1
1 0

)(
1 x
0 1

))
.

By definition

fΦ∼

((
0 −1
1 0

)(
1 x
0 1

))
=

∫
Φ∼(t, tx)µ1(t)µ

−1
2 (t) |t| d×t

while

WΦ

((
a 0
0 1

))
µ−1

2 (a) |a|−1/2 = µ1(a)µ
−1
2 (a)

∫
Φ(at, t−1)µ1(t)µ

−1
2 (t) d×t. (3.2.2)

After a change of variable the right side becomes

∫
Φ(t, at−1)µ1(t)µ

−1
2 (t) d×t.

Computing formally we see that

∫
WΦ

((
a 0
0 1

))
µ−1

2 (a) |a|−1/2ψ(ax) da

is equal to

∫

F

ψ(ax)

{∫

F×

Φ(t, at−1)µ1(t)µ
−1
2 (t) d×t

}
da =

∫

F×

µ1(t)µ
−1
2 (t)

{∫

F

Φ(t, at−1)ψ(ax) da

}
d×t

which in turn equals

∫

F×

µ1(t)µ
−1
2 (t) |t|

{∫

F

Φ(t, a)ψ(axt) da

}
d×t =

∫

F×

Φ˜(t, xt)µ1(t)µ
−1
2 (t) |t| d×t.
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Our computation will be justified and the lemma proved if we show that the integral

∫

F×

∫

F

|Φ(t, at−1)µ1(t)| d
×t da

is convergent. It equals ∫

F×

∫

F

|Φ(t, a)| |t|s+1 d×t da

which is finite because s is greater than −1.

To show that A is surjective we show that every function f in B(µ1, µ2) is of the form fΦ for
some Φ in S(F 2). Given f let Φ(x, y) be 0 if (x, y) is not of the form (0, 1)g for some g in GL(2, OF )
but if (x, y) is of this form let Φ(x, y) = µ−1

1 (detg)f(g). It is easy to see that Φ is well-defined and
belongs to S(F 2). To show that f = fΦ we need only show that f(g) = fΦ(g) for all g in GL(2, OF ).

If g belongs to GL(2, OF ) then Φ((0, t)g) = 0 unless t belongs to UF so that

fΦ(g) = µ1(detg)

∫

UF

Φ((0, t)g)µ1(t)µ
−1
2 (t) dt.

Since

Φ((0, t)g) = µ−1
1 (t)µ−1

2 (detg)f

((
1 0
0 t

)
g

)
= µ−1

1 (t)µ2(t)µ
−1
2 (detg)f(g)

the required equality follows.

Formulae (3.1.2) to (3.1.4) show that A commutes with right translations. Thus to show that A is
injective we have to show that WΦ(e) = 0 if f

Φ˜ is 0. It follows from the previous lemma that

WΦ

((
a 0
0 1

))

is zero for almost all a if f
Φ˜ is 0. Since WΦ

((
a 0
0 1

))
is a locally constant function on F× it must

vanish everywhere.

We have incidentally proved the following lemma.

Lemma 3.2.3 Suppose |µ1(̟)µ−1
2 (̟)| = |̟|s with s > −1 and W belongs to W (µ1, µ2;ψ). If

W

((
a 0
0 1

))
= 0

for all a in F× then W is 0.

Theorem 3.3 Let µ1 and µ2 be two quasi-characters of F×.

(i) If neither µ1µ
−1
2 nor µ−1

1 µ2 is αF the representations ρ(µ1, µ2) and ρ(µ2, µ2) are equivalent
and irreducible.

(ii) If µ1µ
−1
2 = αF write µ1 = χα

1/2
F , µ2 = χα

−1/2
F . Then B(µ1, µ2) contains a unique proper

invariant subspace Bs(µ1, µ2) which is irreducible. B(µ2, µ1) also contains a unique proper
invariant subspace Bf (µ2, µ1). It is one-dimensional and contains the function χ(detg).
Moreover the GF -modules Bs(µ1, µ2) and B(µ2, µ1)/Bf(µ2, µ1) are equivalent as are the
modules B(µ1, µ2)/Bs(µ1, µ2) and Bf (µ2, µ1).

We start with a simple lemma.
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Lemma 3.3.1 Suppose there is a non-zero function f in B(µ1, µ2) invariant under right translations

by elements of NF . Then there is a quasi-character χ such that µ1 = χα
−1/2
F and µ2 = χα

1/2
F and

f is a multiple of χ.

Since NFAF
(

0
1
−1
0

)
NF is an open subset of GF the function f is determined by its value at(

0
1
−1
0

)
. Thus if µ1 and µ2 have the indicated form it must be a multiple of χ.
If c belongs to F× then

(
1 0
c 1

)
=

(
c−1 1
0 c

)(
0 −1
1 0

)(
1 c−1

0 1

)
.

Thus if f exists and ω = µ2µ
−1
1 α−1

F

f

((
1 0
c 1

))
= ω(c)f

((
0 −1
1 0

))
.

Since f is locally constant there is an ideal a in F such that ω is constant on a − {0}. It follows
immediately that ω is identically 1 and that µ1 and µ2 have the desired form.

The next lemma is the key to the theorem.

Lemma 3.3.2. If |µ1µ2(̟)| = |̟|s with s > −1 there is a minimal non-zero invariant subspace X
of B(µ1, µ2). For all f in B(µ1, µ2) and all n in NF the difference f − ρ(n)f belongs to X.

By Proposition 3.2 it is enough to prove the lemma when B(µ1, µ2) is replaced by

W (µ1, µ2;ψ). Associate to each function W in W (µ1, µ2;ψ) a function

ϕ(a) = W

((
a 0
0 1

))

on F×. If ϕ is 0 so is W . We may regard π = ρ(µ1, µ2) as acting on the space V of such functions. If b
is in BF

π(b)ϕ = ξψ(b)ϕ.

Appealing to (3.2.2) we see that every function ϕ in V has its support in a set of the form

{a ∈ F×
∣∣ |a| ≤ c}

where c = c(ϕ) is a constant. As in the second paragraph the difference ϕ− π(n)ϕ = ϕ − ξψ(n)ϕ is
in S(F×) for all n in NF . Thus V ∩ S(F×) is not 0. Since the representation ξψ of BF on S(F×) is

irreducible, V and every non-trivial invariant subspace of V contains S(F×). Taking the intersection
of all such spaces we obtain the subspace of the lemma.

We first prove the theorem assuming that |µ1(̟)µ−1
2 (̟)| = |̟|s with s > −1. We have

defined a non-degenerate pairing between B(µ1, µ2) and B(µ−1
1 , µ−1

2 ). All elements of the orthogonal
complement ofX are invariant underNF . Thus if µ1µ

−1
2 is not αF the orthogonal complement is 0 and

X is B(µ1, µ2) so that the representation is irreducible. The contragredient representation ρ(µ−1
1 , µ−1

2 )
is also irreducible.

If µ1µ
−1
2 = αF we write µ1 = χα

1/2
F , µ2 = χα

−1/2
F . In this case X is the space of the functions

orthogonal to the function χ−1 in B(µ−1
1 , µ−1

2 ). We set Bs(µ1, µ2) = X and we let Bf (µ
−1
1 , µ−1

2 ) be
the space of scalar multiples of χ−1. The representation of GF on Bs(µ1, µ2) is irreducible. Since
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Bs(µ1, µ2) is of codimension one it is the only proper invariant subspace of B(µ1, µ2). Therefore
Bf (µ

−1
1 , µ−1

2 ) is the only proper invariant subspace of B(µ−1
1 , µ−1

2 ).

If |µ1(̟)µ−1
2 (̟)| = |̟|s then |µ−1

1 (̟)µ2(̟)| = |̟|−s and either s > −1 or −s > −1. Thus if
µ−1

1 µ2 is neither αF nor α−1
F the representation π = ρ(µ1, µ1) is irreducible. If ω = µ1µ2 then

π

((
a 0
0 a

))
= ω(a)I

so that π is equivalent to ω⊗ π̃ or to ω⊗ρ(µ−1
1 , µ−1

2 ). It is easily seen that ω⊗ρ(µ−1
1 , µ−1

2 ) is equivalent

to ρ(ωµ−1
1 , ωµ−1

1 ) = ρ(µ2, µ1).
If µ1µ

−1
2 = αF and π is the restriction of ρ to Bs(µ1, µ2) then π̃ is the representation on

B(µ−1
1 , µ−1

2 )/Bf(µ
−1
1 , µ−1

2 ) defined by ρ(µ−1
1 , µ−1

2 ). Thus π is equivalent to the tensor product of
ω = µ1µ2 and this representation. The tensor product is of course equivalent to the representation on

B(µ2, µ1)/Bf(µ2, µ1). If µ1 = χα
1/2
F and µ2 = χα

−1/2
F the representations on B(µ1, µ2)/Bs(µ1, µ2)

and Bf(µ2, µ1) are both equivalent to the representations g → χ(detg).

The space W (µ1, µ2;ψ) has been defined for all pairs µ1, µ2.

Proposition 3.4 (i) For all pairs µ1, µ2

W (µ1, µ2; ψ) = W (µ2, µ1; ψ)

(ii) In particular if µ1µ
−1
2 6= α−1

F the representation of GF on W (µ1, µ2; ψ) is equivalent to
ρ(µ1, µ2).

If Φ is a function on F 2 define Φι by

Φι(x, y) = Φ(y, x).

To prove the proposition we show that, if Φ is in S(F 2),

µ1(detg) |detg|1/2θ
(
µ1, µ2; r(g)Φ

ι
)

= µ2(detg) |detg|1/2θ
(
µ2, µ1; r(g)Φ

)
.

If g is the identity this relation follows upon inspection of the definition of θ(µ1, µ2; Φι). It is also easily
seen that

r(g)Φι = [r(g)Φ]ι

if g is in SL(2, F ) so that it is enough to prove the identity for

g =

(
a 0
0 1

)
.

It reduces to

µ1(a)

∫
Φι(at, t−1)µ1(t)µ

−1
2 (t) d×t = µ2(a)

∫
Φ(at, t−1)µ2(t)µ

−1
2 (t) d×t.

The left side equals

µ1(a)

∫
Φ(t−1, at)µ1(t)µ

−1
2 (t) d×t

which, after changing the variable of integration, one sees is equal to the right side.
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If µ1µ
−1
2 is not αF or α−1

F so that ρ(µ1, µ2) is irreducible we let π(µ1, µ2) be any representation
in the class of ρ(µ1, µ2). If ρ(µ1, µ2) is reducible it has two constituents one finite dimensional and one

infinite dimensional. A representation in the class of the first will be called π(µ1, µ2). A representation
in the class of the second will be calledσ(µ1, µ2). Any irreducible representation which is not absolutely

cuspidal is either a π(µ1, µ2) or a σ(µ1, µ2). The representations σ(µ1, µ2) which are defined only for

certain values of µ1 and µ2 are called special representations.
Before proceeding to the proof of Theorem 2.18 for representations which are not absolutely

cuspidal we introduce some notation. If ω is an unramified quasi-character of F× the associated
L-function is

L(s, ω) =
1

1 − ω(̟) |̟|s
.

It is independent of the choice of the generator ̟ of p. If ω is ramified L(s, ω) = 1. If ϕ belongs to
S(F ) the integral

Z(ωαsF , ϕ) =

∫

F×

ϕ(α)ω(α) |α|s d×α

is absolutely convergent in some half-plane Re s > s0 and the quotient

Z(ωαsF , ϕ)

L(s, ω)

can be analytically continued to a function holomorphic in the whole complex plane. Moreover for a
suitable choice of ϕ the quotient is 1. If ω is unramified and

∫

UF

d×α = 0

one could take the characteristic function of OF . There is a factor ε(s, ω, ψ) which, for a given ω and

ψ, is of the form abs so that if ϕ̂ is the Fourier transform of ϕ

Z(ω−1α1−s
F , ϕ̂)

L(1 − s, ω−1)
= ε(s, ω, ψ)

Z(ωαsF , ϕ)

L(s, ω)
.

If ω is unramified and OF is the largest ideal on which ψ is trivial ε(s, ω, ψ) = 1.

Proposition 3.5 Suppose µ1 and µ2 are two quasi-characters of F× such that neither µ−1
1 µ2 nor

µ1µ
−1
2 is αF and π is π(µ1, µ2). Then

W (π,ψ) = W (µ1, µ2; ψ)

and if
L(s, π) = L(s, µ1)L(s, µ2)

L(s, π̃) = L(s, µ−1
1 )L(s, µ−1

2 )

ε(s, π, ψ) = ǫ(s, µ1, ψ) ε(s, µ2, ψ)

all assertions of Theorem 2.18 are valid. In particular if |µ1(̟)| = |̟|−s1 and |µ2(̟)| = |̟|−s2

the integrals defining Ψ(g, s,W ) are absolutely convergent if Re s > max{s1, s2}. If µ1 and µ2 are
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unramifed and OF is the largest ideal of F on which ψ is trivial there is a unique function W0 in
W (π,ψ) which is invariant under GL(2, OF ) and assumes the value 1 at the identity. If

∫

UF

d×α = 1

then Φ(e, s,W0) = 1.

That W (π,ψ) = W (µ1, µ2; ψ) is of course a consequence of the previous proposition. As we
observed the various assertions need be established only for g = e. Take Φ in S(F 2) and let W = WΦ

be the corresponding element of W (π,ψ). Then

ϕ(a) = W

((
a 0
0 1

))

belongs to the space of the Kirillov model of π. As we saw in the closing pages of the first paragraph

Ψ(e, s,W ) =

∫

F×

W

((
a 0
0 1

))
|a|s−1/2 d×a = ϕ̂(α

s−1/2
F )

is equal to

Z(µ1α
s
F , µ2α

s
F ,Φ)

if the last and therefore all of the integrals are defined.

Also
Ψ̃(e, s,W ) = Z(µ−1

2 αsF , µ
−1
1 αsF ,Φ).

Any function in S(F 2) is a linear combination of functions of the form

Φ(x, y) = ϕ1(x)ϕ2(y).

Since the assertions to be proved are all linear we need only consider the functions Φ which are given
as products. Then

Z(µ1α
s
F , µ2α

s
F ,Φ) = Z(µ1α

s
F , ϕ1)Z(µ2α

s
F , ϕ2)

so that the integral does converge in the indicated region. Moreover

Z(µ−1
2 αsF , µ

−1
1 αsF ,Φ) = Z(µ−1

2 αsF , ϕ1)Z(µ−1
1 αsF , ϕ2)

also converges for Re s sufficiently large. Φ(e, s,W ) is equal to

Z(µ1α
s
F , ϕ1)

L(s, µ1)

Z(µ2α
s
F , ϕ2)

L(s, µ2)

and is holomorphic in the whole complex plane. We can choose ϕ1 and ϕ2 so that both factors are 1.
It follows from the Iwasawa decomposition GF = PF GL(2, OF ) that if both µ1 and µ2 are

unramified there is a non-zero function on B(µ1, µ2) which is invariant under GL(2, OF ) and that it
is unique up to a scalar factor. If the largest ideal on which ψ is trivial is OF , if Φ0 is the characteristic

function ofO2
F , and if Φ∼

0 is the partial Fourier transform introduced in Proposition 1.6 then Φ∼
0 = Φ0.

Consequently
rµ1,µ2

(g)Φ0 = Φ0
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for all g in GL(2, OF ). If W0 = WΦ0
then, since Φ0 is the product of the characteristic function of OF

with itself, Φ(e, s,W0) = 1 if ∫

UF

d×α = 1.

The only thing left to prove is the local functional equation. Observe that

Φ̃(w, s,W ) = Φ̃
(
e, s, ρ(w)W

)
,

that if W = WΦ then ρ(w)W = Wr(w)Φ, and that r(w)Φ(x, y) = Φ′(y, x) if Φ′ is the Fourier transform

of Φ. Thus if Φ(x, y) is a product ϕ1(x)ϕ2(y)

Φ̃(w, s,W ) =
Z(µ−1

1 αsF , ϕ̂1)

L(s, µ−1
1 )

Z(µ−1
2 αsF , ϕ̂2)

L(s, µ−1
2 )

.

The functional equation follows immediately.

If µ1µ
−1
2 is αF or α−1

F and π = π(µ1, µ2) we still set

L(s, π) = L(s, µ1)L(s, µ2)

and
ε(s, π, ψ) = ε(s, µ1, ψ) ε(s, µ2, ψ).

Since π̃ is equivalent to π(µ−1
1 , µ−1

2 )

L(s, π̃) = L(s, µ−1
1 )L(s, µ−1

2 ).

Theorem 2.18 is not applicable in this case. It has however yet to be proved for the special representa-

tions. Any special representation σ is of the form σ(µ1, µ2) with µ1 = χα
1/2
F and µ2 = χα

−1/2
F . The

contragredient representation of σ̃ is σ(µ−1
2 , µ−1

1 ). This choice of µ1 and µ2 is implicit in the following

proposition.

Proposition 3.6 W (σ,ψ) is the space of functions W = WΦ in W (µ1, µ2; ψ) for which

∫

F

Φ(x, 0) dx = 0.

Theorem 2.18 will be valid if we set L(s, σ) = L(s, σ̃) = 1 and ε(s, σ, ψ) = ε(s, µ1, ψ) ε(s, µ2, ψ)
when χ is ramified and we set L(s, σ) = L(s, µ1), L(s, σ̃) = L(s, µ−1

2 ), and

ε(s, σ, ψ) = ε(s, µ1, ψ) ε(s, µ2, ψ)
L(1 − s, µ−1

1 )

L(s, µ2)

when χ is unramified.

W (σ,ψ) is of course the subspace ofW (µ1, µ2; ψ) corresponding to the space Bs(µ1, µ2) under

the transformation A of Proposition 3.2. If W = WΦ then A takes W to the function f = fΦ∼ defined
by

f(g) = z
(
µ1µ

−1
2 αF , ρ(g)Φ

∼
)
µ1(detg) |detg|1/2.
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f belongs to Bs(µ1, µ2) if and only if

∫

GL(2,OF )

χ−1(g)f(g) dg = 0.

As we observed this integral is equal to a constant times

∫

F

χ−1

(
w

(
1 x
0 1

))
f

(
w

(
1 x
0 1

))
dx =

∫

F

f

(
w

(
1 x
0 1

))
dx

which equals

∫
z

(
α2
F , ρ(w) ρ

((
1 x
0 1

))
Φ∼

)
dx =

∫ {∫
Φ∼(−t,−tx) |t|2 d×t

}
dx.

The double integral does converge and equals, apart from a constant factor,

∫∫
Φ∼(t, tx) |t| dt dx =

∫∫
Φ∼(t, x) dt dx

which in turn equals ∫
Φ(t, 0) dt.

We now verify not only the remainder of the theorem but also the following corollary.

Corollary 3.7 (i) If π = π(µ1, µ2) then

ε(s, σ, ψ)
L(1 − s, σ̃)

L(s, σ)
= ε(s, π, ψ)

L(1 − s, π̃)

L(s, π)

(ii) The quotient
L(s, π)

L(s, σ)

is holomorphic
(iii) For all Φ such that ∫

Φ(x, 0) dx = 0

the quotient
Z(µ1α

s
F , µ2α

s
F ,Φ)

L(s, σ)

is holomorphic and there exists such a Φ for which the quotient is one.

The first and second assertions of the corollary are little more than matters of definition. Although

W (µ1, µ2ψ) is not irreducible we may still, for all W in this space, define the integrals

Ψ(g, s,W ) =

∫
W

((
a 0
0 1

)
g

)
|a|s−1/2 d×a

Ψ̃(g, s,W ) =

∫
W

((
a 0
0 1

)
g

)
|a|s−1/2ω−1(a) d×a.



Chapter 1 56

They may be treated in the same way as the integrals appearing in the proof of Proposition 3.5. In
particular they converge to the right of some vertical line and if W = WΦ

Ψ(e, s,W ) = Z(µ1α
s
F , µ2α

s
F ,Φ)

Ψ̃(e, s,W ) = Z(µ−1
2 αsF , µ

−1
1 αsF ,Φ).

Moreover
Ψ(g, s,W )

L(s, π)

is a holomorphic function of s and

Ψ̃(g, 1 − s,W )

L(1 − s, π̃)
= ε(s, π, ψ)

Ψ(g, s,W )

L(s, π)
.

Therefore

Φ(g, s,W ) =
Ψ(g, s,W )

L(s, σ)

and

Φ̃(g, s,W ) =
Ψ̃(g, s,W )

L(s, σ̃)

are meromorphic functions of s and satisfy the local functional equation

Φ̃(wg, 1 − s,W ) = ε(s, σ, ψ) Φ(g, s,W ).

To compete the proof of the theorem we have to show that ε(s, σ, ψ) is an exponential function of
s and we have to verify the third part of the corollary. The first point is taken care of by the observation

that µ−1
1 (̟) |̟| = µ−1

2 (̟) so that

L(1 − s, µ−1
1 )

L(s, µ2)
=

1 − µ2(̟) |̟|s

1 − µ−1
1 (̟) |̟|1−s

= −µ1(̟) |̟|s−1.

If χ is ramified so that L(s, σ) = L(s, π) the quotient part (iii) of the corollary is holomorphic.
Moreover a Φ in S(F 2) for which

Z(µ1α
s
F , µ2α

s
F ,Φ) = L(s, σ) = 1

can be so chosen that

Φ(εx, ηy) = χ(εη)Φ(x, y)

for ε and η in UF . Then ∫

F

Φ(x, 0) dx = 0.

Now take χ unramified so that χ(a) = |a|r for some complex number r. We have to show that if

∫

F

Φ(x, 0) dx = 0
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then
Z(µ1α

s
F , µ2α

s
F ,Φ)

L(s, µ1)

is a holomorphic function of s. Replacing s by s− r + 1/2 we see that it is enough to show that

(1 − |̟|s+1)

∫∫
Φ(x, y) |x|s+1 |y|s d×xd×y

is a holomorphic function of s. Without any hypothesis on Φ the integral converges for Re s > 0 and

the product has an analytic continuation whose only poles are at the roots of |̟|s = 1. To see that these
poles do not occur we have only to check that there is no pole at s = 0. For a given Φ in S(F 2) there is

an ideal a such that
Φ(x, y) = Φ(x, 0)

for y in a. If a′ is the complement of a∫∫
Φ(x, y) |x|s+1 |y|s d×xd×y

is equal to the sum of ∫

F

∫

a′

Φ(x, y) |x|s+1 |y|s d×xd×y

which has no pole at s = 0 and a constant times
{∫

F

Φ(x, 0) |x|s dx

}{∫

a

|y|s d×y

}

If a = pn the second integral is equal to

|̟|ns(1 − |̟|s)−1

If ∫

F

Φ(x, 0) dx = 0

the first term, which defines a holomorphic function of s, vanishes at s = 0 and the product has no

pole there.
If ϕ0 is the characteristic function of OF set

Φ(x, y) =
{
ϕ0(x) − |̟|−1ϕ0(̟

−1x)
}
ϕ0(y).

Then ∫

F

Φ(x, 0) dx = 0

and

Z(µ1α
s
F , µ2α

s
F ,Φ)

is equal to
{∫ (

ϕ0(x) − |̟|−1ϕ0(̟
−1x)

)
µ1(x) |x|

s d×x

}{∫
ϕ0(y)µ2(y) |y|

s d×y

}

The second integral equals L(s, µ2) and the first equals

(1 − µ1(̟) |̟|s−1)L(s, µ1)

so their product is L(s, µ1) = L(s, σ).

Theorem 2.18 is now completely proved. The properties of the local L-functions L(s, π) and the

factors ǫ(s, π, ψ) described in the next proposition will not be used until the paragraph on extraordinary
representations.
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Proposition 3.8 (i) If π is an irreducible representation there is an integer m such that if the order
of χ is greater than m both L(s, χ⊗ π) and L(s, χ⊗ π̃) are 1.

(ii) Suppose π1 and π2 are two irreducible representations of GF and that there is a quasi-
character ω such that

π1

((
a 0
0 a

))
= ω(a)I π2

((
a 0
0 a

))
= ω(a)I

Then there is an integer m such that if the order of χ is greater than m

ε(s, χ⊗ π1, ψ) = ε(s, χ⊗ π2, ψ)

(iii) Let π be an irreducible representation and let ω be the quasi-character defined by

π

((
a 0
0 a

))
= ω(a)I

Write ω in any manner as ω = µ1µ2. Then if the order of χ is sufficiently large in comparison
to the orders of µ1 and µ2

ε(s, χ⊗ π,ψ) = ε(s, χµ1, ψ) ε(s, χµ2, ψ).

It is enough to treat infinite-dimensional representations because if σ = σ(µ1, µ2) and π =
π(µ1, µ2) are both defined L(s, χ⊗ σ) = L(s, χ⊗ π), L(s, χ⊗ σ̃) = L(s, χ⊗ π̃), and ε(s, χ⊗ σ,ψ) =
ε(s, χ⊗ π,ψ) if the order of χ is sufficiently large.

If π is not absolutely cuspidal the first part of the proposition is a matter of definition. If π is

absolutely cuspidal we have shown that L(s, χ⊗ π) = L(s, χ⊗ π̃) = 1 for all π.

According to the relation (2.18.1)

ε(s, χ⊗ π,ψ) = C(ν−1
0 ν−1

1 , z−1
0 z−1

1 q−1/2z−1)

if the order of χ is so large that L(s, χ ⊗ π) = L(s, χ−1 ⊗ π̃) = 1. Thus to prove the second part we
have only to show that if {C1(ν, t)} and {C2(ν, t)} are the series associated to π1 and π2 then

C1(ν, t) = C2(ν, t)

if the order of ν is sufficiently large. This was proved in Lemma 2.16.6. The third part is also a
consequence of that lemma but we can obtain it by applying the second part to π1 = π and to

π2 = π(µ1, µ2).
We finish up this paragraph with some results which will be used in the Hecke theory to be

developed in the second chapter.
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Lemma 3.9 The restriction of the irreducible representation π to GL(2, OF ) contains the trivial
representation if and only if there are two unramified characters µ1 and µ2 such that π = π(µ1, µ2).

This is clear if π is one-dimensional so we may as well suppose that π is infinite dimensional.
If π = π(µ1, µ2) we may let π = ρ(µ1, µ2). It is clear that there is a non-zero vector in B(µ1, µ2)
invariant under GL(2, OF ) if and only if µ1 and µ2 are unramified and that if there is such a vector
it is determined up to a scalar factor. If π = σ(µ1, µ2) and µ1µ

−1
2 = αF we can suppose that π is the

restriction of ρ(µ1, µ2) to BS(µ1, µ2). The vectors in B(µ1, µ2) invariant under GL(2, OF ) clearly do
not lie in Bs(µ1, µ2) so that the restriction of π toGL(2, OF ) does not contain the trivial representation.

All that we have left to do is to show that the restiction of an absolutely cuspidal representation to

GL(2, OF ) does not contain the trivial representation.
Suppose the infinite-dimensional irreducible representation π is given in the Kirillov form with

respect to an additive character ψ such that OF is the largest ideal on which ψ is trivial. Suppose the
non-zero vector ϕ is invariant under GL(2, OF ). It is clear that if

π

((
a 0
0 a

))
= ω(a)I

then ω is unramified, that ϕ(ν, t) = 0 unless ν = 1 is the trivial character, and that ϕ(ν, t) has no pole

at t = 0. Suppose π is absolutely cuspidal so that ϕ belongs to S(F×). Since π(w)ϕ = ϕ and the

restriction of ω to UF is trivial
ϕ̂(1, t) = C(1, t) ϕ̂(1, z−1

0 t−1)

if z0 = ω(̟). Since C(1, t) is a constant times a negative power of t the series on the left involves no
negative powers of t and that on the right involves only negative powers. This is a contradiction.

Let H0 be the subalgebra of the Hecke algebra formed by the functions which are invariant under
left and right translations by elements of GL(2, OF ). Suppose the irreducible representation π acts on

the space X and there is a non-zero vector x in X invariant under GL(2, OF ). If f is in H0 the vector

π(f)x has the same property and is therefore a multiple λ(f)x of x. The map f → λ(f) is a non-trivial
homomorphism of H0 into the complex numbers.

Lemma 3.10 Suppose π = π(µ1, µ2) where µ1 and µ2 are unramified and λ is the associated homo-
morphism of H0 into C. There is a constant c such that

|λ(f)| ≤ c

∫

GF

|f(g)| dg (3.10.1)

for all f in H if and only if µ1µ2 is a character and |µ1(̟)µ−1
2 (̟)| = |̟|s with −1 ≤ s ≤ 1.

Let π̃ act on X̃ and let x̃ in X̃ be such that 〈x, x̃〉 6= 0. Replacing x̃ by

∫

GL(2,OF )

π̃(g)x̃ dg

if necessary we may suppose that x̃ is invariant underGL(2, OF ). We may also assume that 〈x, x̃〉 = 1.
If η(g) = 〈π(g)x, x̃〉 then

λ(f) η(g) =

∫

GF

η(gh) f(h) dh
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for all f in H0. In particular

λ(f) =

∫

GF

η(h) f(h) dh.

If |η(h)| ≤ c for all h the inequality (3.10.1) is certainly valid. Conversely, since η is invariant under

left and right translations by GL(2, OF ) we can, if the inequality holds, apply it to the characteristic

functions of double cosets of this group to see that |η(h)| ≤ c for all h. Since

η

((
a 0
0 a

)
h

)
= µ1(a)µ2(a) η(h)

the function η is bounded only if µ1µ2 is a character as we now assume it to be. The finite dimensional

representations take care of themselves so we now assume π is infinite-dimensional.

Since π and π̃ are irreducible the function 〈π(g)x, x̃〉 is bounded for a given pair of non-zero
vectors if and only if it is bounded for all pairs. Since GF = GL(2, OF )AF GL(2, OF ) and µ1µ2 is a

character these functions are bounded if and only if the functions

〈π

((
a 0
0 1

))
x, x̃〉

are bounded on F×. Take π and π̃ in the Kirillov form. If ϕ is in V and ϕ̃ is in V then

〈π

((
a 0
0 1

))
ϕ, π̃(w)ϕ̃〉

is equal to

〈π−1(w)π

((
a 0
0 1

))
ϕ, ϕ̃〉 = µ1(a)µ2(a) < π

((
a−1 0
0 1

))
π−1(w)ϕ, ϕ̃ >

Thus η(g) is bounded if and only if the functions

〈π

((
a 0
0 1

))
ϕ, ϕ̃〉

are bounded for all ϕ in V and all ϕ̃ in S(F×).

It is not necessary to consider all ϕ̃ in S(F×) but only a set which together with its translates by
the diagonal matrices spans S(F×). If µ is a character of UF let ϕµ be the function on F× which is 0
outside of UF and equals µ on UF . It will be sufficient to consider the functions ϕ̃ = ϕµ and all we

need show is that

〈π

((
̟n 0
0 1

))
ϕ,ϕµ〉 (3.10.2)

is a bounded function of n for all µ and all ϕ. The expression (3.10.2) is equal to ϕ̂n(µ). If ϕ belongs
to S(F×) the sequence {ϕ̂n(µ)} has only finitely many non-zero terms and there is no problem. If

ϕ = π(w)ϕ0 then ∑

n

ϕ̂n(µ)tn = C(µ, t) η(t)
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where η(t) depends on ϕ0 and is an arbitrary finite Laurent series. We conclude that (3.10.1) is valid if
and only if µ1µ2 is a character and the coefficients of the Laurent series C(µ, t) are bounded for every

choice of µ.
It follows from Proposition 3.5 and formula (2.18.1) that, in the present case, the series has only

one term if µ is ramified but that if µ is trivial

C
(
µ, |̟|1/2 µ−1

1 (̟)µ−1
2 (̟)t

)
=

(
1 − µ1(̟)t−1

)(
1 − µ2(̟)t−1

)
(
1 − µ−1

1 (̟) |̟| t
)(

1 − µ−1
2 (̟) |̟| t

) .

The function on the right has zeros at t = µ1(̟) and t = µ2(̟) and poles at t = 0, t = |̟|−1µ1(̟),
and t = |̟|−1µ2(̟). A zero can cancel a pole only if µ2(̟) = |̟|−1µ1(̟) or µ1(̟) = |̟|−1µ2(̟).

Since µ1 and µ2 are unramified this would mean that µ−1
1 µ2 equals αF or α−1

F which is impossible

when π = π(µ1, µ2) is infinite dimensional.
If C(µ, t) has bounded coefficients and µ1µ2 is a character the function on the right has no poles

for |t| < |̟|−1/2 and therfore |µ1(̟)| ≥ |̟|1/2 and |µ2(̟)| ≥ |̟|1/2. Since

|µ1(̟)µ−1
2 (̟)| = |µ1(̟)|2 = |µ−1

2 (̟)|2

where µ1µ2 is a character these two inequalities are equivalent to that of the lemma. Conversely if these

two inequalities are satisifed the rational function on the right has no pole except that at 0 inside the
circle |t| = |̟|−1/2 and at most simple poles on the circle itself. Applying, for example, partial fractions

to find its Laurent series expansion about 0 one finds that the coefficients of C(µ, t) are bounded.

Lemma 3.11 Suppose µ1 and µ2 are unramified, µ1µ2 is a character, and π = π(µ1, µ2) is infinite
dimensional. Let |µ1(̟)| = |̟|r where r is real so that |µ2(̟)| = |̟|−r. Assume OF is the
largest ideal on which ψ is trivial and let W0 be that element of W (π,ψ) which is invariant under
GL(2, OF ) and takes the value 1 at the identity. If s > |r| then

∫

F×

∣∣∣∣W0

((
a 0
0 1

))∣∣∣∣ |a|
s−1/2 d×a ≤

1

(1 − |̟|s+r)(1 − |̟|s−r)

if the Haar measure is so normalized that the measure of UF is one.

If Φ is the characteristic function of O2
F then

W0

((
a 0
0 1

))
= µ1(a) |a|

1/2

∫

F×

Φ(at, t−1)µ1(t)µ
−1
2 d×t

and ∫

F×

∣∣∣∣W0

((
a 0
0 1

))∣∣∣∣ |a|
s−1/2 d×a ≤

∫∫
Φ(at, t−1) |a|s+r |t|2r d×a d×t.

Changing variables in the left-hand side we obtain

∫

OF

∫

OF

|a|s+r |b|s−r d×a d×b =
1

(1 − |̟|s+r)(1 − |̟|s−r)
.
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§4. Examples of absolutely cuspidal representations In this paragraph we will use the results of the
first paragraph to construct some examples of absolutely cuspidal representations.

First of all let K be a quaternion algebra over F . K is of course unique up to isomorphism.
As in the first paragraph Ω will denote a continuous finite-dimensional representation of K× the

multiplicative group of K . If χ is a quasi-character of F× and ν is the reduced norm on K we denote

the one-dimensional representation g → χ
(
ν(g)

)
of K× by χ also. If Ω is any representation χ⊗ Ω is

the representation g → χ(g) Ω(g). If Ω is irreducible all operators commuting with the action of K×

are scalars. In particular there is a quasi-character Ω of F× such that

Ω(a) = ω(a)I

for all a in F× which is of course a subgroup of K×. If Ω is replaced by χ ⊗ Ω then ω is replaced by

χ2ω. Ω̃ will denote the representation contragredient to Ω.

Suppose Ω is irreducible, acts on V , and the quasi-character ω is a character. Since K×/F× is

compact there is a positive definite hermitian form on V invariant under K×. When this is so we call
Ω unitary.

It is a consequence of the following lemma that any one-dimensional representation ofK× is the
representation associated to a quasi-character of F×.

Lemma 4.1 Let K1 be the subgroup of K× consisting of those x for which ν(x) = 1. Then K1 is the
commutator subgroup, in the sense of group theory, of K×.

K1 certainly contains the commutator subgroup. Suppose x belongs to K1. If x = xι then
x2 = xxι = 1 so that x = ±1. Otherwise x determines a separable quadratic extension of F . Thus,

in all cases, if xxι = 1 there is a subfield L of K which contains x and is quadratic and separable over

L. By Hilbert’s Theorem 90 there is a y in L such that x = yy−ι. Moreover there is an element σ in K
such that σzσ−1 = zι for all z in L. Thus x = yσy−1σ−1 is in the commutator subgroup.

In the first paragraph we associated to Ω a representation rΩ of a groupG+ on the space S(K,Ω).
Since F is now non-archimedean the group G+ is now GF = GL(2, F ).

Theorem 4.2 (i) The representation rΩ is admissible.
(ii) Let d = degree Ω. Then rΩ is equivalent to the direct sum of d copies of an irreducible

representation π(Ω).
(iii) If Ω is the representation associated to a quasi-character χ of F× then

π(Ω) = σ(χα
1/2
F , χα

−1/2
F ).

(iv) If d > 1 the representation π(Ω) is absolutely cuspidal.

If n is a natural number we set

Gn = {g ∈ GL(2, OF ) | g = I(mod pn)}

We have first to show that if Φ is in S(K,Ω) there is an n such that rΩ(g)Φ = Φ if g is in Gn and that
for a given n the space of Φ in S(K,Ω) for which rΩ(g)Φ = Φ for all g in Gn is finite dimensional.

Any

g =

(
a b
c d

)

in Gn may be written as

g =

(
1 0

ca−1 1

)(
a b′

0 d′

)
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and both the matrices on the right are in Gn. Thus Gn is generated by the matrices of the forms
(
a 0
0 1

) (
1 x
0 1

)
w

(
a 0
0 1

)
w−1 w

(
1 x
0 1

)
w−1

with a ≡ 1 (mod pn) and x ≡ 0 (mod pn). It will therefore be enough to verify the following three
assertions.

(4.2.1) Given Φ there is an n > 0 such that

rΩ

((
a 0
0 1

))
Φ = Φ

if a ≡ 1 (mod pn)

(4.2.2) Given Φ there is an n > 0 such that

rΩ

((
1 x
0 1

))
Φ = Φ

if x ≡ 0 (mod pn).

(4.2.3) Given n > 0 the space of Φ in S(K,Ω) such that

rΩ

((
1 x
0 1

))
Φ = Φ

and

rΩ(w−1) rΩ

((
1 x
0 1

))
rΩ(w)Φ = Φ

for all x in pn is finite-dimensional.
If a = ν(h) then

rΩ

((
a 0
0 1

))
Φ = |h|

1/2
K Ω(h) Φ(xh).

Since Φ has compact suport inK and is locally constant there is a neighborhood U of 1 inK× such that

Ω(h) Φ(xh) |h|
1/2
K = Φ(x)

for all h in U and all x in K . The assertion (4.2.1) now follows from the observation that ν is an open

mapping of K× onto F×.
We recall that

rΩ

((
1 x
0 1

))
Φ(z) = ψ

(
xν(z)

)
Φ(z)

Let p−ℓ be the largest ideal on which ψ is trivial and let pK be the prime ideal of K . Since ν(pmK) = pmF

rΩ

((
1 x
0 1

))
Φ = Φ

for all x in pn if and only if the support of Φ is contained in p−n−ℓK . With this (4.2.2) is established.

Φ satisfies the two conditions of (4.2.3) if and only if both Φ and r(w)Φ have support in p−n−ℓK

or, since r(w)Φ = −Φ′, if and only if Φ and Φ′, its Fourier transform, have support in this set. There

is certainly a natural number k such that ψ
(
τ(y)

)
= 1 for all y in pkK . Assertion (4.2.3) is therefore a

consequence of the following simple lemma.
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Lemma 4.2.4 If the support of Φ is contained in p−nK and ψ
(
τ(y)

)
= 1 for all y in pkK the Fourier

transform of Φ is constant on cosets of pk+nK .

Since

Φ′(x) =

∫

p
−n
K

Φ(y)ψ
(
τ(x, y)

)
dy

the lemma is clear.

We prove the second part of the theorem for one-dimensional Ω first. Let Ω be the representation
associated to χ. S(K,Ω) is the space of Φ in S(K) such that Φ(xh) = Φ(x) for all h in K1. Thus to

every Φ in S(K,Ω) we may associate the function ϕΦ on F× defined by

ϕΦ(a) = |h|
1/2
K Ω(h) Φ(h)

if a = ν(h). The map Φ → ϕΦ is clearly injective. If ϕ belongs to S(F×) the function Φ defined by

Φ(h) = |h|
−1/2
K Ω−1(h)ϕ

(
ν(h)

)

if h 6= 0 and by
Φ(0) = 0

belongs to S(K,Ω) and ϕ = ϕΦ. Let S0(K,Ω) be the space of functions obtained in this way. It is the
space of functions in S(K,Ω) which vanish at 0 and therefore is of codimension one. If Φ belongs to

S0(K,Ω), is non-negative, does not vanish identically and Φ′ is its Fourier transform then

Φ′(0) =

∫
Φ(x) dx 6= 0.

Thus rΩ(w)Φ does not belong to S0(K,Ω) and S0(K,Ω) is not invariant. Since it is of codimension one

there is no proper invariant subspace containing it.

Let V be the image of S(K,ω) under the map Φ → ϕΦ. We may regard rΩ as acting in V . >From
the original definitions we see that

rΩ(b)ϕ = ξψ(b)ϕ

if b is in BF . If V1 is a non-trivial invariant subspace of V the difference

ϕ− rΩ

((
1 x
0 1

))
ϕ

is in V0 ∩ V1 for all ϕ in V1 and all x in F . If ϕ is not zero we can certainly find an x for which the
difference is not zero. Consequently V0 ∩ V1 is not 0 so that V1 contains V0 and hence all of V .

rΩ is therefore irreducible and when considered as acting on V it is in the Kirillov form. Since

V0 is not V it is not absolutely cuspidal. It is thus a π(µ1, µ2) or a σ(µ1, µ2). To see which we have to
find a linear form on V which is trivial on V0. The obvious choice is

L(ϕ) = Φ(0)

if ϕ = ϕΦ. Then

L

(
rΩ

((
a1 0
0 a2

)
ϕ

))
= χ(a1a2)

∣∣∣∣
a1

a2

∣∣∣∣ L(ϕ).
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To see this we have only to recall that

rΩ

((
a 0
0 a

))
= Ω(a)I = χ2(a)I

and that

rΩ

((
a 0
0 1

))
Φ(0) = |h|

1/2
K Ω(h) Φ(0)

where a = ν(h) so that |h|
1/2
K = |a|2F and Ω(h) = χ(a)I . Thus if

Aϕ(g) = L(rΩ(g)ϕ)

A is an injection of V into an irreducible invariant subspace of B(χα
1/2
F , χα

−1/2
F ). The only such

subspace is Bs(χα
1/2
F , χα

−1/2
F ) and rΩ is therefore σ(χα

1/2
F , χα

−1/2
F ).

Suppose now that Ω is not one-dimensional. Let Ω act on U . Since K1 is normal and K/K1 is

abelian there is no non-zero vector in U fixed by every element of K1. If Φ is in S(K,Ω) then

Φ(xh) = Ω−1(h) Φ(x)

for all h in K1. In particular Φ(0) is fixed by every element in K1 and is therefore 0. Thus all functions

in S(K,Ω) have compact supports in K× and if we associate to every Φ in S(K,Ω) the function

ϕΦ(a) = |h|
1/2
K Ω(h) Φ(h)

where a = ν(h) we obtain a bijection from S(K,Ω) to S(F×, U). It is again clear that

ϕΦ1
= ξψ(b)ϕΦ

if b is in BF and Φ1 = rΩ(b)Φ.

Lemma 4.2.5 Let Ω be an irreducible representation of K× in the complex vector space U . Assume
that U has dimension greater than one.

(i) For any Φ in S(K,U) the integrals

Z(αsF ⊗ Ω,Φ) =

∫

K×

|a|
s/2
K Ω(a) Φ(a) d×a

Z(αsF ⊗ Ω−1,Φ) =

∫

K×

|a|
s/2
K Ω−1(a) Φ(a) d×a

are absolutely convergent in some half-plane Re s > s0.
(ii) The functions Z(αsF ⊗ Ω,Φ) and Z(αsF ⊗ Ω−1,Φ) can be analytically continued to functions

meromorphic in the whole complex plane.
(iii) Given u in U there is a Φ in S(K,U) such that

Z(αsF ⊗ Ω,Φ) ≡ u.

(iv) There is a scalar function ε(s,Ω, ψ) such that for all Φ in S(K,U)

Z(α
3/2−s
F ⊗ Ω−1,Φ′) = −ε(s,Ω, ψ)Z(α

s+1/2
F ⊗ Ω,Φ)
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if Φ′ is the Fourier transform of Φ. Moreover, as a function of s, ε(s,Ω, ψ) is a constant
times an exponential.

There is no need to verify the first part of the lemma. Observe that αF
(
ν(x)

)
= |ν(x)|F = |x|

1/2
K

so that
(αsF ⊗ Ω)(x) = |x|

s/2
K Ω(x).

If Φ belongs to S(K,U) set

Φ1(x) =

∫

K1

Ω(h) Φ(xh).

The integration is taken with respect to the normalized Haar measure on the compact group K1. Φ1

clearly belongs to S(K,U) and

Z(αsF ⊗ Ω,Φ) = Z(αsF ⊗ Ω,Φ1) (4.2.6)

and the Fourier transform Φ′
1 of Φ1 is given by

Φ′
1(x) =

∫

K1

Ω(h−1) Φ′(hx)

The function Φ′
1(x

ι) belongs to S(K,Ω) and

Z(αsF ⊗ Ω−1,Φ′) = Z(αsF ⊗ Ω−1,Φ′
1). (4.2.7)

Since Φ1 and Φ′
1 both have compact support in K× the second assertion is clear.

If u is in U and we let Φu be the function which is O outside of UK , the group of units of OK ,
and on UK is given by Φu(x) = Ω−1(x)u then

Z(αsF ⊗ Ω,Φu) = cu

if

c =

∫

UK

d×a.

If ϕ belongs to S(K×) let A(ϕ) and B(ϕ) be the linear transformations of U defined by

A(ϕ)U = Z(α
s+1/2
F ⊗ Ω, ϕu)

B(ϕ)u = Z(α
−s+3/2
F ⊗ Ω−1, ϕ′u)

where ϕ′ is the Fourier transform of ϕ. If λ(h)ϕ(h) = ϕ(h−1x) and ρ(h)ϕ(x) = ϕ(xh) then

A(λ(h)ϕ) = |h|
s/2+1/4
K Ω(h)A(ϕ)

and
A(ρ(h)ϕ) = |h|

−s/2−1/4
K A(ϕ)Ω−1(h).

Since the Fourier transform of λ(h)ϕ is |h|Kρ(h)ϕ′ and the Fourier transform of
ρ(h)ϕ is |h|−1

K λ(h)ϕ′, the map ϕ → B(ϕ) has the same two properties. Since the kernel of Ω is
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open it is easily seen that A(ϕ) and B(ϕ) are obtained by integrating ϕ against locally constant func-
tions α and β. They will of course take values in the space of linear transformations of U . We will

have
α(ha) = |h|

s/2+1/4
K Ω(h)α(a)

and
α(ah−1) = |h|

−s/2−1/4
K α(a) Ω−1(h)

β will satisfy similar identities. Thus

α(h) = |h|
s/2+1/4
K Ω(h)α(1)

β(h) = |h|
s/2+1/4
K Ω(h)β(1)

α(1) is of course the identity. However β(1) must commute with Ω(h) for all h in K× and therefore it
is a scalar multiple of the identity. Take this scalar to be −ε(s,Ω, ψ).

The identity of part (iv) is therefore valid for Φ in S(K×, U) and in particular for Φ in S(K,Ω).

The general case follows from (4.2.6) and (4.2.7). Since

ε(s,Ω, ψ) = −
1

c
Z(α

3/2−s
F ⊗ Ω−1,Φ′

u)

the function ε(s,Ω, ψ) is a finite linear combination of powers |̟|s if̟ is a generator of pF . Exchanging

the roles of Φu and Φ′
u we see that ε−1(s,Ω, ψ) has the same property. ε(s,Ω, ψ) is therefore a multiple

of some power of |̟|s.
We have yet to complete the proof of the theorem. Suppose ϕ = ϕΦ belongs to S(F×, U) and

ϕ′ = ϕrΩ(w)Φ. We saw in the first paragraph that if χ is a quasi-character of F× then

ϕ̂(χ) = Z(αFχ⊗ Ω,Φ) (4.2.8)

and, if Ω(a) = ω(a)I for a in F×,

ϕ̂′(χ−1ω−1) = −Z(αFχ
−1 ⊗ Ω−1,Φ′). (4.2.9)

Suppose U0 is a subspace of U and ϕ takes its values in U0. Then, by the previous lemma, ϕ̂(χ)
and ϕ̂′(χ−1ω−1) also lie in U0 for all choices of χ. Since ϕ′ lies in S(F×, U) we may apply Fourier

inversion to the multiplicative group to see that ϕ′ takes values in U0.
We may regard rΩ as acting on S(F×, U). Then S(F×, U0) is invariant under rΩ(w). Since

rΩ(b)ϕ = ξψ(b)ϕ for b in BF it is also invariant under the action of BF . Finally rΩ
((
a
0

0
a

))
ϕ = ω(a)ϕ

so that S(F×, U0) is invariant under the action of GF itself. If we take U0 to have dimension one

then S(F×, U0) may be identified with S(F×) and the representation rΩ restricted to S(F×, U0) is

irreducible. From (4.2.8) and (4.2.9) we obtain

ϕ̂(α
s−1/2
F χ) = Z(α

s+1/2
F χ⊗ Ω,Φ)

ϕ̂′(α
−s+1/2
F χ−1ω−1) = −Z(α

−s+3/2
F χ−1 ⊗ Ω−1,Φ′)

so that
ϕ̂′(α

−s+1/2
F χ−1ω−1 = ε(s, χ⊗ Ω, ψ) ϕ̂(α

s−1/2
F χ).



Chapter 1 68

Thus if π0 is the restriction of rΩ to S(F×, U0)

ε(s, χ⊗ π0, ψ) = ε(s, χ⊗ Ω, ψ)

so that π0 = π(Ω) is, apart from equivalence, independent of U0. The theorem follows.

Let Ω be any irreducible finite-dimensional representation of K× and let Ω act on U . The

contragredient representation Ω̃ acts on the dual space Ũ of U . If u belongs to U and ũ belongs to Ũ

〈u, Ω̃(h)ũ〉 = 〈Ω−1(h)u, ũ〉.

If Φ belongs to S(K) set

Z(αsF ⊗ Ω̃,Φ;u, ũ) =

∫

K×

|ν(h)|sΦ(h) 〈Ω(h)u, ũ〉 d×h

and set

Z(αsF ⊗ Ω̃,Φ;u, ũ) =

∫

K×

|ν(h)|sΦ(h) 〈u, Ω̃(h)ũ〉 d×h.

Theorem 4.3 Let Ω be an irreducible representation of K× in the space U .
(i) For any quasi-character χ of F×

π(χ⊗ Ω) = χ⊗ π(Ω).

(ii) There is a real number s0 such that for all u, ũ and Φ and all s with Re s > s0 the integral
defining Z(αsF ⊗ Ω,Φ;u, ũ) is absolutely convergent.

(iii) There is a unique Euler factor L(s,Ω) such that the quotient

Z(α
s+1/2
F ⊗ Ω,Φ, u, ũ)

L(s,Ω)

is holomorphic for all u, ũ, Φ and for some choice of these variables is a non-zero constant.
(iv) There is a functional equation

Z(α
3/2−s
F ⊗ Ω̃,Φ′, u, ũ)

L(1 − s, Ω̃)
= −ε(s,Ω, ψ)

Z(α
s+1/2
F ⊗ Ω,Φ, u, ũ)

L(s,Ω)

where ε(s,Ω, ψ) is, as a function of s, an exponential.
(v) If Ω(a) = ω(a)I for a in F× and if π = π(Ω) then

π

((
a 0
0 a

))
= ω(a)I.

Moreover L(s, π) = L(s,Ω), L(s, π̃) = L(s, Ω̃) and ε(s, π, ψ) = ε(s,Ω, ψ).

The first assertion is a consequence of the definitions. We have just proved all the others when Ω
has a degree greater than one. Suppose then that Ω(h) = χ

(
ν(h)

)
where χ is a quasi-character of F×.

Then π(Ω) = π(χα
1/2
F , χα

−1/2
F ) and if the last part of the theorem is to hold L(s,Ω), which is of course
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uniquely determined by the conditions of part (iii), must equal L(s, π) = L(s, χα
1/2
F ). Also L(s, Ω̃)

must equal L(s, π̃) = L(s, χ−1α
1/2
F ).

In the case under consideration U = C and we need only consider

Z(αsF ⊗ Ω,Φ; 1, 1) = Z(αsF ⊗ Ω,Φ).

As before the second part is trivial and

Z(αsF ⊗ Ω,Φ) = Z(αsF ⊗ Ω,Φ1)

if

Φ1(x) =

∫

K1

Φ(xh).

The Fourier transform of Φ1 is

Φ′
1(x) =

∫

K1

Φ′(hx) =

∫

K1

Φ′(xh)

and
Z(αsF ⊗ Ω̃,Φ′) = Z(αsF ⊗ Ω̃,Φ′

1).

It is therefore enough to consider the functions in S(K,Ω).
If ϕ = ϕΦ is defined as before then ϕ lies in the space on which the Kirillov model of π acts and

ϕ̂(α
s−1/2
F ) = A(α

s+1/2
F ⊗ Ω,Φ).

The third assertion follows from the properties of L(s, π). The fourth follows from the relation

ϕ̂′(α
1/2−s
F ω−1) = −Z(α

3/2−s
F ⊗ Ω−1,Φ′),

which was proved in the first paragraph, and the relation

ϕ̂′(α
1/2−s
F ω−1)

L(1 − s, π̃)
= ε(s, π, ψ)

ϕ̂(α
s−1/2
F )

L(s, π)
,

which was proved in the second, if we observe that Ω̃(h) = Ω−1(h). ϕ′ is of course π(w)ϕ.

Corollary 4.4 If π = π(Ω) then π̃ = π(Ω̃).

This is clear if Ω if of degree one so suppose it is of degree greater than one. Combining the

identity of part (iv) with that obtained upon interchanging the roles of Ω and Ω̃ and of Φ and Φ′ we

find that
ε(s,Ω, ψ) ε(1 − s, Ω̃, ψ) = ω(−1).

The same considerations show that

ε(s, π, ψ) ε(1 − s, π̃, ψ) = ω(−1).

Consequently

ε(s, π̃, ψ) = ε(s, Ω̃, ψ).

Replacing Ω by χ⊗ Ω we see that

ε(s, χ−1 ⊗ π̃, ψ) = ε(s, χ−1 ⊗ Ω̃, ψ) = ε
(
s, χ−1π(Ω̃), ψ

)

for all quasi-characters χ. Since π̃ and π(Ω̃) are both absolutely cuspidal they are equivalent.
There is a consequence of the theorem whose significance we do not completely understand.
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Proposition 4.5 Let Ω be an irreducible representation of K× on the space U and suppose that the
dimension of U is greater than one. Let Ũ be the dual space of U . Let π be the Kirillov model of
π(Ω), let ϕ lie in S(F×), and let ϕ′ = π(w)ϕ. If u belongs to U and ũ belong to Ũ the function Φ
on K which vanishes at 0 and on K× is defined by

Φ(x) = ϕ
(
ν(x)

)
|ν(x)|−1〈u, Ω̃(x)ũ〉

is in S(K) and its Fourier transform Φ′ vanishes at 0 and on K× is given by

Φ′(x) = −ϕ′
(
ν(x)

)
|ν(x)|−1ω−1

(
ν(x)

)
〈Ω(x)u, ũ〉

if Ω(a) = ω(a)I for a in F×.

It is clear that Φ belongs not merely to S(K) but in fact to S(K×). So does the function Φ1 which

we are claiming is equal to Φ′. The Schur orthogonality relations for the group K1 show that Φ′(0) = 0
so that Φ′ also belongs to S(K×).

We are going to show that for every irreducible representation of Ω′ of K×

∫
Φ1(x), 〈u

′, Ω̃′(x)ũ′〉 |ν(x)|3/2−s d×x

L(1 − s, Ω̃′)
= −

∫
ε(s,Ω′, ψ) Φ(x) 〈Ω′(x)u′, ũ′〉 |ν(x)|s+1/2 d×x

L(s,Ω′)

for all choices of u′ and ũ′. Applying the theorem we see that
∫

{Φ1(x) − Φ′(x)} 〈u′, Ω̃′(x)ũ′〉 |ν(x)|3/2−s d×x = 0

for all choices of Ω′, u′, ũ′, and all s. An obvious and easy generalization of the Peter-Weyl theorem,
which we do not even bother to state, shows that Φ1 = Φ′.

If

Ψ(x) =

∫

K1

〈u, Ω̃(hx)ũ〉 〈Ω′(hx)u′, ũ′〉 dh

then ∫

K×

Φ(x)〈Ω′(x)u′, ũ′〉 |ν(x)|s+1/2 d×x =

∫

K×/K1

ϕ
(
ν(x)

)
|ν(x)|s−1/2 Ψ(x) d×x

while
∫

K×

Φ1(x) 〈u
′Ω̃′(x), ũ′〉 |ν(x)|3/2−s d×x = −

∫

K×/K1

ϕ′
(
ν(x)

)
ω−1

(
ν(x)

)
|ν(x)|1/2−s Ψ(x−1) d×x

If Ψ is 0 for all choice of u′ and ũ′ the required identity is certainly true. Suppose then Ψ is different

from 0 for some choice u′ and ũ′.
Let U be the intersection of the kernels of Ω′ and Ω. It is an open normal subgroup of K× and

H = U K1 F
× is open, normal, and of finite index in K×. Suppose that Ω′(a) = ω′(a)I for a in F×. If

h belongs to H
Ψ(xh) = χ0(h) Ψ(x)

where χ0 is a quasi-character ofH trivial onU andK1 and equal toω′ω−1 onF×. Moreover χ0 extends
to a quasi-character χ of K× so that

∫

K×/H

Ψ(x)χ−1(x) =

∫

K×/F×

ψ(x)χ−1(x) 6= 0

χ may of course be identified with a quasi-character of F×.
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Lemma 4.5.1 If ∫

K×/F×

Ψ(x)χ−1(x) 6= 0

then Ω′ is equivalent to χ⊗ Ω.

Ω′ and χ⊗ Ω agree on F× and

∫

K×/F×

〈u, χ̃⊗ Ω(x)ũ〉 〈Ω′(x)u′, ũ′〉 6= 0.

The lemma follows from the Schur orthogonality relations.
We have therefore only to prove the identity for Ω′ = χ⊗ Ω. Set

F (x) =

∫

K1

〈u, Ω̃(hx)ũ〉 〈Ω(hx)u′, ũ′〉 dh.

u′ and ũ′ now belong to the spaces U and Ũ . There is a function f on F× such that

F (x) = f
(
ν(x)

)

The identity we are trying to prove may be written as

∫
ϕ′(a)χ−1(a)ω−1(a) f(a−1) |a|1/2−s d×a

L(1 − s, χ−1 ⊗ π̃)
= ε(s, χ⊗ π,ψ)

∫
ϕ(a)χ(a) f(a) |a|s−1/2 d×a

L(s, χ⊗ π)
. (4.5.2)

Let H be the group constructed as before with U taken as the kernel of Ω. The image F ′ of H under ν
is a subgroup of finite index in F× and f , which is a function on F×/F ′, may be written as a sum

f(a) =

p∑

i=1

λk χi(a)

where {χ1, · · · , χp} are the characters of F×/F ′ which are not orthogonal to f . By the lemma Ω is
equivalent to χi ⊗ Ω for 1 ≤ i ≤ p and therefore π is equivalent to χi ⊗ π. Consequently

ε(s, χ⊗ π,ψ) = ε(s, χχi ⊗ π,ψ)

and

∫
F× ϕ

′(a)χ−1(a)χ−1
1 (a)ω−1(a) |a|1/2−s d×a

L(1 − s, χ−1 ⊗ π̃)
= ε(s, χ⊗ π,ψ)

∫
F× ϕ(a)χ(a)χi(a) |a|

s−1/2 d×a

L(s, χ⊗ π)
.

The identity (4.5.2) follows.

Now let K be a separable quadratic extension of F . We are going to associate to each quasi-
character ω of K× an irreducible representation π(ω) of GF . If G+ is the set of all g in GF whose

determinants belong to ν(K×) we have already, in the first paragraph, associated to ω a representation

rω of G+. To emphasize the possible dependence of rω on ψ we now denote it by π(ω,ψ). G+ is of
index 2 in GF . Let π(ω) be the representation of GF induced from π(ω,ψ).
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Theorem 4.6 (i) The representation π(ω,ψ) is irreducible.
(ii) The representation π(ω) is admissible and irreducible and its class does not depend on the

choice of ψ.
(iii) If there is no quasi-character χ of F× such that ω = χ0ν the representation π(ω) is absolutely

cuspidal.
(iv) If ω = χ0ν and η is the character of F× associated to K by local class field theory then π(ω)

is π(χ,χη).

It is clear what the notion of admissibility for a representation of G+ should be. The proof that

π(ω,ψ) is admissible proceeds like the proof of the first part of Theorem 4.2 and there is little point in

presenting it.
To every Φ in S(K,ω) we associate the function ϕΦ on F+ = ν(K×) defined by

ϕΦ(a) = ω(h) |h|
1/2
K Φ(h)

if a = ν(h). Clearly ϕΦ = 0 if and only if Φ = 0. Let V+ be the space of functions on F+ obtained in

this manner. V+ clearly contains the space S(F+) of locally constant compactly supported functions on
F+. In fact if ϕ belongs to S(F+) and

Φ(h) = ω−1(h) |h|
−1/2
K ϕ

(
ν(h)

)

then ϕ = ϕΦ. If the restriction of ω to the group K1 of elements of norm 1 in K× is not trivial so that

every element of S(K,ω) vanishes at 0 then V+ = S(F+). Otherwise S(F+) is of codimension one in
V+.

Let B+ be the group of matrices of the form

(
a x
0 1

)

with a in F+ and x in F . In the first paragraph we introduced a representation ξ = ξψ of B+ on the

space of functions on F+. It was defined by

ξ

((
a 0
0 1

))
ϕ(b) = ϕ(ba)

and

ξ

((
1 x
0 1

))
ϕ(b) = ψ(bx)ϕ(b).

We may regard π(ω,ψ) as acting on V+ and if we do the restriction of π(ω,ψ) to B+ is ξψ .

Lemma 4.6.1 The representation of BF induced from the representation ξψ of B+ on S(F+) is the
representation ξψ of BF . In particular the representation ξψ of B+ is irreducible.

The induced representation is of course obtained by letting BF act by right translations on the
space of all functions ϕ̃ on BF with values in S(F+) which satisfy

ϕ̃(b1b) = ξψ(b1) ϕ̃(b)
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for all b1 in B+. Let L be the linear functional in S(F+) which associates to a function its value at 1.
Associate to ϕ̃ the function

ϕ(a) = L

(
ϕ̃

((
a 0
0 1

)))
= L

(
ρ

((
a 0
0 1

))
ϕ̃(e)

)

The value of ϕ̃
((
a
0
x
1

))
at α in F+ is

L

(
ϕ̃

((
αa αx
0 1

)))
= L

(
ξψ

((
1 αx
0 1

))
ϕ̃

((
αa 0
0 1

)))

= ψ(ax)L

(
ϕ̃

((
αa 0
0 1

)))
= ψ(αx)ϕ(αa).

Since F×/F+ is finite it follows immediately that ϕ is in S(F×) and that ϕ̃ is 0 if ϕ is. It also shows

that ϕ can be any function in S(F×) and that if ϕ̃′ = ρ(b) ϕ̃ then ϕ′ = ξ(b)ϕ for all b in BF . Since
a representation obtained by induction cannot be irreducible unless the original representation is, the

second assertion follows from Lemma 2.9.1.

If the restriction of ω toK1 is not trivial the first assertion of the theorem follows immediately. If
it is then, by an argument used a number of times previously, any non-zero invariant subspace of V+

contains S(F+) so that to prove the assertion we have only to show that S(F+) is not invariant.
As before we observe that if Φ in S(K,ω) = S(K) is taken to vanish at 0 but to be non-negative

and not identically 0 then

rω(w) Φ(0) = γ

∫

K

Φ(x) dx 6= 0

so that ϕΦ is in S(F+) but ϕrω(w)Φ is not.

The representation π(ω) is the representation obtained by lettingG+ act to the right on the space
of functions ϕ̃ on G+ with values in V+ which satisfy

ϕ̃(hg) = π(ω,ψ)(h) ϕ̃(g)

for h in G+. Replacing the functions ϕ̃ by the functions

ϕ̃′(g) = ϕ̃

((
a 0
0 1

)
g

)

we obtain an equivalent representation, that induced from the representation

g → π(ω,ψ)

((
a 0
0 1

)
g

(
a−1 0
0 1

))

of G+. It follows from Lemma 1.4 that this representation is equivalent to π(ω,ψ′) if ψ′(x) = ψ(ax).

Thus π(ω) is, apart from equivalence, independent of ψ.
Since

GF =

{
g

(
a 0
0 1

) ∣∣ g ∈ G+, a ∈ F×

}

ϕ̃ is determined by its restrictions to BF . This restriction, which we again call ϕ̃, is any one of the
functions considered in Lemma 4.6.1. Thus, by the construction used in the proof of that lemma, we
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can associate to any ϕ̃ a function ϕ on F×. Let V be the space of functions so obtained. We can regard
π = π(ω) as acting on V . It is clear that, for all ϕ in V ,

π(b)ϕ = ξψ(b)ϕ

if b is in BF . Every function on F+ can, by setting it equal to 0 outside of F+, be regarded as a function
F×. Since

ϕ̃

((
a 0
0 1

))
(α) = ϕ(αa)

V is the space generated by the translates of the functions in V+. Thus if V+ = S(F+) then V = S(F×)
and if S(F+) is of codimension one in V+ then S(F×) is of codimension two in V .

It follows immediately that π(ω) is irreducible and absolutely cuspidal if the restriction of ω to
K1 is not trivial.

The function ϕ in V+ corresponds to the function ϕ̃which is 0 outside of G+ and onG+ is givne

by
ϕ̃(g) = π(ω,ψ)(g)ϕ.

It is clear that
π(ω)(g)ϕ = π(ω,ψ)(g)ϕ

if g is in G+. Any non-trivial invariant subspace of V will have to contain S(F×) and therefore S(F+).
Since π(ω,ψ) is irreducible it will have to contain V+ and therefore will be V itself. Thus π(ω) is

irreducible for all ω.

If the restriction of ω to K1 is trivial there is a quasi-character χ of F× such that ω = χ ◦ ν. To
establish the last assertion of the lemma all we have to do is construct a non-zero linear form L on V
which annihilates S(F×) and satisfies

L

(
π

((
a1 0
0 a2

))
ϕ

)
= χ(a1a2) η(a2)

∣∣∣∣
a1

a2

∣∣∣∣
1/2

L(ϕ)

if π = π(ω). We saw in Proposition 1.5 that

π

((
a 0
0 a

))
ϕ = χ2(a) η(a)ϕ

so will only have to verify that

L

(
π

((
a 0
0 a

))
ϕ

)
= χ(a)|a|1/2L(ϕ)

If ϕ = ϕΦ is in V+ we set
L(ϕ) = Φ(0)

so that if a is in F+

L

(
π

((
a 0
0 1

))
ϕ

)
= rω

((
a 0
0 1

))
Φ(0) = χ(a) |a|1/2 L(ϕ).



Chapter 1 75

If ε is in F× but not in F+ any function ϕ in V can be written uniquely as

ϕ = ϕ1 + π

((
ε 0
0 1

))
ϕ2

with ϕ1 and ϕ2 in V+. We set

L(ϕ) = L(ϕ1) + χ(ε)L(ϕ2).

Theorem 4.7 (i) If π = π(ω) then π = π(ωι) if ωι(a) = ω(aι), π̃ = π(ω−1) and χ⊗ π = π(ωχ′) if
χ is a quasi-character of F× and χ′ = χ ◦ ν.

(ii) If a is in F× then

π

((
a 0
0 a

))
= ω(a) η(a)I.

(iii) L(s, π) = L(s, ω) and L(s, π̃) = L(s, ω−1). Moreover if ψK(x) = ψF
(
ξ(x)

)
for x in K and

if λ(K/F,ψF ) is the factor introduced in the first paragraph then

ε(s, π, ψF ) = ε(s, ω, ψK)λ(K/F,ψF )

It is clear that χ ⊗ π(ω,ψ) of G+. However by its very construction χ ⊗ π(ω,ψ) = π(ωχ′, ψ).

The relation

π

((
a 0
0 a

))
= ω(a) η(a)I

is a consequence of part (iii) of Proposition 1.5 and has been used before. Since η′ = η ◦ ν is trivial and

ω
(
ν(a)

)
= ω(a)ωι(a)

π̃ = ω−1η−1 ⊗ π = π(ω−ι)

To complete the proof of the first part of the theorem we have to show that π(ω) = π(ωι). It is enough
to verify that π(ω,ψ) = π(ωι, ψ). If Φ belongs to S(K) let Φι(x) = Φ(xι). Φ → Φι is a bijection of

S(K,ω) with S(K,ωι) which changes π(ω,ψ) into π(ωι, ψ). Observe that here as elsewhere we have
written an equality when we really mean an equivalence.

We saw in the first paragraph that if ϕ = ϕΦ is in V+ then

ϕ̂(α
s−1/2
F ) = Z(αsKω,Φ)

and that if ϕ′ = π(w)ϕ and Φ′ is the Fourier transform of Φ then, if ω0(a) = ω(a) η(a) for a in F×,

ϕ̂′(ω−1
0 α

s−1/2
F ) = γZ(α1−s

K ω−1,Φ′)

if γ = λ(K/F,ψF ). Thus for all ϕ in V+ the quotient

ϕ̂(α
s−1/2
F )

L(s, ω)

has an analytic continuation as a holomorphic function of s and for some ϕ it is a non-zero constant.

Also
ϕ̂′(w−1

0 α
1/2−s
F )

L(1 − s, ω−1)
= λ(K/F,ψF ) ε(s, ω, ψK)

ϕ̂(α
s−1/2
F )

L(s, ω)
.
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To prove the theorem we have merely to check that these assertions remain valid when ϕ is
allowed to vary in V . In fact we need only consider functions of the form

ϕ = π

((
ǫ 0
0 1

))
ϕ0

where ϕ0 is in V+ and ε is not in F+. Since

ϕ̂(α
s−1/2
F ) = |ε|1/2−s ϕ̂0(α

s−1/2
F )

the quotient

ϕ̂(α
s−1/2
F )

L(s, ω)

is certainly holomorphic in the whole plane. Since

ϕ̂′(ω−1
0 α

1/2−s
F ) = ω0(ε)ω

−1
0 (ε) |ε|1/2−sϕ̂′

0(ω
−1
0 α

1/2−s
F ) = |ε|

1
2−sϕ̂′

0(ω
−1
0 α

1/2−s
F )

the functional equation is also satisfied.

Observe that if ω = χ ◦ ν then π(ω) = π(χ,χη) so that

L(s, ω) = L(s, χ)L(s, χη)

and

ε(s, ω, ψK)λ(K/F,ψF ) = ε(s, χ, ψF ) ε(s, χη, ψF )

These are special cases of the identities of [19].
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§5. Representations of GL(2,R). We must also prove a local functional equation for the real and
complex fields. In this paragraph we consider the field R of real numbers. The standard maximal

compact subgroup of GL(2,R) is the orthogonal group O(2,R). Neither GL(2,R) nor O(2,R) is
connected.

Let H1 be the space of infinitely differentiable compactly supported functions onGL(2,R) which

are O(2,R) finite on both sides. Once a Haar measure on GR = GL(2,R) has been chosen we may
regard the elements of H1 as measures and it is then an algebra under convolution.

f1 × f2(g) =

∫

GR

f1(gh
−1) f2(h) dh.

OnO(2,R) we choose the normalized Haar measure. Then every function ξ onO(2,R) which is a finite

sum of matrix elements of irreducible representations of O(2,R) may be identified with a measure on
O(2,R) and therefore on GL(2,R). Under convolution these measures form an algebra H2. HR will

be the sum of H1 and H2. It is also an algebra under convolution of measures. In particular if ξ belongs
to H2 and f belongs to H1

ξ ∗ f(g) =

∫

O(2,R)

ξ(u) f(u−1g) du

and

f ∗ ξ(g) =

∫

O(2,R)

f(gu−1) ξ(u) du.

If σi, 1 ≤ i ≤ p, is a family of inequivalent irreducible representations of O(2,R) and

ξi(u) = dimσi traceσi(u
−1)

then

ξ =

p∑

i=1

ξi

is an idempotent of HR. Such an idempotent is called elementary.

It is a consequence of the definitions that for any f in H1 there is an elementary idempotent ξ
such that

ξ ∗ f = f ∗ ξ = f.

Moreover for any elementary idempotent ξ

ξ ∗ H1 ∗ ξ = ξ ∗ C∞
c (GR) ∗ ξ

is a closed subspace of C∞
c (GR), in the Schwartz topology. We give it the induced topology.

A representation π of the algebra HR on the complex vector space V is said to be admissible if

the following conditions are satisfied.

(5.1) Every vector v in V is of the form

v =
r∑

i=1

π(fi)vi

with fi in H1 and vi in V .
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(5.2) For every elementary idempotent ξ the range of π(ξ) is finite dimensional.

(5.3) For every elementary idempotent ξ and every vector v in π(ξ)V the map f → π(f)v of
ξH1ξ into the finite dimensional space π(ξ)V is continuous.

If v =
∑r

i=1 π(fi)vi we can choose an elementary idempotent ξ so that ξfi = fiξ = fi for

1 ≤ i ≤ r. Then π(ξ)v = v. Let {ϕ} be a sequence in C∞
c (GR) which converges, in the space of

distributions, towards the Dirac distribution at the origin. Set ϕ′
n = ξ ∗ϕn ∗ ξ. For each i the sequence

{ϕ′
n ∗ fi} converges to fi in the space ξH1ξ. Thus by (5.3) the sequence {π(ϕ′

n)v} converges to v in
the finite dimensional space π(ξ)v. Thus v is in the closure of the subspace π(ξH1ξ)v and therefore

belongs to it.

As in the second paragraph the conditions (5.1) and (5.2) enable us to define the representation
π̃ contragredient to π. Up to equivalence it is characterized by demanding that it satisfy (5.1) and (5.2)

and that there be a non-degenerate bilinear form on V × Ṽ satisfying

〈π(f)v, ṽ〉 = 〈v, π(f̌)ṽ〉

for all f in HR. Ṽ is the space on which π̃ acts and f̌ is the image of the measure f under the map
g → g−1. Notice that we allow ourselves to use the symbol f for all elements of HR. The condition

(5.3) means that for every v in V and every ṽ in Ṽ the linear form

f → 〈π(f)v, ṽ〉

is continuous on each of the spaces ξH1ξ. Therefore π̃ is also admissible.
Choose ξ so that π(ξ)v = v and π̃(ξ̌)ṽ = ṽ. Then for any f in H1

〈π(f)v, ṽ〉 = 〈π(ξfξ)v, ṽ〉.

There is therefore a unique distribution µ on GR such that

µ(f) = 〈π(f)v, ṽ〉

for f in H1. Choose ϕ in ξH1ξ so that π(ϕ)v = v. Then

µ(fϕ) = µ(ξfϕξ) = µ(ξfξϕ) = 〈π(ξfξϕ)v, ṽ〉 = 〈π(ξfξ)v, ṽ〉

so that µ(fϕ) = µ(f). Consequently the distribution µ is actually a function and it is not unreasonable

to write it as g → 〈π(g)v, ṽ〉 even though π is not a representation of GR. For a fixed g, 〈π(g)v, ṽ〉
depends linearly on v and ṽ. If the roles of π and π̃ are reversed we obtain a function 〈v, π̃(g)ṽ〉. It is

clear from the definition that
〈π(g)v, ṽ〉 = 〈v, π̃(g−1)ṽ〉.

Let g be the Lie algebra of GR and let gC = g
⊗

R
C. Let A be the universal enveloping algebra

of gC. If we regard the elements of A as distributions on GR with support at the identity we can take
their convolution product with the elements of C∞

c (GR). More precisely if X belongs to g

X ∗ f(g) =
d

dt
f
(
exp(−tX)

)∣∣
t=0

and

f ∗X(g) =
d

dt
f
(
g exp(−tX)

)∣∣
t=0
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If f belongs to H1 so do f ∗X and X ∗ f .
We want to associate to the representation π of HR on V a representation π of A on V such that

π(X)π(f) = π(X ∗ f)

and
π(f)π(X) = π(f ∗X)

for all X in A and all f in H1. If v =
∑
π(fi) vi we will set

π(X)v =
∑

i

π(X ∗ fi)vi

and the first condition will be satisfied. However we must first verify that if

∑

i

π(fi) vi = 0

then

w =
∑

i

π(X ∗ fi)vi

is also 0. Choose f so that w = π(f)w. Then

w =
∑

i

π(f)π(X ∗ fi)vi =
∑

i

π(f ∗X ∗ fi)vi = π(f ∗X){
∑

π(fi)vi} = 0.

>From the same calculation we extract the relation

π(f)

{
∑

i

π(X ∗ fi)vi

}
= π(f ∗X)

{∑
π(fi)vi

}

for all f so that π(f)π(X) = π(f ∗X).
If g is in GR then λ(g) f = δg ∗ f if δg is the Dirac function at g. If g is in O(2,R) or in ZR, the

groups of scalar matrices, δg ∗ f is in H1 if f is, so that the same considerations allow us to associate

to π a representation π of O(2,R) and a representation π of ZR. It is easy to see that if h is in either of
these groups then

π(AdhX) = π(h)π(X)π(h−1).

To dispel any doubts about possible ambiguities of notation there is a remark we should make. For

any f in H1

〈π(f)v, ṽ〉 =

∫

GR

f(g)〈π(g)v, ṽ〉 dg.

Thus if h is in O(2,R) or ZR

〈π(f ∗ δh)v, ṽ〉 =

∫

GR

f(g) 〈π(gh)v, ṽ〉 dg
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and

〈π(f)π(h)v, ṽ〉 =

∫

GR

f(g)〈π(g)π(h)v, ṽ〉 dg

so that

〈π(gh)v, ṽ〉 = 〈π(g)π(h)v, ṽ〉.

A similar argument shows that

〈π(hg)v, ṽ〉 = 〈π(g)v, π̃(h−1ṽ〉.

It is easily seen that the function 〈π(g)v, ṽ〉 takes the value of 〈v, ṽ〉 at g = e. Thus if h belongs to
O(2,R) or ZR the two possible interpretations of 〈π(h)v, ṽ〉 give the same result.

It is not possible to construct a representation ofGR on V and the representation of A is supposed
to be a substitute. Since GR is not connected, it is not adequate and we introduce instead the notion of

a representation π1 of the system {A, ε} where

ε =

(
−1 0
0 1

)
.

It is a representation π1 of A and an operator π1(ε) which satisfy the relations

π2
1(ε) = I

and

π1(AdεX) = π1(ε)π1(X)π1(ε
−1).

Combining the representation π with A with the operator π(ε) we obtain a representation of the system

{A, ε}.
There is also a representation π̃ of A associated to π̃ and it is not difficult to see that

〈π(X)v, ṽ〉 = 〈v, π̃(X̌)ṽ〉

if X → X̌ is the automorphism of A which sends X in g to −X .
Let

ϕ(g) = 〈π(g)v, ṽ〉.

ϕ is certainly infinitely differentiable. Integrating by parts we see that

∫

GR

f(g)ϕ ∗X(g) dg =

∫

GR

f ∗ X̌(g)ϕ(g) dg

The right side is

〈π(f)π(X̌)v, ṽ〉 =

∫

GR

f(g)〈π(g)π(X̌)v, ṽ〉

so that

ϕ ∗ X̌(g) = 〈π(g)π(X̌)v, ṽ〉.
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Assume now that the operators π(X) are scalar if X is in the centre Z of A. Then the standard
proof, which uses the theory of elliptic operators, shows that the functions ϕ are analytic on GR. Since

ϕ ∗ X̌(e) = 〈π(X̌)v, ṽ〉

ϕ ∗ X̌(ε) = 〈π(ε)π(X̌)v, ṽ〉

andGR has only two components, one containing e and the other containing ε. The function ϕ vanishes

identically if 〈π(X̌)v, ṽ〉 and 〈π(ε)π(X̌)v, ṽ〉 are 0 for allX in A. Any subspace V1 of V invariant under

A and ε is certainly invariant under O(2,R) and therefore is determined by its annihilator in Ṽ . If v is
in V1 and ṽ annihilates V1 the function 〈π(g)v, ṽ〉 is 0 so that

〈π(f)v, ṽ〉 = 0

for all f in H1. Thus π(f)v is also in V1. Since H2 clearly leaves V1 invariant this space is left invariant
by all of HR.

By the very construction any subspace of V invariant under HR is invariant under A and ε so
that we have almost proved the following lemma.

Lemma 5.4 The representation π of HR is irreducible if and only if the associated representation π
of {A, ε} is.

To prove it completely we have to show that if the representation of {A, ε} is irreducible the

operator π(X) is a scalar for all X in Z. As π(X) has to have a non-zero eigenfunction we have only
to check that π(X) commutes with π(Y ) for Y in A with π(ε). It certainly commutes with π(Y ). X is

invariant under the adjoint action not only of the connected component ofGR but also of the connected

component of GL(2,C). Since GL(2,C) is conected and contains ε

π(ε)π(X)π−1(ε) = π
(
Adε(X)

)
= π(X).

Slight modifications, which we do not describe, of the proof of Lemma 5.4 lead to the following

lemma.

Lemma 5.5 Suppose π and π′ are two irreducible admissible representations of HR. π and π′ are
equivalent if and only if the associated representations of {A, ε} are.

We comment briefly on the relation between representations of GR and representations of HR.
Let V be a complete separable locally convex topological space and π a continuous representation of

GR on V . Thus the map (g, v) → π(g)v ofGR×V to V is continuous and for f inC∞
c (GR) the operator

π(f) =

∫

GR

f(x)π(x) dx

is defined. So is π(f) for f in H2. Thus we have a representation of HR on V . Let V0 be the space

of O(2,R)-finite vectors in V . It is the union of the space π(ξ)V as ξ ranges over the elementary
idempotents and is invariant under HR. Assume, as is often the case, that the representation π0 of HR

on V0 is admissible. Then π0 is irreducible if and only if π is irreducible in the topological sense.
Suppose π′ is another continuous representation of GR in a space V ′ and there is a continuous

non-degenerate bilinear form on V × V ′ such that

〈π(g)v, v′〉 = 〈v, π′(g−1)v′〉.
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Then the restriction of this form to V0 × V ′
0 is non-degenerate and

〈π(f)v, v′〉 = 〈v, π′(f̌)v′〉

for all f in HR, v in V0, and v′ in V ′
0 . Thus π′

0 is the contragredient of π0. Since

〈π0(f)v, v′〉 =

∫

GR

f(g) 〈π(g)v, v′〉

we have
〈π0(g)v, v

′〉 = 〈π(g)v, v′〉.

The special orthogonal group SO(2,R) is abelian and so is its Lie algebra. The one-dimensional
representation (

cos θ sin θ
− sin θ cos θ

)
→ einθ

of SO(2,R) and the associated representation of its Lie algebra will be both denoted by κn. A

representation π of A or of {A, ε} will be called admissible if its restrictions to the Lie algebra of
SO(2,R) decomposes into a direct sum of the representations κn each occurring with finite multiplicity.

If π is an admissible representation of HR the corresponding representation of {A, ε} is also admissible.
We begin the classification of the irreducible admissible representations of HR and of {A, ε} with the

introduction of some particular representations.

Let µ1 and µ2 be two quasi-characters of F×. Let B(µ1, µ2) be the space of functions f on GR

which satisfy the following two conditions.

(i)

f

((
a1 x
0 a2

)
g

)
= µ1(a1)µ2(a2)

∣∣∣∣
a1

a2

∣∣∣∣
1/2

f(g)

for all g in GR, a1, a2 in R×, and x in R.
(ii) f is SO(2,R) finite on the right.

Because of the Iwasawa decomposition

GR = NR AR SO(2,R)

these functions are complete determined by their restrictions toSO(2,R) and in particular are infinitely
differentiable. Write

µi(g) = |t|si

(
t

|t|

)mi

where si is a complex number and mi is 0 or 1. Set s = s1 − s2 and m = |m1 − m2| so that

µ1 µ
−1
2 (t) = |t|s ( t

|t|)
m. If n has the same parity as m let ϕn be the function in B(µ1, µ2) defined by

ϕn

((
1 x
0 1

)(
a1 0
0 a2

)(
cos θ sin θ
− sin θ cos θ

))
= µ1(a1)µ2(a2)

∣∣∣∣
a1

a2

∣∣∣∣
1/2

einθ.

The collection {ϕn} is a basis of B(µ1, µ2).

For any infinitely differentiable function f on GR and any compactly supported distribution µ
we defined λ(µ)f by

λ(µ)f(g) = µ̌
(
ρ(g)f

)
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and ρ(µ)f by
ρ(µ)f(g) = µ

(
λ(g−1)f

)
.

If, for example, µ is a measure

λ(µ)f(g) =

∫

GR

f(h−1g) dµ(h)

and

ρ(µ)f(g) =

∫

GR

f(gh) dµ(h).

In all cases λ(µ)f and ρ(µ)f are again infinitely differentiable. For all f in HR the space B(µ1, µ2)
is invariant under ρ(f) so that we have a representation ρ(µ1, µ2) of HR on B(µ1, µ2). It is clearly
admissible and the associated representation ρ(µ1, µ2) of {A, ε} is also defined by right convolution.

We introduce the following elements of g which is identified with the Lie algebra of 2×2 matrices.

U =

(
0 1
−1 0

)
, J =

(
1 0
0 1

)
, V+ =

(
1 i
i −1

)
, V− =

(
1 −i
−i −1

)
,

X+ =

(
0 1
0 0

)
, X− =

(
0 0
1 0

)
, Z =

(
1 0
0 −1

)
,

as well as

D = X+X− +X−X+ +
Z2

2
,

which belongs to A.

Lemma 5.6 The following relations are valid

(i) ρ(U)ϕn = inϕn (ii) ρ(ε)ϕn = (−1)m1ϕ−n

(iii) ρ(V+)ϕn = (s+ 1 + n)ϕn+2 (iv) ρ(V−)ϕn = (s+ 1 − n)ϕn−2

(v) ρ(D)ϕn = s2−1
2
ϕn (vi) ρ(J)ϕn = (s1 + s2)ϕn

The relations (i), (ii), and (vi) are easily proved. It is also clear that for all ϕ in B(µ1, µ2)

ρ(Z)ϕ(e) = (s+ 1)ϕ(e)

and

ρ(X+)ϕ(e) = 0.

The relations

Ad

((
cos θ sin θ
− sin θ cos θ

))
V+ = e2iθV+

and

Ad

((
cos θ sin θ
− sin θ cos θ

))
V− = e−2iθV−
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show that ρ(V+)ϕn is a multiple of ϕn+2 and that ρ(V−)ϕn is a multiple of ϕn−2. Since

V+ = Z − iU + 2iX+

and

V− = Z + iU − 2iX+

the value of ρ(V+)ϕn at the identity e is s+ 1 + n and that of ρ(V−)ϕn = s+ 1− n. Relations (iii) and

(iv) follow.
It is not difficult to see that D belongs to Z the centre of A. Therefore ρ(D)ϕ = λ(Ď)ϕ = λ(D)ϕ

since D = Ď. If we write D as

2X−X+ + Z +
Z2

2

and observe that λ(X+)ϕ = 0 and λ(Z)ϕ = −(s+ 1)ϕ if ϕ is in B(µ1, µ2) we see that

ρ(D)ϕn =

{
−(s+ 1) +

(s+ 1)2

2

}
ϕ =

s2 − 1

2
ϕn.

Lemma 5.7 (i) If s−m is not an odd integer B(µ1, µ2) is irreducible under the action of g.
(ii) If s−m is an odd integer and s ≥ 0 the only proper subspaces of B(µ1, µ2) invariant under

g are

B1(µ1, µ2) =
∑

n≥s+1
n=s+1(mod2)

Cϕn

B2(µ1, µ2) =
∑

n≤−s−1
n=s+1(mod2)

Cϕn

and, when it is different from B(µ1, µ2),

Bs(µ1, µ2) = B1(µ1, µ2) + B2(µ1, µ2).

(iii) If s−m is an odd integer and s < 0 the only proper subspaces of B(µ1, µ2) invariant under
g are

B1(µ1, µ2) =
∑

n≥s+1
n=s+1(mod 2)

Cϕn

B2(µ1, µ2) =
∑

n≤−s−1
n=(s+1)(mod2)

Cϕn

and
Bf (µ1, µ2) = B1(µ1, µ2) ∩ B2(µ1, µ2).

Since a subspace of B(µ1, µ2) invariant under g is spanned by those of the vectors ϕn that it

contains this lemma is an easy consequence of the relations of Lemma 5.6.
Before stating the corresponding results for {A, ε} we state some simple lemmas.
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Lemma 5.8 If π is an irreducible admissible representation of {A, ε} there are two possibilities:
(i) The restriction of π to A is irreducible and the representations X → π(X) and X →

π
(
Adε(X)

)
are equivalent.

(ii) The space V on which π acts decomposes into a direct sum V1 ⊕V2 where V1 and V2 are both
invariant and irreducible under A. The representations π1 and π2 of A on V1 and V2 are not
equivalent but π2 is equivalent to the representation X → π

(
Adε(X)

)
.

If the restriction of π to A is irreducible the representationsX → π(X) andX → π
(
Adε(X)

)
are

certainly equivalent. If it is not irreducible letV1 be a proper subspace invariant under A. IfV2 = π(ε)V1

then V1 ∩ V2 and V1 + V2 are all invariant under {A, ε}. Thus V1 ∩ V2 = {0} and V = V1 ⊕ V2. If V1

had a proper subspace V ′
1 invariant under A the same considerations would show that V = V ′

1 ⊕ V ′
2

with V ′
2 = π(ε)V ′

1 . Since this is impossible V1 and V2 are irreducible under A.
If v1 is in V1

π2(X)π(ε)v1 = π(ε)π1

(
ad ε(X)

)
v1

so that the representations X → π2(X) and X → π1

(
Adε(X)

)
are equivalent. If π1 and π2 were

equivalent there would be an invertible linear transformation A from V1 to V2 so that Aπ1(X) =
π2(X)A. If v1 is in V1

A−1π(ε)π1(X)v1 = A−1 π2

(
ad ε(X)

)
π(ε) v1 = π1

(
Adε(X)

)
A−1 π(ε) v1

Consequently {A−1π(ε)}2 regarded as a linear transformation of V1 commutes with A and is therefore
a scalar. There is no harm in supposing that it is the identity. The linear transformation

v1 + v2 → A−1v2 +Av1

then commutes with the action of {A, ε}. This is a contradiction.

Letχ be a quasi-character of R× and letχ(t) = tc for tpositive. For any admissible representation
π of A and therefore of g we define a representation χ⊗ π of g and therefore A by setting

χ⊗ π(X) =
c

2
traceX + π(X)

if X is in g. If π is a representation of {A, ε} we extend χ⊗ π to {A, ε} by setting

χ⊗ π(ε) = χ(−1)π(ε)

If π is associated to a representation π of HR then χ⊗π is associated to the representation of HR defined
by

χ⊗ π(f) = π(χf)

if χf is the product of the functions χ and f .

Lemma 5.9 Let π0 be an irreducible admissible representation of A. Assume that π0 is equivalent
to the representation X → π0

(
Adε(X)

)
. Then there is an irreducible representation π of {A, ε}

whose restriction to A is π0. If η is the non-trivial quadratic character of R× the representations
π and η ⊗ π are not equivalent but any representatin of {A, ε} whose restriction to A is equivalent
to π0 is equivalent to one of them.

Let π0 act on V . There is an invertible linear transformation A of V such that Aπ0(X) =
π0

(
Adε(X)

)
A for all X in A. Then A2 commutes with all π0(X) and is therefore a scalar. We may

suppose that A2 = I . If we set π(ε) = A and π(X) = π0(X) for X in A we obtain the required
representation. If we replace A by −A we obtain the representation η ⊗ π. π and η ⊗ π are not

equivalent because any operator giving the equivalence would have to commute with all of the π(X)
and would therefore be a scalar. Any representation π′ of {A, ε} whose restriction to A is equivalent to
π0 can be realized on V0 in such a way that π′(X) = π0(X) for all X . Then π′(ε) = ±A.
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Lemma 5.10 Let π1 be an irreducible admissible representation of A. Assume that π1 and π2, with
π2(X) = π1

(
Adε(X)

)
, are not equivalent. Then there is an irreducible representation π of {A, ε}

whose restriction to A is the direct sum of π1 and π2. Every irreducible admissible representation
of {A, ε} whose restriction to A contains π1 is equivalent to π. In particular η ⊗ π is equivalent
to π.

Let π1 act on V1. To construct π we set V = V1 ⊕ V2 and we set

π(X) (v1 ⊕ v2) = π1(X)v1 ⊕ π2(X)v2

and
π(ε) (v1 ⊕ v2) = v2 ⊕ v1.

The last assertion of the lemma is little more than a restatement of the second half of Lemma 5.8.

Theorem 5.11 Let µ1 and µ2 be two quasi-characters of F×.
(i) If µ1µ

−1
2 is not of the form t → tp sgn t with p a non-zero integer the space B(µ1, µ2) is

irreducible under the action of {A, ε} or HR. π(µ1, µ2) is any representation equivalent to
ρ(µ1, µ2).

(ii) If µ1µ
−1
2 (t) = tp sgn t, where p is a positive integer, the space B(µ1, µ2) contains exactly

one proper subspace Bs(µ1, µ2) invariant under {A, ε}. It is infinite dimensional and any
representation of {A, ε} equivalent to the restriction of ρ(µ1, µ2) to Bs(µ1, µ2) will be denoted
by σ(µ1, µ2). The quotient space

Bf (µ1, µ2) = B(µ1, µ2)/Bs(µ1, µ2)

is finite-dimensional and π(µ1, µ2) will be any representation equivalent to the representation
of {A, ε} on this quotient space.

(iii) If µ1µ
−1
2 (t) = tp sgn t, where p is a negative integer, the space B(µ1, µ2) contains exactly one

proper subspace Bf (µ1, µ2) invariant under {A, ε}. It is finite-dimensional and π(µ1, µ2)
will be any representation equivalent to the restriction of ρ(µ1, µ2) to Bf (µ1, µ2). σ(µ1, µ2)
will be any representation equivalent to the representation on the quotient space

Bs(µ1, µ2) = B(µ1, µ2)/Bf(µ1, µ2).

(iv) A representation π(µ1, µ2) is never equivalent to a representation σ(µ′
1, µ

′
2).

(v) The representations π(µ1, µ2) and π(µ′
1, µ

′
2) are equivalent if and only if either (µ1, µ2) =

(µ′
1, µ

′
2) or (µ1, µ2) = (µ′

2, µ
′
1).

(vi) The representations σ(µ1, µ2) and σ(µ′
1, µ

′
2) are equivalent if and only if (µ1, µ2) is one of

the four pairs (µ′
1, µ

′
2), (µ′

2, µ
′
1), (µ′

1η, µ
′
2η), or (µ′

2η, µ
′
1η).

(vii) Every irreducible admissible representation of {A, ε} is either a π(µ1, µ2) or a σ(µ1, µ2).

Let µ1µ
−1
2 (t) = |t|s( t

|t|
)m. s−m is an odd integer if and only if s is an integer p and µ1µ

−1
2 (t) =

tp sgn t. Thus the first three parts of the lemma are consequences of Lemma 5.6 and 5.7. The fourth
follows from the observation that π(µ1, µ2) and σ(µ′

1, µ
′
2) cannot contain the same representations of

the Lie algebra of SO(2,R).
We suppose first that s −m is not an odd integer and construct an invertible transformation T

from B(µ1, µ2) to B(µ2, µ1) which commutes with the action of {A, ε}. We have introduced a basis
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{ϕn} of B(µ1, µ2). Let {ϕ′
n} be the analogous basis of B(µ2, µ1). T will have to take ϕn to a multiple

anϕ
′
n of ϕ′

n. Appealing to Lemma 5.6 we see that it commutes with the action of {A, ε} if and only if

(s+ 1 + n)an+2 = (−s+ 1 + n)an

(s+ 1 − n)an−2 = (−s+ 1 − n)an

and
an = (−1)ma−n.

These relations will be satisfied if we set

an = an(s) =
Γ (−s+1+n)

2

Γ (s+1+n)
2

Since n = m(mod2) and s−m− 1 is not an even integer all these numbers are defined and different

from 0.
If s ≤ 0 and s−m is an odd integer we set

an(s) = lim
z→s

an(z)

The numbers an(s) are still defined although some of them may be 0. The associated operator T
maps B(µ1, µ2) into B(µ2, µ1) and commutes with the action of {A, ε}. If s = 0 the operator T is

non-singular. If s < 0 its kernel is Bf (µ1, µ2) and it defines an invertible linear transformation from
Bs(µ1, µ2) to Bs(µ2, µ1). If s > 0 and s−m is an odd integer the functions an(z) have at most simple

poles at s. Let
bn(s) = lim

z→s
(z − s) an(z)

The operator T associated to the family {bn(s)} maps B(µ1, µ2) into B(µ2, µ1) and commutes with

the action of {A, ε}. It kernel is Bs(µ1, µ2) so that it defines an invertible linear transformation from
Bf (µ1, µ2) to Bf (µ2, µ1). These considerations together with Lemma 5.10 give us the equivalences of

parts (v) and (vi).
Now we assume that π = π(µ1, µ2) and π′ = π(µ′

1, µ
′
2) or π = σ(µ1, µ2) and π′ = σ(µ′

1, µ
′
2)

are equivalent. Let µi(T ) = |t|si( t
|t|)

mi and let µ′
i(t) = |t|s

′
i( t

|t|)
m′

i . Let s = s1 − s2, m = |m1 −m2|,

s′ = s′1 − s′2, m′ = |m′
1 −m′

2|. Since the two representations must contain the same representations of

the Lie algebra of SO(2,R) the numbers m and m′ are equal. Since π(D) and π′(D) must be the same
scalar Lemma 5.6 shows that s′ = ±s. π(J) and π′(J) must also be the same scalar so s′1 +s′2 = s1 +s2.

Thus if η(t) = sgn t the pair (µ1, µ2) must be one of the four pairs (µ′
1, µ

′
2), (µ′

2, µ
′
1), (ηµ′

1, ηµ
′
2),

(ηµ′
2, ηµ

′
1). Lemma 5.9 shows that π(µ′

1µ
′
2) and π(ηµ′

1, ηµ
′
2) are not equivalent. Parts (v) and (vi) of

the theorem follow immediately.

Lemmas 5.8, 5.9, and 5.10 show that to prove the last part of the theorem we need only show
that any irreducible admissible representation π of A is, for a suitable choice of µ1 and µ2, a constituent

of ρ(µ1, µ2). That is there should be two subspace B1 and B2 of B(µ1, µ2) invariant under A so
that B1 contains B2 and π is equivalent to the representation of A on the quotient B1/B2. If χ is

a quasi-character of F× then π is a constituent of ρ(µ1, µ2) if and only if χ ⊗ π is a constituent of

ρ(χµ1, χµ2). Thus we may suppose that π(J) is 0 so that π is actually a representation of A0, the
universal enveloping algebra of the Lie algebra of ZR \GR. Since this group is semi-simple the desired

result is a consequence of the general theorem of Harish–Chandra [6].
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It is an immediate consequence of the last part of the theorem that every irreducible admissible
representations of {A, ε} is the representation associated to an irreducible admissible representation of

HR. Thus we have classifed the irreducible admissible representations of {A, ε} and of HR. We can
write such a representation of HR as π(µ1, µ2) or σ(µ1, µ2).

In the first paragraph we associated to every quasi-character ω of C× a representation of rω of

G+ the group of matrices with positive determinant. rω acts on the space of functions Φ in S(C) which
satisfy

Φ(xh) = ω−1(h) Φ(x)

for all h such that hh̄ = 1. All elements of S(C,ω) are infinitely differentiable vectors for rω so that rω
also determines a representation, again called rω , of A. rω depended on the choice of a character of R.
If that character is

ψ(x) = e2πuxi

then

rω(X+) Φ(z) = (2πuzz̄i)Φ(z).

Lemma 5.12 Let S0(C, ω) be the space of functions Φ in S(C,ω) of the form

Φ(z) = e−2π|u|zz̄P (z, z̄)

where P (z, z̄) is a polynomial in z in z̄. Then S0(C, ω) is invariant under A and the restriction of
rω to S0(C, ω) is admissible and irreducible.

It is well known and easily verified that the function e−2π|u|zz̄ is its own Fourier transform

provided of course that the transform is taken with respect to the character

ψC(z) = ψ(z + z̄)

and the self-dual measure for that character. From the elementary properties of the Fourier transform
one deduces that the Fourier transform of a function

Φ(z) = e−2π|u|zz̄ P (z, z̄)

where P is a polynomial in z and z̄ is of the same form. Thus rω(w) leaves S0(C, ω) invariant. Recall
that

w =

(
0 1
−1 0

)
.

S0(C, ω) is clearly invariant under rω(X+). Since X− = Adw(X+) it is also invariant under X . But

X+X− −X−X+ = Z so that it is also invariant under Z . We saw in the first paragraph that if ω0 is
the restriction of ω to R× then

rω

((
a 0
0 a

))
= (sgna)ω0(a)I

thus rω(J) = cI if ω0(a) = ac for a positive a. In conclusion S0(C, ω) is invariant under g and therefore

under A.

If

ω(z) = (zz̄)r
zmz̄n

(zz̄)
m+n

2
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where r is a complex number and m and n are two integers, one 0 and the other non-negative, the
functions

Φp(z) = e−2π|u|zz̄ zn+p z̄m+p,

with p a non-negative integer, form a basis of S0(C, ω). Suppose as usual that ∂
∂z = 1

2
∂
∂x + 1

2i
∂
∂y and

that ∂
∂z̄ = 1

2
∂
∂x − 1

2i
∂
∂y . Then the Fourier transform Φ′

p of Φp is given by

Φ′
p(z) =

1

(2πiu)m+n+2p

∂n+p

∂zn+p

∂m+p

∂z̄m+p
e−2π|u|zz̄

which is a function of the form

(i sgnu)m+n+2pe−2π|u|zz̄ z̄n+p zm+p +

p−1∑

q=0

aqe
−2π|u|zz̄ z̄n+q zm+q.

Only the coefficient ap−1 interests us. It equals

(i sgnu)m+n+2p−1

2πiu
{p(n+m+ 1 + p− 1)}.

Since

rω(w) Φ(z) = (i sgnu) Φ′(z̄)

and
rω(X−) = (−1)m+n rω(w) rω(X+) r(w)

while

rω(X+)Φp = (2πui)Φp+1

we see that

rω(X−)Φp = (2πui)Φp+1 − (i sgnu)(n+m+ 2p+ 1)Φp +

p−1∑

q=0

bqΦq.

Since U = X+ −X− we have

rω(U)Φp = (i sgnu)(n+m+ 2p+ 1)Φp −

p−1∑

1=0

bqΦq

and we can find the functions Ψp, p = 0, 1, · · ·, such that

Ψp = Φp +

p−1∑

q=0

apq Φq

while
rω(U)Ψp = (i sgnu)(n+m+ 2p+ 1)Ψp.

These functions form a basis of S0(C, ω). Consequently rω is admissible.

If it were not irreducible there would be a proper invariant subspace which may or not contain
Φ0. In any case if S1 is the intersection of all invariant subspaces containing Φ0 and S2 is the sum of all
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invariant subspaces which do not contain Φ0 both S1 and S2 are invariant and the representation π1 of
A on S1/S2 ∩ S1 is irreducible. If the restriction of π1 to the Lie algebra of SO(2,R) contains κp it does

not contain κ−p. Thus π1 is not equivalent to the representation X → π1

(
Adε(X)

)
. Consequently

the irreducible representation π of {A, ε} whose restriction to A is π1 must be one of the special

representations σ(µ1, µ2) or a representation π(µ1, µ2η). Examining these we see that since π contains

κq with q = sgnu(n+m + 1) it contains all the representations κq with q = sgnu(n +m + 2p+ 1),
p = 0, 1, 2, · · ·. Thus S1 contains all the functions Ψp and S2 contains none of them. Since this

contradicts the assumption that S0(C, ω) contains a proper invariant subspace the representation rω is
irreducible.

For the reasons just given the representation π of {A, ε} whose restriction to A contains rω is
either a σ(µ1, µ2) or a π(µ1, µ1η). It is a π(µ1, µ1η) if and only if n+m = 0. Since

π

((
a 0
0 a

))
= ω(a) sgnaI = ω(a) η(a)I,

we must have µ1µ2 = ω0η in the first case and µ2
1 = ω0 in the second. ω0 is the restriction of ω to R×.

Since the two solutions µ2
1 = ω0 differ by η they lead to the same representation. If n + m = 0 then

µ2
1 = ω0 if and only if ω(z) = µ1

(
ν(z)

)
for all z in C×. Of course ν(z) = zz̄.

Suppose n +m > 0 so that π is a σ(µ1, µ2). Let µi(t) = |t|si( t
|t|)

mi . Because of Theorem 5.11

we can suppose that m1 = 0. Let s = s1 − s2. We can also suppose that s is non-negative. If
m = |m1 − m2| then s − m is an odd integer so m and m2 are determined by s. We know what

representations of the Lie algebra of SO(2,R) are contained in π. Appealing to Lemma 5.7 we see that

s = n +m. Since µ1µ2 = ηω0 we have s1 + s2 = 2r. Thus s1 = r + m+n
2 and s2 = r − n+m

2 . In all
cases the representation π is determined by ω alone and does not depend on ψ. We refer to it as π(ω).

Every special representation σ(µ1, µ2) is a π(ω) and π(ω) is equivalent to π(ω′) if and only if ω = ω′

or ω′(z) = ω(z̄).

We can now take the first step in the proof of the local functional equation.

Theorem 5.13 Let π be an infinite-dimensional irreducible admissible representation of HR. If ψ is
a non-trivial additive character of R there exists exactly one space W (π,ψ) of functions W on GR

with the following properties
(i) If W is in W (π,ψ) then

W

((
1 x
0 1

)
g

)
= ψ(x)W (g)

for all x in F .
(ii) The functions W are continuous and W (π,ψ) is invariant under ρ(f) for all f in HR.

Moreover the representation of HR on W (π,ψ) is equivalent to π.
(iii) If W is in W (π,ψ) there is a positive number N such that

W

((
t 0
0 1

))
= O(|t|N )

as |t| → ∞.

We prove first the existence of such a space. Suppose π = π(ω) is the representation associated
to some quasi-character ω of C×. An additive character ψ being given the restriction of π to A contains

the representation rω determined by ω and ψ. For any Φ in S(C, ω) define a function WΦ on G+ by

WΦ(g) = rω(g) Φ(1)
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Since ρ(g)WΦ = Wrω(g)Φ the space of such functions is invariant under right translations. Moreover

WΦ

((
1 x
0 1

)
g

)
= ψ(x)WΦ(g)

Every vector in S(C, ω) is infinitely differentiable for the representation rω . Therefore the functions
WΦ are all infinitely differentiable and, if X is in A,

ρ(X)WΦ = Wrω(X)Φ.

In particular the space W1(π,ψ) of those WΦ for which Φ is in S0(C, ω) is invariant under A. We set

WΦ equal to 0 outside of G+ and regard it as a function on GR.
We want to take W (π,ψ) to be the sum of W1(π,ψ) and its right translate by ε. If we do it

will be invariant under {A, ε} and transform according to the representation π of {A, ε}. To verify the
second condition we have to show that it is invariant under HR. For this it is enough to show that

S0(C, ω) is invariant under the elements of HR with support in G+. The elements certainly leave the

space of functions in S(C, ω) spanned by the functions transforming according to a one-dimensional
representation of SO(2,R) invariant. Any function in S(C, ω) can be approximated uniformly on

compact sets by a function in S0(C, ω). If in addition it transforms according to the representation
κn of SO(2,R) it can be approximated by functions in S0(C, ω) transforming according to the same

representation. In other words it can be approximated by multiples of a single function in S0(C, ω) and
therefore is already in S0(C, ω).

The growth condition need only be checked for the functions WΦ in W1(π,ψ). If a is negative

WΦ

((
a 0
0 1

))
= 0

but if a is positive and

Φ(z) = e−2π|u|zz̄P (z, z̄)

it is equal to

e−2π|u|aP (a1/2, a1/2)ω(a) |a|1/2,

and certainly satisfies the required condition.

We have still to prove the existence of W (π,ψ) when π = π(µ1, µ2) and is infinite dimensional.
As in the first paragraph we set

θ(µ1, µ2,Φ) =

∫

R×

µ1(t)µ
−1
2 (t) Φ(t, t−1) d×t

for Φ in S(Rs) and we set

WΦ(g) = µ1(detg) |detg|1/2 θ
(
µ1, µ2, r(g)Φ

)

= θ
(
µ1, µ2, rµ1,µ2

(g)Φ
)
.

rµ1,µ2
is the representation associated to the quasi-character (a, b) → µ1(a)µ2(b) of R× × R×. If X is

in A

ρ(X)WΦ(g) = Wrµ1,µ2
(X)Φ(g)

LetW (µ1, µ2;ψ) be the space of thoseWΦ which are associated toO(2,R)-finite functions Φ. W (µ1, µ2;ψ)
is invariant under {A, ε} and under HR.
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Lemma 5.13.1 Assume µ1(x)µ
−1
2 (x) = |x|s ( x

|x| )
m with Re s > −1 and m equal to 0 or 1. Then

there exists a bijection A of W (µ1, µ2;ψ) with B(µ1, µ2) which commutes with the action of {A, ε}.

We have already proved a lemma like this in the non-archimedean case. If Φ is in S(R2) and ω
is a quasi-character of R× set

z(ω,Φ) =

∫
Φ(0, t)ω(t) d×(t)

The integral converges if ω(t) = |t|r(sgn t)n with r > 0. In particular under the circumstances of the
lemma

fΦ(g) = µ1(detg) |detg|1/2z(µ1µ
−1
2 αR, ρ(g)Φ)

is defined. As usual αR(x) = |x|. A simple calculation shows that

fΦ

((
a1 x
0 a2

)
g

)
= µ1(a1)µ2(a2)

∣∣a1

a2

∣∣1/2 fΦ(g).

If Φ∼ is the partial Fourier transform of Φ introduced in the first paragraph then

ρ(g) fΦ∼ = fΦ∼
1

if Φ1 = rµ1,µ2
(f)Φ. A similar relation will be valid for a function f in HR, that is

ρ(f)fΦ∼ = fΦ∼
1

if Φ1 = rµ1,µ2
(f)Φ. In particular if fΦ∼ is O(2,R)-finite there is an elementary idempotent ξ such that

ρ(ξ)fΦ∼ = fΦ∼ . Thus, if Φ1 = rµ1,µ2
(ξ)Φ, fΦ∼ = fΦ∼

1
and Φ∼

1 is O(2,R) finite. Of course fΦ∼ is
O(2,R)-finite if and only if it belongs to B(µ1, µ2).

We next show that given any f in B(µ1, µ2) there is an O(2,R)-finite function Φ in S(R2) such
that f = fΦ∼ . According to the preceding observation together with the self-duality of S(R2) under

Fourier transforms it will be enough to show that for some Φ in S(R2), f = fΦ. In fact, by linearity, it

is sufficient to consider the functions ϕn in B(µ1, µ2) defined earlier by demanding that

ϕn

((
cos θ sin θ
− sin θ cos θ

))
= einθ

n must be of the same parity as m. If δ = sgnn set

Φ(x, y) = e−π(x2+y2)(x+ iδy)|n|

Then

ρ

((
cos θ sin θ
− sin θ cos θ

))
Φ = einθΦ

Since ρ(g)fΦ = fρ(g)Φ when detg = 1 the function fΦ is a multiple of ϕn. Since

fΦ(e) = (i)|n|
∫ ∞

−∞

e−πt
2

t|n|+s+1 d×t

= (i)n
π

−(|n|+s+1)
2

2
Γ

(|n| + s+ 1)

2
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which is not 0, the function fΦ is not 0.
The map A will transform the function WΦ to fΦ∼ . It will certainly commute with the action of

{A, ε}. That A exists and is injective follows from a lemma which, together with its proof, is almost
identical to the statement and proof of Lemma 3.2.1.

The same proof as that used in the non-archimedian case also shows that W (µ1, µ2;ψ) =
W (µ2, µ1;ψ) for all ψ. To prove the existence of W (π,ψ) when π = π(µ1, µ2) and is infinite-
dimensional we need only show that when µ1 and µ2 satisfy the condition the previous lemma the

functions W in W (µ1, µ2;ψ) satisfy the growth condition of the theorem. We have seen that we can
take W = WΦ with

Φ∼(x, y) = e−π(x2+y2)P (x, y)

where P (x, y) is a polynomial in x and y. Then

Φ(x, y) = e−π(x2+u2y2)Q(x, y)

where Q(x, y) is another polynomial. Recall that ψ(x) = e2πiux. Then

WΦ

((
a 0
0 1

))
= µ1(a) |a|

1/2

∫ ∞

−∞

e−π(a2t2+u2t−2)Q(at, ut−1) |t|s(sgn t)m d×t

The factor in front certainly causes no harm. If δ > 0 the integrals from −∞ to −δ and from δ to ∞
decrease rapidly as |a| → ∞ and we need only consider integrals of the form

∫ δ

0

e−π(a2t2+u2t−2)tr dt

where r is any real number and u is fixed and positive. If v = u
2

then u2 = v2 + 3u2

4
and e−

3
4πu

2t−2

tr

is bounded in the interval [0, δ] so we can replace u by v and suppose r is 0. We may also suppose that
a and v are positive and write the integral as

e−2πav

∫ δ

0

e−π(at+vt−1)2 dt.

The integrand is bounded by 1 so that the integral is O(1). In any case the growth condition is more

than satisfied.
We have still to prove uniqueness. Suppose W1(π,ψ) is a space of functions satisfying the first

two conditions of the lemma. Let κn be a representation of the Lie algebra of SO(2,R) occurring in π
and let W1 be a function in W1(π,ψ) satisfying

W1

(
g

(
cos θ sin θ
− sin θ cos θ

))
= einθW1(g).

If

ϕ1(t) = W1

((
t

|t|1/2 0

0 1
|t|1/2

))
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the function W1 is completely determined by ϕ1. It is easily seen that

ρ(U)W1

((
t

|t|1/2 0

0 1
|t|1/2

))
= i nϕ1(t)

ρ(Z)W1

((
t

|t|1/2 0

0 1
|t|1/2

))
= 2t

dϕ1

dt

ρ(X+)W1

((
t

|t|1/2 0

0 1
|t|1/2

))
= i u t ϕ1(t).

Thus if ϕ+
1 and ϕ−

1 correspond to ρ(V+)W1 and ρ(V−)W1

ϕ+
1 (t) = 2t

dϕ1

dt
− (2ut− n)ϕ1

and

ϕ−
1 (t) = 2t

dϕ1

dt
+ (2ut− n)ϕ1(t).

Since

D =
1

2
V− V+ − iU −

U2

2

ρ(D)W1 corresponds to

2t
d

dt

(
t
dϕ1

dt
− 2t

dϕ2

dt

)
+ (2nut− 2u2t2)ϕ1.

Finally ρ(ε)W1 corresponds to ϕ1(−t).

Suppose that π is either π(µ1, µ2) or σ(µ1, µ2). Let µ1µ
−1
2 (t) = |t|s(sgn t)m. If s − m is an

odd integer we can take n = |s| + 1. From Lemma 5.6 we have ρ(V−)W1 = 0 so that ϕ1 satisfies the

equation

2t
dϕ1

dt
+ (2ut− n)ϕ1 = 0.

If the growth condition is to be satisfied ϕ1 must be 0 for ut < 0 and a multiple of |t|n/2e−ut for ut > 0.

Thus W1 is determined up to a scalar factor and the space W (π,ψ) is unique.

Suppose s − m is not an odd integer. Since ρ(D)W1 = s2−1
2
W1 the function ϕ1 satisfies the

equation
d2ϕ1

dt2
+

{
−u2 +

nu

t
+

(1 − s2)

4t2

}
ϕ1 = 0

We have already constructed a candidate for the space W (π,ψ). Let’s call this candidate W2(π,ψ).

There will be a non-zero function ϕ2 in it satisfying the same equation as ϕ1. Now ϕ1 and all of
its derivatives go to infinity no faster than some power of |t| as t → ∞ while as we saw ϕ2 and its

derivations go to 0 at least exponentially as |t| → ∞. Thus the Wronskian

ϕ1
dϕ2

dt
− ϕ2

dϕ1

dt
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goes to 0 as |t| → ∞. By the form of the equation the Wronskian is constant. Therefore it is identically
0 and ϕ1(t) = αϕ2(t) for t > 0 and ϕ1(t) = β ϕ2(t) for t < 0 where α and β are two constants. The

uniqueness will follow if we can show that for suitable choice of n we have α = β. If m = 0 we can
take n = 0. If µ1(t) = |t|s1 (sgn t)m1 then π(ε)W1 = (−1)m2W1 so that ϕ1(−t) = (−1)m1ϕ1(t) and

ϕ2(−t) = (−1)m2ϕ2(t). Thus α = β. If m = 1 we can take n = 1. From Lemma 5.6

π(V−1)W1 = (−1)m1sπ(ε)W1

so that

2t
dϕ1

dt
+ (2ut− 1)ϕ1(t) = (−1)m1sϕ1(−t).

Since ϕ2 satisfies the same equation α = β.

If µ is a quasi-character of R× and ω is the character of C× defined by ω(z) = µ(zz̄) then
π(ω) = π(µ, µη). We have defined W (π(ω), ψ) in terms of ω and also as W (µ1, µ2;ψ). Because of the

uniqueness the two resulting spaces must be equal.

Corollary 5.14 Let m and n be two integers, one positive and the other 0. Let ω be a quasi-character
of C× of the form

ω(z) = (zz̄)r−
m+n

2 zm z̄n

and let µ1 and µ2 be two quasi-characters of R× satisfying µ1µ2(x) = |x|2r(sgnx)m+n+1 and
µ1µ

−1
2 (x) = xm+n sgnx so that π(ω) = σ(µ1, µ2). Then the subspace Bs(µ1, µ2) of B(µ1, µ2) is

defined and there is an isomorphism of B(µ1, µ2) with W (µ1, µ2;ψ) which commutes with the action
of {A, ε}. The image Ws(µ1, µ2;ψ) of Bs(µ1, µ2) is W (π(ω), ψ). If Φ belongs to S(R2) and WΦ

belongs to W (µ1, µ2;ψ) then WΦ belongs to Ws(µ1, µ2;ψ) if and only if

∫ ∞

∞

xi
∂j

∂yj
Φ(x, 0) dx = 0

for any two non-negative integers i and j with i+ j = m+ n− 1.

Only the last assertion is not a restatement of previously verified facts. To prove it we have to

show that fΦ∼ belongs to Bs(µ1, µ2) if and only if Φ satisfies the given relations. Let f = fΦ∼ . It is
in Bs(µ1, µ2) if and only if it is orthogonal to the functions in Bf (µ

−1
1 , µ−1

2 ). Since Bf (µ
−1
1 , µ−1

2 ) is

finite-dimensional there is a non-zero vector f0 in it such that ρ(X+)f0 = 0. Then

f0

(
w

(
1 y
0 1

))
= f0(w)

and f is orthogonal to f0 if and only if

∫

R

f

(
w

(
1 y
0 1

))
dy = 0. (5.14.1)

The dimension of Bf(µ
−1
1 , µ−2

2 ) is m + n. It follows easily from Lemmas 5.6 and 5.7 that the vectors
ρ(Xp

+) ρ(w) f0, 0 ≤ p ≤ m+ n− 1 span it. Thus f is in Bs(µ1, µ2) if and only if each of the functions

ρ(Xp
+) ρ(w) f satisfy (5.14.1). For f itself the left side of (5.14.1) is equal to

∫ {∫
Φ∼

(
(0, t)w

(
1 x
0 1

))
µ1(t)µ

−1
2 (t) |t| d×t

}
dx.
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Apart from a positive constant which relates the additive and multiplicative Haar measure this equals

∫∫
Φ∼(−t,−tx)tm+n sgn t dt dx

which is

(−1)m+n−1

∫∫
Φ∼(t, x)tm+n−1 dt dx

or, in terms of Φ,

(−1)m+n−1

∫
Φ(t, 0) tm+n−1 dt. (5.14.2)

By definition
rµ1,µ2

(w) Φ(x, y) = Φ′(y, x)

and an easy calculation based on the definition shows that

rµ1,µ2
(Xp

+) Φ(x, y) = (2iπuxy)pΦ(x, y).

Thus rµ1,µ2
(Xp

+) rµ1,µ2
(w) Φ is a non-zero scalar times

∂2p

∂xp ∂yp
Φ′(y, x)

For this function (5.14.2) is the product of a non-zero scalar and

∫∫
∂2p

∂xp ∂yp
Φ′(0, x)xm+n−1 dx.

Integrating by parts we obtain ∫
∂p

∂yp
Φ′(0, x)xm+n−p−1 dx

except perhaps for sign. If we again ignore a non-zero scalar this can be expressed in terms of Φ as

∫
∂m+n−p−1

∂ym+n−p−1
Φ(x, 0)xp dx.

The proof of the corollary is now complete.

Before stating the local functional equation we recall a few facts from the theory of local zeta-
functions. If F is R or C and if Φ belongs to S(F ) we set

Z(ωαsF ,Φ) =

∫
Φ(a)ω(a) |a|sF d

×a.

ω is a quasi-character. The integral converges in a right half-plane. One defines functions L(s, ω) and

ε(s, ω, ψF ) with the following properties:
(a) For every Φ the quotient

Z(ωαsF ,Φ)

L(s, ω)
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has an analytic continuation to the whole complex plane as a holomorphic function. Moreover
for a suitable choice of Φ it is an exponential function and in fact a constant.

(b) If Φ′ is the Fourier transform of Φ with respect to the character ψF then

Z(ω−1α1−s
F ,Φ′)

L(1 − s, ω−1)
= ε(s, ω, ψF )

Z(ωαsF ,Φ)

L(s, ω)
.

If F = R and ω(x) = |x|r
R
(sgnx)m with m equal to 0 or 1 then

L(s, ω) = π− 1
2 (s+r+m) Γ

(s+ r +m

2

)

and if ψF (x) = e2πiux

ε(s, ω, ψF ) = (i sgnu)m |u|
s+r− 1

2

R
.

If F = C and

ω(x) = |x|rC x
mx̄n

where m and n are non-negative integers, one of which is 0, then

L(s, ω) = 2(2π)−(s+r+m+n)Γ(s+ r +m+ n).

Recall that |x|C = xx̄. If ψF (x) = e4πiRe(wz)

ε(s, ω, ψF ) = im+nω(w) |w|
s−1/2
C

.

These facts recalled, let π be an irreducible admissible representation of HR. If π = π(µ1, µ2) we
set

L(s, π) = L(s, µ1)L(s, µ2)

and

ε(s, π, ψR) = ε(s, µ1, ψR) ε(s, µ2, ψR)

and if π = π(ω) where ω is a character of C∗ we set

L(s, π) = L(s, ω)

and
ε(s, π, ψR) = λ(C/R, ψR) ε(s, ω, ψC/R)

if ψC/R(z) = ψR(z+ z̄). The factor λ(C/R, ψR) was defined in the first paragraph. It is of course neces-
sary to check that the two definitions coincide if π(ω) = π(µ1, µ2). This is an immediate consequence

of the duplication formula.
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Theorem 5.15 Let π be an infinite-dimensional irreducible admissible representation of HR. Let ω
be the quasi-character of R× defined by

π

((
a 0
0 a

))
= ω(a)I

If W is in W (π,ψ) set

Ψ(g, s,W ) =

∫

R×

W

((
a 0
0 1

)
g

)
|a|s−1/2 d×a

Ψ̃(g, s,W ) =

∫

R×

W

((
a 0
0 a

)
g

)
ω−1(a) |a|s−1/2 d×a

and let
Ψ(g, s,W ) = L(s, π) Φ(g, s,W )

Ψ̃(g, s,W ) = L(s, π̃) Φ̃(g, s,W ).

(i) The integrals defined Ψ(g, s,W ) and Ψ̃(g, s,W ) are absolutely convergent in some right half-
plane.

(ii) The functions Φ(g, s,W ) and Φ̃(g, s,W ) can be analytically continued to the whole complex
plane as meromorphic functions. Moreover there exists a W for which Φ(e, s,W ) is an
exponential function of s.

(iii) The functional equation

Φ̃(wg, 1 − s,W ) = ε(s, π, ψ) Φ(g, s,W )

is satisifed.
(iv) If W is fixed Ψ(g, s,W ) remains bounded as g varies in a compact set and s varies in the

region obtained by removing discs centred at the poles of L(s, π) from a vertical strip of finite
width.

We suppose first that π = π(µ1, µ2). Then W (π,ψ) = W (µ1, µ2;ψ). Each W in W (µ1, µ2;ψ) is

of the form W = WΦ where
Φ(x, y) = e−π(x2+u2y2)P (x, y)

with P (x, y) a polynomial. However we shall verify the assertions of the theorem not merely for W in

W (π,ψ) but for any function W = WΦ with Φ in S(R2). Since this class of functions is invariant under
right translations most of the assertions need then be verified only for g = e.

A computation already performed in the non-archimedean case shows that

Ψ(e, s,W ) = Z(µ1α
s
R, µ2α

s
R,Φ)

the integrals defining these functions both being absolutely convergent in a right half-plane. Also for

s in some left half-plane

Ψ̃(w, 1 − s,W ) = Z(µ−1
1 α1−s

R
, µ−1

2 α1−s
R

,Φ′)

if Φ′ is the Fourier transform of Φ.

Since Φ can always be taken to be a function of the form Φ(x, y) = Φ1(x) Φ2(y) the last assertion

of part (ii) is clear. All other assertions of the theorem except the last are consequence of the following
lemma.
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Lemma 5.15.1 For every Φ in S(R2) the quotient

Z(µ1α
s1
R
, µ2α

s2
R
,Φ)

L(s, µ1)L(s, µ2)

is a holomorphic function of (s1, s2) and

Z(µ−1
1 α1−s1

R
, µ−1

2 α1−s2
R

,Φ′)

L(1 − s1, µ
−1
1 )L(1 − s2, µ

−1
2 )

is equal to

ε(s1, µ1, ψ) ε(s2, µ2, ψ)
Z(µ1α

s1
R
, µ2α

s2
R
,Φ)

L(s1, µ1)L(s2, µ2)
.

We may as well assume that µ1 and µ2 are characters so that the integrals converge for Re s1 > 0
and Re s2 > 0. We shall show that when 0 < Re s1 < 1 and 0 < Re s2 < 1

Z(µ1α
s1
R
, µ2α

s2
R
,Φ)Z(µ−1

1 α1−s1
R

, µ−1
2 α1−s2

R
Ψ′)

is equal to
Z(µ−1

1 α1−s1
R

, µ−1
2 α1−s2

R
,Φ′)Z(µ1α

s1
R
, µ2α

s2
R
,Ψ)

if Φ and Ψ belong to S(R2).

The first of these expressions is equal to
∫

Φ(x, y)Ψ′(u, v)µ1

(
x

u

)
µ2

(
y

v

) ∣∣∣∣
x

u

∣∣∣∣
s1
∣∣∣∣
y

v

∣∣∣∣
s2

d×xd×y du dv

if we assume, as we may, that d×x = |x|−1 dx. Changing variables we obtain
∫
µ1(x)µ2(y) |x|

s1 |y|s2
{∫

Φ(xu, yv) Ψ′(u, v) du dv

}
d×xd×y

The second expression is equal to
∫
µ−1

1 (x)µ−1
2 (y) |x|1−s1 |y|1−s1

{∫
Φ′(xu, yv) Ψ(u, v) du dv

}
d×xd×y

which equals
∫
µ1(x)µ2(y) |x|

s1 |y|s2
{∫

|xy|−1 Φ′(x−1u, y−1v) Ψ(u, v) du dv

}
d×xd×y.

Since the Fourier transform of the function (u, v) → Φ(xu, yv) is the function |xy|−1Φ′(x−1u, y−1v)
the Plancherel theorem implies that

∫
Φ(xu, yv) Ψ′(u, v) du dv =

∫
|xy|−1Φ′(x−1u, y−1v) Ψ(u, v) du dv.

The desired equality follows.
Choose Φ1 and Φ2 in S(R) such that

L(s, µi) = Z(µiα
s
R,Φi)

and take Ψ(x, y) = Φ1(x) Φ2(y). The functional equation of the lemma follows immediately if 0 <
s1 < 1 and 0 < s2 < 1. The expression on one side of the equation is holomorphic for 0 < Re s1 and
0 < Re s2. The expression on the other side is holomorphic for Re s1 < 1 and Re s2 < 1. Standard and

easily proved theorems in the theory of functions of several complex variables show that the function

they define is actually an entire function of s1 and s2. The lemma is completely proved.
For π = π(µ1, µ2) the final assertion of the theorem is a consequence of the following lemma.
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Lemma 5.15.2 Let Ω be a compact subset of S(R2) and C a domain in C2 obtained by removing balls
about the poles of L(s1, µ1)L(s2, µ2) from a tube a1 ≤ Re s1 ≤ b1, a2 ≤ Re s2 ≤ b2. Then

Z(µ1α
s1
R
, µ2α

s2
R
,Φ)

remains bounded as Φ varies in Ω and (s1, s2) varies in C.

The theorems in the theory of functions alluded to earlier show that it is enough to prove this

when either both a1 and a2 are greater than 0 or both b1 and b2 are less than 1. On a region of the first

type the functions Z(µ1α
s
R
, µ2α

s
R
,Φ) is defined by a definite integral. Integrating by parts as in the

theory of Fourier transforms one finds that

Z(µ1α
σ1+iτ1
R

, µ2α
σ2+iτ2
R

,Φ) = O(τ2
1 + τ2

2 )−n

as τ2
1 + τ2

2 → ∞ uniformly for Φ in Ω and a1 ≤ σ1 ≤ b1, a2 ≤ σ2 ≤ b2 which is a much stronger

estimate than required. For a region of the second type one combines the estimates just obtained with

the functional equation and the known asymptotic behavior of the Γ-function.
Now let ω be a quasi-character of C× which is not of the form ω(z) = χ(zz̄) with χ a quasi-

character of R× and let π = π(ω). W (π,ψ) is the sum of W1(π,ψ) and its right translate by ε. It is
easily seen that

Φ(g, s, ρ(ε)W ) = ω(−1) Φ(ε−1gε, s,W )

and that
Φ̃(wg, s, ρ(ε)W ) = ω(−1) Φ̃(wε−1gε, s,W )

Thus it will be enough to prove the theorem for W in W1(π,ψ). Since

Φ(εg, s,W ) = Φ(g, s,W )

and

Φ̃(wεg, s,W ) = Φ̃(wg, s,W )

we can also take g in G+. W1(π,ψ) consists of the functions WΦ with Φ in S0(C, ω). We prove the
assertions for functions WΦ with Φ in S(C, ω). Since this class of functions is invariant under right

translations by elements of G+ we may take g = e.
As we observed in the first paragraph we will have

Ψ(e, s,W ) = Z(ωαsC,Φ)

Ψ̃(w, 1 − s,W ) = λ(C/R, ψ)Z(ω−1α1−s
C

,Φ′)

in some right half plane and the proof proceeds as before. If ω(z) = (zz̄)rzmz̄n and p− q = n−m the
function

Φ(z) = e−2π|u|zz̄zpz̄q

belongs to S0(C, ω) and

Z(ωαsC,Φ) = 2π

∫ ∞

0

e−2π|u|t2t2(s+ r + p+m) dt

= π(2π|u|)−(s+r+p+m) Γ(s+ r + p+m)

Taking p = n we obtain an exponential times L(s, ω). The last part of the theorem follows from an
analogue of Lemma 5.15.2.

The local functional equation which we have just proved is central to the Hecke theory. We

complete the paragraph with some results which will be used in the paragraph on extraordinary
representations and the chapter on quaternion algebras.
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Lemma 5.16 Suppose µ1 and µ2 are two quasi-characters for which both π = π(µ1, µ2) and σ =
σ(µ1, µ2) are defined. Then

L(1 − s, σ̃) ε(s, σ, ψ)

L(s, σ)
=
L(1 − s, π̃) ε(s, π, ψ)

L(s, π)

and the quotient
L(s, σ)

L(s, π)

is an exponential times a polynomial.

Interchanging µ1 and µ2 if necessary we may suppose that µ1µ
−1
2 (x) = |x|s(sgnx)m with s > 0.

According to Corollary 5.14, W (σ,ψ) is a subspace of W (µ1, µ2, ψ). Although W (µ1, µ2, ψ) is not

irreducible it is still possible to define Ψ(g, s,W ) and Ψ̃(g, s,W ) when W lies in W (µ1, µ2, ψ) and to
use the method used to prove Theorem 5.15 to show that

Ψ̃(wg, 1 − s,W )

L(1 − s, π̃)

is equal to

ε(s, πψ)
Ψ(g, s,W )

L(s, π)

Applying the equality to an element ofW (σ,ψ) we obtain the first assertion of the lemma. The second
is most easily obtained by calculation. Replacing µ1 and µ2 by µ1α

t
R

and µ2α
t
R

is equivalent to a

translation in s so we may assume µ2 is of the form µs(x) = (sgnx)m2 . There is a quasi-character

ω of C× such that σ = π(ω). If ω(z) = (zz̄)rzmz̄n then µ1(x) = |x|2r+m+n(sgnx)m+n+m2+1,
µ1(x) = xm+n(sgnx)m2+1 so that r = 0. Apart from an exponential factor L(s, σ) is equal to

Γ(s+m+ n) while L(s, π) is, again apart from an exponential factor,

Γ

(
s+m+ n+m1

2

)
Γ

(
s+m2

2

)
(5.16.1)

where m1 = m+ n+m2 + 1 (mod2). Since m+ n > 0 the number

k =
1

2
(m+ n+ 1 +m1 −m2) − 1

is a non-negative integer and m2 + 2k = m+ n+m1 − 1. Thus

Γ

(
s+m2

2

)
=





1

2k+1

k∏

j=0

(s+m2 + 2j)





−1

Γ

(
s+m+ n+m1 + 1

2

)
.

By the duplication formula the product (5.16.1) is a constant times an exponential times

Γ(s+m+ n+m1)∏k
j=0(s+m2 + 2j)

.

If m1 = 0 the lemma follows immediately. If m1 = 1

Γ(s+m+ n+m1) = (s+m+ n) Γ(s+m+ n)

and m2 + 2k = m+ n. The lemma again follows.


