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Legal Issues

While many employers are willing to provide on-the-job training for lab-
oratory technicians, a well-qualified technician will have at least some
experience with techniques commonly used in biochemistry, genetics, and
cell biology.

A laboratory technician who has just received a bachelor’s or master’s
degree may receive an annual salary of $18,000 to $36,000 or more, depend-
ing on the employer (industry, academia, or government), the geographical
location, and the supply of and demand for qualified technicians. Salaries
increase with experience, technical expertise, and responsibility, particularly
in industry, where many opportunities exist for the laboratory technician to
climb the career ladder.

Samuel E. Bennett and Dale Mosbaugh

The question of who owns tissues, DNA, and other biological materials
raises numerous legal questions. One concern is that genetic information
derived from someone’s DNA sequences could be used to deny insurance
coverage to people whose genes indicate that they have a disease or that
they are at risk of contracting one.

Another concern is that the profits made by hospitals and transplant
centers for transplantation procedures are unfair, as tissue donors and their
families are typically not compensated, despite the fact that these donors
often pay for the operations that provide the materials. There is a question
of who should profit from such materials: those from whom the materials
were originally derived or those who use the materials to treat other patients
or conduct research.

In the criminal setting, genetic testing provides the opportunity to iden-
tify criminals. Through storage of DNA and DNA analysis data, old,
unsolved cases can sometimes be resolved. DNA analysis is also useful for
exonerating wrongly accused individuals, including those who have served
significant jail time for crimes they did not commit. However, there is con-
cern regarding the potential abuses of DINA data stored by law enforcement
agencies. There is also concern that stored genetic material will be used to
clone people. Additional concerns center on the safety and risks of geneti-
cally modified foods.

The issue of ownership of tissues was addressed in California in the case
Moore v. Regents of the University of California. Moore underwent treatment
for leukemia at the University of California at Los Angeles Medical Cen-
ter. His spleen was removed, and his cells were cultured without his con-
sent. Eventually, he sued the medical center over the ownership of the cell
line that was developed from his spleen cells.

The California Supreme Court refused to recognize Moore’s ownership
of the cell line, pointing to the investment the medical center made to
develop it. The court did not place much weight on financial or other con-
tributions Moore made to the development of the cell line.

DNA deoxyribonucleic
acid









Linkage and Recombination

alleles particular forms
of genes

parents, such as color and height, could occur in all possible combinations
in the offspring. Thus, a tall parent with green pods crossed with a short
parent with yellow pods could give rise to offspring that were tall with yel-
low pods or short with green pods, as well as some of each parental type.
Mendel concluded that the factors controlling height segregated indepen-
dently from the factors controlling pod color. Later work showed that this
was because these genes occurred on separate (nonhomologous) chromo-
somes, which themselves segregate independently during meiosis.

How is it possible for physically linked genes to nonetheless segregate
independently? The answer lies in the events of crossing over. During cross-
ing over, homologous chromosomes exchange segments at several sites along
their length, in a process called recombination. Thus, two loci at distant
ends of the chromosome are almost certain to have at least one exchange
point occur between them. If only one exchange occurs, two alleles that
began on the same chromosome will end up on different chromosomes. If
there are two exchange points between them, they will end up together; if
three, they end up apart, and so on. Over long distances, the likelihood of
two alleles remaining together is only 50 percent, no better than chance,
and, therefore, loci that are far apart on a large chromosome are not genet-
ically linked. Conversely, loci that are close together will not segregate inde-
pendently, and are therefore genetically linked. It is these that are most
useful for mapping and discovering disease genes.

The loci examined in linkage analysis need not be genes of functional
significance; indeed, anonymous segments of DNA (stretches of DNA with
no known function) called genetic markers are often more useful in genetic
linkage analysis. In order for a genetic marker to be of benefit in a link-
age analysis, the chromosomal location of the marker must be known and,
most importantly, there must be some variation in the sequence or length
of these markers among individuals. Nongene markers used in linkage
analysis are classified into four broad categories: restriction fragment
length polymorphisms (RFLPs), variable number of tandem repeat
(VNTRs), short tandem repeat polymorphisms (STRPs), and single
nucleotide repeats (SNPs).

As noted above, when genes are not genetically linked, alleles at the loci seg-
regate independently from one another. So, if locus 1 has alleles A and #, and
if locus 2, not linked to locus 1, has alleles B and 4, then four gametes can be
formed (AB, Ab, aB, and ab). Each of these four will occur with equal fre-
quency (a 1:1:1:1 ratio), and all possible offspring combinations are expected
with equal frequency.

If locus 1 and locus 2 are genetically linked to one another, however,
deviations from this 1:1:1:1 ratio will be observed. If A and B begin on
the same chromosome, then AB and 4/ will be more common than either
aB or 4b. By counting the number of each type and determining the extent
of this deviation, one can estimate the extent of recombination between
the two loci: A large deviation means little recombination. The “recom-
bination fraction,” expressed as a percentage, is an indirect measure of
the distance between the loci and is the basis for the development of
genetic maps.



Linkage and Recombination

Genetic maps order polymorphic markers by specifying the amount of
recombination between markers, whereas physical maps quantify the dis-
tances among markers in terms of the number of base pairs of DNA.
Although mapping in humans has a relatively recent history, the idea of a
linear arrangement of genes on a chromosome was first proposed in 1911
by Thomas Hunt Morgan, who was studying the fruit fly, Drosophila
melanogaster. The possibility of a genetic map was first formally investigated
by the American geneticist Alfred H. Sturtevant in the 1930s, who deter-
mined the order of five markers on the X chromosome in D. melanogaster
and then estimated the relative spacing among them.

For small recombination fractions (usually less than 10 percent to 12
percent), the estimate of the recombination fraction provides a very rough
estimate of the physical distance. In general, 1 percent recombination is
equivalent to about one million base pairs of DNA and is defined as one
centimorgan. Physical measurements of DNNA are often described in terms
of thousands of kilobases. Crossing over does not occur equally at all loca-
tions, so estimates of distance from physical and genetic maps of the iden-
tical region may vary dramatically throughout the genome.

In experimental organisms, genetic mapping of loci involves counting the
number of recombinant and nonrecombinant offspring of selected matings.
Genetic mapping in humans is usually more complicated than in experi-
mental organisms for many reasons, including researchers’ inability to design
specific matings of individuals, which limits the unequivocal assignment of
recombinants and nonrecombinants. Therefore, maps of markers in humans
are developed by means of one of several statistical algorithms used in com-
puter programs.

Genetic maps can assume equal recombination between males and
females, or they can allow for sex-specific differences in recombination, since
it has been well established that there are substantial differences in recom-
bination frequencies between men and women. Chromosomes recombine
more often in females. On average, the female map is two times as long as
the male map.

The complexity of the underlying statistical methods used to generate
them renders genetic maps sensitive to marker genotyping errors, particu-
larly in small intervals, and these maps are less useful in regions of less than
about 2 centimorgans. While marker order is usually correct, genotyping
errors can result in falsely inflated estimates of map distances.

Disease gene mapping is greatly facilitated by the availability of dense
genetic maps. Linkage analysis for the mapping of disease genes boils
down to the simple idea of counting recombinants and nonrecombinants,
but in humans this process is complicated for a variety of reasons. The
generation time is long in humans, so large, multigenerational pedigrees
in which a disease or trait is segregating are rare. Scientists cannot dic-
tate matings or exposures. ['hey also cannot require that specific indi-
viduals participate in a study. Thus the process of linkage analysis in
humans requires a statistical framework in which various hypotheses
about the linkage of a trait locus and marker locus can be considered.

kilobases units of mea-
sure of the length of a
nucleicacid chain; one
kilobase is equal to
1,000 base pairs
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the graphic representa-
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Genetic mapping is the process of measuring the distance between two or
more loci on a chromosome. In order to determine this distance, a number
of things must be done. First, the loci (pronounced “low-sigh”) have to be
known, and alleles have to exist at each locus so that they can be observed.
The specific pair of alleles that are present is usually referred to as a geno-
type. Second, there has to be a way to measure the distance between the
loci.

In genetic mapping, this distance is measured by the amount of meiotic
recombination that occurs between the two loci. Meiotic recombination is
the process in which the two chromosomes that are paired during meiosis
each break apart and then reattach to each other, rather than back to them-
selves. These recombined chromosomes will end up in either eggs (for
women) or sperm (for men).

Typically for any chromosome pair there will be only one or two such
breaks per chromosome arm. The closer together two loci are, the less likely
it is that such a break will occur. Thus, counting the number of breaks
between two loci provides a good estimate of how far apart two loci are.

Genetic maps provide the order and distance between many markers all
along the chromosome. In genetic maps, the loci that are used are called
marker loci. Marker loci are almost always not in genes and serve only as
signposts along the chromosome, “marking” a specific location. Thus genetic
maps act much like road maps, and markers act much like mile markers or
exit signs.

Genetic maps contain very important information and are used to help find
the genes that can cause, or change the risk of developing, genetic diseases.
For most diseases, the gene is not yet known and could be any one of the
30,000 to 70,000 genes that exist in the human genome. Since the disease
gene is not known, its location is also not known. However, if the general
location could be determined, then it would be much easier to figure out
which of the genes near that location are the actual disease genes.

Genetic maps are very important for “disease-gene discovery,” as they
provide the reference locations for locating the disease gene. Finding the
disease genes without a genetic map would be like trying to find a town by
driving down a road without any mile markers or exit signs. There would
be no clues as to where you are. The maps make it much easier to “navi-
gate” the chromosomes.

loci sites on a chromo-
some (singular. locus)

alleles particular forms
of genes



Mapping

Genetic maps are created by measuring the amount of recombination that
occurs between two or more loci. The easiest way to do this is to use fam-
ilies with a large number of children, since this provides a large number of
recombination events to look at. Scientists have collected a panel of forty
such families, called the CEPH families (pronounced “sef,” from the French
Centre d’Etude du Polymorphisme Humain—the Center for the Study of
Human Polymorphisms). These families are measured (genotyped) for the
variations at each locus, and the inheritance of each allele at each locus is
compared.

An example of a CEPH family is shown in Figure 1. Using the father
as an example (although in other families this could easily occur in the
mother), allele a at locus 1 and allele b at locus 2 are always inherited
together. Similarly, allele A at locus 1 and allele B at locus 2 are inherited
together. There has been no recombination between locus 1 and locus 2,
and therefore these loci are likely to be close together. In contrast, allele a
at locus 1 and allele ¢ at locus 3 are only inherited together half the time.
There have been several recombination events between them, and therefore
these loci are likely to be far apart.

The actual distance between two loci is measured using the recombi-
nation fraction, which is just the number of recombination events divided
by the total number of events that are looked at. In the family diagrammed
in the figure, the recombination fraction between locus 1 and locus 2 is ()
recombination events divided by 8 total events, or 0 + 8 = (. The recom-
bination fraction between locus 1 and locus 3 is 4 recombination events
divided by 8 total events, or 4 + 8 = 0.50. Recombination fractions can
vary between 0.00 and 0.50. To generate a complete genetic map of a chro-
mosome, a large number of markers (between 50 and 200, depending on
the size of the chromosome) are genotyped in many families, and more
complex statistical analyses are used to compare the inheritance across all
markers.

There is an additional complication in the analysis of recombination
events. 'T'he further apart two loci are, the more likely it is that two recom-
bination events could occur between them. The first event will shuffle the
alleles, but the second event will reshuffle the alleles back to the way they
were. Thus it will look like there were no recombination events when in
fact there were two.

Another complication arises from the fact that the occurrence of one
recombination event on a chromosome tends to inhibit the occurrence of a
second recombination event, especially in regions close to the first one. This
is called “interference” and will generally make the map smaller. To account
for this, “map functions” have been created that are used to better estimate
the true recombination distance between two markers.

Map functions are mathematical equations that are based on assump-
tions about how much recombination and how much interference exists on
a chromosome. Map function distances are measured in units called centi-
morgans, named for Thomas Hunt Morgan, the first person to develop the
techniques of genetic mapping. 'There are several map functions that have
been proposed. Each is named for its originator. The most commonly used
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Locus 1 AA aa AA AA
Locus 2 BB bb BB BB
Locus 3 CcC cc CcC CcC
Aa AA
Bb BB
Cc CC
AA aA AA aA AA AA aA aA
BB bB BB bB BB BB bB bB
CC CC cC CcC CcC cC cC cC

map function is the Haldane map function (named after John Burdon
Sanderson Haldane), which assumes that there is no interference between
loci. A second map function, the Kosambi map function (named after
Damodar Kosambi), assumes a moderate level of interference and seems to
more accurately reflect experimental data. Thus the recombination fraction
is modified by the map function. Generally the recombination fraction and
the centimorgans are very similar for distances from 0.00 to 0.10.

There are four major kinds of genetic markers that have been used for
genetic mapping. The oldest of these is the restriction fragment length poly-
morphism (RFLP) that was first proposed for genetic mapping in 1980.
RFLPs arise from changes in a single base pair that can be detected by
restriction endonuclease enzymes. These enzymes can cut the DNA at that
locus if the right base pair is present. Many maps were made with these
markers, but they are expensive and time-consuming to genotype, and they
generally have only two alleles. Having only two alleles means that in many
cases it is impossible to tell the two chromosomes in any person apart for
that marker and makes that marker useless for genetic mapping in that fam-
ily. In the figure, the mother of the eight children has the same alleles at
locus 1, the same alleles at locus 2, and the same alleles at locus 3. Thus we
cannot tell if there have been any recombination events coming from the

Figure 1. A typical CEPH
family with genotypes
from three genetic
markers. Loci one and
two are completely linked
to each other, while loci
one and three are not
linked to each other.

base pair two
nucleotides (either DNA
or RNA) linked by weak
bonds

enzymes proteins that
control a reaction in a
cell
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homologous carrying
similar genes

mother. RFLPs were the first type of marker known to occur almost every-
where, across all the chromosomes.

Variable number of tandem repeat (VNTR) markers were the next
markers to be described. These result from the duplication of DNA
sequences consisting of 50 to 5,000 base pairs each. The differences between
the two homologous chromosomes are in the number of repeats present
(and thus the length of the locus). These markers are expensive and time
consuming to genotype but have the advantage of having many alleles (often
more than twenty). Thus almost everyone in the world has a different allele
on each paired chromosome at a VNTR locus. This allows more families
to give recombination information. Having so many alleles, however, can
cause problems, because it can be hard to tell many of the alleles apart dur-
ing genotyping. VNTRs also tend to occur most often at the ends of chro-
mosomes, not in the middle. This is unlike RFLPs, which occur at all
locations on a chromosome.

Microsatellite markers—also known as simple tandem repeat polymor-
phisms (STRPs), simple sequence repeats (SSRs), or simple sequence length
polymorphisms (SSLPs)—have become the most common type of marker
for genetic maps. These markers are made of repeats of two, three, or four
base pairs, with the variation being the number of repeats. For example, the
most commonly used two-base-pair repeat is CA, and the most commonly
used four-base-pair repeat is GATA. Thus a microsatellite marker actually
varies in length between the paired chromosomes. On one chromosome,
there might be eight repeats (CACACACACACACACA), while on the other
chromosome there might be ten (CACACACACACACACACACA).
Microsatellite markers are easy to genotype and have multiple (three to ten)
but usually not large numbers (more than ten) of alleles. They also occur
almost everywhere across the chromosome. Most of the genetic maps in use
today are made with microsatellite markers.

The most recently described type of marker is the single nucleotide
polymorphism (SNP, pronounced “snip”). As the name implies, these are
variations at a single base on the chromosome. For example, on some chro-
mosomes a locus might have a C, while on other chromosomes the same
locus might have a T. These are the most common markers, with at least
three million already described, and seem to occur across the entire genome.
As with RFLPs, there are almost always only two alleles at a SNP locus.
Individually they suffer the same problem as RFLPS of not being useful in
many of the families. They are being used widely now because they are very
easy to genotype, are very common (occurring at least ten times more fre-
quently than the other types of markers) and thus can be used in combina-
tion with each other.

The technique of genetic mapping was first described in 1911 by Thomas
Hunt Morgan, who was studying the genetics of fruit flies. Morgan was able
to study genetic mapping because he was able to actually see traits in the
flies (like having white eyes instead of red) that were caused by mutations
in single genes. He noticed that some traits violated Gregor Mendel’s Law
of Independent Assortment (which said that any two loci would segregate
independently and thus have a recombination fraction of 0.50).
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Genetic mapping did not start being applied to humans until the 1950s,
because it was hard to know what traits were caused by genetic mutations.
When RFLPs were first described in 1980, a large effort was undertaken to
generate maps of all the chromosomes. The first such maps were made in
the early 1980s but covered only parts of chromosomes and had only a few
markers. Maps of whole chromosomes were made by the late 1980s. By the
mid-1990s, as the abilities of the research teams improved, and as the sta-
tistical methods of analysis were refined, a number of whole-genome (i.e.,
covering all the chromosomes) genetic maps were generated. These maps
were updated and improved, and they were made available on the Internet.

Genetic maps are a measure of distance based on recombination, which is
a biological process. A different way of measuring the distance between two
loci is to measure the actual number of base pairs between the loci. This is
known as the physical distance, and, when many such distances are put
together, it makes a physical map.

Genetic maps and physical maps are similar in that the loci will be in
the same order. There is also a general correspondence of distance, in that
bigger genetic distances usually correspond to bigger physical distances. The
overall rule of thumb is that one centimorgan of genetic distance is about
one million base pairs of physical distance. However, this comparison can
vary dramatically across certain parts of chromosomes. In some areas, one
centimorgan might be only 50,000 base pairs (e.g., at the ends of chromo-
somes, where recombination seems to be increased). In other chromosomal
areas (e.g., near the centromere), one centimorgan might be five million
base pairs. SEE ALSO CrossiNG Over; GENE Discoviery; LINKAGE AND
RecoMmBINATION; MEI0sis; MorGaN, THoMAs HunT; POLYMORPHISMS;
RepeTITIVE DNA ELEMENTS.

Fonatban L. Haines

Bloom, Mark V., Greg A. Freyer, and David A. Micklos. Laboratory DNA Science: An
Introduction to Recombinant DNA Techniques and Methods of Genome Analysis. Menlo
Park, CA: Addison-Wesley, 1996.

The Center for Medical Genetics. Marshfield Clinic. <http://research.marshfieldclinic
.org/genetics>.

Thomas Hunt Morgan. Cold Spring Harbor Laboratory. <http://www.cshl.org/
History/morgan.html>.

Marker systems are tools for studying the transfer of genes into an experi-
mental organism. In gene transfer studies, a foreign gene, called a trans-
gene, 1s placed into an organism, in a process called transformation. A
common problem for researchers is to determine quickly and easily if the
target cells of the organism have actually taken up the transgene. A marker
allows the researcher to determine whether the transgene has been trans-
ferred, where it is located, and when it is expressed (used to make protein).
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that a transgene not only enter the cell, but also be integrated into the cor-
rect place in the chromosome. If it does not, it is unlikely to be regulated
properly. The “correct place” is the site on the chromosome where the nor-
mal gene is found. For example, if the researcher is inserting a human nerve
cell gene into a mouse, it should be inserted at the site where the corre-
sponding mouse nerve cell gene sits. Selection of cells with the properly
located transgene is accomplished by killing off transformed cells in which
the gene is in the wrong place.

This system, an example of positive selection system, has three parts.
The first is an antibiotic, the second is an enzyme that acts on the antibi-
otic, and the third is an enzyme that cuts and splices DINA.

The antibiotic ganciclovir is used to kill cells. Ganciclovir is a
“nucleotide analog,” meaning it is structurally similar (but not identical) to
the building blocks of DNA. It must be phosphorylated before it can be
incorporated into DNA in the target cell. Once it is incorporated, it acts
like a monkey wrench in the machinery, preventing normal DNA function
and thus killing the cell. The enzyme that acts on the ganciclovir is called
thymidine kinase (I'K). It adds a phosphate on the antibiotic, inactivating
the antibiotic. Mammalian TK does not phosphorylate ganciclovir very effi-
ciently, so mammalian cells are not normally killed by it. TK from the Her-
pes simplex virus (HSV) does phosphorylate it efficiently, and any mammalian
cell transformed with an active HSV TK enzyme will be killed.

In this system, a plasmid is constructed with the transgene, the HSV
TK gene, and a “recombination site,” a stretch of DNA that is recognized
by the cellular recombinase enzymes that cut and splice DNA. If the trans-
gene is integrated into the chromosome at the site of the normal gene, then
the HSV 'TK gene is eliminated by the cellular “recombinase” enzymes, and
the cells are not sensitive to ganciclovir. In improperly transformed cells,
the recombinase can’t remove the HSV TK gene, and so those cells will be
killed when exposed to ganciclovir.

Screenable marker systems employ a gene whose protein product is easily
detectable in the cell, either because it produces a visible pigment or because
it fluoresces under appropriate conditions. Visible markers rarely affect the
studied trait of interest, but they provide a powerful tool for identifying
transformed cells before the gene of interest can be identified in the cul-
ture. They can also identify the tissues that have (and have not) been trans-
formed in a multicellular organism such as a plant.

Green fluorescent protein (GFP) is used as a screenable marker or a
reporter gene in a variety of cells. GFP is a small protein that is isolated
from jellyfish. It possesses a trio of amino acids that absorb blue light and
fluoresce yellow-green light that is detectable using a fluorescence micro-
scope or other means. Using GFP as a reporter has the enormous advan-
tage that transgenic cells can be located noninvasively, simply by illuminating
with blue light and observing the fluorescence. It is a simple protein, and it
works in many different model systems (plants, mammalian cell culture, and
the like) because it requires no post-translational processing of the protein
to make it active. This is helpful, because processing enzymes are typically
specific to each type of organism, thus limiting the usefulness of transgenes

enzyme a protein that
controls a reaction in a
cell

transgenes genes intro-
duced into an organism
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microtubules protein
strands within the cell,
parts of the cytoskele-
ton

molecule with its corresponding “sister gene” on the homologous chromo-
some. This four-stranded structure of maternal and paternal homologues is
also called a bivalent.

Next in prophase I is the process of crossing over, in which fragments
of DNA are exchanged between the homologous sister chromatids that form
the paired DNA strands. Crossing over involves the physical breakage of
the DNA double helix in one paternal and one maternal chromatid and join-
ing of the respective ends. Under the light microscope, the points of this
exchange can often be seen as an X-shaped structure called a chiasma.

The exchange of genetic material means that new combinations of genes
are created on two of the four chromatids: Stretches of DNA with mater-
nal gene copies are mixed with stretches of DNA with paternal copies. This
creation of new gene combinations is called “recombination” and is very
important for evolution, since it increases the amount of genetic material
that evolution can act upon. A statistical technique known as linkage analy-
sis uses the frequency of recombination to infer the location of genes, such
as those that increase a person’s risk for certain diseases.

At the beginning of metaphase I, the nuclear envelope has dissolved, and
specialized protein fibers called microtubules have formed a spindle appa-
ratus, as also occurs in the metaphase of mitosis. These microtubules then
attach to the kinetochore protein disks on the two centromeres of the homol-
ogous pair of chromosomes. However, there is an important difference
between mitosis and meiosis in the way this attachment occurs. In mitosis,
microtubules attach to both faces of the kinetochore and thus separate sister
chromatids when they pull apart. In meiosis, because the chiasma structures
still hold the homologous sister chromatids together, only one face of each
kinetochore is accessible to the microtubules. Since the microtubules can
only attach to one face of the kinetochore, the sister chromatids will be drawn
to opposite poles as a pair, without separation of the individual chromatids.

At the end of metaphase I, the pairs of homologues line up on the
metaphase plate in the center of the cell, the spindle apparatus is fully devel-
oped, and the microtubules of the spindle fibers are attached to one side of
each of the twwo kinetochores. In anaphase I, the microtubules begin to
shorten, thus breaking apart the chiasmata and pulling the centromeres with
their respective sister chromatids toward the two cell poles. The centromeres
do not divide, as they do in mitosis. At the final stage of meiosis I, called
telophase I, each cell pole has a cluster of chromosomes that corresponds to
a complete haploid set, one member of each homologous chromosome pair.

It is completely random whether the maternal or paternal chromosome of
each pair ends up at a particular pole. The orientation of each pair of homol-
ogous chromosomes on the metaphase plate is random, and a mixture of
maternal and paternal chromosomes will be drawn toward the same cell pole
by chance. This phenomenon is often called “independent assortment,” and
it creates new combinations of genes that are located on different chromo-
somes. Thus, we have two levels of gene reshuffling occurring in meiosis 1.
The first occurs during recombination in prophase I, which creates new com-
binations of genes on the same chromosome. In contrast to mitosis, the sis-
ter chromatids of a chromosome are not genetically identical because of the
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crossing-over process. Anaphase 1 then adds the independent assortment of
chromosomes to create new combinations of genes on different chromo-
somes. A total of 2°* (8.4 million) possible combinations of parental chro-
mosomes can be produced by one person, and recombination further
increases this to an almost unlimited number of genetically different gametes.

Once both cell poles have a haploid set of chromosomes clustered around
them, these chromosomes divide mitotically (without reshuftling or reduc-
ing the number of chromosomes during division) during the second part of
meiosis. This time, the spindle fibers bind to both faces of the kinetochore,
the centromeres divide, and the sister chromatids move to opposite cell
poles. At the end of meiosis II, therefore, the cell has produced four hap-
loid groups of chromosomes. Nuclear envelopes form around each of these
four sets of chromosomes, and the cytoplasm is physically divided among
the four daughter cells in a process known as cytokinesis.

In males, the four resulting haploid sperm cells all go on to function as
gametes (spermatozoa). They are produced continuously from puberty
onwards. In females, all primary oocytes enter meiosis I during fetal devel-
opment but then arrest at the prophase I stage until puberty. During infancy
and early childhood, the primary oocytes acquire various functional charac-
teristics of the mature egg cell. After puberty, one oocyte a month com-
pletes meiosis, but only one mature egg is produced, rather than the four
mature sperm cells in males. The other daughter cells, called polar bodies,
contain little cytoplasm and do not function as gametes.

In summary, the main differences between meiosis and mitosis are that
meiosis occurs only in specialized cells rather than in every tissue; it pro-
duces haploid gametes rather than diploid somatic cells; and each daugh-
ter cell is genetically different from the others due to recombination and
independent assortment of homologues, rather than genetically identical.
The pairing of homologous chromosomes and crossing over occur only
In meiosis.

Meiosis is a very intricate process that requires, among other things, the
precise alignment of homologous chromosome pairs and correct attach-
ment of microtubules. During meiosis, errors in chromosome distribution
may occur and lead to chromosomal aberrations in the offspring. One
example is Down syndrome, where affected children carry three copies of
chromosome 21 (trisomy 21). This may be explained by the failure of
paired chromosomes or sister chromatids to separate in either sperm or
egg, leading to the presence of two copies of chromosome 21. After fer-
tilization with a normal gamete, the zygote will carry three copies, which
leads to several phenotypic abnormalities, including mental retardation.
SEE ALSO CkLL, EurarvoTic; CHROMOSOMAL ABERRATIONS; (CROSSING
Ovir; DowN SYNDROME; FERTILIZATION; LINKAGE AND RECOMBINATION;
Mrtosis; REPLICATION.
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Mendel, Gregor

Mendel explained these results by proposing that each visible trait is
governed by the presence of two “factors,” which may be the same or dif-
ferent in any individual. One of these factors is “dominant,” while the other
is “recessive.” In the above example, the round-producing factor is domi-
nant, and the wrinkled-producing factor is recessive. If two recessive factors
are present, the organism will display the recessive trait. If the organism has
two dominant factors, or one dominant and one recessive, the dominant

trait will be displayed.

To explain the numerical relationships he obtained, Mendel developed the
Law of Segregation. He proposed that during the process of egg and sperm
formation, the two factors separate, or segregate, so that each egg or sperm
contain only one factor. For a parent containing one of each type of factor,
this means that half the sperm (or eggs) will contain the dominant factor,
and half the recessive factor. During fertilization, these randomly pair up,
so that some offspring will have two dominants, some two recessives, and
some one of each. Simple algebra shows that the ratio of offspring in such
a cross will be 3:1, just as Mendel found.

To show how this works, let 0.5D be the proportion of dominant fac-
tors and 0.5t be the proportion of recessive factors. Multiplying (0.5D +
0.5r) times itself gives the offspring ratios, 0.25D* + 0.5Dr + 0.25r°. In this
expression, 0.25D? indicates that one-quarter of the offspring will have both
dominant factors, 0.5Dr means half will have one of each type, and 0.25r?
means one-quarter will have both recessive factors. Since both the D? and
Dr organisms will show the dominant trait, the ratio of dominant to reces-
sive traits in the offspring will be 0.75:0.25, or 3:1.

Mendel went on to study crosses between peas with multiple sets of
traits, such as round seeds plus tall plants crossed with wrinkled seeds plus
short plants. He found that the factors for each trait acted independently,
so that the offspring of these crosses showed all possible combinations of
traits. From the results of these experiments, he formulated his second prin-
ciple, known as the Law of Independent Assortment, which states that the
members of factor pairs assort (segregate) independently of each other dur-
ing sperm and egg formation, and combine again randomly.

While neither Mendel nor anyone else in his day knew anything about chro-
mosomes or genes, the laws of inheritance he discovered predicted exactly
how genes behave on chromosomes during the reproductive process. Indeed,
the factors he discovered are genes, which come in pairs and segregate on
separate chromosomes during sperm and egg production, just as he sug-
gested. Gene pairs located on different sets of chromosomes will assort inde-
pendently during the process. While most genes do not exhibit simple
dominance-recessiveness relations, and most traits are governed by more
than one gene, it is to Mendel’s credit that he began by trying to under-
stand simple systems in order to develop generalizable laws.

Mendel published the results of his experiments, “Versuche iiber
Pflanzenhybriden” (“Attempts at Plant Hybridization”) in 1866. He did lit-
tle scientific work after he became abbot of the monastery two years later.
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maternal
gametes
patemal AB Ab aB ab
gametes
AB AABB AABDb AaBB AaBb
Ab AABb AAbb AaBb Aabb
aB AaBB AaBb aaBB aaBb
ab AaBb Aabb aaBb aabb

chaotic mix of forms. He chose traits that would allow plants and their off-
spring to be distinctly classified.

Instead of looking at all seven traits at once, Mendel focused on one at
a time. For each trait, he crossed two plant varieties to make hybrid plants.
This was a monohybrid cross, because only one of the plant’s many traits
was studied. Mendel crossed the two chosen forms for each of the seven
traits, using several hundred plants in each cross.

He found that in each case, all the first-generation offspring exhibited
the same form as one of the parents, despite the hybrid having received input
from two different parental varieties. Mendel called the form of the trait
that appeared in these first-generation offspring dominant, as it was able
to hide the other form during that generation. When the first-generation
hybrid plants were allowed to self-pollinate, the hidden feature resurfaced
in the next generation. Mendel called the hidden feature recessive. He fur-
ther discovered that, on average, for every four offspring in the second gen-
eration, three displayed the dominant form of the trait, and one displayed
the recessive form. He used these observations to suggest that each trait was
governed by two “factors,” one dominant and one recessive.

Mendel concluded that each plant carried two factors for every trait—
either two dominant factors, two recessive factors, or one dominant and one
recessive factor.

He proposed that his true-breeding parents carried two factors of the
same kind. This is now defined as being homozygous. One parent plant was
homozygous dominant, and the other homozygous recessive. When the par-
ents were crossed, each offspring plant inherited one factor from each par-
ent, but exhibited only the dominant form of the trait, even though they
had received both a dominant and a recessive form. The offspring plants
were hybrids, now called heterozygotes.

Figure 1. This Punnett
square shows the
possible outcomes, in
genotypes, of a dihybrid
cross (AaBb x AaBDb).
Reginald Punnett designed
this layout to illustrate
how alleles will assort
according to Mendel’s
laws (segregation and
independent assortment).
The two parents are
heterozygous for two
traits, A and B, on non-
homologous chromosomes
and carry the genotype
AaBb. The four gamete
types from the male and
female are shown in
boldface. Lowercase
letters represent recessive
alleles; uppercase letters
represent dominant
alleles.

dominant controlling
the phenotype when one
allele is present

recessive requiring the
presence of two alleles
to control the phenotype

heterozygotes individu-
als whose genetic infor-
mation contains two
different forms (alleles)
of a particular gene
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its interior seeds. He crossed one true-breeding variety that had wrinkled
seeds and a green interior, with another that had round seeds and a yellow
interior. The dihybrid cross generated offspring that all had round, yellow
seeds, but the seeds’ outward appearance, or phenotype, hid the offspring’s
heterozygous nature. The offspring contained recessive alleles for making
wrinkled, green seeds, as well as the dominant alleles that generated the
seeds’ round and yellow appearance.

The round, yellow seeds, which were the seeds of the first filial gener-
ation, or F1, were planted, raised, and made to self-pollinate. Their prog-
eny, the second filial generation, or F2, had four phenotypes for seed form
and color, in a ratio of 9:3:3:1 (nine round and yellow, to three wrinkled
and yellow, to three round and green, to one wrinkled and green).

To unmask the F2 genotypes, the next generation’s wrinkled, round,
yellow, or green seeds were collected. The seeds showed that there were
nine different genotypes among the F2 plants. If Y represents yellow, y rep-
resents green, R represents round, and r represents wrinkled, the nine geno-
types were: YyRr, YyRR, Yyrr, YYRr, YYRR, YYrr, yyRr, yyRR, and yyrr.
Four of the genotypes were homozygous for both traits, four were homozy-
gous for one trait and heterozygous for the other, and one was heterozy-
gous for both traits.

Mendel’s trihybrid cross included the trait for the color of the seed coats,
which could be white or non-white, in addition to the same two traits used
in the dihybrid cross. In this cross, the F2 generation had eight different
combinations of seed shape, seed coat color, and interior seed color and
twenty-seven different genotypes.

The existence of all these allelic combinations revealed that chance had
a lot to do with what ended up in the same gamete. The chance of a descen-
dent getting a specific seed shape and color depended on straight math, not
on interaction between shape and color or another unknown influence. A
ratio of three dominant to one recessive phenotype appeared for each trait,
as if the other traits’ alleles did not exist. The arrival of one allele inside a
gamete was unaffected by the entry of another trait’s allele. Mendel described
this formally as “each pair of different characters in hybrid union is inde-
pendent of the other differences.”

The chance of a descendant getting a specific trait depends on proba-
bility, not on the interaction between traits. This is formally stated as
Mendel’s Second Law, or the Principle of Independent Assortment: Dif-
ferent traits assort (i.e. are included in gametes) independently of one
another.

A Punnett square, designed by English geneticist Reginald Punnett
(1875-1967) and shown in Figure 1, shows the outcomes of crosses that fol-
low Mendel’s laws. The capital letters A and B represent dominant alleles,
and the lowercase letters a and b represents recessive alleles. A genotype
that is heterozygous for both traits in a dihybrid cross is represented as AaBb.

The seven traits that Mendel evaluated all assort independently, but not
all sets of traits do. Independent assortment is true for the seven traits
that Mendel evaluated, and holds generally true for traits (genes) found
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on non-homologous chromosomes. Any chromosome carries a collection
of traits located on a long string of DNA, and the traits are therefore
physically linked in a series or sequence. A non-homologous chromosome
carries a unique collection of traits on a long string of DNA, that is dif-
ferent from the gene collection of an other non-homologue. Normal non-
homologous chromosomes are not attached to each other during meiosis,
and move independently of one another, each carrying their own gene
collection. Each chromosome, composed of a long string of DNA, car-
ries a collection of genes, with each gene showing up in a particular form
or type. Seven chromosomes reside within a pea gamete, and each of the
traits Mendel chose to study lie on a different (non-homologous) chro-
mosome.

Independent assortment is not true for the collection of traits that are
located on a homologous chromosome. In eukaryotes, homologues come in
pairs, one donated from each parent. Two homologous chromosomes carry
the same collection of genes, but each gene can be represented by a differ-
ent allele on the two homologues (a heterozygous individual). A gamete will
receive one of those homologues, but not both. Genes or alleles that travel
together on a chromosome do not show independent assortment, because
they do not move independently of each other into a gamete.

Punnett and William Bateson (1861-1926), an English biologist, pub-
lished the first report of gene linkage in peas. A comparison between the
ratios at which certain genes were inherited and the expected Mendelian
ratios showed that the traits did not assort independently.

Sometimes two traits on non-homologous chromosomes affect each
other’s phenotypic expression. Purple flowers, for example, occur only with
the presence of at least one dominant allele from two different genes. Off-
spring of two parents who are heterozygotes for both genes produce flow-
ers that are purple or white at a ratio of nine to seven. The genotypes of
the purple offspring are either aaB— or A-bb. (A dash indicates that the indi-
vidual could have either a dominant or a recessive allele.)

Incomplete dominance occurs when a heterozygote has a unique phe-
notype. Pink flowers, for example, result when one parent is homozygous
white and the other homozygous red. Neither allele hides the other, and
their appearance together creates a unique intermediate phenotype.

Alleles are said to be codominant when heterozygotes express both alle-
les but neither affects the other’s character. Individuals who have the allele
for blood type A and the allele for blood type B, for example, have the char-
acteristics of both blood types and are referred to as being of blood type AB.

Modern studies of genetic diseases use Mendel’s ratios to determine
whether or not genes are linked to certain chromosomes. Family histories
are converted into pedigrees to help understand inheritance patterns. A dis-
ease might skip generations as expected of recessive alleles, or be linked to
other traits. Deafness, white hair, and blue eyes are linked in cats, for exam-
ple. A disease’s symptoms might also become more severe with successive
generations, as is the case with some dominant alleles.

Mendelian genetics and molecular biology together can elucidate the
function of genes that are critical for development and life, in both experi-
mental animals and human beings. Understanding of genetic processes can
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Figure 1. Left: Normal sequence of metabolism, in which precursor A is converted to
intermediate B, and then into final product C. The B-to-C conversion is catalyzed by the
enzyme. The side-product D is made in very small amounts. Right: Metabolic disease,
resulting in altered enzyme*, resulting in decrease of product C, and/or buildup of precursor
A and/or side-product D. The enzyme defect may be due to either an abnormality of the gene
(DNA), a problem with production of messenger RNA (mRNA), a defect in the production or
stability of the protein, or a deficiency or abnormal interaction with an enzyme cofactor.

usually enough to maintain sufficient levels of the enzyme, and so with one
copy present, no disease develops.

Treatment approaches for metabolic disorders include (a) modifying the diet
to limit the amount of a precursor that is not metabolized properly; (b) using
cofactors or vitamins to enhance the residual activity of a defective enzyme
system; (c) using detoxifying agents to provide alternative pathways for the
removal of toxic intermediates; (d) enzyme replacement, to provide func-
tional enzymes exogenously (from the outside); (e) organ transplantation,
which in principle allows for endogenous (internal) production of functional
enzymes; and (f) gene therapy, or replacement of the defective gene.

Gene therapy is expected to become the most important approach. It
offers the potential for definitive treatment, and it is being actively investi-
gated as a treatment for virtually every one of the metabolic disorders. Most
of the genes for the enzymes involved in metabolic diseases have been iden-
tified and cloned, and in many cases the genes can be replaced in experi-
mental systems. Genetic approaches have been used to produce mass
quantities of enzymes to use for enzyme replacement, but as of 2002, gene
therapy has not yet been used successfully to provide the stable expression
of active enzymes in the human body.

This chapter will summarize classes of inborn errors of metabolism
based upon the type of chemical process involved, and individual disorders
will be discussed that illustrate the various disease mechanisms and treat-
ment approaches.

Cells are constructed from four major types of molecules: carbohydrates,
proteins, fats, and nucleic acids. The metabolic pathways involving each are
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Disease

Defective Enzyme or System

Symptoms

Treatment

Phenylketonuria (PKU)
Malignant PKU

Type 1 tyrosinemia
Type 2 tyrosinemia

Alkaptonuria

Homocystinuria and
Hyperhomocysteinemia

Maple Syrup Urine disease

Propionic Acidemia

Multiple Carboxylase
deficiency
Methylmalonic Acidemia

Disorders of Fatty Acid

Hyperlipidemia and
hypercholesterolemia

Fatty Acid Oxidation disorders

Glycogen Storage diseases

Galactosemia

Congenital Disorders of
Glycosylation

Disorders of Purine and

Purine Overproduction

Lesch-Nyhan syndrome

Gaucher disease
Types land Il

Tay-Sachs disease

Disorders of Amino Acid Metabolism

phenylalanine hydroxylase
biopterin cofactor
fumarylacetoacetate hydrolase

tyrosine aminotransferase
disorder of tyrosine breakdown

cystathionine-g-synthase or
methylenetetrahydrofolate
reductase or various deficiencies
in formation of the methyl-
cobalamin form of vitamin B,

branched-chain ketoacid
dehydrogenase complex

Disorders of Organic Acid Metabolism

propionyl-CoA carboxylase

pyruvate carboxylase and
3-methylcrotonyl-CoA carboxylase

methylmalonyl-CoA mutase; defects in
the enzyme systems involved in
vitamin B,, metabolism

Metabolism

regulation or utilization of
lipoproteins

very long chain acyl-CoA
dehydrogenase; long chain
hydroxyacyl-CoA dehydrogenase;
medium chain acyl-CoA
dehydrogenase: short chain acyl-
CoA dehydrogenase; short chain
hydroxyacyl-CoA dehydrogenase

defects in glycogenolysis

galactose-1-phosphate uridyl
transferase

defects in the enzymes that build the
carbohydrate side-chains on
proteins

Pyrimidine Metabolism

imbalance between purine synthesis
and disposal

hypoxanthine phosphoribosyl-
transferase

Lysosomal Storage Disorders

cerebrosidase

beta-hexosaminidase A

severe mental retardation
neurological disorder
nerve damage, pain, liver failure

screening; dietary modification

liver transplantation; preceding

enzyme inhibitor plus dietary
modification

irritation to the corneas of the eyes diet with reduced phenylalanine

progressive arthritis and bone
disease; dark urine

hypercoagulability of the blood;
vascular eposides; dislocation
of the lens of the eye, elongation
and thinning of the bones, and
often mental retardation or
psychiatric abnormalities

elevations of branched-chain amino
acids, characteristic odor of the
urine, episodes of ketoacidosis,
death

generalized metabolic dysfunction;
ketoacidosis; death

cardiovascular disease

low blood sugar (hypoglycemia);
muscle weakness;
cardiomyopathy

liver enlargement or damage;
muscle weakening or breakdown;
disturbed renal tubular function;
risk of brain damage

liver failure in infancy

quite variable; multisystem

gout

defective salvage of purines;
increase in the excretion of uric
acid; brain neurotransmitter
dysfunction; severe spastic

movement disorder; self-injurious

behavior

enlargement of the spleen and liver;

painful and crippling effects on
the bones; severe brain disease
and death (Type II)

neurological disorders: enlarged
head; death in early childhood

and tyrosine content

vitamin B, ,, folic acid, betaine,
a diet limited in cysteine and
methionine

thiamine; careful regulation of
dietary intake of the
essential branched-chain
amino acids

diet with limited amounts of
the amino acids which are
precursors to propionyl-CoA

biotin
supplementation with large
doses of vitamin B, ,; diet

dietary modifications and use
of drugs that inhibit fatty
acid synthesis.

avoidance of fasting,
intravenous glucose
solutions; carnitine;
medium chain triglycerides

newborn screening; milk
avoidance

allopurinol (does not treat
neurological symptoms)

enzyme replacement (Type 1)

Table 1 (continued on next page).
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Disease Defective Enzyme or System Symptoms

Treatment

Lysosomal Storage Disorders [cONTINUED]

Fabry disease severe pain; renal failure; heart
failure

enlargement of the liver and
spleen; skeletal deformities;
coarse facial features; stiff
joints; mental retardation;
death within 5-15 years

enlargement of the liver and
spleen

progressive, crippling and life-
threatening physical changes
similar to Hurler syndrome, but
generally with normal intellect

truncal dwarfism; severe skeletal
deformities; potentially life-
threatening susceptibility to
cervical spine dislocation; valvular
heart disease

a-galactosidase

Hurler syndrome, Hunter
syndrome

a-iduronidase (Hurler syndrome);
iduronate sultatase (Hunter
syndrome)

Sanfilippo syndrome enzymes for heparan sulfate
degradation

Maroteaux-Lamy syndrome arylsulfatase B

Morquio syndrome galactose 6-sulfatase;

B-galactosidase

Disorders of Urea Formation
carbamyl phosphate synthetase
deficiency; omithine transcarb-
amylase deficiency, citrullinemia.
argininosuccinic aciduria

hyperammonemia; mental
retardation; seizures; coma; death

Disorders of Peroxisomal Metabolism

Refsum disease branched-chain fatty acid buildup neurologic symptoms
Alanine-glyoxylate

transaminase defect

alanine-glyoxylate transaminase oxalic acid increase; organ

dysfunction; renal failure

enzyme replacement

enzyme replacement

enzyme replacement

limitation of dietary protein;
phenylacetate; liver
transplantation

liver transplantation

the basis for classification of many of the metabolic disorders. The mito-
chondria in cells are organelles that play a major role in most metabolic
pathways, and mitochondrial disorders are one of the most significant and
common types of metabolic disorders. Defects in the storage and disposal
of molecules also give rise to metabolic disorders.

Carbohydrates are used primarily as fuel and can be built and broken
down rapidly. The major storage form is glycogen. They are also added to
proteins to make glycoproteins. Fatty acids are long-chain molecules that
are used to construct membranes. Fatty acids are derived from dietary fats.
Excess fat is used as fuel by mitochondria. Proteins are made of amino acids.

Humans must eat eight kinds of amino acids and then convert these into
twelve other types to make the twenty amino acids found in our proteins.
Excess amino acids in the diet are used for fuel by mitochondria. Along the
way, they generate organic acids. Nucleic acids—DINA and RNA—are the
molecules that store and process genetic information. They must be built
from smaller units, called nucleotides. The storage and interconversion of
different types of nucleotides assures a steady supply.

Below, representative disorders of each system are discussed. Other dis-
orders are listed in Table 1. Many of the disease names end in “emia.” This
suffix indicates a blood disorder, and the names are derived from the fact
that most metabolic disorders are diagnosed by detecting abnormal levels
of intermediates or other substances in the blood.

Most cellular energy is derived from the mitochondrial electron transport
chain, which reduces oxygen to water in a series of steps to drive the

Table 1, continued.


















Methylation

methyl group to a cytosine at a new location in the DNA strand, instead of
just copying one that already exists. It is not yet known what determines
which cytosines in the DNA will have a methyl group added by a de novo
methyltransferase.

The frequency of occurrence of the CpG dinucleotide in the genome is not
random, as would be expected. Instead, the CpG dinucleotide is greatly
under represented in eukaryotic genomes, occurring at approximately 5 to
10 percent of its predicted frequency, according to some estimates. Of these
occurrences, it is further estimated that 70 to 80 percent are methylated.
This under representation of CpG dinucleotides in the genome may result
from a spontaneous conversion of methyl cytosine to thymine in DNA by
a process known as deamination, in which an amino group (in this case,
NH,) is removed from S5-methylcytosine. For this reason, methylated
cytosines represent potential sites of spontaneous DNA mutation in the
genome.

There are, however, small regions of DNA that are very rich in linked
cytosines and guanines, but which are unmethylated. These regions, which
can consist of from 500 to 5,000 base pairs of unmethylated DNA, are
referred to as CpG islands. These “islands” commonly occur in promoter
regions of genes (regions where RNA polymerase binds to start transcrip-
tion), which are located at the 5’ (“five prime”) end of the genes. In fact,
about 50 percent of all genes contain a CpG island in their promoter regions.
The lack of methylation in CpG islands leads to a less compact chromatin
structure, and generally allows for active gene expression. The methylation
of unmethylated CpG islands leads to the silencing of genes required for
proper cell growth control and is a common mechanism in the development
of many types of cancer.

The process of methylation was first described in bacteria in 1948. Most
bacterial strains contain enzymes called restriction endonucleases. These
restriction enzymes recognize certain short sequences of DNA, and cleave
the DNA strand at these sites. By modifying its DINA with a pattern of
methylation specific to its strain, a bacterium can use this system of modi-
fication and restriction to distinguish its own DNA from invading foreign
DNA. Methylation serves to protect the bacterial DNA from digestion by
its own restriction enzymes.

In mammals, methylation has also been proposed to be a genome
defense system against foreign DINA such as viruses. Viruses that infect
cells and integrate into the host cell DNA frequently become methylated.
While methylation in eukaryotes does not mark DNA for digestion, methy-
lation can inactivate a promoter and thereby silence gene expression from
a viral promoter. Evidence in support of this comes from the fact that most
methylated cytosines in the mammalian genome lie within viral and trans-
poson DNA. In addition to silencing gene expression from foreign DNA
promoters, methylation has also been shown to prevent DNA sequences
such as transposons from moving to a new site in the DNA. In this way,

— Guanine

3

C
r—i ('3 Cytosine
co

5

Methylation is the
addition of a —-CH5 group
at position 5 on the
cytosine ring (box).
Removal of the —NH,
group by deamination
converts this nucleotide
into thymine. Methylation
occurs on cytosines
linked to guanines at
their 3’ end.

promoter DNA
sequence to which RNA
polymerase binds to
begin transcription

endonucleases
enzymes that cut DNA
or RNA within the chain

transposon genetic ele-
ment that moves within
the genome
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Changes in DINA methylation patterns have been implicated in the devel-
opment and progression of many types of cancers. Additionally, defects in
DNA methylation have been associated with several genetic diseases,
including ICF (Immunodeficiency, Centromere Instability, and Facial
Anomalies), Rett, and Fragile X syndromes, all of which result in variable
degrees of mental retardation. This common effect on neurological func-
tion may result from the fact that DNA methylation occurs at high levels
in the brain, and implies that the brain requires DNA methylation for
proper development.

ICF syndrome is a rare recessive disease characterized by variable
immunodeficiency, developmental delays, distinctive facial features, and
mental retardation. In 1999 it was found that patients with ICF syndrome
have mutations in the DNA methyltransferase gene DNM13B, located on
human chromosome 20qll. These mutations impair the function of
DNMT3B, resulting in an overall reduction in DNA methylation, or
hypomethylation. This, in turn, leads to destabilization of the centromeres
of chromosomes 1, 9, and 16. The alteration in chromosome structure leaves
these chromosomes susceptible to DNA breakage and possibly alters the
expression of genes located in these regions.

Rett syndrome and Fragile X syndrome are other genetic disorders that
result from a disruption in the function of methylated DNA. Rett patients,
who are almost all young females, at first develop normally. Later on, how-
ever, they develop mental retardation, autism, and movement disorders.
These patients have a mutation in the gene for the methyl-binding protein
MeCP2. This protein usually represses gene expression by binding tightly
to methylated DNNA and causing repression.

Fragile X syndrome is the most common form of inherited mental retar-
dation. Fragile X results from an increase in the number of CGG repeats
in the promoter region of the FMRI gene on the X chromosome. When
the number of repeated sequences reaches the 200 to 600 copy range, the
repeat itself becomes very heavily methylated, leading to silencing of the
FMRI gene. The critical importance of DNA methylation in mammalian
development is obvious, given the diseases that result when this process is
improperly regulated. sEE ALso GeNE ExpressioN, OverviEw oF CONTROL;
IMPRINTING; NUCLEOTIDE.

Theresa M. Geiman and Keith D. Robertson
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Microbiologist

media (bacteria) nutri-
ent source

pathogenic disease-
causing

A microbiologist studies living organisms that are invisible to the naked eye.
Microbiologists study bacteria, fungi, and other one-celled organisms
(microbes), as well as viruses. A microbiologist may study a single molecule
isolated from a bacterium, or a complex ecosystem with many microbial
species.

In the course of their work, microbiologists do a variety of tasks. These
include inoculating microbes using sterile techniques, viewing microbes
under the microscope, purifying DNA or other molecules from microbes,
counting microbes, preparing sterile media, and developing experiments to
better understand these organisms, often using the techniques of genetic
analysis. Many microbiologists supervise other employees, and they fre-
quently work with a group of people to plan experiments or validate labo-
ratory procedures. Some microbiologists teach or are engaged in sales, so
their duties may include presenting information. As they gain experience,
microbiologists working in a laboratory frequently assume more responsi-
bility to supervise others and to plan a research program.

In most cases, microbiologists have training beyond high school. This
training could consist of a two-year associate degree with coursework in
biology, chemistry, physics, mathematics, and microbiology. Many micro-
biologists have a four-year bachelor’s degree in microbiology, biology, or
chemistry. This degree includes coursework in all the sciences, as well as
several courses in microbiology. A master’s degree usually requires an addi-
tional two years of coursework and research, and prepares individuals for
additional supervisory or teaching positions. A doctoral degree (Ph.D.) typ-
ically requires an additional four to seven years of schooling, and opens up
a wide range of teaching, research, and executive opportunities. In many
cases, microbiologists who earn a Ph.D. do a further two to four years of
postdoctoral research to gain additional research experience before they
assume an independent position.

Some microbiologists work in hospital or clinical laboratories, where
they identify disease-causing bacteria. Others work in the food industry,
checking to make sure that food products do not contain pathogenic organ-
isms. Environmental microbiologists study the role of bacteria and other
organisms in ecological systems. Some microbiologists work in research lab-
oratories, helping to make fundamental discoveries about microbes. Micro-
biologists also teach about these organisms in community colleges and
universities.

The rewards of a career in microbiology are many, and may vary depend-
ing upon the career path taken. Medical microbiologists gain satisfaction
from the knowledge that they assist in helping to prevent and treat disease.
Food microbiologists are critical for maintaining the safety of our food sup-
ply. Research microbiologists are rewarded by the knowledge that they may,
in the course of their work, learn something that no one else has ever under-
stood. Teaching microbiologists gain satisfaction in helping others learn
about a discipline they find fascinating.

Starting salaries for microbiologists also vary a great deal, depending
on whether a person is employed in industry or in the public sector. In
general, positions in industry command higher salaries than positons in
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educational institutions, and individuals with many years of experience
can command salaries at the high end of the range offered in their par-
ticular career path and at their educational level. Salaries for microbiol-
ogists with a bachelor’s degree start at about $18,000 per year, and range
up to $50,000 per year. For microbiologists with a master’s degree, the
starting salary is typically $25,000 per year, and can rise to $80,000. For
microbiologists with a doctoral degree, the starting salary is about $35,000
per year, and can range up to $200,000 or more. SEE ALSO BIOTECHNOL-
06Y ENTREPRENEUR; COLLEGE PROFESSOR; LABORATORY TECHNICIAN; MoOL-
ECULAR BIOLOGIST.

Patrick G. Guilfoile

American Society for Microbiology. Your Career in Microbiology: Unlocking the Secrets
of Life. Washington, DC: Author, 1999.

Careers in the Microbiological Sciences. American Society for Microbiology. <http://
www.asmusa.org/edusrc/edu2 1.htms>.

Mitochondria are intracellular organelles that play a critical role in cellular
metabolism. Mitochondria contain the electron transport chain, which trans-
fers electrons to oxygen by means of a process called oxidative phosphory-
lation. This process releases energy for the production of adenosine
triphosphate (ATP) by forming a pH and electrical gradient (called the
chemiosmotic gradient) across the inner mitochondrial membrane. In addi-
tion to oxidative phosphorylation, the mitochondria fulfill a number of other
functions, including the following:

* Make ATP for cellular energy

* Metabolize fats, carbohydrates, and amino acids
* Interconvert carbohydrates, fats, and amino acids
* Synthesize some proteins

* Reproduce themselves (replicate)

* Participate in apoptosis

® Make free radicals

Of these functions apoptosis is particularly important in development and
disease. However, human disease may result from impairment of any of these
functions.

Mitochondria are inherited from the mother, but not from the father.
In the process of egg formation, there is thought to be a “bottleneck” in
mitochondrial number, such that the unfertilized egg may have as few as
1,000 mitochondria. This number increases 100-fold after the ovum is fer-
tilized. The mitochondria contain their own DNA, mitochondrial or
mtDNA, and during development there may be selective amplification of
some of these mtDNA molecules, leading to increases or decreases in the
presence of mutated mtDNAs.

phosphorylation addi-
tion of the phosphate
group PO,*"

gradient a difference in
concentration between
two regions

apoptosis programmed
cell death

amplification multplica-
tion
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Table 1.

phenotypes observable
characteristics of an
organism

MULTISYSTEM MITOCHONDRIAL DISEASES

Organ or System

Diseased Symptoms

brain stroke, seizures, dementia, ataxia, developmental delay
muscle weakness, pain, fatigue

nerve neuropathy

heart cardiomyopathy, heart failure. heart block, arrhythmia
pancreas diabetes, pancreatitis

eye retinopathy, optic neuropathy

hearing sensorineural deafness

kidney renal failure

Gl system diarrhea, pseudo-obstruction, dysmotility

Mitochondrial diseases tend to affect multiple organ systems. The cells
and organs most severely affected are those most heavily dependent on ATP,
such as those listed in Table 1. Patients will frequently have multiple symp-
toms or signs, a circumstance that often causes confusion in diagnosis and
treatment.

One of the more common presentations of mitochondrial disease in
infants and young children is Leigh’s disease, first described by the pathol-
ogist Dennis Leigh in 1951. This progressive disease primarily affects the
brain, with episodic deterioration that is often triggered by mild viral ill-
nesses. Other organ systems are often involved, and there is often high blood
or brain lactic acid as a result of a failure in oxidative metabolism (lactic acid
is formed from glucose in the absence of oxygen). Figure 1 details the sites
of metabolic defect and the percentages of cases affected in cases of Leigh’s
syndrome. Complex I and IV defects are autosomal recessive diseases, with
the culprit genes residing on the nuclear chromosomes. Complex V muta-
tions are mtDNA inherited, and another 25 percent of cases are X-linked,
due to pyruvate dehydrogenase deficiency (another mitochondrial enzyme,
not shown in Figure 1).

One of the most common mtDNA diseases seen is due to a single point
mutation at position 3,243, with an adenine to guanine mutation in a tRNA
leucine gene. Patients with this mutation may have phenotypes ranging
from asymptomatic (that is, having no visible effects) to diabetes mellitus
(with or without deafness). It is estimated that 1 to 2 percent of all diabet-
ics have the A3243G mutation as the cause, affecting 200,000 people in the
United States alone. 'The most severe phenotype to occur from this muta-
tion has been given the acronym MELAS, for mitochondrial encephalomy-
opathy, with lactic acidosis and stroke-like episodes. The wvariability of
disease phenotype or heterogeneity of disease due to mtDNA mutations
arises in part because of variations in the amount of mutated mtDNA within
different tissues. This mixture of wild type and mutant DNA within a cell
is called heteroplasmy. In many mtDNA diseases, heteroplasmy changes
over time, so that there is an increase in mutant DNA in nondividing cells
and tissues such as muscle, heart, and brain, with a decrease over time in
rapidly dividing tissues such as bone marrow. SEE ALsO AporTosis; Dia-
BETES; INHERITANCE, EXTRANUCLEAR; METABOLIC DISEASE; MITOCHONDRIAL
(GENOME; MOLECULAR ANTHROPOLOGY.

Richard Haas
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analysis of complete genome sequences. Comparison of DNA sequence data
has identified two specific groups of bacteria, a-Proteobacteria and
Cyanobacteria, as the closest living relatives of mitochondria and chloro-
plasts, respectively. The mtDNA sequence information from numerous
organisms has revealed remarkable similarity, reinforcing the idea of a sin-
gle primary ancestor for the organelle originating very early in the evolu-
tion of the eukaryotic cell.

During the course of evolution, a large portion of mitochondrial genes
were either lost or transferred to the nuclear genome. Elimination of genes
from mtDNA is an ongoing evolutionary process made possible because
their functions either become dispensable or can be replaced by nuclear
functions. A comparison of the complete mtDINA sequence and the work-
ing draft of the human nuclear genome project reveals numerous areas of
similarity. These regions represent mtDNA sequences that have been trans-
terred from the cytoplasm to the nucleus over the course of mammalian
evolution. This transfer accounts for the current nuclear location of most
of the genes that encode mitochondrial proteins, including most of the pro-
teins required for oxidative phosphorylation. Even eukaryotes that lack mito-
chondria (such as some protists) contain nuclear genes that encode typical
mitochondrial proteins, implying that these eukaryoytes once had mito-
chondria but subsequently lost them. sge aLso CeLr, EukarvoTic; EuBac-
TERIA; INHERITANCE, EXTRANUCLEAR; MITOCHONDRIAL DI1SEASES; MOLECULAR
ANTHROPOLOGY.
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Mitosis is the process by which all cells divide. Many cells have a limited
life span, and mitosis allows them to be renewed on a regular basis. Mito-
sis is also responsible for generating the many millions of cells that are
needed for an embryo to develop into a fetus, an infant, and finally an adult.

Most human cells continually undergo a cycle of different phases. The
phases have distinct names but flow smoothly into one another. The mitotic
(M) phase is the phase in which the cell’s genetic material is split in two.
Once the phase is completed, the cell is physically divided into two daugh-
ter cells, in a process called cytokinesis.

Before entering the M phase, cells are in interphase, the phase between
two cell divisions. Interphase is itself divided into three phases: G,, S, and
G,, where G stands for gap or growth, and S for synthesis. During the G;

genome the total
genetic material in a
cell or organism

cytoplasm the material
in a cell, excluding the
nucleus






Mitosis

scope. Interphase chromosomes are uncoiled threads composed of DNA and
protein molecules. This noncondensed form of chromosomes is also called
chromatin.

During the G, phase of the cell cycle, the chromatn fibers start to con-
dense, eventually turning into tightly coiled, compact bodies, visible as chro-
mosomes. The cell also begins to manufacture protein fibers called
microtubules, which will be used later to move the chromosomes to oppo-
site poles of the cell, so two new daughter cells can form. Chromosome con-
densation and microtubule formation both begin in the G, phase but occur
mostly during the first stage of the M phase, which is called prophase. The
microtubules are organized into a three-dimensional spindle apparatus,
where each fiber of the spindle apparatus connects one cell pole to the other

like a bridge.

During the next stage of mitosis, called prometaphase, the envelope sur-
rounding the cell nucleus breaks down so that the chromosomes are free to
migrate to the central plane of the spindle apparatus. A second group of
microtubules grows out, to connect the two opposite sides of the kineto-
chore to the two poles of the spindle. This arrangement is crucial for ensur-
ing that the two sister chromatids end up in two separate daughter cells
rather than being pulled into the same cell.

In the next stage of mitosis, metaphase, the chromosomes become max-
imally condensed and line up in an imaginary plane, called the metaphase
plate, in the center of the cell and perpendicular to the spindle apparatus.
All the centromeres are neatly arranged in a circle, about halfway between
the two cell poles.

In human cells, at this point the twenty-three pairs of chromosomes,
each made up of two condensed sister chromatids held together by a cen-
tromere, are visible under the microscope. Unlike in meiosis, the paternal
and maternal copies in each pair of chromosomes align independently in the
metaphase plate and are not associated with each other. At the end of
metaphase, the centromeres that hold the two sister chromatids together all
divide simultaneously.

During the next stage, anaphase, microtubules that are attached to the
sister chromatids’ kinetochores draw the chromatids quite rapidly to oppo-
site poles of the spindle. The separation of sister chromatids completes the
partitioning of the replicated genetic material.

The only task remaining during the final phase of mitosis, telophase, is
to disassemble the spindle apparatus and re-form the nuclear envelope
around each set of sister chromatids. The chromatids can be called chro-
mosomes again, because they each have their own centromere. The chro-
mosomes begin to uncoil, and the genes they carry begin to be expressed
again. This is the end of mitosis.

The cell cycle is completed by cytokinesis, the physical division of the
cytoplasm into two daughter cells. By the time cytokinesis occurs, other
cytoplasmic organelles, such as mitochondria, already have been replicated
during the S or G, phases, and they have also been directed to the areas
around the cell poles that will become the daughter cells. Cytokinesis is fol-
lowed by the G, phase, with active cell growth occurring in each of the two
daughter cells.












Molecular Anthropology

GENETIC DIFFERENCES

Avs. B:3 A B C

A vs. C: 30

B vs. C: 30 time

to compare the DNA of groups of /iving organisms, for example, com-
paring humans to humans or humans to primates. The second approach
relies on isolating and analyzing DNA from an ancient source, and com-
paring it to other ancient DNA or to modern DNA. In both cases, the
number of differences between the DNA sequences of the two groups are
determined, and these are used to draw conclusions about the relatedness
of the two groups, or the time since they diverged from a common ances-
tor, or both.

The results of molecular anthropological studies are rarely used alone.
Instead, the data are combined with information from fossils, archaeologi-
cal excavations, linguistics, and other sources. Sometimes the data from these
different sources conflict, however, and much of the controversy in anthro-
pology centers around how much weight to give each when this occurs.

The essential postulate on which molecular anthropology is based is that
closer genetic similarity indicates a more recent common ancestry. All organ-
isms are believed to have evolved from a single ancestor. As different life
forms evolved, their DINA began to diverge through the processes of muta-
tion, natural selection, and genetic drift. Even within the same species, pop-
ulations that do not interbreed will accumulate genetic differences, which
increase over time. The number of these differences is proportional to the
amount of time since the two groups diverged.

There are several advantages to comparing DINA data instead of exter-
nal physical characteristics (collectively called the phenotype). Environ-
mental factors can shape the phenotype to make two individuals with the
same genetic makeup look different. For instance, nutrition has a profound
effect on height, and if we used average height to classify humans, we might
mistakenly conclude that medieval humans represented a different sub-
species because they were significantly shorter than modern humans. DNA
comparisons, on the other hand, would show no significant difference
between these groups.

Another advantage is that DNA sequence differences can be easily quan-
tified—two base changes in a gene are more different than one. Despite
being random events, mutations occur at a fairly steady rate, constituting
a “molecular clock,” and so the number of differences can be use to esti-
mate the time since the two organisms shared a common ancestor.

The fundamental
postulate of molecular
anthropology is that
closer genetic similarity
indicates a more recent
common ancestry. Here,
the similarity of A and B
vs. C indicate A and B
are more closely related,
as shown in the tree
diagram.

mutations changes in
DNA sequences
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as the orangutan. However, it may not be used to draw conclusions about
the similarity of humans and chimps as organisms.

The human genome is much too large to sequence all of it to make com-
parisons, using current technology. Instead, much smaller portions of it are
used. One strategy is to compare gene sequences, such as the sequence for
hemoglobin. A potential problem with this is that most mutations in such
useful genes are harmful, and so the few harmless mutations they accumu-
late may be similar between two individuals, despite a long evolutionary sep-
aration. Nonetheless, gene comparisons are useful for distantly related
species, such as humans and yeast.

An alternative is to look at noncoding regions of DNA. These include
microsatellite DNA sequences, a type of repetitive DNA element found
throughout the genome. Because these sequences do not code for protein,
most mutations in them do not affect the viability of the organism in which
they occur. Thus they accumulate mutatons more quickly. Another option
is single nucleotide polymorphisms. These are sequences which differ among
individuals or groups by a single nucleotide. There are millions of such
sequences in the genome. Because there are so many different forms, these
noncoding sequences are especially useful for determining kinship among
closely related individuals, such as members of a tribe or extended family.

One potential problem with sequence comparisons is back mutation, in
which a base mutates to another, and then reverts to the original (for exam-
ple, C — T'— C). When this occurs, two sequences may appear to be more
closely related (less separated in time) than they really are, since the inter-
vening mutation (the change from C to T, in this case) may not be appar-
ent. Because of back mutation, the observed number of differences between
sequences represents the minimum actual difference. Correction factors can
be applied to estimate the true difference.

Another potential problem with any sequence on a chromosome,
whether or not that sequence codes for a protein, is that most chromosomes
do not remain intact during meiosis. 'This is because crossing over occurs,
in which homologous chromosomes recombine (exchange segments). After
a few generations, it becomes very difficult to track individual sequences and
compare them with any confidence to similar sequences in another person.
To avoid this problem, molecular anthropologists focus on two sources of
DNA that do not recombine: the Y chromosome and mitochondrial DNA.

The Y chromosome, which determines male sex, does not undergo recom-
bination along most of its length. Instead, it passes intact from father to son.
A man’s Y chromosome, therefore, is a more-or-less exact copy of the one
possessed by his father, grandfather, great-grandfather, and so on back
through time. Like any other DNA segment, it may mutate, and any changes
it accumulates are faithfully passed along as well. ‘T'wo brothers are likely to
have exactly the same Y chromosome sequence. T'wo men whose last com-
mon male ancestor was ten generations ago, however, are likely to have
slightly different sequences. Comparison of the sequences of two Y chro-
mosomes, therefore, can show how closely related two males are.

meiosis cell division
that forms eggs or
sperm
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The scientists who performed the mitochondrial DNA study (Rebecca
Cann, Mark Stoneking, and Allan Wilson) reasoned that populations that
had been in one place for only a short period of time would show very lit-
tle variation in their mitochondrial DNA, since they all shared a relatively
recent common ancestor. This would be the case in a modern human pop-
ulation if it had only recently migrated into the area in which it is found.
(Such relative genetic homogeneity in newly formed populations is known
as the founder effect.) In contrast, populations that have remained in place
for long periods have much more ancient common ancestors, and therefore
have more mitochondrial DNA variations.

To perform their analysis, the scientists collected samples from differ-
ent ethnic groups from all over the world. They found that the populations
with the greatest amount of sequence variation were in sub-Saharan Africa,
indicating these were the groups with the most ancient ancestry. All other
groups had much less variation, indicating more recent arrivals of those
groups in those regions. Cann, Stoneking, and Wilson went on to estimate
the date at which all these groups had their most recent common ancestor.
Using a figure of 2 to 4 percent sequence divergence per million years, they
estimated that the most recent common ancestor lived approximately

200,000 years ago.

The simplest explanation, they argued, was that ancestors of the non-
African Hormo sapiens migrated out of Africa about 200,000 years ago to pop-
ulate other regions, over time replacing the nonmodern humans (H. erectus,
Neandertals, and possibly others) already living in these regions. They
argued that the relatively short time since the divergence of all modern
humans was too brief to support the alternative hypothesis, that each local
group of archaic humans had independently evolved modern traits, a model
called multiregional evolution.

The conclusions drawn in this study are still controversial. Numerous
other studies have been done since, and the data have been subjected to mul-
tiple different analyses. Some studies suggest differing dates for the most
recent common ancestor (ranging from 100,000 to 400,000 years ago), and
others suggest that an exclusive African origin is not the only possible inter-
pretation of the data.

It is important to keep in mind that the vast number of comparisons that
must be made in such studies require computer programs, not only to make
the comparisons, but to draw from them the simplest “family tree” that fits.
Much of the controversy surrounds the assumptions that must be built into
these programs in order to generate results. The mutation rates by which
events are timed (the “molecular clock”) are also not known with precision,
leading to further uncertainties about the exact timing of migrations.

In their study, Cann, Stoneking, and Wilson pointed out that the pat-
terns of mitochondrial variations they saw suggested that all the mito-
chondria of all living groups could be traced back to a single woman who
lived in Africa approximately 200,000 years ago. Many people at the time
of the original study and since have misinterpreted the results to claim
there was a single female ancestor for all modern humans, dubbed “Eve.”
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It is true the study showed that the mitochondrial DNA in all living
humans probably derives from this single woman. However, our nuclear
DNA certainly does not derive exclusively (perhaps even at all) from this
woman, and the thirty thousand or more genes in our nuclear DNA are
far, far more important in determining our characteristics than the thirty-
seven mitochondrial genes. Because of recombination, our nuclear DNA
cannot be traced back to any single person. Rather, it is an amalgam of
countless ancestors through time.

Mitochondrial Eve was also not the first modern human woman, nor
the only woman in existence at the time she lived. She was not even the
only woman in her local population; it is estimated that Eve was one of about
10,000 people in her population. There was really nothing particularly spe-
cial about her, except that, by chance, the descendants of her mitochondria
happen to have ended up in the cells of every living human. Even this, which
sounds remarkable, is pretty much what we should expect from small pop-
ulations.

To understand why, consider four couples, each of which has two
children. Remember that mitochondria are passed from the mother to
each child. One couple has two boys. Each boy inherits the mother’s
mitochondria, but neither passes them on to his children. The mother’s
mitochondrial type thus becomes extinct in one generation. Two of the
couples have a boy and a girl, while the fourth has two girls. These four
daughters go on to have children of their own, each with the same dis-
tribution according to sex. Whenever a family has only boys, a mito-
chondrial type becomes extinct. Any time a family has only girls, the
mitochondrial type handed down from the mother becomes more com-
mon in the next generation. In a small population, over time, it is highly
likely that one type will become most prevalent, ultimately becoming the
one type found in all the members of the population. Looking back, we
would give the name “Eve” to the original mother of that line of mito-
chondrial genetic inheritance.

A similar phenomenon occurs with the Y chromosome, for exactly the
same reasons: Any family with only girls extinguishes that Y chromosome
type. The “Y chromosome Adam” lived 60,000 to 150,000 years ago. There
is no reason to expect that “Y chromosome Adam” would know “mito-
chondrial Eve”; indeed, even without the dates to make it impossible, it
would be a remarkable coincidence if they had.

DNA can be extracted from some archaeological samples, allowing direct
sequencing and comparison with modern DNA. This has so far been pos-
sible with specimens up to about 40,000 years old (the dating of such sam-
ples is often inexact). DNA is isolated, purified, amplified with the
polymerase chain reaction, and sequenced. By this technique, DNA from
extinct animals such as the woolly mammoth has been obtained, but not
dinosaur DNA, which is millions of years old. The DNA that can be iso-
lated is typically highly fragmented and incomplete, and unsuitable for
cloning the whole organism. One application is to analyze the DNA from
plant and animal material at camp sites to determine the diet of early humans.





















Morgan, Thomas Hunt

The discovery of more mutated genes allowed Morgan’s group to explore how
genes are arranged on the chromosome, and to discover an exception to one
of Mendel’s laws of inheritance. Mendel had proposed the Law of Indepen-
dent Assortment, stating that the alternative forms of different traits (such as
round versus wrinkled pea seeds and short versus tall plant height) separate
and recombine independently of each other, so that, for instance, obtaining
a wrinkled tall plant is just as likely as obtaining a wrinkled short plant.

Morgan found this was not always true. Rather, certain combinations
of alleles are very unlikely to be separated from each other, a fact he attrib-
uted to co-inheritance of the two alleles on the same chromosome. While
alleles on separate chromosomes assort independently, as Mendel predicted,
those on the same chromosome travel together unless separated.

To explore this, Morgan crossed a red-eyed fly with normal-length
wings with a purple-eyed fly with stubby wings. After two generations,
Mendel’s laws predicted that all possible combinations of eye color and wing
length should be equally likely. Instead, Morgan found that most flies had
the original trait combinations, while red-eyed, stubby-winged flies were
rare, as were purple-eyed, normal-winged flies. He concluded that the genes
for wing length and purple eye color were on the same chromosome. Like
passengers traveling on the same ship, once the particular alleles were
together, they tended to stay linked. (Note that the purple eye-color gene
is not the same one as the red-white eye-color gene he discovered previ-
ously, and is not on the X chromosome.)

However, Morgan noted specific allele combinations didn’t always stay
together: There were a few flies whose stubby-wing allele and purple-eye
allele had become separated from each other. This led Morgan to propose
that chromosomes sometimes exchange segments, allowing their passengers
to change vessels, so to speak. This phenomenon is known as crossing over,
and was later conclusively demonstrated in maize by Barbara McClintock.

Crossing over is now known to occur only during meiosis, the chro-
mosome division that leads to formation of eggs and sperm. During meioi-
sis, homologous chromosomes originally donated from the mother and
father pair up for an extended period. In this period, called synapsis, the
maternal and paternal chromosomes randomly exchange several segments,
resulting in a pair of chromosomes with a mix of maternally derived and
paternally derived alleles. These then separate to form the eggs and sperm.

Morgan’s student Sturtevant reasoned that the likelihood of two alleles
becoming separated during crossing over was proportional to the distance
between them. In other words, the closer they are, the more likely they will
stay together, and the further apart they are, the more likely they will sep-
arate. If A, B, and C are on the same chromosome, and A stays with B more
often than it stays with C, then the distance from A to B is shorter than the
distance from A to C. In this way, the relative distances of genes can be
determined, providing a “linkage map” of the chromosomes. The unit of
relative distance is called the morgan, in honor of Morgan himself. Calvin
Bridges later devised a method to determine the absolute distance between
genes, relying on the distinct banding patterns seen in Drosophila chromo-
somes in the larval stage.

homologous carrying
similar genes






Mosaicism

Lyon knew that female mice that had only a single sex chromosome,
the X chromosome, were normal. She also knew that mice carrying two dif-
ferent genes for coat color, one on each X chromosome, exhibited a mosaic,
or blotchy, pattern of coat color. Some cells expressed one color gene, while
others expressed the other, producing a mottled pattern.

Finally, she knew that when female cells are stained and looked at under
a microscope a darkly staining region called a Barr body can be seen. She
hypothesized that in female cells the Barr body is an inactive X chromosome.
Thus, only one X chromosome would be active in any cell, resulting in a mot-
tled pattern of X-linked gene expression. Furthermore, female cells lacking
an X chromosome would be all right if the remaining X was the active one.

A good example of an animal that exhibits mosaicism is a tortoiseshell cat,
which has patches of black and orange fur. There is a dominant gene on the
X chromosome that makes the cat’s fur orange. If a female cat has this gene
on only one of its two chromosomes, then the pigment-producing cells in
which this chromosome is active will generate orange fur, while those that
have the gene on the inactive X chromosome will make black fur.

The choice of which X chromosome to inactivate occurs very early in
development, when an embryo has less than one hundred cells. While this
initial choice is generally random, the same inactivation pattern is then
passed on to descendant cells through subsequent cell divisions, resulting in
a patch of cells with one or the other X chromosome active, and therefore
producing orange or black fur in the tortoiseshell cat.

Because the single X chromosomes in males is never inactivated, male
cats do not have tortoiseshell coats. XXY male cats, however, which have
an extra X chromosome, can have such coats.

How does a cell manage to silence one X chromosome in a cell but not the
other even though the two chromosomes are almost identical? A clue to this
puzzle came from the discovery of a gene named XIST (X inactive specific
transcripts). This is a gene that is expressed only on the inactive X chro-
mosome. It is transcribed into an RNA that does not code for protein, unlike
most genes. Instead, the RINA associates with the X chromosome from which
it is made, resulting in silencing of the chromosome.

We know many of the components of this silencing process, and they
are proteins that have been implicated in the silencing of other genes or
regions of chromosomes as well. They are predominantly factors that influ-
ence the structure of the chromatin, which is the complex of DNA and pro-
teins that is found in chromosomes. For example, the chromatin structure
can be changed by adding methyl groups to the DNA, or by adding acetyl
or methyl groups to the histone proteins with which the DNA interacts.

Females with a mutated gene on an X chromosome have two populations
of cells. One group produces the intact protein, and the other produces a
protein that is affected by the mutation. Like tortoiseshell cats, these females

histone protein around
which DNA winds in the
chromosome
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ual a mosaic. In some cases such changes have limited impact and are found
in only a few cells. In other cases they may lead to cancer or disease.

We are all likely to have some cells in our body that have acquired muta-
tions, and therefore everyone may be considered a mosaic at some level.
Mosaicism can create differences among a person’s cells. It can also result
in differences between “identical” twins.

Most females are mosaics, due to X chromosome inactivation, though
their mosaicism does not necessarily involve any disease gene. Chromoso-
mal and mitochondrial mosaicism are also observed frequently.

Every time a cell divides, the genetic mater-
ial assembled in chromosomes needs to be divided too. If the chromo-
somes do not separate evenly, then cells are formed with missing or extra
chromosomes. Such cells are called aneuploid. If this occurs early in
embryonic development, a significant proportion of cells in an individual
will be abnormal.

Chromosomal mosaicism may also result from the “rescue” of a fertil-
ization that resulted from an aneuploid sperm or egg. If a fertilized egg con-
tains three copies of a particular chromosome, a condition called trisomy,
instead of the normal two, one of the extra copies can be “lost” if the chro-
mosomes divide unevenly, restoring the normal chromosome number to the
daughter cell.

Typically, in fetuses surviving the first trimester of pregnancy, the
abnormal cells are found in placental but not in fetal tissues. Cells with three
copies of a chromosome may be able to survive better in placental tissues,
or there may be stronger selection against the growth of such cells in fetal
tissues.

Trisomy is occasionally associated with pregnancy complications, such
as poor fetal growth, but it may be common in placental tissues, and
mosaicism confined to the placenta has been suggested to occur in up to 5
percent of births. Trisomic cells can also be found in the fetus itself, although
this occurs much more rarely. Sometimes the abnormal cells will be present
in only one type of tissue, such as the skin or lungs. Such variability has
made it difficult to determine how often such chromosome mosaicism occurs
and how it affects the health of an individual.

The mitochondria are organelles in the cyto-
plasm that release energy stored in molecules for cells to use. They contain
their own small chromosome. The mitochondrial chromosome contains
16,569 base pairs, compared with the nuclear chromosomes, which, together,
contain three billion base pairs.

Two features make mitochondria prone to mosaicism. First, their DNA
is mutated more frequently than the nuclear DNA, in part because of the
more dangerous cellular environment facing mitochondria and in part
because mitochondria are not equipped to repair mutations as effectively as
the nucleus.

Second, each mitochondrion contains numerous copies of its genome,
and there are thousands of mitochondria in each cell. Thus individuals can
have mutations in some of their mitochondrial genomes that are not found
in their other mitochondria. This can lead to variable expression of diseases

trisomy presence of
three, instead of two,
copies of a particular
chromosome

organelles membrane-
bound cell compart-
ments






Muller, Hermann

Muller’s second phase was the decade he spent at the University of
Texas, from 1922 to 1932. During this time he was heavily committed to
the study of mutation, culminating in his Nobel Prize work on the induc-
tion of mutations by radiation. Muller rapidly followed up his initial reports
and founded a new field of radiation genetics. He also used X rays as a tool
to delete chromosomes, and used these small deleted chromosomes to reveal
the mechanism of genetic functions such as dosage compensation, a phe-
nomenon he was first to interpret. Muller showed that mutations are pro-
duced in proportion to radiation dosage and that chromosome
rearrangements (such as translocations) were induced at higher dosages.

In his third phase, which ran from 1932 to 1940 and which he spent
working in Berlin, the Soviet Union, and Scotland, Muller studied chro-
mosome structure, gene structure, and changes in gene function when genes
were moved from their normal chromosome location. He also introduced
the idea that genes arise from preexisting genes, when he discovered that a
fly mutation called Bar eyes arose from a physical duplication of genes. In
his last phase, Muller was back in the United States (from 1940 to 1967),
working mainly at Indiana University, where he worked out the mechanism
of cell death from radiation exposure and calculated the amount of muta-
tion normally occurring in humans (genetic load) each generation. He
became a critic of the Cold War policies of the United States, favoring a
strong nuclear defense as a protection against Stalinism but also calling for
mutual treaties to limit nuclear arms. He also fought hard against the mis-
use of radiation by health practitioners and industry.

In addition to his fundamental work on fly genetics, Muller contributed
to human genetics through studies of twins that he conducted in the 1920s.
He argued that the relation of observable character traits to genes is very
complex, a problem he had first studied in detail in Drosophila, when he
investigated the verifiability of shape and size in the “truncate” and “beaded”
wing mutations. Muller stressed that an observable trait such as intelligence
or longevity will be influenced by many genes as well as by the environ-
ment, and that simple one-gene/one-trait relationships were the exception
rather than the rule in complex organisms.

Muller felt that advocates of eugenics programs ignored environmen-
tal modifiers and the complex residual heredity that he called modifier genes.
He denounced the American eugenics movement in 1932 at the Third (and
last) International Congress of Eugenics. Yet he remained an idealist about
eugenics, favoring a positive eugenics based on “germinal choice,” a non-
coercive way for educated people to choose the genetic character of their
own children. sEE ALso Euvcenics; Frurt FLy: Drosorrir4; EvoLuTiON OF
GeNEs; MarpiNg; MoreaN, THoMAs HunT; MuTaTION; TWINS.
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Mutagen

a very small muscle in the foot and were designed to test the long-term
safety and effectiveness of the treatment. Gene therapy for DMD is much
more problematic, because of the immense size of the gene and the distri-
bution throughout the body that would be required for effective treatment.
Drug treatment with prednisone or other corticosteroids is being used,
although at best this provides another six to twelve months of mobility before
a wheelchair becomes necessary. There are no effective treatments for
myotonic dystrophy as of 2002, although research continues in many labo-
ratories worldwide. SEE ALSO GENE THERrRAPY; GENETIC TESTING; INHERI-
TANCE PATTERNS; PRENATAL DiagNosis; TRIPLET REPEAT DISEASE.
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A mutagen is any substance or agent that can cause a mutation, or change
in the sequence or structure of DNA. Mutagens are classified on the basis
of their physical nature and the types of damage they do. A mutagen is not
the same as a carcinogen. Carcinogens are agents that cause cancer. While
many mutagens are carcinogens as well, many others are not. The Ames test
is a widely used test to screen chemicals used in foods or medications for
mutagenic potential.

There are many hundreds of known chemical mutagens. Some resemble the
bases found in normal DNA; others alter the structures of existing bases; oth-
ers insert themselves in the helix between bases; while others work indirectly,
creating reactive compounds that directly damage the DNA structure.

“Base analogs” are molecules whose chemical structure is similar to one
of the four DNA bases (adenine, thymine, cytosine, and guanine). Because
of this similarity, they can be incorporated into the helix during DNA
replication. A key feature of mutagenic base analogs is that they form base
pairs with more than one other base. This can cause mutations during
the next round of replication, when the replication machinery tries to pair
a new base with the incorporated mutagen. For instance, 5-bromo-
deoxyuridine (5BU) exists in two different forms. One mimics thymine and
therefore pairs with adenine during replication, while the other mimics
cytosine and therefore pairs with guanine. In its thymine-mimicking form,
5BU can be incorporated across from an adenine. If it then converts to its
cytosine-like form, during the next round of replication, it will cause a gua-
nine to enter the opposite strand, rather than the correct adenine.
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cytosine bases, creating a so-called pyrimidine dimer (cytosine and thymine
are chemically classified as pyrimidines). Pyrimidine dimers interrupt repli-
cation. UV-A does not cause dimer formation but can still cause mutations
by creating free radicals.

Another meaning of the term “radiation” is high-energy particles
released during the breakdown of radioactive elements, such as uranium.
These particles are either electrons (called beta particles) or helium nuclei
(called alpha particles). Their energy is sufficient to disrupt DNA structure,
or to create free radicals.

DNA is constantly being damaged, and it is constantly being repaired as
well. It is only when the damage is not repaired that a mutation can lead to
cancer or cell death. The DNA repair enzymes can recognize damaged
nucleotides and remove and replace them. The human liver contains a large
number of enzymes whose role is to detoxify toxic compounds, mutagenic
or otherwise, by chemically reacting them. However, in some cases these
enzymes (called cytochrome P450s) actually create mutagens during the
course of these reactions. Such “bioactivation” may be a significant source
of mutagens. SEE ALSO CARCINOGENS; CHROMOSOMAL ABERRATIONS; DINA
ReraIr; MULLER, HERMANN; MUTAGENESIS; MUTATION.

Richard Robinson

Philp, Richard B. Ecosystems and Human Health: Toxicology and Environmental Hazards,
2nd ed. Boca Raton, FL: Lewis Publishers, 2001.

Brusick, David. Principles of Genetic Toxicology, 2nd ed. New York: Plenum Press, 1987.

Mutagenesis is the process of inducing mutations. Mutations may occur
due to exposure to natural mutagens such as ultraviolet (UV) light, to
industrial or environmental mutagens such as benzene or asbestos, or by
deliberate mutagenesis for purposes of genetic research. For geneticists,
the study of mutagenesis is important because mutants reveal the genetic
mechanisms underlying heredity and gene expression. Mutations are also
important for studying protein function: Often the importance of a pro-
tein cannot be characterized unless a mutant can be made in which that
protein is absent.

Environmental agents can influence the mutation rate not only by increas-
ing it, but also by decreasing it. For example, antioxidants, which are found
commonly in fruits and vegetables, are thought by many to protect against
mutagens that are generated by normal cellular respiration. In addition to
protective agents, however, many plants also contain deleterious mutagens
known as carcinogens. Many chemical mutagens exist both naturally in the
environment and as a result of human activity. Benzo(a)pyrene, for exam-
ple, is produced by any incomplete burning, whether of tobacco in a ciga-
rette or of wood in forest fires.

mutagen any sub-
stance or agent capable
of causing a change in
the structure of DNA

deleterious harmful

carcinogens sub-
stances that cause
cancer






Mutagenesis

analogs, these latter chemicals have structures similar to the bases found in
DNA, and are incorporated instead of the normal base.

Transposable genetic elements (also called transposons, or “jumping
genes”) can also induce mutations. These elements insert randomly into the
genome, and may disrupt gene function if inserted into a gene or its pro-
moter. Finding the organism with a disrupted gene is made easier if the
transposon carries with it a reporter gene whose product can be identified,
or a selectable marker that allows the transformed cells to live while non-
transformed ones die. (The use of reporter genes and selectable markers are
techniques used in genetic analysis in the laboratory.) The transposon
sequence itself serves as a molecular tag. Thus, if the target gene (the gene
being studied) is interrupted, finding the transposon allows the researcher
to find the gene.

All of the above methods disrupt genes randomly. However, specific
genes can also be targeted, for “site-directed mutagenesis,” if their sequence
is known. Using the known sequence, a matching DNA sequence is inserted
into a single-stranded vector. Short, complementary, partial sequences con-
taining the desired mutation are then synthesized. These are allowed to pair
up, and DNA polymerase is then used to complete the complementary
strand. Further replication amplifies he number of copies of the mutant. In
bacteria, the mutant gene can be placed on a plasmid for transformation of
the bacteria. The bacteria make the mutant protein, and the effect of the
mutation can then be studied. This is a key tool in studying how amino acid
sequences affect protein structure, since individual amino acids can be
changed, one at a time.

In eukaryotes, the mutant gene can be inserted into the chromosome of
an experimental organism by “homologous recombination,” a system in
which the mutant gene switches places with the normal chromosomal gene.
Such techniques can “knock out” and “knock in” genes bearing the desired
mutations.

Before DNA sequencing became widespread, most mutations could only be
detected by their effects on the phenotype of the organism. Many mutations
are recessive, however, and do not affect the phenotype if present in only
one allele. Hermann Muller, who pioneered the study of mutations, over-
came this problem by focusing on the X chromosome in his studies of the
genetics of Drosophila, the fruit fly. While females have two X chromosomes,
males have only one, so any mutated gene carried on the X chromosome is
expressed in males, even if it is recessive. Hence recessive lethal mutations
on the X chromosome kill any male inheriting them, but would not kill a
female. Muller’s method examined all of the genes on the X chromosome
that could mutate to give a recessive lethal mutation. Muller used X rays to
generate mutants. X rays are a very high-energy form of radiation, and break
the DNA at numerous points. The method is shown in Figure 1.

Muller treated adult males with X rays and mated them to females who
carried one copy of a specially prepared X chromosome, called CIB. This
chromosome had a gene to prevent crossing over (C), which kept the chro-
mosome intact; a lethal recessive gene (/) to kill any males that inherit it;

vector carrier
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Mutation

Deletion of the inthe DNA TAC CAT Ci CAT CAT CAT CAT CAT ...

becomes TAC CAT CAC ATC ATC ATC ATC ATC ...

Figure 2. Frameshift mutations are deletions or insertions of bases in the DNA. Unless a
multiple of three is involved in the deletion, all of the subsequent codons are altered, as
illustrated by the deletion of T above. Hence, different amino acids will appear in the mutant
protein, and its function will be destroyed.

aberrations, and transposon-induced mutations), each of which may be sub-

divided further.

“Point mutations” are small changes in the sequence of DNA bases within
a gene. These are what are most commonly meant by the word “mutation.”
Point mutations include substitutions, insertions, and deletions of one or
more bases.

If one base is replaced by another, the mutation is called a base substi-
tution. Because the DNA is double-stranded, a change on one strand is
always accompanied by a change on the other (this change may occur spon-
taneously during DINA replication, or it can be created by errors during
DNA repair. Consequently, it is often difficult to know which base of the
pair was mutated and which was simply the result of repairing the mismatch
at the mutation.

For example, the most common mutation in mammalian cells is the sub-
stitution of a G-C pair with an A-T pair. This could arise if G is replaced
by A and subsequently the A is replicated to give T on the other strand.
Alternatively, the C could be replaced by a T and the T could then be repli-
cated to give an A on the complementary strand, the final result being the
same. It is believed that the G-C to A-T conversion most commonly begins
with a C-to-T mutation. This is because most of these mutations occur at
DNA sequences in which C is methylated (i.e., chemically modified by the
addition of a -CH; group). The methylated form of C can be converted to
a base that resembles T (and thus pairs with A) by removal of an -NH,
group (deamination)—a relatively common event.

Base substitution mutations are classified as transitions or transversions.
Transitions are mutations in which one pyrimidine (C or T) is substtuted
by the other and one purine (G or A) is substituted on the complementary
strand. The G-C to A-T conversion is a transition mutation, since C
becomes T.

Transversions are mutations in which a purine is replaced by a pyrim-
idine or vice versa. Sickle cell anemia is caused by a transversion: T is sub-
stituted for A in the gene for a hemoglobin subunit. This mutation has arisen
numerous times in human evolution. It causes a single amino acid change,
from glutamic acid to valine, in the B subunit of hemoglobin. Sickle cell
anemia was the first genetic condition for which the change in the protein
was demonstrated in 1954 by Linus Pauling (a Nobel laureate from the Cal-
ifornia Institute of Technology) and subsequently shown to be a single amino
acid difference by Vernon Ingram (a Nobel laureate from the Massachu-
setts Institute of Technology).
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Translocations often cause human infertility, because they interfere with
the normal distribution of chromosomes during meiosis. Chromosomes pair
up before separating, as eggs or sperm are formed, and the correct pairing
depends on matching sequences between them. Structural aberrations also
include inversions and duplications of pieces of chromosomes.

Most chromosomal aberrations lead to the formation of chromosomal
fragments without centromeres. Centromeres are crucial for proper chro-
mosomal division, during both mitosis and meiosis. Therefore a chromoso-
mal fragment is likely to be lost from one of the daughter cells formed after
cell division.

Structural aberrations are nonetheless common in evolutionary history.
As a result, although the chromosomes of mouse and man are quite differ-
ent in appearance, most genes have the same neighbors in the two species,
representing the ancestral mammalian arrangement, even if they have been
moved to another chromosome as shown in Figure 3.

“Numerical chromosomal aberrations,” the third category of mutations,
are changes in the number of chromosomes. In some cases, the whole
genome has been duplicated (called polyploidy) and the mutant has, for
example, four of each chromosome (and is thus tetraploid) rather than the
usual two (diploid, as in humans). These are much more common in the
evolution of plants than animals. In other cases, only one or a few of the
chromosomes are involved, which is referred to as aneuploidy. Down syn-
drome, in which a person has an extra chromosome 21, is an example of
such a mutation. Aneuploidy may also involve the loss of a chromosome.
The absence of one of the sex chromosomes, X or Y, is a mutation in humans
that results in Turner’s syndrome, in which there is only one X.

“Transposon-induced mutations” are the fourth category of mutations.
Transposable genetic elements (transposons) are pieces of DNA that can
copy themselves and insert into a new location in the genome. They were
first discovered by Barbara McClintock, a U.S. geneticist and Nobel laure-
ate in 1950. When transposons jump into a new position, the insertion may
disrupt a gene and thus mutate it, usually inactivating it. Sometimes the
transposon jumps again, and the activity of the gene it leaves is restored.
Often, however, the transposon stays in the original position, permanently
disrupting the gene. Some forms of hemophilia are due to transposon inser-
tion. Transposon mutations have been extremely common in human evo-
lution, and such murations are still occurring.

Early geneticists treasured mutations in the organisms they studied, since
no characteristic can be studied genetically unless heritable variants exist. If,
for example, everyone had brown eyes, nothing could be learned about the
inheritance of eye color, as all generations would have the same color of
eyes. For this reason, geneticists collected and propagated all the mutants
they could find, and methods were developed to deliberately induce muta-
tions, a process called mutagenesis. Such techniques include exposing their
experimental organisms to X rays and chemicals.

Transposons can also be deliberately used to introduce mutations in
model organisms. In the plant Arabidopsis thaliana and in the fruit fly
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Mutation Rate

Mutation rate is often difficult to measure. The frequency of existing muta-
tions in a population is not a good indication of the mutation rate, since a
single mutation may be passed on to many offspring. In addition, there are
often selective pressures that increase or decrease the frequency of a muta-
tion in a population.

Mutation rates differ widely from one gene to another within an organ-
ism and between organisms. Generally mutation rates in bacteria are about
one mutation per one hundred million genes per generation. While this
sounds quite low, consider that the Escherichia coli bacteria in our intestines
produce more than 20 billion new bacteria every day, each of which has
approximately four thousand genes. This works out to about ten million
new mutations in the population every day. In mice, the rate is about one
mutation per ten thousand genes per generation. While this is much larger
than the rate for bacteria, the mouse generation time is also much greater.

The appearance of rare dominant genetic diseases, such as retinoblastoma,
have been used to estimate the mutation rate in the human population.
Retinoblastoma is a childhood cancer of the eye and was a lethal condi-
tion until recently. Hence almost every case represented a new mutation
(because individuals with the condition did not survive to reproduce and
pass the genetic propensity for the disease along to their offspring), and
the mutation rate could thus be readily estimated. Modern methods indi-
cate that the mutation rate is roughly one mutation per 10,000 genes per
generation. With at least 30,000 genes, this means that each person har-
bors about three new mutations, although this estimate may be off by a
factor of ten. There are many more mutations in non-coding portions of
DNA, but these are fairly difficult to study because they have no effect on
the phenotype of the person.

About 90 percent of human mutations arise in the father rather than the
mother. This may be related to the difference in the number of cell divi-
sions required to produce a sperm versus an egg; sperm are produced late
in a male’s development, compared to eggs, which are produced quite early
in the development of a female. Older parents pass on more mutations, and
these may be either mutations within a gene or chromosomal aberrations,
which are deletions or rearrangements of the chromosomes and involve
many genes. Human mutation rates are generally quite similar worldwide.
The exception is in local populations that have been exposed to radioactiv-
ity from nuclear testing or other sources.

Within a single organism, the mutation rate of two genes can differ by a
thousandfold or more, so within a species some mutations may be very rare
and others quite common. Exposures to very high doses of very potent
mutagens can increase the mutation rate per generation by more than a

hundredfold.

Both the nature of the gene and its environment can influence the muta-
tion rate. The size of the gene, its base composition, its position in the
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Nature of the Gene, History

extended work by Fred Griffith on the transformation of nonvirulent bac-
teria into virulent bacteria. Working from the premise that some hereditary
chemical component of the virulent bacteria was transforming the nonvir-
ulent bacteria, these researchers isolated DNA and proteins from the viru-
lent bacteria in order to determine which was the “transforming principle.”
The surprising result that DNA caused transformation contributed to grow-
ing interest in DNA, but DNA was not widely accepted as the genetic mate-
rial until much later.

In 1952 Alfred Hershey and Martha Chase used radioactive labels to
follow DNA and proteins. Hershey and Chase worked with bacterio-
phages—uviruses that infect bacteria. Bacteriophages are composed of pro-
teins and DNA. To determine which was the genetic material, Hershey and
Chase created DINA-specific labels and protein-specific labels using radioac-
tivity. They were then able to determine that only DNA was injected into
the bacteria to provide the genetic blueprint for the next generation of
viruses. This elegant experiment was soon followed by the discovery of the
structure of DNA by James Watson and Francis Crick. The double helix
structure for DNA immediately suggested a mechanism for its own repli-
cation. Thus, by 1953 DNA was identified as having the key catalytic prop-
erties required of the genetic material.

At about the same time, the physicist-turned-geneticist Seymour Ben-
zer was using bacteriophages to show that genes were not indivisible units;
rather, they could break and recombine within their structures. This focused
even more attention on the molecular nature of the gene. An understand-
ing of recombination led slowly to a more dynamic view of genes and chro-
mosomes, exemplified by Barbara McClintock’s discovery that some genetic
elements are mobile, moving from place to place around the chromosomes.
In the early 1960s, Francois Jacob showed that bacterial gene expression is
controlled by several noncoding DNA segments. Jacob developed the con-
cept of the operon, a set of coding genes controlled by a common set of

regulatory regions.

Identifying DNA as the molecular basis of the genetic material sparked
interest in cracking the DNA code and determining how it specifies its prod-
ucts. Reconciling the structure of the DNA sequence with its function
became a central preoccupation of molecular genetics.

Ever since Morgan, the gene as a hereditary unit had been a unit of
structure and function. Morgan’s particulate gene theory, however, had
begun to dissolve in the late 1930s, as it became clear that rearrangements
in the chromosome could alter genetic function. Various units of struc-
ture and function were suggested (enzymes, polypeptides, etc.) in the
wake of the particulate gene, but the discovery of the genetic code sug-
gested that the molecular gene could be identified as a continuous coding
sequence of DNA.

While most coding sequences lead to the formation of a temporary RNA
intermediate (messenger RINA) that is then translated into protein, some
sequences code for RNA molecules that are not translated but are functional
themselves (ribosomal RNA, transfer RNA, and a host of small nuclear
RNAs). The discovery of noncoding sequences (introns) within coding
regions (exons) further complicated any simple formulation of the structure-
funcuon relationship, as did the growing understanding of regulatory
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Nomenclature

the long arm is the q arm. The bands on each arm are numbered. As new
and better staining techniques are developed, the numbering system 1is also
refined, so that band 32, for example, would be subdivided into 32.1, then
32.15, and so on. One particular position on the long arm of chromosome
5 would be referred to as 5q32.15.

Almost every human chromosome contains more than a thousand genes.
Therefore, even a small extra piece or missing piece of a chromosome results
in hundreds of genes being added or deleted from an individual. When
researchers study a person’s chromosomes, they try to determine if there
are any missing or extra chromosomes or chromosome pieces. The addition
or deletion of genes sometimes causes a recognizable genetic disorder. Down
syndrome, for example, results when there are three copies of chromosome
21 rather than the normal two.

Genes are very small structures that lie on chromosomes. They are the
instructions, or blueprints, for producing proteins, which are the building
blocks that our bodies use to grow, develop, and function. Humans have an
estimated thirty thousand to forty thousand genes.

As happens with other types of scientific discovery, the person who dis-
covers a gene names it, and a scientist can name a gene anything he or she
wants. This has led to some confusion, as different naming schemes are used
by different groups. To bring order to the situation, several international
working groups are trying to standardize the naming of genes. There are
separate working groups that focus on naming genes from humans, mice,
fruit flies, plants, and other organisms.

Some scientists choose names based on the clinical disorder that is
thought to be associated with changes in the gene. For example, one gene
was named CFTR because changes in its sequence are associated with the
disease cystic fibrosis. Geneticists studying fruit flies traditionally use single-
word names, such as wingless, hunchback, and sevenless, that refer to the
effect of a mutation in the gene. “Sevenless” refers to the absence of the R7
protein.

For human genes, abbreviations are commonly used. Abbreviated names
are especially useful for genes with long names. WNT2, for example, stands
for “wingless-type MMTV integration site family member 2.” Although the
word “wingless” seems unnecessary (humans, of course, don’t have wings!),
WNT?2 is named after similar genes in fruit flies. Genes are often named
after genes they resemble in other organisms.

Sometimes the gene name is actually a variation of the name of the pro-
tein it makes. For example, the RELN gene in the human encodes the
“reelin” protein. The “reelin” protein was named for the reeling motion
exhibited by mice that lack a functional copy of the protein.

Other genes are classified based on what their proteins do. For exam-
ple, HOX genes (short for homeobox) are genes involved in development.
Individual HOX genes are named with additional letters and numbers, such
as HOXA1 or HOXDY. The consistent naming system lets scientists know
that any gene with the name HOX is likely to play a specific role in devel-
opment.

There are even playful gene names that have nothing to do with a dis-
order or protein. An example is the SHH gene, which is involved in the
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forty-six chromosomes, or twenty-three homologous pairs. In normal
meiosis, homologous chromosomes pair up and, by attachment to the
spindle fibres, become aligned at the cell equator. Prior to the first mei-
otic division, the members of each homologous pair migrate to opposite
poles of the cell by means of the pulling action of the spindle fibers. This
ensures that, upon completion of meiosis, each gamete will contain one
copy of every chromosome.

However, the segregation process is not error-free, and every so often
it happens that two homologous chromosomes fail to separate (disjoin) and
thus both migrate to the same pole. This gives rise to two types of gamete.
One type possesses two copies of the chromosome, whereas the other type
lacks that chromosome altogether. This condition, involving the loss or gain
of a single chromosome, is referred to as aneuploidy. Fusion of an aneu-
ploid gamete with a normal gamete gives rise to a zygote with an odd num-
ber of chromosomes.

A zygote which has one less than the normal diploid number of chro-
mosomes (2n—1) is said to be monosomic, and such zygotes do not usually
develop to term. Zygotes containing an extra chromosome (2n+1) are tri-
somic for the chromosome of interest, and these may develop, though usu-
ally with severe abnormalities.

Nondisjunction occurs
when homologous
chromosomes fail to
separate, creating some
cells with too many, and
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chromosomes.
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For example, the fusion of an XY sperm with a normal X egg, or the
fusion of a Y sperm with an XX egg gives rise to an XXY individual (with
normal autosomes). This condition is known as Klinefelter’s syndrome. Indi-
viduals affected by this disorder usually have below-average intelligence.
They are are phenotypically male, but present some female secondary sex-
ual characteristics. They may develop breasts, and they have little facial hair,
very small testes and are sterile.

Individuals with Turner’s syndrome (XO) are females with a single X
chromosome. They are sterile and have underdeveloped secondary sexual
characteristics, and they are shorter than normal. Females with genetic con-
stitution XXX, on the other hand, have a normal appearance and are fer-
tile, but suffer from a mild mental handicap. Similarly, XYY males have
relatively few clinical symptoms and appear phenotypically normal. They
are taller than average and may show aggressive behavior and a below-
average intelligence. Both XXX and XYY conditions usually pass undiagnosed.

In order to understand why some aneuploid conditions are fatal and others
(such as those mentioned above) are not, one must understand the concept
of gene dosage and its importance in development. A normal human pos-
sesses twenty-two pairs of autosomes and two sex chromosomes (XY in the
case of males and XX in the case of females). Such an individual develops
normally because there is a situation of genetic balance: Each gene is pre-
sentin the correct amount (or dose), such that its contribution towards devel-
opment is appropriate and ideal. However, if a chromosome is either
removed from or added to the normal set, a situation of imbalance is imme-
diately established: The contribution (or gene dosage) of each gene con-
tained within that chromosome is altered and as a result development is
compromised. While the duplication or silencing of an individual gene is
not usually fatal, the wholesale addition or loss of a chromosome, which
contains a thousand or more genes, almost always is.

It is obvious from this reasoning that a small change is more likely to
be tolerated (albeit at a cost) than a large one. Down syndrome is caused by
trisomy of chromosome 21, which is one of the smallest human chromo-
somes (containing a relatively small number of genes). This provides an
explanation as to why this condition is not fatal, while a trisomy involving
another, larger autosome would most likely be fatal.

With the sex chromosomes, a lot more flexibility is allowed: Although the
X chromosome is very large, only one is used in development (in every female
cell one of the two X chromosomes is inactivated at random). The Y chro-
mosome, on the other hand, contains very few genes and is not necessary for
normal female development. It is only required for male development. With
a knowledge of these facts it is relatively easy to understand why aneuploidies
involving the sex chromosomes tend not to be fatal. Note, however, that the
YO condition is fatal due to the lack of the essential X chromosome.

Meiosis is a very tightly regulated process, and a whole series of control
mechanisms (constituting a number of “checkpoints”) exist to ensure that
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others prefer double-stranded polymers. Some nucleases cleave at specific
nucleotide sequences, and others cleave at positions in the polymers inde-
pendent of nucleotide sequence. Exonucleases can show preference for DNA
ends that are correctly base-paired or for ends that are mispaired. Some
endonucleases involved in DNA repair recognize damaged nucleotides and
cleave phosphodiester bonds at these sites. The preferences exhibited by
the nucleases reflect the wide biological functions for these enzymes.

There are two different mechanisms used by various nucleases to cleave the
chemical bonds of the DNA or RNA polymer. The most common mecha-
nism is one in which a water molecule is used to break the phosphodiester
bond. This is called a hydrolysis reaction. Under most conditions the P-O
(phosphorous and oxygen) bond of the DNA or RNA polymer is very sta-
ble, and the H,O molecule is not usually very reactive. However, nucleases
that use the hydrolysis mechanism make the H,O reactive by removing one
of the hydrogens to generate a highly reactive OH™ (hydroxyl). The nega-
tively charged OH™ can then attack the P-O bond to cleave the polymer.
An alternative mechanism used by some DINA repair endonucleases involves
the initial cleavage of a C-O (carbon and oxygen) bond and subsequent P-O
bond cleavage. This is called a lyase reaction and does not involve water.

During DNA synthesis the 3’ and 5’ exonucleases function to remove
unwanted nucleotides from the DINA. Occasionally, a DNA polymerase will
add an incorrect nucleotide to the growing DNA polymer. A 3’ exonucle-
ase removes nucleotides that have been incorrectly polymerized into DNA
chains. These exonucleases are referred to as “proofreading” exonucleases.
The proofreading exonucleases work in close association with the DNA
polymerases to increase the overall accuracy of DNA synthesis.

In many cases the exonuclease activity is contained in the same protein
as the DINA polymerase activity. For example, the Escherichia coli DINA poly-
merase 1 is a single polypeptide with three separate domains, or regions of
function. Each of these three domains contains an enzymatic activity. The
DNA polymerase activity is in one domain, and the two other domains con-
tain 3’ and 5’ exonuclease activities. The 3’ exonuclease proofreads for the
DNA polymerase, and the 5’ exonuclease removes unwanted nucleotides in
advance of the DNA polymerase. In contrast, the proofreading exonuclease
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of E. coli DNA polymerase III is located in a separate protein called the e
subunit, while the polymerase activity is contained on the « subunit. These
two separate proteins, encoded by different genes, associate and interact in
a complex to assure a high level of accuracy during DNA replication.

Multiple DNA repair pathways also use nucleases to restore the correct
nucleotide base-pairing if it becomes altered during the life of the cell. Reac-
tive molecules originating from inside the cell during normal metabolism or
brought into the cell during exposure to external sources can damage the
nucleotides of DNA. A damaged nucleotide opposite a normal nucleotide
creates a distortion in the shape of the DNA double helix that is recognized
by DNA repair proteins. A DNA helix distortion is also generated when nor-
mal but mismatched nucleotides are generated during DNA replication—for
example, if a nucleotide is paired with C rather than A. Mismatches occur
when DNA polymerases misinsert nucleotides and fail to proofread the misin-
serted base. These DNA helix distortions are repaired to minimize intro-
duction of mutations into the genome. The steps in these DNA repair
pathways include recognition of the distorted DINA, incision of the DNA by
endonucleases on the 5’ or 3’ side of the damage, excision (removal) of
nucleotides by exonucleases from the damaged region, and synthesis of a new
DNA strand by a DNA polymerase. Some of the genes encoding the repair
endonucleases and exonucleases have been identified in E. co/i and in human
cells, and the precise functions of these enzymes in cells are an active area
of research.

The topoisomerases are a specialized class of nucleases functioning in
cells to alter the topological structure of DNA. During replication the DNA
becomes twisted, creating a barrier to progression of the DNA replication
apparatus. The topoisomerases recognize these twisted regions of DNA and
restore them to their untwisted state. This is accomplished by incising the
DNA, removing the topological strain by unwinding, then resealing the
DNA to regenerate the intact polymer. The Type I topoisomerases func-
tion by cutting one of the DNA strands. The Type II topoisomerases cut
both DNA strands. The incision of DNA is transient, and both classes of

topoisomerases reseal the DNA strands.

The restriction endonucleases are involved in the DNA restriction-
modification systems of bacteria, which protect these cells from invading
viruses. These enzymes have become powerful tools for DINA manipulation
by molecular biologists. They recognize specific sequences in DINA and cut
the DINA at these sites. The recognition sequences are usually between four
and six nucleotides in length in duplex DNA. Each restriction enzyme has
a different recognition sequence, making it possible to cut DNA in a vari-
ety of very predictable patterns.

The expression of genes into protein products requires the generation of a
messenger RNA (mRNA) by transcription and the subsequent translation
of the mRNA into protein. In bacteria, the mRNA is transcribed, translated,
and then degraded by ribonucleases in rapid succession. Thus, the ribonu-
cleases are primarily responsible for mRNA degradation in bacteria. In ani-
mal cells, RNA molecules are transcribed as precursors that require
processing by ribonucleases to generate functional RNAs. This RNA mat-
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uration process requires cleavage by endonucleases and trimming by exonu-
cleases. After the mRINA is translated into protein it is degraded by addi-
tional ribonucleases. SEE ALsO CarcinoGgens; DINA PorymEerases; DINA
ReraIr; MuTaTION; NUCLEOTIDE; RESTRICTION ENZYMES.
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Nucleotides are the building blocks of deoxyribonucleic acid (DNNA) and
ribonucleic acid (RNA). Individual nucleotide monomers (single units) are
linked together to form polymers, or long chains. DINA chains store genetic
information, while RNA chains perform a variety of roles integral to pro-
tein synthesis. Individual nucleotides also play important roles in cell meta-
bolism.

The nucleotide molecule contains three functional groups: a base, a sugar,
and a phosphate (see diagram). It may seem puzzling that a nucleic acid
should contain a base. While the base portion does have weakly basic prop-
erties, the nucleotide as a whole acts as an acid, due to the phosphate group.

The names DNA and RNA are generated from the deoxyribose and
ribose sugars found in these two polymers. Both are five-carbon sugars,
whose carbons are numbered around the ring from 1’ to 5’ (“one prime” to
“five prime”). The prime distinguishes the carbons on the sugar from the
carbons on the base. The sugar in RNA nucleotides is ribose. The sugar in
DNA is 2'-deoxyribose, which lacks an —OH group at the 2’ position. This
small difference has some important consequences: The extra oxygen in
RNA interferes with double helix formation between RINA chains (though
it does not completely prevent it), and makes RNA more susceptible than
DNA to base-catalyzed cleavage (breakdown into individual monomers).

A base attaches to the sugar at the sugar’s 1’ position. Because of their
nitrogen content, the bases are called nitrogenous bases, and are further
classified as either purines or pyrimidines. Purine structures have two rings,
while pyrimidines have one. The two purine bases found in both DNA and
in RNA are guanine (G) and adenine (A). The two pyrimidine bases found
in DNA are cytosine (C) and thymine (T), and the two pyrimidine bases
found in RNA are cytosine and uracil (U). The only difference between
thymine and uracil is the presence of a methyl group in thymine that is lack-
ing in uracil. A base plus a sugar is called a nucleoside.

The phosphate groups are linked to the sugars at the 5" position. The
addition of one to three phosphate groups generates a nucleotide, also known
as a nucleoside monophosphate, nucleoside diphosphate, or nucleoside
triphosphate. For instance, guanosine triphosphate (GTP) is an RNA

DNA double helix
molecular model. The
ball-and-stick models
linking the backbones
represent the nucleotides
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nucleotide with three phosphates attached. Deoxycytosine monophosphate
(dCMP) is a DNA nucleotide with one phosphate attached.

Adenosine triphosphate, ATP, is the universal energy currency of cells.
The breakdown of energy-rich nutrients is coupled to ATP synthesis, allow-
ing temporary energy storage and transfer. When the ATP is later broken
back down to ADP or AMP (adenosine diphosphate or monophosphate), it
provides energy to power cell reactions such as protein synthesis or cell
movement.

DNA and RNA polymers are constructed by forming phosphodiester
bonds between nucleotides. In this arrangement, a phosphate group acts as
a bridge between the 5’ position of one sugar and the 3’ position of the
next. This arrangement is called the “sugar-phosphate backbone” of DNA
or RNA; the bases hang off to the side.

In the cell, DNA or RNA polymers are synthesized using nucleoside
triphosphate monomers as precursors. During polymer synthesis, two of the
phosphate groups of the incoming nucleoside triphosphate are cleaved off,
and this provides the energy needed to power the reaction. The remaining
phosphate takes its place in the sugar-phosphate backbone of the growing
nucleic acid chain. A pyrophosphate molecule (two linked phosphates) is
released.

Just as an arrow has a tip and a tail, DNA or RNA chains have direc-
tionality, due to the structure of the sugar. At one end of a chain, a 5’ car-
bon will be left free. This is known as the 5’ end of the chain. At the other
end, the 3’ carbon will be free; this is the 3’ end of the chain. Segments of
DNA that are not free at their ends can also be discussed in terms of their
5" and 3’ ends. This directionality has important consequences. When DNA
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one-ringed pyrimidine. Similarly, A is a purine and T is a pyrimidine. These
pairings give the interior of the helix a fixed diameter, without bulges or
gaps. Just as importantly, the arrangement of atoms in the rings allows the
partners to form sets of weak attractions, called hydrogen bonds, across
the interior of the helix. The hydrogen bonds contribute greatly to the sta-
bility of the double helix, and the specificity of the G-C, A-T pairing is the
structural basis of faithful replication of DNA. seE aLso DNA; DNA Pory-
MERASE; RepLIcATION; RNA; RNA POLYMERASES.

Fred Perrino
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The largest of the membrane-bound organelles, the nucleus first was
described in 1710 by Antoni van Leeuwenhoek using a simple microscope.
In 1831 the Scottish botanist Robert Brown characterized the organelle in
detail, calling it the “nucleus,” from the Latin word for “little nut.” The
nucleus is the site of gene expression and gene regulation.

A distinguishing characteristic of eukaryotes, the nucleus contains the
genetic information (genome) of the cell in the form of its chromosomes.
It is within the nucleus that the DNA in the chromosomes is duplicated
prior to cell division and where the RNAs are synthesized. Ribosomes are
partially assembled around the newly synthesized ribosomal RNAs (rRNA)
while still in the nucleus and then transported into the cytoplasm to continue
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If the DINA of each cell were stretched out linearly, it would be over
six feet in length. Although the chromosomes of a nucleus appear as a dif-
fuse network in the electron microscope, they are highly compacted into
nucleosomal units. Because of nucleosomal folding, the six feet of DNA
yields an organelle tightly packed with chromosomal material. Conse-
quently, it was thought that the nucleus in nondividing cells was a fairly sta-
tic structure, with its various substructures locked into place. Since the 1980s,
however, technological advances have permitted investigators to “paint”
chromosomes, parts of chromosomes, genes, proteins, RINAs, or subnuclear
bodies with genetically defined fluorescent tags. Combined with new tech-
niques that permit these procedures in living cells, and coupled with time-
lapse photography and computer simulation, an entirely different image of
the cell nucleus is emerging. The nucleus is now understood to be a dynamic
organelle composed of a highly ordered architecture that permits a great
deal of structural flexibility and movement of molecules and particles
between its various subcompartments.

Each chromosome is specifically anchored through its telomeres to a dis-
crete place on the nuclear envelope by the proteins of the nuclear lamina.
Thus each occupies a geographically distinct nuclear space called a chro-
mosomal] territory (Figure 2). The homologous chromosomal pairs (match-
ing chromosomes derived from mother and father) do not necessarily lie
next to each other.

Chromosomal territories are separated by channels of open nucleoplasm
called the interchromatin compartment. Within each territory, DNA can be
highly condensed (heterochromatin) or less condensed (euchromatin). Hete-
rochromatin, defined as DNA that is not currently undergoing active tran-
scription, can contain important chromosomal elements such as centromeres.
Euchromatin are those chromosomal areas more likely to be active in gene

Figure 2. The nucleus
holds the cell’s DNA. It is
surrounded by the nuclear
envelope, which is
continuous with the
endoplasmic reticulum.

telomeres chromosome
tips

nucleoplasm material
in the nucleus

centromeres regions of
the chromosome linking
chromatids












Nucleus

remains unknown, the fact that they are altered in diseased or malignant
cells suggests that they play an important role in the normal cell, including
growth control and apoptosis.

Speckles are clusters of dense struc-
tures seen by electron microscopy that, when stained with fluorescent tags
specific to small nuclear ribonucleoproteins (snRINP), give rise to a “speck-
led” nucleus. Small nuclear ribonucleoproteins are RNA-protein complexes
that are subunits of the spliceosome involved in mRNA intron removal. The
twenty to fifty speckles per nuclei are typically found in the interchromatin
compartment, where mRNA undergoes processing prior to transport
through the nuclear pore and into the cytoplasm.

Completely surrounding the nucleus, the nuclear envelope sequesters the
genomic information of the cell, probably protecting it from the various
enzymes and processes that occur within the cytoplasm. It is composed of
two concentric membranes, each of which has a distinct protein composi-
tion: the outer membrane, which faces the cytoplasm; and the inner mem-
brane, facing the nuclear interior. The inner and outer membranes are
separated by the perinuclear space. Both the outer membrane and the per-
inuclear space are continuous with the endoplasmic reticulum and studded
with ribosomes. Any proteins made on the nuclear outer membrane-bound
ribosomes drop into the perinuclear space and are transported through the
inner membrane into the nucleus. The major transport pathway in and out
of the nucleus, however, is thought to be through nuclear pores.

The inner membrane is coated with a mesh-like network of interme-
diate filaments called the nuclear lamina. Various nuclear structures,
including the chromosomes, attach directly to the lamina, which is essen-
tial for maintaining the overall architecture and function of the nucleus.
Mutations in the lamina proteins, lamin and emerin, can cause the chro-
mosomes to dissociate from the nuclear envelope and disrupt the organi-
zation and properties of the nuclear pores, both of which result in
embryonic death. In humans, other lamin mutations cause several rare,
inherited diseases, including Emery-Dreifuss muscular dystrophy, an
inherited form of muscular dystrophy, or Dunnigan-type lipodystrophy, a
disease that results in loss of adipose tissue and late-onset, insulin-resis-
tant diabetes beginning at puberty. How lamina protein mutations cause
these two diseases is unknown.

Perhaps the most startling feature of the nuclear envelope are the very
large, basket-like transport structures called the nuclear pores (figure 4).
These structures have a molecular weight of 125 million daltons, making
them thirty times larger than a ribosome. Composed of 100 to 200 differ-
ent proteins collectively called nucleoporins, each nuclear pore pierces
through both membranes of the nuclear envelope and probably opens into
the interchromatin space of the nucleus. Some nucleoporins are structural
components of the nuclear pore; others facilitate transport. Each mammalian
cell nucleus contains 3,000 to 5,000 of these pores. The large number is
needed to transport the remendous quantity of proteins, enzymes, RNAs,

apoptosis programmed
cell death

cytoplasm the material
in a cell, excluding the
nucleus
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factors, and complexes in and out of the nucleus to maintain its function
and integrity. Small molecules, ions, and proteins up to 45,000 daltons pas-
sively diffuse through the pores. However, the vast majority of material
transported is through a highly controlled process called “gating,” which is
responsible for keeping complexes such as the ribosomes in the cytoplasm
from entering the nucleus.

Some proteins require multiple crossings through the nuclear pore.
Ribosomal proteins are first made in the cytoplasm, transported into the
nucleus, assembled into ribosome subunits by the nucleolus, and then trans-
ported back out into the cytoplasm. Viruses infect nuclei by taking advan-
tage of the presence of nuclear pores. Some can be transported intact, while
others “dock” on the cytoplasmic side of the pore and inject their DNA into
the nucleus through the pore’s opening. Each nuclear pore can both import
and export material in one of two ways.

Any protein transported in or out of the nucleus must contain a nuclear
localization signal, which is a specific sequence of four to eight amino acids
that triggers either nuclear import or export. Each nuclear pore contains
nucleoporins that recognize either the import or export signal, called
importins or exportins, respectively. Importins, located on the cytoplasmic
side of the nuclear pore, bind their import “cargo” and flip or slide it to
the inside of the nucleus. They then move back into their original posi-
tion, ready to “transport” their next “cargo.” The opposite happens on the
side of the nuclear pore facing the interior of the nucleus. Here, exportins
bind proteins within the nucleus carrying the export signal and flip or slide
them through the pore and into the cytoplasm. RNA molecules and com-
plexes can also move through the pores, but only if the importins and or
exportins recognize them as cargo. SEE ALSO CiLL CycLE; CHROMOSOME,
Eukarvotic; Muscurar DysTtrorHY; PROTEIN TARGETING; RIBOSOME;
TELOMERE.
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Oncogenes

An oncogene is a gene that causes cancer. Oncogenes arise from normal cel-
lular genes, often ones that help regulate cell division.

The first clues that cancer has a genetic basis came from several indepen-
dent observations. In 1914 the German cell biologist Theodor Boveri viewed
cancer cells through a microscope and noted that they often carried abnor-
mal chromosomes. However, recognition that a specific chromosomal
abnormality was routinely associated with a particular type of cancer did not
come until 1973, when Janet Rowley showed that chronic myelogenous
leukemia (CML) cells carried a chromosomal translocation in which the
ends of chromosomes nine and twenty-two are exchanged. Several other
studies showed that certain types of cancer can run in families, suggesting
that cancer risk can be inherited. Then, in 1981 the laboratories of Robert
Weinberg, Michael Wigler, Geoff Cooper, and Mariano Barbacid showed
that DNA from a human bladder cancer cell line could cause nonmalignant
cells in ussue culture to become cancerous.

Since the Weinberg and Wigler observations, dozens of oncogenes
have been identified and characterized. It is clear that oncogenes repre-
sent certain normal cellular genes that are aberrantly expressed or func-
tionally abnormal. Such normal cellular genes, or “proto-oncogenes,” can
be altered to become oncogenes through a variety of different molecular
mechanisms.

In 1911 Peyton Rous reported that a class of RINA viruses can cause
tumors in animals. These RNA tumor viruses, called “retroviruses,” carry
an RNNA genome that, once inside a cell, is copied into DNA, which then
is inserted randomly into the genome of a host cell. Some retroviruses
are slow to cause tumors. After infection and spread to a large number of
cells, a DNA copy of the viral genome, by chance, integrates into a host
cell’s DNA next to a normal gene that plays an important role in cell
growth. If this viral integration disrupts the expression or structure of the
normal cellular gene, it induces abnormal growth signals that can lead to
cancer.

Other retroviruses cause tumors to appear very quickly. In the process
of copying viral RNA into DNA, RNA that is expressed from cellular
genes can be mistakenly copied into the viral genome. The progeny of
the virus transfer the cellular gene to many other cells. If this “captured”
cellular RNA is from a gene that stimulates cell growth, it then causes
abnormal growth stimulation, leading to cancer. This process is termed
“gene capture.”

Through molecular cloning, the genes that are activated or captured by
retroviruses have been identified and characterized. Almost three dozen such
retroviral oncogenes and their related cellular proto-oncogenes are now
known.
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above. When a signaling proto-oncogene is activated, the signaling cascade
becomes “short-circuited” and cells behave as if they are continually stim-

ulated by their growth factor.

For example, the v-sis oncogene from a monkey cancer virus known as
simian sarcoma retrovirus (SSV) comes from a gene that encodes platelet-
derived growth factor, which stimulates growth of different cell types. Cells
infected with SSV are, therefore, constantly bathed in the v-sis growth fac-
tor and stimulated to proliferate. Other oncogenes are mutated growth fac-
tor receptors where mutation leaves the receptor in the “on” status even in
the absence of the growth factor. Two examples of mutated receptor onco-
genes include v-e76B, found in a bird retrovirus that causes various cancers,
and v-fms, which is carried by a mouse retrovirus that causes leukemia.

Inside the cell, components of the signaling cascade that connect cell
surface growth receptors to the nucleus also can cause cancer when their
activity is altered by mutation or overexpression. The Ras proto-oncogene
is an example of a signal-transmitting molecule inside cells that can mutate
into an oncogene. In the nucleus, these normal growth signals trigger other
proteins, called transcription factors, that regulate gene expression needed
for cell growth. Many transcription factors are proto-oncogenes. Two exam-
ples of proto-oncogene transcription factors are c-Fos and c-Fun, both of
which were first identified as retroviral oncogenes.

In 1983 Raymond White and Webster Cavanee, using a technique called
chromosome mapping, learned that a loss of a small segment of human
chromosome 13 was a recurring feature in retinoblastoma, a rare childhood
cancer of the retina that can run in families. In this deleted region they dis-
covered a gene called RB (for retinoblastoma), both copies of which are
inactivated either by DNA deletion or by a mutation within the gene that
destroys its function. Such inactivation of both copies of the RB gene occurs
in about 40 percent of human cancers. The product of the normal RB gene
functions as a brake to cell division, so that loss of this brake can lead to
unregulated cell growth.

Another gene associated with cancer when both copies are affected by
mutation is the p53 gene, which acts as a “guardian” of the genome. Nor-
mally, this gene product induces a cell suicide program called apoptosis in
cells with damaged DNA. Loss of p53 activity allows cells with damaged
DNA to grow and pass DNA mutations to their daughter cells. A third type
of gene that plays a role in cancer when it is inactivated is NF1. This gene
encodes a protein that turns off the Ras growth signal mentioned above. In
this case, loss of NFI function is another way that the Ras signal can be left
constantly on.

Since the discovery of RB, researchers have identified several additional
genes in which both copies are inactivated due to mutation or chromoso-
mal deletion. These genes normally block cell growth; hence they are called
tumor suppressor genes. Since both copies of these genes need to be inac-
tivated in order to release cancer cells from growth inhibition, tumor sup-
pressor genes act recessively. This contrasts to the oncogenes described
above, where only one copy needs to be activated in order to promote can-
cer. Oncogenes, therefore, act in a dominant fashion.
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In 1971 Alfred Knudson Jr. proposed that retinoblastoma resulted from at
least two separate genetic defects. In families with a high risk of retinoblas-
toma, the first defect is inherited and the second occurs sometime during
childhood. This came to be known as Knudson’s “two-hit theory.” Subse-
quent research has shown that most, if not all, cancer arises from multiple
genetic events, or “hits.”

In many cancers, more than two hits are required. Bert Vogelstein and
coworkers first showed this in colon cancer in the late 1980s. Colon cancer
begins with a precancerous stage, called a benign polyp. Left untreated, this
will progress through successively more cancerous stages until it becomes
an aggressive carcinoma. Vogelstein’s group found that progression of colon
cancer through these different stages was associated with the acquisition of
genetic changes in oncogenes such as Ras, as well as in a number of differ-
ent tumor suppressor genes, including p53. Together, sequential activation
of different oncogenes along with inactivation of various tumor suppressor
genes drive the step-wise progression of precancerous cells to highly malig-
nant tumors. SEE ALSO ApopTosIs; BREAST CANCER; CANCER; CARCINOGENS;
CrerLL CyciLg; CoLoN CANCER; INHERITANCE PATTERNS; MuTATION; RETRO-
VIRUS; SIGNAL TRANSDUCTION; TUMOR SUPPRESSOR (GENES; TRANSCRIPTION
Factors.
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An operon is a genetic regulatory system found in prokaryotes and the bac-
terial viruses (bacteriophages) that attack bacteria. It is a cluster of genes
that share regulatory elements and are usually functionally related.

French scientists Jacques Monod and Francois Jacob first coined the term
“operon” in a short paper published in 1960 in the Proceedings of the French
Academy of Sciences. They elaborated the concept of the operon in several
papers that appeared in 1961, based on their studies on the /ac genes (genes
for the metabolism of lactose sugar) of the bacterium Escherichia coli and
the genes of bacteriophage lambda. Monod and Jacob received the Nobel
Prize in 1985 for this work.
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the enzyme RINA polymerase to transcribe (synthesize an RNA copy of)
the gene. This RNA copy is called a messenger RNA (mRNA), which is
translated by ribosomes to produce the protein encoded by the gene. In all
genes, RNA polymerase begins transcription at a specific site or sequence
called the promoter (designated “P” in Figure 1). The genes in an operon
usually share a common promoter from which the genes of the operon are
transcribed.

Operons almost always contain a common promoter region, but not all
operons contain only a single promoter. For example the E. coli operon for
galactose utilization (ga/) contains two promoters. One of these promoters
is active in the presence of glucose, and the other is not (both glucose and
galactose are sugars). Some operons, like the #7p and isoleucine-valine (ifv)
operons, both from E. co/i, also have internal promoters that allow the expres-
sion of some but not all of the genes in the operon. (Isoleucine and valine
are amino acids.)

Operons also have one or more control regions, called operators, that
mediate the expression of the genes in the operon (the operator is desig-
nated “O” in Figure 1). Like a promoter, an operator is a site on the DNA,
but it does not bind with RNNA polymerase. Operators function in one of
two ways. They can contain DINA sequences that specifically bind particu-
lar proteins. Once bound onto DNA, these proteins can prevent the expres-
sion of the operon by interfering with the action of RNA polymerase, as in
the case of the Jac repressor. Other proteins bound on other operons can
greatly enhance the expression of the operon, as in the case of the AraC
protein. Operators can thus prevent or facilitate gene expression.

Instead of acting as target sites for DNA-binding proteins, operators
also act as the sites of regulation by attenuation. Amino acid biosynthe-
sis operons such as #rp are usually regulated by attenuation. In such oper-
ons the operator provides both a start site for transcription and a
ribosome-binding site for the synthesis of a short leader peptide. Through
a clever mechanism, the presence of sufficient amino acid in the cell causes
the ribosome to disrupt transcription. When the supply of the amino acid
is low, transcription of the operon continues without interruption. In this
way, if the proteins coded for by the operon genes are needed to synthe-
size amino acids, then early transcriptional termination does not occur. If
they are not needed, because the amino acid is already present, then early
termination ensues. This prevents the wasteful production of unnecessary
proteins.

The genes of an operon also show a common mode of regulation. The
clustering of the genes of an operon and the related functions of these genes
requires a mode of regulation that equally affects all the genes of the operon.
In the case of the /ac operon of E. coli, the product of the Jacl gene is a DNA-
binding protein that specifically binds to the /zc operator and prevents RNA
polymerase from initiating transcription of the lactose utilization genes from
the promoter. Therefore, in the absence of lactose, the lactose utilization
genes are only expressed at a very low basal level (see Figure 2A). This low
level of expression allows synthesis of a few lactose permease molecules,
which permit the entry of lactose into the cell when lactose is present, and
a few B-galactosidase molecules, which metabolize lactose or convert it to
allolactose.
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Allolactose is the inducer of the lac operon, acting as a signal that lac-
tose is present. Allolactose binds to the repressor protein, changing its shape
in such a way that the repressor can no longer bind to the operator. This
allows RNA polymerase to effectively initiate transcription from the /ac pro-
moter (see Figure 2B).

Transcription of an operon generates an mRNA transcript of all the
genes contained within the operon. Ribosomes can translate this single
mRNA to generate several distinct proteins. In the case of the lac operon,
transcription produces an mRINA molecule that is translated by ribosomes
to generate (-galactosidase, lactose permease, and thiogalactoside acetyl-
transferase. Messenger RNA molecules that encode more than one gene are
called polycistronic mRNAs. The common regulation mechanism deter-
mines when each polycistronic mRNA is synthesized. This is the main means
by which operons commonly regulate the expression of one or more func-
tionally regulated genes. sEE aLso DNA; Escrericri4 corr (E. corr Bac-
TERTUM); (GENE; GENE ExPrRESsION: OvERVIEW OF CONTROL; PROTEINS.
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Overlapping genes are defined as a pair of adjacent genes whose coding
regions are partially overlapping. In other words, a single stretch of DNA
codes for portions of two separate proteins. Such an arrangement of genetic
code is ubiquitous. Many overlapping genes have been identified in the
genomes of prokaryotes, eukaryotes, mitochondria, and viruses.

For two genes to overlap, the signal to begin transcription for one must
reside inside the second gene, whose transcriptional start site is further
“upstream.” In addition, the “stop” signal for the second gene must not be
read by the ribosome during translation, using the RNA copy of the gene.
This is possible because RNA is read in triplets, meaning that it can con-
tain three separate sequences that can be “read” by the cell’s protein-
making machinery. Such sequences of nucleotide triplets are called reading
frames, and they are different in the RNA transcripts of the overlapping
genes.

Overlapping genes enable the production of more proteins from a given
region of DNA than is possible if the genes were arranged sequentially.
Indeed, for the bacteriophage PhiX174, overlapping of genes is necessary.
The amount of DNA present in the circular, single-stranded DINA genome
of this virus would not be sufficient to encode the eleven bacteriophage pro-
teins if transcription occurred in a linear fashion, one gene after another.

The genome economy afforded by overlapping genes extends to the
human genome. The recently completed sequencing of the human genome
has revealed between 30,000 and 70,000 genes. Yet evidence suggests that
the human genome encodes 100,000 to 200,000 proteins. At least part of
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Patenting Genes

ified using recombinant DINA technology, this case has been viewed as man-
dating the patentability of other living organisms; nonnaturally occurring,
nonhuman multicellular organisms such as transgenic animals, genetic mate-
rials, and purified biologically produced compounds such as enzymes. Other
cases, such as the 1977 In re Application of Bergy and 1979’s In re Kratz, have
provided further support for the patentability of various biological materi-
als, including cells, proteins, and organisms.

Although isolating the gene from other genetic material renders the gene
“made by man,” various other requirements must be met in order to gain
patent protection. For example, in order to be patentable the gene must have
a substantial and credible use. Thus, a patent on a gene would not be allowed
if the only use described in the patent application was for the use of the gene
in some area that was totally unrelated to the function of genetic sequence.

Patents may be obtained for specific DNA sequence information as well
as for RNA and amino acid sequences, and for the use of these sequences
in various methods. For example, some patents are directed to the use of
genetic information in tests to diagnose disease or in test compounds that
might be useful to fight disease. Other “methods” patents include the use
of the genetic information for tests to identify people with a predisposition
to acquiring a certain disease. Other patents are directed toward gene ther-
apy to replace defective genes.

Patent laws apply to gene patents in the same way that they apply to
mechanical inventions. In the United States, there is a “first to invent” stan-
dard that must be met. This standard means that whoever first invents, dis-
covers, purifies, or isolates a gene is entitled to all patent rights arising from
that invention. The law specifies that the invention must have been made
by the individual submitting the application. It also requires that the genetic
information be “novel.” This means that it cannot have been described in
a printed publication more than one year prior to the filing of the patent
application. Further, the genetic information cannot have been known or
used by someone other than the inventor more than one year prior to the
invention by the person who has filed the patent application. If the gene is
newly described and has not been publicly disclosed, the novelty require-
ment is usually easily met. Unlike the United States, however, most coun-
tries do not have a one-year grace period between the disclosure of the gene
and the filing of a patent application. In those countries it is therefore much
more difficult to meet patent law requirements.

To qualify as patentable, genetic information must also be “unobvious.”
This means that the gene cannot be an obvious modification of something
that is already known. It is usually easy to meet this requirement when DNA,
RNA, or amino acid sequences are involved. However, complications some-
times arise when variants of the genetic information are already known.

The patent application must also provide a description of the “best
mode” contemplated for making and using the gene. In addition, there are
“written description” and “enablement” requirements. These requirements
mean that the application must include a description of the gene, its func-
tion, and use that is sufficiently thorough to enable someone “skilled in the
art” to reproduce the invention. In some cases, meeting the enablement






Pedigree

PEDIGREE SYMBOLS

Female

O

Person of unknown sex

Pregnancy

Affected male

Male /\
Fraternal (dizygotic) twins

Married couple (horizontal line connects
a couple)

Offspring line (vertical line connects couple
with their offspring)

Siblings

Couple with two children

A\ |

O

Carrier male

O

Dead female

.\ Proband (who is also affected)

Identical (monozygotic) twins

gets divorced (double slash)
Woman gets remarried and
has another daughter (half-
siblings to the two children
she had from her first
marriage)

Couple without children

information about the biological relationships of individuals in the family,
their medical history, the pattern of inheritance of a genetic disorder in the
family, variable expression of the disorder, which family members are at risk,
fertility of individuals (including pregnancies, miscarriages, and stillbirths),
and family members who are dead. Physicians sometimes refer to a pedi-
gree as a “genogram.” However, genograms usually contain more social
information about family relationships than a traditional pedigree used by
geneticists and genetic counselors. For example, a genogram can show a
teenage child who has a poor relationship with a parent or an individual
estranged from the family.

Pedigrees can be used in the clinical setting, such as genetic counseling
sessions or genetic evaluations, or in genetic research. By analyzing how
many family members have a genetic disorder, how these individuals are
related, and the sex of the affected individuals, it is often possible to deter-
mine the inheritance pattern of the genetic disorder in the family.
Together, the inheritance pattern and an accurate diagnosis help the
genetic professional provide accurate risk information to the family. This
includes risk information for future pregnancies or relatives who are cur-
rently unaffected, but who are at risk for developing the disorder based

Pedigree symbols used to
indicate familial
relationships.












Pharmaceutical Scientist

maceutical industry are much broader and are being substantially changed
by the infusion of genetics and genomics into the drug development process.
Therefore those interested in a scientific career in the pharmaceutical indus-
try should seriously consider training in the important areas of genetics and
genomics.

The drug development processes can be divided into three major sections:
research, where compounds are synthesized and tested against potential drug
targets and for activity in animal models of disease; preclinical safety, where
the compounds are analyzed for their potential toxicity in the laboratory and
in animal model studies; and manufacturing of clinical-grade material and test-
ing in human clinical trials. Individuals with a range of skills in chemistry,
biology, manufacturing, and clinical sciences are very important. However, it
is not limited to these areas, since the pharmaceutical industry employs most
types of scientists. The increasing amount of genome sequence available at
the present time has generated a need for individuals trained in bioinformat-
ics. These scientists use computational methods to answer biological ques-
tions, particularly methods involving massive amounts of data produced by
the field of genomics. In addition, scientific expertise is needed in many of
the support areas of the drug development process, including the business,
legal, and regulatory aspects. As a consequence, the training, skills, and qual-
ifications needed for work in the industry are very broad and varied.

Beginning at the technical level with a college degree, there is a variety
of entry-level positions in all areas of drug development. Opportunities also
exist for individuals to work on postgraduate degrees within a pharmaceu-
tical company, and there are many options for conducting postdoctoral
research throughout the industry. Naturally, the work environment varies
as much as the types of positions. Pharmaceutical scientists are typically
based in the laboratory, manufacturing facility, or office. Those working on
clinical trial design will typically work from corporate offices and then imple-
ment the patient treatment with investigators at universities or clinics, rather
than actually conducting the patient research themselves.

Due to the wide variety and types of positions in this global industry,
salary ranges are very broad. Historically, pharmaceutical scientists receive
competitive salaries and they may also receive cash or stock bonuses. The
pharmaceutical industry is oriented toward extremely high-quality research
that leads to new treatments for people in need. Successful scientific work
leads to useful drugs that benefit patients as well as the company that devel-
ops them. Therefore, the success of pharmaceutical scientists is tied to the
degree to which their work benefits patients and to the degree of financial
success achieved by the company as a whole.

A career as a pharmaceutical scientist can be exceptionally rewarding. It
provides the professional with an opportunity to participate in a team that
seeks to discover useful new drugs. There is satisfaction in knowing that,
when approved and sold on the market, such a discovery can help millions
of people for years to come. In addition, pharmaceutical scientists have the
opportunity to work in cutting edge areas, using new methods for studying
genetics in clinical trials. One such field of study, called pharmacogenetics,
examines the reasons that individuals have different responses to the same
drug. This area of study is expected to greatly improve the understanding
of how drugs work and enable physicians to prescribe them to those who

genomics the study of
gene sequences












Physician Scientist

contribute to particular diseases, to a predisposition to a disease, or to adverse
drug reactions. By comparing the SNP patterns of many different people,
geneticists can infer whether a particular SNP (and therefore the gene it is
in) is correlated with a disease or adverse drug reaction. Once a correlation
is found, doctors can determine if their patients have the SNP in their
genomes, to test for the likelihood of contracting the disease or experienc-
ing the adverse reaction. SEE aALso DINA Microarrays; GeENomic MEDI-
cINE; PoLyMORPHISMS.

Paul §. Mublyad

Alberts, Bruce, et al. Molecular Biology of the Cell, 4th ed. New York: Garland Science,
2002.

Lodish, Harvey, et al. Molecular Cell Biology, 4th ed. New York: W. H. Freeman, 2000.

‘The SNP Consortium. <http://snp.cshl.org/>.

According to Webster’s II New College Dictionary, a physician is “a nat-
ural philosopher, a person skilled in physic, or the art of healing; one duly
authorized to prescribe remedies for, and treat, diseases; a doctor of medi-
cine.” A scientist is one who is “learned in the observation, identification,
description, experimental investigation, and theoretical explanation of phe-
nomena.” The combination of these definitions precisely describes a physi-
cian scientist.

A physician scientist typically has two very different aspects to his or
her career. All of the traditional duties of a physician are performed, includ-
ing caring for patients. The usual responsibilities of conducting rounds in
the hospital and treating patients in clinic are also carried out. The physi-
cian may be a generalist who sees all types of illnesses, or a specialist whose
practice focuses on a certain organ system. An example would be a nephrol-
ogist or renal doctor, who cares for people with kidney diseases. In addition
to these conventional medical duties, however, the physician scientist typi-
cally maintains a laboratory, designs experiments, and supervises a staff of
technicians who carry them out.

There are commonalities between both careers. They both characteris-
tically take a great deal of self-motivation, and both require a commitment
to continuing education in order to stay abreast of advances in science and
medicine. And both the physician and the scientist are responsible for other
individuals. Patients rely on the physician for honesty and competent care;
technicians rely on the scientist for supervision, support, and employment.
In either capacity, the physician scientist may also be required to teach stu-
dents. The physician uses the knowledge of his or her particular field to
enhance his science career and vice versa.

To pursue a career as physician scientist, a candidate completes college,
medical school, and a residency program, as is required to earn a medical
degree. He or she may then subspecialize in a field by completing a fel-
lowship program. From college to the conclusion of such a fellowship takes






Plant Genetic

Engineer

“Plant genetic engineer” is a popular term that describes scientists working
in any of several fields who manipulate DNA or organelles such as chloro-
plasts and mitochondria in plant cells. The specific titles of such a scientist
can include plant physiologist, plant pathologist, weed scientist, cell biolo-
gist, botanist, molecular biologist, plant geneticist, and biochemist. The typ-
ical career path is to earn a doctorate in any of these fields, and then to go
to work in industry, for the government, or in academia.

Jobs that involve genetic manipulation of plants are also available at the
technician level. This requires a bachelor’s or master’s degree in any of the
fields listed above. As of 2001, the median salary for an academic life sci-
entist is $42,000, and for a scientist in industry, $70,000. Technician salaries
begin at about $25,000. Government salaries are similar to academic com-
pensation.

Scientists work with plant genes in basic research as well as in develop-
ing new crops. In basic research, a plant may serve as a model system,
enabling researchers to study a fundamental structure or function at the cel-
lular or molecular level. The mustard plant Arabidopsis thaliana is the most
popular plant model system. Most work on this plant is not to alter or
develop a product from it, but to study its basic biology and then extrapo-
late what is learned to other plant species. Similarly, Zea mays (corn) was
used extensively in the mid-twentieth century to reveal how chromosomes
interact as a cell divides. Today, entire genomes of plants and other types
of organisms are being sequenced, which is enabling researchers to work
with several genes at a time. The genomes of Arabidopsis and several major
crop plants are being sequenced.

Some plant scientists manipulate genes to create new variants. Adding
a gene from another species forms a transgenic organism. For example, “bt
corn” plants harbor a gene from a bacterium that enables plant cells to pro-
duce a toxin that kills certain insect larvae that feed on the leaves. “Golden
rice” produces beta carotene, a precursor to vitamin A, which is not natu-
rally abundant in the grain portion of this plant. The ability to manufacture
beta carotene comes from three genes, taken from daffodils and a bacterium,
that specify enzymes that interact in a biochemical pathway, along with
genetic instructions to express the genes in the grain, so that it can serve as
a vitamin-enriched food.

A plant genetic engineer must be familiar with the characteristics that
distinguish plants from other types of organisms. Unlike animal cells, plant
cells have tough cell walls, which must be penetrated to reach the DNA. Also,
some genetic material resides in the organelles called plastids, the largest of
which is the chloroplast. The engineer must also be able to regenerate an
altered plant cell into a plant, test that plant in a greenhouse, and, finally,
see how well it flourishes in a field environment. For example, tomato plants
can be given a gene from A. thaliana that enables them to grow in very salty
water. Developers of such a crop must analyze how the plant that can now
grow in brackish or salty water will affect other types of plants that normally
grow in that environment. Thus, in addition to understanding genetics, mol-
ecular biology, and biochemistry, a plant genetic engineer working on an
agricultural variant must also have expertise in plant development and

organelles membrane-
bound cell compart-
ments

chloroplasts the photo-
synthetic organelles of
plants and algae

mitochondria energy-
producing cell organelle

plastids plant cell
organelles, including the
chloroplast

brackish a mix of salt
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Plasmid

Plasmids almost always exist and replicate independently of the chromo-
some of the cell in which they are found.

Plasmids are not usually required by their host cell for its survival. Instead,
they carry genes that confer a selective advantage on their host, such as
resistance to heavy metals or resistance to naturally made antibiotics car-
ried by other organisms. Alternatively, they may produce antibiotics (tox-
ins) that help the host to compete for food or space. For instance, antibiotic
resistance genes produced by a plasmid will allow its host bacteria to grow
even in the presence of competing bacteria or fungi that produce these
antibiotics.

Plasmids are subgrouped into five main types based on phenotypic func-
tion. R plasmids carry genes encoding resistance to antibiotics. Col plasmids
confer on their host the ability to produce antibacterial polypeptides called
bacteriocins that are often lethal to closely related or other bacteria. The
col proteins of E. coli are encoded by plasmids such as ColE1l. F plasmids
contain the F or fertility system required for conjugation (the transfer of
genetic information between two cells). These are also known as episomes
because, under some circumstances, they can integrate into the host chro-
mosome and thereby promote the transfer of chromosomal DNA between
bacterial cells. Degradative or catabolic plasmids allow a host bacterium to
metabolize normally undegradable or difficult compounds such as various
pesticides. Finally, virulence plasmids confer pathogenicity on a host organ-
ism by the production of toxins or other virulence factors.

One common feature of all plasmids is a specific sequence of nucleotides
termed an origin of replication (ori). This sequence, together with other
regulatory sequences, is referred to as a replicon. The replicon allows a plas-
mid to replicate within a host cell independently of the host cell’s own repli-
cation cycle. If the plasmid makes many copies of itself per cell, it is termed
a “relaxed” plasmid. If it maintains itself in fewer numbers within the cell
it is termed a “stringent” plasmid. T'wo different plasmids can coexist in the
same cell only if they share the same replication elements. If they do not,
they will be unable to be propagated stably in the same cell line, and are
termed incompatible.

In nature, plasmid inheritance can occur through a variety of mecha-
nisms. During conjugation between two bacterial strains, plasmids can be
transferred along with the bacterial DNA, and this activity is controlled by
a set of transfer (#74) genes that are located on the plasmid and not on the
bacterial chromosome. The proteins produced by these transfer genes bind
to the DNA at the ori site to form a DNA-protein complex known as a
relaxosome. This complex makes a nick, or break, in one of the two strands
of the double-stranded plasmid DNA molecule. The place where this break
occurs is called the “nic” site, and the nicked DNA is said to be “relaxed”
because the DNA unwinds as a result of the nick in one of the strands. The
single-stranded DNA that is generated by the nick is thought to be unwound
and transferred through the pilus, or mating bridge, that connects the two
bacteria entering the recipient bacteria. The other strand is left in the donor

\ gene makes
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The transfer gene (tra)
makes a protein that
binds to the origin of
replication site (ori). The
protein nicks the DNA,
relaxing it and allowing it
to be transferred to
another cell.

pathogenicity ability to
cause disease






Pleiotropy
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Pleiotropy is the phenomenon whereby a single gene has multiple conse-
quences in numerous tissues. Pleiotropic effects stem from both normal and
mutated genes, but those caused by mutations are often more noticeable and
easier to study. Pleiotropy is actually more common than its opposite, since
in a complex organism, a protein from a single gene is likely to be expressed
in more than one tissue, and the cascade of problems caused by a mutation is
likely to lead to numerous complications throughout the organism. Single-
gene defects with effects in only one tissue are more common for nonessen-
tial features such as hair texture or eye color.

Sickle cell disease is a classic example of pleiotropy. This disease develops
in persons carrying two defective alleles for a blood protein, beta-hemoglobin.
Mutant beta-hemoglobins are misaligned inside a blood cell and cause mis-
shapen red blood cells at low oxygen concentrations. Deformed blood cells
impair circulation. Impaired circulation damages kidneys and bone. In this case,
the gene defect itself only affects one tissue, the blood. The consequences of
that defect are found in other tissues and organs.

One baby in three thousand to four thousand births is born with neu-
rofibromatosis, an autosomal dominant disease caused by mutation in a
tumor suppressor gene that helps regulate cell division and cell-cell con-
tacts. A truncated version of the tumor suppression protein, neurofibromin
(NF D) is implicated in the disease. This mutant protein can come from mis-
sense or nonsense mutations, or from reading-frame shifts after a repetitive
element called Alu is inserted upstream of the NF I reading frame (a read-
ing frame is the DNA that codes for proteins). Because the mutant protein
is unable to regulate cell division, tumors grow on the nerves throughout
the body. The tumors produce collateral damage: low blood sugar, intesti-
nal bleeding, café-au-lait spots on the skin, mental retardation, heart prob-
lems, high blood pressure, fractures, spinal cord lesions, blindness,
aneurysms, arthritis, and respiratory distress.

Many pleiotropic conditions arise from genes whose products are involved
in signaling and regulation pathways. Because these proteins coordinate daily
lite in numerous tissues, defects in them have numerous consequences, as
one breakdown leads to another.

Myotonic dystrophy is another autosomal dominant disorder. A gene
tor a protein—a kinase, involved in signalling and communication within
the cell—is burdened with up to three thousand extra pieces of DNA. The
extra DNA comes from trinucleotides (CTG), that are added by mistake
during DNA duplication, both in germ line cells and during early cell divi-
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Polymerase Chain Reaction

To perform the PCR reaction, the tube containing the solution is placed
into a machine called a DNA thermal cycler. Thermal cyclers are basically
programmable heating blocks. They usually contain a thick aluminum block
with holes in which PCR reaction tubes can fit snugly. 'The block can be
rapidly cooled or heated to specific temperatures, for specific lengths of time,
under programmable computer control. Each cycle in a PCR reaction is
controlled by changing the temperature of the block and, therefore, of the
reaction mixture.

The first step in PCR is to heat the mixture to a high temperature, usu-
ally 94 to 95 °C, for about five minutes. The hydrogen bonds that hold
together the two strands of a double helix are broken at these temperatures,
and the DNA separates into single strands. This process is termed denatu-
ration.

In the second step, the PCR mixture is cooled to a lower temperature,
typically between about 50 °C and 65 °C. This allows the primers to anneal
to their specific complementary sequences in the template DNA. The tem-
perature for this step is chosen carefully to be just low enough to allow the
primers to bind, but no cooler. A lower annealing temperature might allow
the primers to bind to regions in the template DNA that are not perfect
complements, which could lead to the amplification of non-specific
sequences.

The optimal annealing temperature for a set of primers can be deter-
mined by a formula that is based on the nucleotide composition of the
primers, but it is often a matter of trial and error to find the best annealing
temperature. The annealing step usually takes about fifteen to thirty sec-
onds, an amazingly short time considering that the primers must “scan”
through the template DNA to find their proper binding sites.

In the third step, the reaction is heated again, usually to about 72 °C,
the temperature at which the DNA polymerase is most active. Most enzymes
are destroyed at 72 °C. In the early days of PCR, scientists used a DNA
polymerase that was derived from the bacterium Escherichia coli, which itselt
1s most active at human body temperature, 37 °C. But the E. co/i polymerase
was destroyed at the high temperatures required for the denaturation and
annealing steps, and the polymerase therefore had to be added anew to the
reaction, during each PCR cycle.

To solve this problem, scientists purified DNA polymerases from
microorganisms that live in hot springs or in deep-sea thermal vents. These
organisms’ enzymes are most active at high temperatures. The most com-
monly used enzyme for PCR is called Taq DNA polymerase, which was
originally purified from the hot-spring bacterium Thermus aquaticus. (Most
commercially available preparations today are recombinant versions, pro-
duced in engineered E. coli strains.)

At 72 °C, Taq DNA polymerase adds nucleotides to the 3’ ends of
annealed primers at the rate of about two thousand nucleotides per minute.
Therefore, to amplify a sequence that is one thousand nucleotides long, the
primer extension step must last about thirty seconds at 72 °C. By the end
of this step, each template strand has a new complementary strand. This
completes the first cycle of the PCR reaction.

The cycle can be repeated, at that point, by restarting the denaturation
step. In the next cycle, the original two DNA strands will serve again as

anneal join together






Polymorphisms

whose protein products have similar functions, tend to have very similar,
but not necessarily identical, sequences. The differences in sequence make
it challenging to design standard PCR primers to search for homologues.

However, by comparing the DNA sequences of the gene as it occurs in
many different species and finding portions of the sequence that are the
same in all the species, a researcher can make an educated guess regarding
which nucleotides in an unidentified homologue are likely to be identical to
those in a known homologue.

The researcher can design a set of “degenerate” PCR primers, which
are primers whose nucleotide sequence is fixed only in those positions
where the nucleotides are presumed to be known. In the other positions,
nucleotides are allowed to incorporate at random. "This makes it likely that
at least one of the primers will amplify the unknown target. By conduct-
ing PCR with degenerate primer sets, and by using primer annealing tem-
peratures that are lower than normal to allow for less-than-perfect
base-pairing, a researcher can often amplify a gene in a single experiment,
thus isolating the new homologue and allowing it to be sequenced and
studied.

Another important variation on PCR is reverse-transcription PCR.
This technique involves first copying RNA into DNA molecules, using
the enzyme reverse transcriptase, and subsequently using the standard
PCR technique to amplify this complementary DNA (cDNA). Because
the messenger RINA content of a cell or tissue represents only the genes
that are actively being expressed, this technique provides a powerful
method of analyzing gene expression. SEE ALSO BIOTECHNOLOGY;
CroNniNg GENES; DNA PoLymerases; GEL ELECTROPHORESIS; (GENETIC
TesTING; HoMoLocy; HumaN GENoME ProjecT; NUCLEOTIDE; REPLICA-
TION; SEQUENCING DNA.
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Genetic polymorphisms are different forms of a DNA sequence. “Poly”
means many, and “morph” means form. Polymorphisms are a type of
genetic diversity within a population’s gene pool. They can be used to map
(locate) genes such as those causing a disease, and they can help match
two samples of DNA to determine if they come from the same source.
Depending on its exact nature, a polymorphism may or may not affect bio-
logical function.

reverse transcriptase
enzyme that copies RNA
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Polyploidy

Polymorphisms can be used to illuminate fundamental biological pat-
terns and processes. By studying polymorphisms in a group of wild animals,
the familial relationships (brother, sister, mother, father, etc.) between them
can be determined. Also, the amount of interbreeding between different
groups of the same species (gene flow) can be estimated by studying the
polymorphisms they contain. This information can be used to identify
unique populations that may be important for survival of the species. Some-
times it is not immediately obvious if two different groups of organisms
should be classified as different species. Comparing the genetic polymor-
phisms in the two groups aids in making a judgment as to whether they war-
rant classification as different species.

If enough polymorphisms are analyzed, it is possible to distinguish
between individual humans with a high degree of confidence. This method
is known as DNA profiling (or DNA fingerprinting) and provides an impor-
tant tool in law enforcement. A person’s genotype, or DNA profile, can be
determined from very small samples, such as those that may be left at a
crime scene (hair, blood, skin cells, etc.). The genotype of samples found at
the crime scene can then be compared to a suspect’s genotype. If they match,
it is very likely that the suspect was present at the crime scene. Currently,
the FBI uses thirteen different polymorphic loci for DNA fingerprinting.
In a similar manner, analysis of polymorphisms can help prove or disprove
fatherhood (paternity) in cases where responsibility for a child is disputed.
SEE ALSO (GEL ELECTROPHORESIS; LINKAGE AND RECOMBINATION; MAPPING;
MuvuTtaTioN; REPETITIVE DNA ELEMENTS.
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In eukaryotic organisms, chromosomes come in sets. The somatic cells,
called soma, usually have a diploid chromosome number, which in scien-
tific notation is abbreviated as 2IN. The diploid state contains two sets of
chromosomes, one set of which has been contributed by each parent. A sin-
gle set of chromosomes composes the haploid chromosome number, which
is abbreviated as N. The haploid set is found in reproductive cells or gametes
(also called the germplasm). In humans the diploid number is 46, and is rep-
resented as 2N = 46. Human sperm or eggs, however, have a haploid num-
ber of 23, which is represented as N = 23. In some circumstances, however,
an organism can have more than two chromosomal sets. This occurrence is

called polyploidy.

One cause of polyploidy is polyspermy. If two sperm fertilize an egg,
the resulting zygote or fertilized egg will have three sets of chromosomes,

somatic nonreproduc-
tive; not an egg or
sperm

diploid possessing
pairs of chromosomes,
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pair derived from each
parent

haploid possessing only
one copy of each chro-
mosome



Polyploidy

Ploidy refers to the
number of chromosomes

in an organism’s genome.

A haploid organism has
just one copy of each
chromosome (A, B, C,
and D). Diploids have two
of each, and may have
sex chromosomes (X and
Y). Triploids have three,
which prevents proper
pairing and separation of
chromosomes in meiosis.

triploid possessing
three sets of chromo-
somes

autosomes chromo-
somes that are not sex
determining (not X or Y)

chromosomes ABCD AABBCCDD AAABBBCCCDDD

haploid diploid triploid

AABBCCXX

diploid female

AABBCCXY

diploid male

meiosis
>»- AABCCX + ABBCXX
Incorrect chromosome
numbers leads to
few offspring

AAABBBCCCXXX

triploid female

and thus have a triploid number (3N). When this occurs in humans, 3NN =
96. Triploidy in humans and most other animals is incompatible with life.
Triploid individuals abort or fail to survive the first days of life after birth.
Polyploidy is more common in plants, and polyploid forms often survive to
produce much larger cells and plant organs. Ferns, which may have up to
1,500 chromosomes, are frequently polyploid, as are varieties of domesti-
cated cereal plants. Most often, polyploids run in sets of three to eight
(triploid to octoploid).

Geneticist Hermann Muller argued that polyploidy is more rare in animals
than plants because animals have a more complex development, with more
organ systems that are fine-tuned to dosages of genes. Any given gene is
represented three times in a triploid. If the amount (dosage) of gene prod-
uct causes a heart, brain, or other vital organ not to form, the embryo will
abort. When these developmental genes produce too much or too little of
the products that induce organ formation, as they might if there are too
many or too few copies of the genes, events occur too soon or too late to
be coordinated. Muller raised the possibility that the sex chromosomes serve
as a barrier to polyploidy in most animals. Plants, by contrast, do not usu-
ally have sex chromosomes, and thus this sexual reproductive barrier is not
a problem for them.

Muller noted that most animals use a sex-chromosome mechanism for
sex determination. In fruit flies and humans, diploid males have the sex chro-
mosomes XY, whereas diploid females have XX. A wriploid fly or human
would have three chromosomes along with three sets of autosomes. In such
a triploid, XXX will result in a female. However, a zygote having XXY XYY
may not produce a male. Rather, it may result in an intersex organism, with
abnormal mixed male and female reproductive organs.

While human triploids do not survive, this is not the case for fruit
flies. The XXY or XYY is an intersex, sterile form, but the triploid female
is fertile. If the 3N female is mated to a 2N XY male, however, only a
relatively few offspring will emerge, because many of the eggs will have
an incorrect number of chromosomes. This state of excesses or deficits
of chromosomes in an otherwise diploid or triploid cell is called aneu-
ploidy. Aneuploid embryos rarely survive in humans or other animals,
although there are exceptions (such as infants born with Down syndrome).






Polyploidy

are fertile and survive, whereas autopolyploids are sterile and must be prop-
agated as clones (identical twins), by cuttings.

The difference between autopolyploidy and allopolyploidy can be appre-
ciated by an example. No one knows the reasons for mitotic failure leading
to spontaneous tetraploids, but artificial ones are induced by mitotic poi-
sons, like colchicine, that prevent spindle fiber formation. If one species has

gamete reproductive chromosomes ABCD in a (haploid) gamete, and a related species has chro-
ng' such as sperm or mosomes FGHI, the resulting (diploid) zygote will have a chromosome set
e

consisting of ABCDFGHI. If that collection of chromosomes undergoes a
spontaneous doubling, the resulting plant is AABBCCDDFFGGHHIL.
Such a plant will produce ABCDFGHI gametes and by self-pollination,
which is common in many flowering plants, the new allopolyploid will be
tertile.

In the case of autopolyploids, by contrast, the chromosomes ABCD
become triplicated (3N: AAABBBCCCDDD) or quadruplicated (4NN:
AAAABBBBCCCCDDDD). This may lead to nondisjunctional separa-
tions during meiosis, wherein the chromosomes will divide improperly or
incompletely. In the 3N plant many of the gametes may be AABCDD or
ABCCD or other variations of aneuploidy that will disturb embryonic
development.

Among familiar plant polyploids are strains of wheat with chromosome
numbers of 14 (2N), 28 (4N), and 42(6N), all of which are based on an
ancestral form whose haploid number was 7. Chrysanthemums have a series
of varieties with a range of chromosome numbers: 18, 36, 54, 72, and 90.
The ancestral haploid is assumed to be 9. About half of all flowering plant
species are believed to have polyploid varieties. If an accidental doubling of
the zygote chromosome number is the major mechanism involved, most of
these forms are tetraploid.

The transmission of genetic traits in polyploids is more difficult to calcu-
late than in diploids because a gene for a recessive trait in a triploid, for
example, would have to appear in the same location on all three of its homol-
ogous chromosomes in order for it to be phenotypically apparent. Such cal-
culations, when done for diploids, rely upon binomial equations and generate
a familiar ratio of 9AB:3aB:3Ab:1ab, whereas the calculations for polyploid
plants require the use of trinomial equations for triploids and quadrinomial
equations for tetraploids, instead of the traditional binomial (A + B)* that
generates the familiar 9AB:3aB:3Ab:1ab ratio for diploids. Thus for a tri-
nomial (three gene) the equation will be the expansion of (A + B + C)’.

The use of polyploids in laboratory research has allowed research into
the function of specific genes. For instance, triploid female fruit flies crossed
to diploid males were used to create a diploid offspring with a chromosome
of a sibling species. In this experiment, the tiny fourth chromosome of
Drosophila simulans was inserted into an otherwise diploid D. melanogaster
offspring. This permitted analysis of the genes shared in common (most of
them) as well as gene differences that led to visible malformations in the

apoptosis programmed hybrid fly. Triploid flies have also been crossed to irradiated diploid males
cell death to prove that X rays induce breaks in chromosomes, causing apoptosis and
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Indeed, there is substantially more genetic difference among individuals
within chimpanzee troops in West Africa than among all living humans
on earth. As shown in Figure 1, this is due to a series of bottlenecks in
human evolutionary history. Geneticists studying many different parts of
the human genome have concluded that the past effective population size
(that is, the number of reproducing females) averaged only 10,000 indi-
viduals over the last one million years, and was as low as 5,000 around
70,000 years ago. Compare this to the approximately one billion repro-
ducing females alive today, and it becomes clear just how narrow these
bottlenecks were.

The genetic structure of human populations suggests four bottlenecks in
our lineage. Stanley Ambrose has proposed that two bottlenecks may be
related to past environmental changes. Marta Lahr has attributed bottle-
necks to migrations of small populations across geographic barriers, a phe-
nomenon variously referred to as the founder effect or colonization
bottlenecks.

When traced backward in time, all human lineages coalesce
to an ancestral lineage that lived in Africa about 130 thousand years ago.
This date coincides with the end of the penultimate glacial period (190 to
130 thousand years ago). Populations were probably very small during this
ice age. Expansion (bottleneck release) occurred during the last interglacial
(130 to 71 thousand years ago), when warm climates and higher rainfall
returned. Other lineages probably existed at that time, but they left no mod-
ern descendants.

A severe bottleneck around 70,000 years ago may have
reduced the effective population size in Africa to only 5,000 females. This
date coincides with the super-eruption of Toba, a volcano located in north-
ern Sumatra. Toba blasted over 800 cubic kilometers of volcanic ash and
millions of tons of sulfur gas into the atmosphere. The volcanic ash settled
relatively quickly, but the sulfur formed a long-lasting stratospheric haze
that reflected sunlight and may have caused rapid global cooling. Annual
layers of ice in the Greenland ice sheet suggest that this haze lasted six years,
causing a “volcanic winter.” This was followed by 1,000 years of the cold-
est temperatures of the last ice age. Analysis of air trapped in these ice lay-
ers suggests that temperatures dropped 16 °C over Greenland during this
“instant ice age.” Drought and famine during this cataclysmic event
undoubtedly decimated populations in most parts of Africa.

Analysis of Y chromosomes shows that all modern popula-
tions in southern Australasia can trace their ancestry to a small founding
population from the Horn of northeast Africa (Ethiopia and Somalia) around
60,000 to 70,000 years ago. Increases in windblown dust in Greenland ice
indicate a rapid drop in sea level to more than 100 meters lower than at pre-
sent. This would have greatly facilitated dispersal from Africa to the Ara-
bian Peninsula. Expansion around the perimeter of the Indian Ocean
culminated in the colonization of Australia about 60,000 years ago.

Analyses of gene sequences provide evidence of a possible
second exodus from Africa by a small founding population that traveled over-
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land via the shoreline of the Red Sea. This colonization bottleneck occurred
during a period of milder climate about 50,000 years ago, and also coincides
with the appearance of advanced stone tool technologies. Expansion con-
tinued into Europe and northern Asia. All living humans outside of Africa
can thus trace their ancestry to these colonizing populations.

Social and technological innovations in Africa during the later Middle
Stone Age and early Later Stone Age (50,000 to 70,000 years ago) may

Figure 2. Differentiation
of human genetic
lineages within a
population through time,
and the effects of
environmental and
colonization bottlenecks
(founder events) on
survival of human
lineages.
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Population genetics is the study of the genetic structure of populations, the
frequencies of alleles and genotypes. A population is a local group of organ-
isms of the same species that normally interbreed. Defining the limits of a
population can be somewhat arbitrary if neighboring populations regularly
interbreed. All the humans in a small town in the rural United States could
be defined as a population, but what about the humans in a suburb of Los
Angeles? They can interbreed directly with nearby populations, and, indi-
rectly, with populations extending continuously north and south for a hun-
dred or more miles. In addition, a large human population often consists of
subpopulations that do not readily interbreed because of differences in edu-
cation, income, and ethnicity. Despite these complexities, one can make
some simple definitions.

All of the alleles shared by all of the individuals in a population make up
the population’s gene pool. In diploid organisms such as humans, every gene
is represented by two alleles. The pair of alleles may differ from one another,
in which case it is said that the individual is “heterozygous” for that gene.
If the two alleles are identical, it is said that the individual is “homozygous”
for that gene. If every member of a population is homozygous for the same
allele, the allele is said to be fixed. Most human genes are fixed and help
define humans as a species.

The most interesting genes to geneticists are those represented by more
than one allele. Population genetics looks at how common an allele is in the
whole population and how it is distributed. Imagine, for example, an allele
“b” that when homozygous, “bb,” produces blue-eyed individuals. Allele 4

alleles particular forms
of genes

genotypes sets of
genes present















Population Screening

autosomal describes a
chromosome other than
the X and Y sex-deter-
mining chromosomes

enzyme a protein that
controls a reaction in a
cell

cerns have shifted to include the growing number of recognized inherited
disorders. Screening for inherited disorders began in the early 1960s, with
testing for phenylketonuria (PKU), a metabolic disease that causes severe
mental deficiency. Since that time, developments such as the completion of
the Human Genome Project (HGP) has resulted in an increase in the num-
ber of genetic screening tests available. Types of population screening for
inherited disorders can include newborn screening and carrier screening of
individuals within populations known to be at high risk for certain inher-
ited disorders.

In the United States, every state requires that certain
screening tests be done on all newborn infants. Interestingly, individual
states vary significantly as to which screening tests they require. For instance,
while it is mandatory to screen for PKU in every state, other relatively com-
mon inherited disorders, such as medium-chain acyl-CoA dehydrogenase
deficiency and congenital adrenal hyperplasia, are only screened for in
selected states. Furthermore, some private organizations offer an expanded
selection of testing for genetic disorders in newborns beyond what individ-
ual states mandate.

Newborn screening is the only population-based type of screening for
inherited disorders. One public health benefit of population-based screen-
ing means that everyone is tested. This is especially useful for studying inher-
ited disorders, since it permits scientists to determine with great accuracy
how frequently some inherited disorders occur in the general population.

In simple terms, there are two types of testing done for newborn screen-
ing: non-DNA-based testing and DNA-based testing. With DNA-based
testing, an individual’s DINA is tested directly. With non-DNA-based test-
ing, two indirect methods are used: Enzymatic or electrophoretic testing
methods are used to figure out whether an individual has an inherited dis-
order.

The most well-known newborn screening test is for PKU. PKU is an
autosomal, recessively inherited metabolic disorder characterized by a lack
or defect of phenylalanine hydroxylase, an enzyme involved in the metab-
olism of an amino acid called phenylalanine. Because this enzyme does not
function properly, persons with PKU have a buildup of phenylalanine in
their bodies, which results in severe mental retardation if untreated. Treat-
ment currently involves dietary restriction of phenylalanine. Because pheny-
lalanine is an essential amino acid (meaning that our bodies cannot make it,
and it is essential for life), people with PKU cannot eliminate the substance
entirely from their diet. Instead they must take care to modulate the amount
they consume, because they cannot metabolize extra phenylalanine. There-
fore, persons with PKU are usually under the care of a dietitian, who helps
them to eat a balanced diet with the right amount of phenylalanine. Most
importantly, by following the proper diet, individuals with PKU will not
develop mental retardation.

Screening for PKU is done using the Guthrie test, a bacterial inhibi-
tion assay, a non-DNA-based (enzymatic) laboratory test. Another example
of a non-DNA-based test is hemoglobin electrophoresis, which is done to
determine the types of hemoglobin an individual carries. This information
is a direct reflection of an individual’s genetic makeup. Some other exam-
ples of disorders screened for, using non-DNA-based tests, include hypothy-
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roidism, congenital adrenal hyperplasia and hemoglobinopathies (such as
sickle cell disease and thalassemias). In contrast, DINA-based genetic test-
ing is a relatively new clinical tool in newborn screening. In at least one
state, DNA-based newborn screening is done for cystic fibrosis.

In contrast to newborn screening, which is done on all
newborns regardless of family history or ethnicity, carrier testing is aimed
at a specific population that is viewed to be at high risk for a given disor-
der. In addition, carrier testing is always DINA-based, whereas newborn
screening is typically non-DNA-based. Carrier testing is offered to deter-
mine if individuals carry a single non-working copy of a gene for a genetic
disorder.

In general, individuals who carry one copy of a non-working gene will
not have symptoms or signs of the disorder. When two individuals who are
carriers for the same inherited disorder have a child, that child is at a 25 per-
cent risk of inheriting a copy of the non-working gene from each parent, and
will usually show symptoms and signs of the inherited disorder. Diseases that
may be inherited in this way are called autosomal recessive disorders, and
include sickle cell disease, Tay-Sachs disease, and cystic fibrosis.

In the late 1990s, a panel convened at the National Institutes of Health
and recommended that carrier screening for cystic fibrosis be offered to a
number of populations, including adults with a family history of the disease,
the partners of people who had the disease, couples who were planning a
pregnancy, and couples seeking prenatal testing. Newborn screening and
general population screening, however, were not recommended.

Before carrier screening can be offered to a high-risk population, the popu-
lation must be educated about the disorder being screened, the basic tenets
of carrier screening, and the potential benefits and risks of carrier screening.
Screening for inherited disorders raises many complex issues. For example,
screening raises a number of psychosocial issues, such as how an individual’s
self-esteem might be affected if he or she was found to carry a non-working
gene). There are also implications for nonscreened family members if an indi-
vidual is identified as a carrier. For instance, how will other family members
be notified that they are also at risk for being a carrier. In addition, there is
the potential for discrimination; other people may inaccurately infer that an
individual who is a carrier has the inherited disorder.

Finally, and most importantly, no discussion of any type of genetic test-
ing is complete without raising the topic of eugenics and the atrocities of the
past that were associated with the abuse of genetic information. Today, each
individual has the right to choose whether or not they want to know if they
carry genes that predispose them to an inherited disorder. No one should be
forced to learn about their carrier status, even by another family member.
Moreover, the goal of any type of an inherited disorders screening program
is not to eliminate genes that cause disease. Eliminating disease-causing genes
would mean eliminating the human race. It is estimated that every human
carries at least three to four genes that are associated with inherited diseases.
Furthermore, there is a presumed constant rate of change (mutation) in
human genetic material. These changes ensure variation amongst individu-
als. However, variation in human DNA occurs randomly, with some changes
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Post-translational Control

Certain proteins are synthesized as larger precursor proteins and are
activated by cleavage of their peptide backbone by proteases. Many of these
large protein precursors, called zymogens or proproteins, are synthesized
with an N-terminal signal sequence that instructs the cell to export the pro-
tein. (Proteins have an amino group at one end and a carboxyl group at the
other. The amino-group end is called the N-terminus, the carboxyl end is
called the C-terminus.) The N-terminal signal sequences are then cleaved,
but the exported protein may still be inactive until cleaved again by another
protease. Proteins activated by this mechanism include digestive proteases
such as trypsin, the activity of which must be controlled before export by
the cell. Serum albumin is also processed in this manner, as are the peptide
hormones insulin, vasopressin, and oxytocin. Post-translational cleavage is
also responsible for controlling the process of blood clotting.

Proteins can also direct the rearrangement of their own polypeptide back-
bones. For instance, proteins called inteins facilitate a process known as pro-
tein splicing. Inteins interrupt the amino acid sequence, and probably the
function, of other proteins. Examples include an intein in yeast that inter-
rupts an ATPase, one in a mycobacteria that interrupts the RecA protein
(which is involved in DINA repair and recombination), and one in a pyro-
coccus species that interrupts a DNA polymerase.

Inteins promote their own excision from their target protein as well as
the ligation of the flanking protein segments, which are called exteins. It is
possible that some inteins play a role in regulating gene expression, but it
is also possible that they are vestiges of ancient control mechanisms or sim-
ply molecular parasites.

Inteins are analogous to introns in an RNA transcript. Introns interrupt
a gene in DNA. The introns are excised after transcription from the sur-
rounding RINA sequences. These flanking sequences, called exons, are then
spliced together. Unlike protein splicing, RNA splicing is usually aided by
other proteins and RNA molecules.

While it is unclear if protein splicing has a regulatory role, a class of
proteins evolutionarily related to inteins, the hedgehog proteins, are
involved in embryonic patterning and segmentation. Hedgehog proteins
promote their own internal cleavage, coupled to the addition of cholesterol
to the C-terminal end of the N-terminal fragment, which is probably impor-
tant for anchoring the hedgehog protein in the cell membrane. SEE ALsO
RINA ProcEessiNG; SIGNAL TRANSDUCTION; TRANSCRIPTION.
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Prenatal Diagnosis

Because fetal cell sorting requires only a blood sample from the pregnant
woman, it cannot endanger the fetus.

An ultrasound scan bounces soundwaves off of the fetus to create an image.
A scan is often performed after the sixteenth week of pregnancy, and the
anatomy and size of the fetus is measured to see if it is growing and devel-
oping normally. The scan can often detect major structural problems, such
as a malformed heart or spine. An unusual finding on an ultrasound scan
can be a warning to investigate further. However, not all birth defects can
be detected by ultrasound.

An ultrasound is sometimes done at weeks five or six to confirm that a
pregnancy is present. This early, the embryo looks like a lima bean with a
pulsating blip in the middle, which is the beating heart. Ultrasound per-
formed late in pregnancy can provide clues to the approaching birth date.
New three-dimensional ultrasound scans offer spectacular views of the fetus.

Another noninvasive method to detect fetuses at risk for some birth
defects is maternal serum marker screening. A sample of blood from a preg-
nant woman taken at approximately weeks 15 to 18 is analyzed for the
amount of several substances, including alpha fetoprotein (AFP); a form of
estrogen called unconjugated estriol; and human chorionic gonadotropin
(hCG), a hormone produced only during pregnancy.

Maternal serum screening began in the 1970s with the AFP test, invented
by a man whose son was born with a neural tube defect. High levels of AFP
in a woman’s blood indicate an increased risk for a neural tube defect in the
fetus. The neural tube forms by approximately day 28 of gestation, when a
portion of the flat embryo (the neural plate) folds to form a tube that will
develop into the brain and spinal cord. The tube normally closes up like a
zipper starting at several points along its length. If a hole remains, the brain
and spinal cord underneath are exposed, causing damage.

Several years after the AFP test was developed for neural tube defects,
researchers noted that low AFP correlates to an increased risk that a fetus
will have an extra chromosome, particularly at positions 18 or 21. This con-
dition is called a trisomy. Trisomy 21, an extra chromosome 21, is the most
common cause of Down syndrome. Over the years, analysis of other sub-
stances have been added to refine this test, which is now offered routinely
to pregnant women. Abnormal results on maternal serum screening tests
indicate that amniocentesis should be done to diagnose a neural tube or
chromosome defect, and that genetic counseling should be offered.

Amniocentesis, CVS, and maternal serum screening are performed after a
pregnancy is confirmed or in progress. In contrast, preimplantation genetic
diagnosis (PGD) occurs before the embryo implants in the womb. This tech-
nique is performed on an embryo that has been derived from in vitro fer-
tilization (IVF) and is growing in a laboratory dish. At about the 8-cell (day
3) stage, a cell is removed and the DNA and chromosomes are checked using
FISH or a probe for a specific gene. If the cell is free of the defects being
probed, the remaining 7-celled embryo is implanted into the woman, where
it continues development.






with the caveat that the intent is not to improve the gene pool, but to pre-
vent suffering. This may mean terminating a pregnancy in which the fetus
has a very bleak prognosis, which people opposed to abortion might find
unethical. Opponents to this view point out that “letting nature take its
course” can be painful for the fetus and may endanger the life of the woman.

The ethics of prenatal diagnosis becomes more complicated when the
goal is not to prevent suffering, but to choose a child of a particular sex.
Doctors have long reported patients using CVS or amniocentesis to learn
the sex of the fetus, then terminating the pregnancy if the outcome is not
what is desired. PGD is sometimes used for this purpose, too. Some peo-
ple have compared this practice to a high-tech version of the ancient prac-
tice of leaving girl babies outside city walls to perish. The American Society
for Reproductive Medicine endorses the use of PGD for sex selection to
avoid passing on an X-linked disease, but discourages use for family plan-
ning as “inappropriate use and allocation of medical resources.”

The ethical concerns that arose with the ability to foretell the sex of a
child are certain to mushroom as data from the Human Genome Project
continue to lengthen the list of disorders that can be detected before birth.
Physicians and parents-to-be in the future will have to decide just how much
they want to know about their offspring and how they will use that infor-
mation. SEE ALSO CHROMOSOMAL ABERRATIONS; DowN SyNDROME; EUGEN-
ics; GENETIC CoUuNSELING; (GENETIC CoOUNSELOR; (GENETIC DDISEASE;
GeNeTICc TESTING; IN sitUu HyBripizATION; Mosaicism; REPRODUCTIVE
TEcHNoLoGY: ETHICAL Issuks; TAy-Sacus DISEASE.
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In 1997 Stanley Prusiner was awarded the Nobel Prize in physiology or
medicine for a revolutionary theory about the mechanisms of infection. His
theory, the “prion hypothesis,” concerns an unusual protein, the prion,
which occurs in the complete absence of DNA and RNA. According to
Prusiner’s theory, the prion differs from other well-known infections agents
including bacteria and viruses. While the latter rely on nucleic acid for sur-
vival and replication, the prion is made of a protein and lacks nucleic acid.
Both the existence of the prion and the underlying mode of infection are
unprecedented in medical sciences. While several critical issues remain to
be addressed, the prion hypothesis may furnish a plausible framework to
understand the pathogenesis of several deadly brain diseases of the central
Nervous system.
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Prion is an acronym for “proteinaceous infectious particle,” a term coined
by Prusiner in the early 1980s to describe the nature of the agent causing
the fatal brain disorders known as transmissible spongiform enceph-
alopathies (TSE), also called prion diseases. Well-known examples of prion
diseases include scrapie in sheep and goats, bovine spongiform encephalopa-
thy (BSE, or “mad cow” disease) in cattle, and Creutzfeldt-Jakob disease
(CJD) in humans. Prion diseases are infectious and can also be transmitted
to healthy animals by inoculating them with extracts of diseased brain.

In the mid-1960s, Tikvah Alper and colleagues reported that nucleic
acid was unlikely to be a component of the infectious agent that causes
scrapie. In 1967 J. S. Griffith speculated that the scrapie agent might be a
protein capable of “self replication” without nucleic acid. However, Prusiner
was the first, in the early 1980s, to successfully purify the infectious agent
and to show that it consisted mostly of protein (technically speaking it is a
glycoprotein, because it has a sugar group attached). He chose to name the
new agent “prion” to distinguish it from viruses or viroids.

The essential protein component of prion was later identified in 1984
as prion protein (PrP), which is encoded by a chromosome gene in the host
genome. Researchers concluded that the prion is a new infectious agent that
consists mostly of PrP. This view is often referred to as the “protein only”
or prion hypothesis. Some scientists find this notion hard to accept and have
argued that nucleic acid is needed to carry information necessary for infec-
tion. However, no one has been able to demonstrate that either DNA or
RNA play a direct role in prion replication.

In 1992 Charles Weissmann and colleagues obtained conclusive evidence
for the central role of PrP in the transmission of prion diseases, when they
created transgenic mice devoid of the PrP gene. These so-called PrP knock-
out mice were found to be completely resistant to infection when inoculated
with scrapie brain preparations. When the PrP gene was reintroduced into
the knockout mice, they once again became susceptible to prion infection.

How can a protein such as PrP made by a cellular gene become an infec-
tious agent? Prusiner and associates had found that PrP could exist in two
forms, a normal or cellular form (PrP“) normally expressed at low levels in
neurons and other cell types, and an abnormal or scrapie form (PrP*) built
up in diseased brain. PrP€ is a cell-surface glycoprotein, the function of
which has yet to be established. PrP® consists of a single polypeptide chain
folded into predominantly spiral conformations known as a-helices. These
structures give rise to a globular shape that is soluble and can be cleared
from the cell by degrading enzymes called proteases.

In contrast, PrP>¢ that has been isolated from diseased brain is rich in
an alternative conformation that resembles extended strands. These struc-
tures are known as B-sheets. The B-sheet rich PrP> tends to aggregate and
is resistant to heat and degradation by proteases. It is assumed that PrP®>
can initiate the infection process by binding to predominantly a-helical PrP®
and converting it into more stable PrP with B-sheet conformation. This
will set off a chain reaction leading to accumulation of large amounts of
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is a familial prion disease resulting from a mutation in the PrP gene. The
main symptom of GSS is the loss of coordination and dementia. Fatal famil-
ial insomnia (FFI) is another a familial prion disease in which fatal demen-
tia follows the loss of physiological sleep.

Although human prion diseases manifest as three etiologically different
forms—spontaneously (sporadic CJD), through inheritance (familial CJD,
GSS, and FFI), and by infection (iatrogenic CJD, kuru, and possibly the
new variant CJD), they nonetheless share a common pathogenetic event.
Within the framework of “protein only” hypothesis, they all involve the pro-
tein conformational change that converts PrP® to pathogenic PrP>°, Such a
structural change in PrP may be triggered by a rare spontaneous event lead-
ing to a sporadic disease, a mutation that causes a familial disease, or expo-
sure to foreign PrP% leading to an acquired disease. The “protein only”
hypothesis provides a plausible mechanism underlying the pathogenesis of
all forms of prion diseases. Moreover, it also helps explain the tremendous
variability in prion-associated disease phenotypes. Structurally distinct vari-
ants of PrP> may accumulate in different regions of the brain and initiate
pathogenic changes that may eventually lead to distinct pathology in dif-
ferent areas of the brain, and subsequently the particular disease symptoms.

The concept of the prion and the role of protein conformation in dis-
ease pathogenesis have renewed inquiry into the causes of other and more
common neurodegenerative disorders, such as Alzheimer’s disease, Hunt-
ington’s disease, and Parkinson’s disease. A common hallmark of all these
diseases, as in prion diseases, is the conversion of an otherwise soluble and
functional neuronal protein into a B-sheet rich and protease-resistant pro-
tein that has a higher tendency to aggregate and is harmful to the brain.
These common pathogenetic features raise the hope that therapeutic inter-
ventions based on the same principles may be effective in all these diseases.
SEE ALSO PROTEIN.

Pierluigi Gambetti and Shu G. Chen
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As more diagnostic, screening, and monitoring tests based on genetic data
become available, privacy issues are becoming increasingly important. There
are concerns that the results of genetic tests showing a person to be pre-
disposed to a particular disease will fall into the hands of commercial med-
ical suppliers or financial, legal, insurance, or government agencies, all of
which control important products or services.

The confidentiality of medical information is of paramount importance
to most consumers and patients. However, maintaining confidentiality is






Privacy

and Accountability Act of 1996 was enacted to address privacy issues related
to personal health information. This act requires that health care providers,
health plans, and health care clearinghouses implement certain privacy stan-
dards regarding health information.

Although the act protects “all medical records and other individually
identifiable health information,” there is some concern that it does not pro-
vide sufficient protection for the privacy of genetic information. In 2001
additional protection was proposed in at least three bills in the U.S. Con-
gress. These bills were intended to prohibit discrimination on the basis of
genetic information with respect to health insurance. The area of privacy
and genetic information continues to develop, with additional legislation on
the federal and state levels certain to arise.

European countries have addressed issues of privacy and personal
information in a Directive on Data Protection. This directive, which
became effective in October 1998, established a comprehensive legal
regime in the European Union that governs the collection and use of per-
sonal information.

Privacy questions abound when it comes to genetic testing to deter-
mine if a person carries particular genes. One concern is that patients
affected by genetic diseases, as well as those potentially at risk of disease,
could be discriminated against. Another is that genetic information could
also lead to discrimination against the children of those directly affected by
a genetic disease.

Many similar concerns arise in the context of criminal law, including the
potential uses of DINA databases. There are issues relating to the collec-
tion and maintenance of DINA samples or information from everyone who
is arrested, whether or not they are convicted. There are issues relating to
the collection and maintenance of DNA samples and/or information col-
lected from individuals upon arrest. For example, the DNA and/or infor-
mation obtained from certain individuals may be saved, even if the person
is not convicted. Indeed, prosecutors have issued many arrest warrants in
old cases based solely on stored DNA data. These warrants have resulted
in successful prosecutions, but the question being asked in the courts is
whether it is legal to base arrests solely on “cold hit identification” using
DNA evidence.

In contrast to medically oriented genetic tests, the DINA tests used in
criminal law generally do not test for the presence or absence of a particu-
lar gene, since the noncoding regions of a person’s DNA can be distin-
guished much more easily from the DNA of other individuals. Different
individuals have different DNA sequences in these noncoding regions
because there is no evolutionary penalty for mutations in such regions, as
they are not used to produce proteins.

This helps provide the high level of discrimination required in criminal
cases, enabling a jury to say that, based in part on the DNA evidence, an
accused person is guilty beyond a reasonable doubt. An important caveat
however, and one not always understood by prosecutors or juries, concerns

what a DNA match actually proves. While nonmatching DNA proves inno-
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cence, matching DINA does not prove guilt. In any large city, there will be
at least a handful of people with similar DINA profiles. Even if DNA is found
to be matching, a conviction must rely on other evidence, such as other
physical evidence or eyewitness testimony.

Although the use of DNA data can assist investigations, there is an ele-
ment of “big brother is watching” in its use. There are also concerns that
by instituting wide programs of DINA collection based on arrests, not nec-
essarily convictions, the practice will expand to other areas. For example,
providing a DNA sample could be required, at some point, for obtaining a
driver’s license, marriage license, or social security number. There is also a
question of what entities, including police departments, governmental agen-
cies, employers, financial institutions, credit reporting businesses, and insur-
ance carriers, would have access to the data. There is concern that by having
genetic information recorded in a criminal record database, citizens would
be subject to a wide variety of discrimination. SEE ALSO Disease, GENET-
ics oF; DINA ProriLinGg; GENETIC DiscRIMINATION; GENETIC TESTING;
GeNEeTIC TESsTING: ETHICAL Issues; HumaN Disease GENES, IDENTIFICATION
oF; LEGAL IssuEs.

Kamyrin T. MacKnight

Probability measures the likelihood that something specific will occur. For
example, a tossed coin has an equal chance, or probability, of landing with
one side up (“heads”) or the other (“tails”). If you drive without a seat belt,
your probability of being injured in an accident is much higher than if you
buckle up. Probability uses numbers to explain chance.

If something is absolutely going to happen, its probability of occurring
is 1, or 100 percent. If something absolutely will not happen, its probabil-
ity of occurring is 0, or 0 percent.

Probability is used as a tool in many areas of genetics. A clinical geneti-
cist uses probability to determine the likelihood that a couple will have a
baby with a specific genetic disease. A statistical geneticist uses probability
to learn whether a disease is more common in one population than in
another. A computational biologist uses probability to learn how a gene
causes a disease.

A Punnett square uses probability to explain what sorts of children two par-
ents might have. Suppose a couple knows that cystic fibrosis, a debilitating
respiratory disease, tends to run in the man’s family. The couple would like
to know how likely it is that they would pass on the disease to their children.

A clinical geneticist can use a Punnett square to help answer the cou-
ple’s question. The clinical geneticist might start by explaining how the dis-
ease is inherited: Because cystic fibrosis is a recessive disease caused by a
single gene, only children who inherit the disease-causing form of the cys-
tic fibrosis gene from both parents display symptoms. On the other hand,
because the cystic fibrosis gene is a recessive gene, a child who inherits only

recessive requiring the
presence of two alleles
to control the phenotype
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ever, it would be practically impossible to find every case of Huntington’s
disease, because it would require knowing the medical condition of every
person in a population. Instead, genetic researchers sample a small subset
of the population that they believe is representative of the whole. (The same
technique is used in political polling.)

Whenever a sample is used, the possibility exists that it is unrepresen-
tative, generating misleading data. Statisticians have a variety of methods to
minimize sampling error, including sampling at random and using large sam-
ples. But sampling errors cannot be eliminated entirely, so data from the
sample must be reported not just as a single number but with a range that
conveys the precision and possible error of the data. Instead of saying the
prevalence of Huntington’s disease in a population is 10 per 100,000 peo-
ple, a researcher would say the prevalence is 7.8-12.1 per 100,000 people.

The potential for errors in sampling also means that statistical tests must
be conducted to determine if two numbers are close enough to be consid-
ered the same. When we take two samples, even if they are both from exactly
the same population, there will always be slight differences in the samples
that will make the results differ.

A researcher might want to determine if the prevalence of Huntington’s
disease is the same in the United States as it is in Japan, for example. The
population samples might indicate that the prevalences, ignoring ranges, are
10 per 100,000 in the United States and 11 per 100,000 in Japan. Are these
numbers close enough to be considered the same? This is where the Chi-
square test is useful.

First we state the “null hypothesis,” which is that the two prevalences
are the same and that the difference in the numbers is due to sampling error
alone. Then we use the Chi-square test, which is a mathematical formula,
to test the hypothesis.

The test generates a measure of probability, called a p value, that can
range from 0 percent to 100 percent. If the p value is close to 100 percent,
the difference in the two numbers is almost certainly due to sampling error
alone. The lower the p value, the less likely the difference is due solely to
chance.

Scientists have agreed to use a cutoff value of 5 percent for most pur-
poses. If the p value is less than 5 percent, the two numbers are said to be
significantly different, the null hypothesis is rejected, and some other cause
for the difference must be sought besides sampling error. There are many
statistical tests and measures of significance in addition to the Chi-square
test. Each is adapted for special circumstances.

Another application of the Chi-square test in genetics is to test whether
a particular genotype is more or less common in a population than would
be expected. The expected frequencies can be calculated from population
data and the Hardy-Weinberg Equilibrium formula. These expected fre-
quencies can then be compared to observed frequencies, and a p value can
be calculated. A significant difference between observed and expected fre-
quencies would indicate that some factor, such as natural selection or
migration, is at work in the population, acting on allele frequencies. Pop-
ulation geneticists use this information to plan further studies to find these
factors.
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hydrophilic “water-
loving”

polar partially charged,
and usually soluble in
water

hydrophobic “water
hating,” such as oils

nonpolar without charge
separation; not soluble
in water

basic having the prop-
erties of a base; oppo-
site of acidic

acidic having the prop-
erties of an acid; the
opposite of basic

codons sequences of
three mRNA nucleotides
coding for one amino
acid

hydrogen bonding weak
bonding between the
hydrogen of one mole-
cule or group and a
nitrogen or oxygen of
another

proteins are made up of twenty common amino acids in a precise order dic-
tating the protein’s structure and function. Every amino acid has a common
structure, in which a central carbon is covalently bonded to a carboxyl group
(COOH), an amino group (NH,), a hydrogen, and a variable “R” group.

The chemical properties of the R group are what give an amino acid its
character. The R group can be hydrophilic (attracted to water and other
polar molecules) or hydrophobic (attracted to nonpolar molecules and
repelled by water or other polar molecules). Hydrophilic R groups can have
basic charges, as in the amino acid valine, or acidic, as in glutamic acid, or
they may even be an uncharged polar group such as -OH (alcohol) or -NH,
(amino), as in serine. A nonpolar or hydrophobic R group can be a hydro-
carbon chain, as in leucine. There are also three special amino acids: cys-
teine, glycine, and proline. Cysteine has a reactive sulthydryl R group that
forms disulfide bridges (S-S) between regions of the protein chain. These
bridges increase toughness and resistance to unfolding of the protein struc-
ture. Glycine is the smallest amino acid, with hydrogen as its R group, and
it fits into tight places within a protein’s structure. Proline has a cyclic ring
involving the central carbon, and it causes kinks to occur in a protein chain.
Both proline and glycine are common at the corner of turns in the protein

foldings.

The unique sequence of amino acids in a protein is termed the primary
structure. When amino acids form a protein chain, a unique bond, termed
the peptide bond, exists between two amino acids. The sequence of a pro-
tein begins with the amino of the first amino acid and continues to the car-
boxyl end of the last amino acid.

The unique sequence of amino acids results from the translation of
codons present in messenger RNA (mRINA). The mRINA, in turn, is a
complementary copy of the gene that codes for that protein. Protein struc-
ture and function can change when “misspellings” occur in the order of
amino acids during their transcription and translation. Sickle-cell hemo-
globin, for example, is “misspelled” in only one amino acid; the sixth amino
acid in the beta chain, where a valine is substituted for a glutamic acid.
This occurs because the codon for valine, GUG, has replaced the codon
for glutamic acid, GAG. This change from acidic to basic amino acid causes
the hemoglobin molecules to stick to one another, forming long chains
and blocking oxygen binding. These chains of hemoglobin precipitate in
the cell, causing the red blood cells to assume a sickle shape. All of these
structural and functional changes occur because of the mutation in the
hemoglobin gene and a “misspelling” in the hemoglobin’s amino acid
sequence.

The secondary structure of proteins is due to foldings that occur within their
structure. These foldings are either in a helical shape, called the “alpha-
helix” (which was first proposed by Linus Pauling), or a beta-pleated sheet
shaped similar to the zig-zag foldings of an accordion. The turns of the
alpha-helix are stabilized by hydrogen bonding between every fourth amino
acid in the chain. The alpha-helix can cover specific regions of the protein
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or it may involve the entire protein, as in the alpha-keratin found in claws
and horns. The two sides of the alpha-helix may differ in polarity, with
hydrophilic R groups projecting to the lining of the channel, while
hydrophobic R groups project to the outside of the channel, where they
embed in the hydrophobic membrane. This structure is exemplified in mem-
brane channel proteins, proteins that channel ions across from one surface
to another. The beta-pleated sheet is formed by folding successive planes.
Each plane is five to eight amino acids long. The folds are stabilized by
hydrogen bonding. The strength observed in silk fibers is due to their stacks
of beta-pleated sheets.

Combinations of secondary structure form “motifs.” A coiled-coil motif
is common among proteins that associate with the DNA helix. The helix-
loop-helix motif is a knobby structure, and the zinc finger projects outward
like its name. These last two motifs allow associations between RINA and
proteins that form the basis of their interactions.

Domains are large functional regions of the protein, such as an enzyme’s
active site, which binds the substrate to the enzyme. Myoglobin, the mus-
cle protein that stores and releases oxygen, contains several alpha-helices
wound around a central crevice. It is in this central crevice that the O, mol-
ecule binds. Just as words take on their meanings when completed, the func-
tional domains unite to form the overall purpose of a protein. For example,
a membrane protein stabilizes itself by anchoring itself with a hydrophilic
cytoplasmic domain, then weaves its alpha-helices throughout the mem-
brane domain and projects its carbohydrate hydrophilic side chains into the
extracellular surface domain. Such membrane proteins often act as recep-
tors, important for receiving signals such as hormones, or work in the
immune system to recognize infected cells.

The local foldings, evident in secondary structure, then combine into
a single polypeptide chain. This chain is called the tertiary structure, or
conformation. For example, the pancreatic enzyme ribonuclease, which
aids in digestion of RNA in the diet, consists mainly of beta sheet folds,
with three small alpha-helical regions. Tertiary structure is often stabilized
by disulfide bonds between adjacent cysteine in different regions of the pro-
tein. For example, the tertiary structure of ribonuclease contains four disul-
fide bonds, located at specific sites. 'The stability of the tertiary structure
of proteins is destroyed by toxic heavy metals such as mercury. Concen-
trations of mercury in the environment, for example, result in the dis-
placement of hydrogen on the sulfur atom (SH), thereby blocking
functional disulfide bonds.

Several other weak, noncovalent interactions also help stabilize tertiary
structure. These noncovalent interactions can be disrupted by heating a pro-
tein or exposing it to extremes in pH (acidity or alkalinity), which alters the
charge of polar groups on the amino acids. Such disruptions cause the pro-
tein to unfold, often exposing hydrophobic groups and leading to precipi-
tation (clumping together) of the protein. If these disruptive factors are
removed, some proteins can refold to their original conformation. This abil-
ity to refold confirms that protein folding is a self-assembly process that is
dependent upon the sequence of amino acids.

cytoplasmic describes
the material in a cell,
excluding the nucleus

conformation three-
dimensional shape
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multimeric describes a
structure composed of
many parts

antigen a foreign sub-
stance that provokes an
immune response

heme iron-containing
nitrogenous compound
found in hemoglobin

plasma membrane
outer membrane of the
cell

endoplasmic reticulum
network of membranes
within the cell

lumen the space within
the tubes of the endo-
plasmic reticulum

Some proteins need to functionally associate with others as subunits in a
multimeric structure. This is called the quaternary structure of the protein.
This can also be stabilized by disulfide bonds and by noncovalent interac-
tions with reacting substrates or cofactors. For example an antibody con-
sists of two “light” polypeptide chains covalently linked to two longer
“heavy” chains, forming a Y-shaped molecule with each branch able to bond
to an identical antigen. The protein subunits of the single-stranded bind-
ing protein of Escherichia coli bind to DNA only as a tetramer (a multimeric
form), acting to stabilize the separated DNA strands during replication.

Another excellent example of quaternary structure is that of hemoglo-
bin. Adult hemoglobin consists of two alpha subunits and two beta subunits,
held together by noncovalent interactions. Each of the four subunits con-
tains a heme group that binds an oxygen molecule, O,. This binding of oxy-
gen is a cooperative process whereby the binding of one oxygen molecule
occurs slowly, but once achieved then speeds the binding of the remaining
three oxygen molecules. The fourth oxygen molecule binds 300 times faster
than the first oxygen molecule. This cooperativity assures that maximum oxy-
gen is captured and retained as it enters into the capillaries within the lungs.

The unloading of oxygen is also facilitated by cooperativity, such that
after one oxygen molecule is released, the other three soon follow. This
assures that the tissues will receive maximum oxygen once it is delivered.
Alpha-hemoglobin by itself, or tetramers of all beta subunits, also bind oxy-
gen, but not with the same cooperativity. Such evidence indicates that there
is some form of molecular interaction between the subunits of the tetramer
of adult hemoglobin.

Protein must be delivered to the proper destination in the cell to function
properly. Signal sequences within the protein itself act like “zip codes” to
ensure correct delivery. 'The synthesis of secreted proteins like insulin and
of proteins that will be integral to the plasma membrane occurs at a ribo-
some tethered to the endoplasmic reticulum, which is a system of mem-
branes that transport materials within cells. The peptides formed there are
then translocated into the lumen, or channel, of the endoplasmic reticu-
lum, where they will be formed into a polypeptide chain. This translocation
occurs because of a specific signal sequence that is formed by the first twenty
or so amino acids in the protein. The core of this sequence consists of ten
to fifteen amino acids that have hydrophobic side chains such as alanine,
leucine, valine, isoleucine, and phenylalanine, which are usually cleaved from
the protein later on. The nascent polypeptide chain is guided along this path
by a signal receptor protein.

Proteins targeted for internal cellular functions are synthesized on ribo-
somal assemblages that float free in the cytoplasm. Such proteins also have
their signal sequences. Proteins destined for the cell’s nucleus have a spe-
cific nuclear signal sequence consisting of a small series of basic amino acids
such as arginine and lysine bounded by proline. This nuclear signaling
sequence can be located anywhere in the protein’s sequence as long as it
projects outward from the three-dimensional tertiary structure. Signal
sequences for proteins targeted to be part of organelles such as the mito-
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Proteomics is the science of studying the multitude of proteomes found in
living organisms. A proteome is the entire collection of proteins expressed
by a genome or in a tissue. The contents of a proteome can differ in vari-
ous tissue types, and it can change as a result of aging, disease, drug treat-
ment, or environmental effects.

This is contrary to the concept of a genome, which is an organism’s
complete collection of DNA. A genome’s composition remains more or less
constant from tissue to tissue, except for mutations and polymorphisms
that can occur.

The word “proteome” was first coined in late 1994. By 1997 there were
a number of research conferences focusing on proteomics.

According to the first draft of the human genome, based on the work
by the Human Genome Project and by Celera Inc., there are only between
thirty thousand and seventy thousand genes in the human genome, many
fewer than had been estimated previously. However, as of 2002 there were
still groups that believed that there are at least 120,000 genes. Regardless
of which of these estimates proves more accurate, the number of potential
proteins in the human proteome is quite large. Although the first draft of
the human genome reduced the estimates for the total number of human
genes, it also predicted a greater amount of alternative splicing of genes,
and therefore more distinct protein products per gene, than had been antic-
ipated.

At its simplest level, proteomics is the study of protein expression in a
proteome, or trying to understand the relative levels (amounts) of each pro-
tein within the mixture. Proteomics attempts to characterize proteins, com-
pare variations in their expression levels in normal and disease states, study
their interactions with other proteins, and identify their functional roles.

Unlike the traditional approach of studying individual proteins one at a
time, proteomics uses an automated, high-throughput approach. High-
throughput refers to the number of items (in this case, proteins) that can be
analyzed or studied per unit of time. New technologies and substantial bioin-
formatics tools are required to compare entire proteomes. Expansion of the
field of proteomics into the realm of “big science” (meaning many dollars
invested by a large number of companies and universities) is several years
behind the expansion of genomics. This is primarily because proteins are

more difficult to work with in a laboratory setting than are nucleic acids
such as DNA.

The development of protein analysis technologies is more difficult than
the development of DNA analysis technologies for three reasons. First, the
basic alphabet for encoding proteins consists of twenty amino acids, whereas
there are only four different nucleotides, the alphabet of DNA. Second, the
messenger RNA (mRNA) for some genes can be differentially spliced, mean-
ing that multiple messages can be made from a single gene, resulting in mul-
tiple, distinct protein products. Finally, many proteins are modified once
they have been synthesized. This is known as post-translational modifica-
tion. There are a number of types of post-translational modifications, such
as the addition of sugar, phosphate, sulfate, lipid, acetyl, or methyl groups.

polymorphisms DNA
sequence variants
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peptides amino acid
chains

Starting in the late 1990s, several companies also started developing
“protein chips,” another strategy for studying proteomes and other com-
plex protein mixtures. These chips allow a researcher to collect minute
quantities of proteins that bind to specific molecules on their surface. By
2001, some companies announced they were developing “antibody chips”
onto which antibodies will be attached. The antibodies can then be used
as probes to capture and quantify specific proteins found in complex mix-
tures.

The use of 2-D PAGE allows the simultaneous separation of thousands
of proteins, and the technique is still a key tool in proteomics technologies.
The first dimension of protein separation on the gel is by isoelectric focus-
ing, in which proteins are separated along a pH gradient until they reach a
stationary position, where their net charge is zero.

The second dimension of separation on the gel is by molecular mass.
Sodium dodecyl sulphate (SDS) is applied, and it binds to all the proteins.
This provides the proteins with a uniform charge along their length, so
that they will migrate across the gel according to their molecular mass when
a current is applied. After the 2-D PAGE is run, the gel is stained. The
result is a two-dimensional map consisting of hundreds or thousands of
protein spots.

Since the early use of 2-D PAGE in the early 1970s, a number of mod-
ifications have been made to make gels more reproducible and more
amenable to the higher-throughput use necessary for proteomics applica-
tions. However, 2-D PAGE is still something of an art form, and high-
quality, reproducible results are difficult to obtain except in the hands of
very experienced users. The technology needs to be further simplified to
allow casual and novice users to obtain reproducible, quality results.

Mass spectrometry is an analytical technique that very accurately mea-
sures the mass of proteins and peptides. There are two common types
of mass spectrometry. The first type, matrix-assisted laser desorption/
ionization time-of-flight mass spectrometry, can be used to analyze pro-
teins that are embedded in solid samples and measures their mass in a
flight tube. The second type, electrospray ionization mass spectrometry,
can be used to analyze proteins that are in a liquid solution and measures
their mass in either a flight tube or in a device known as a quadrupole.
There are also other variations on these techniques.

Mass spectrometry is commonly used for peptide mass fingerprinting.
In this process, a protein sample is isolated by 2-D PAGE and cut with an
enzyme that specifically targets particular amino acids. Mass spectrometry
is used to measure the masses of the resulting cut pieces, or peptides. These
masses can be thought of as a fingerprint that can be compared to the fin-
gerprints of proteins whose amino acid sequences have already been ana-
lyzed and stored in a database.

To determine the fingerprints of proteins that have already been
sequenced, a computer program determines the amino acid composition,
and thus the masses, of the pieces that would result if those proteins were
also cut by the same enzyme. A list of proteins is generated from the data-
base, sorted by how many peptides they share with the unknown experi-
mental protein.
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There are also technologies, including the yeast two-hybrid system, that
can be used to study interactions between proteins. These approaches com-
plement 2-D PAGE and mass spectrometry data by helping to elucidate
functional cellular pathways.

There is an ever-increasing number of protein and proteome databases
being developed. The most comprehensive information about specific pro-
teins is found in databases that store protein sequences. One of the first
and probably the best known such database is SWISS-PROT, which was
created in 1986.

SWISS-PROT is a curated database that provides not only protein
sequences but also such information as descriptions of a protein’s function,
its domain structure, and post-translational modifications, as well as links to
other related databases. Other sequence-based protein databases include the
Yeast Proteome Database and Human PSD.

There are also a number of widely used pattern and profile databases
that are used to reveal relationships among proteins based on the presence
of particular groups of amino acids in the proteins’ sequences. Such groups,
known as patterns, motifs, domains, signatures, or fingerprints, are found
in specific regions of proteins that are important to some function of the
protein. They could be in an area that performs some type of enzymatic
activity or that is the site of a certain post-translational modification. Both
their sequence and structure are typically well conserved. Some of the best
known pattern and profile databases are: PROSITE, Pfam, PRINTS, and
BLOCKS. SEE ALSO ALTERNATIVE SPLICING; BroinrormaTics; GEL ELEC-
TROPHORESTS; (GENOME; HumMaN GENOME PRrOJECT; MASS SPECTROMETRY;
PosT-TRANSLATIONAL CONTROL; PROTEINS.

Anthony ¥. Recupero

Wilkins, Marc R., et al. eds. Proteomne Research: New Frontiers in Functional Genomics.
New York: Springer-Verlag, 1997.

Pseudogenes are defective copies of functional genes. These may be partial
or complete duplicates derived from polypeptide-encoding genes or RINA
genes. The DNA sequence of a pseudogene is characteristically very simi-
lar to its functional counterpart, but contains variant mutations that render
the gene inactive. The functional polypeptide-encoding gene contains an
open reading frame, a long stretch of nucleotides that are transcribed and
subsequently translated into a series of amino acids uninterrupted by stop
codons. In contrast, pseudogenes derived from polypeptide sequences gen-
erally are punctuated with stop codons, effectively rendering them incapable
of producing a functional protein.

Pseudogenes may also contain frameshift mutations, yielding a change
in the reading frame. Additionally, there may be mutations that inactivate
regulatory elements or intron-splicing sites. In either case, the duplicated

codons sequences of
three mRNA nucleotides
coding for one amino
acid

mutations changes in
DNA sequences
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PRODUCTS OF GENE DUPLICATION

gene duplication

Ancestral
gene

Maintains function

New function

Functionless pseudogene

one of the genes to acquire mutations, becoming a nonfunctional pseudo-
gene (Figure 2). Occasionally, the duplicated gene acquires mutations yield-
ing a gain-of-function that differs from the original gene (Figure 2). This
may allow the evolution of new capabilities in the organism possessing it.

New genes generated by nonprocessed duplication are generally
located in the vicinity of the ancestral (original) gene within the genome.
However, it is possible that these genes may become separated from each
other as a result of major chromosomal rearrangements (such as translo-
cations). Examples of functional and nonfunctional duplicated genes in
adjacent locations and on different chromosomes are exhibited by the glo-
bin gene superfamily.

Pseudogenes generated via a messenger RNA (mRINA) intermediate demon-
strate the features of processed RNA. These genes lack the flanking tran-
scriptional regulatory sequences, do not contain introns, and typically have
a polyadenylated 3’ (3-prime) region (adenine-containing nucleotides are
added to the mRNA in eukaryotes). These sequences are converted to
complementary DNA (cDNA) by the enzyme reverse transcriptase, and then
integrated back in the genome at a new location (Figure 1B). These ele-
ments, therefore, are not necessarily in the chromosomal vicinity of the orig-
inal sequence, and are essentially dead on arrival. Processed pseudogenes
are also referred to as retropseudogenes.

Processed pseudogenes may also be derived from other RNA genes,
such as tRNA (transfer RNA), rRNA (ribosomal RNA), snRNA (small
nuclear RNA), and 7SL RNA. Evidence for this phenomenon includes the
identification of nonfunctional tRINA genes containing a CCA sequence at
the 3’ terminal. CCA is not part of the original DNA sequence, but is enzy-
matically added to the tRNA molecule following transcription. The gene
for 7SL RNA is an integral component of the signal recognition particle
complex involved in transmembrane protein transport. The 7SL RINA gene
is thought to be the ancestral gene for the primate Alu and rodent B1 retro-
posons, based on sequence similarities. (Retroposons are a type of trans-
posable genetic element that is found littered throughout the genome.) The
Alu element differs from 7SL by having two internal sequence deletions,

Figure 2. Gene
duplication yields either
the acquisition of a gene
with novel function or a
pseudogene. X refers to
mutations.
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sists of five functional genes and one pseudogene. Examples of other
processed polypeptide-encoding pseudogenes include those derived from
actin, ferritin, and glyceraldehyde 3-phosphate dehydrogenase genes. SEE
aLso Evorution oF GeNEs; GENE; GENE FaMILIES; HEMOGLOBINOPATHIES;
Reabpine FramE; RepricaTion; RNA; RNA ProcEessiNG.
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Genetic studies of psychiatric disorders have become an important specialty
area within medical genetics. Much of the progress in the area is the result
of advances in molecular genetics techniques, The Human Genome Pro-
ject, developments in the neurosciences, and recent genetic findings in com-
plex brain disorders such as Alzheimer’s and Huntington’s disease.

It is well accepted that many of the psychiatric disorders listed in the Diag-
nostic and Statistical Manual, fourth edition, have hereditary predispositions.
(The DSM-1V is the official diagnostic manual for mental disorders in the
United States.) In the last two decades, clinical genetic (family, twin, and
adoption) studies have provided some valuable information about both the
genetic and environmental aspects that lead to the development of these
psychiatric disorders. More recently, a growing number of molecular genet-
ics studies have provided more data about the genetics of the disorders.
However, there has been little success in the identification of specific genes
involved in the etiology of these complex disorders.

The DSM-1V includes more than 350 diagnoses and at least one third
of the disorders have had one or more clinical genetic study completed.
Additionally, some of the disorders have been subjected to molecular genetic
studies. Several of the most frequently examined DSM-IV psychiatric dis-
orders from a “genetic study” perspective are listed below:

¢ Alcoholism

* Alzheimers

* Attention Deficit Hyperactivity Disorder (ADHD)
® Autism

* Bipolar Disorder

® Mental Retardation

* Obsessive-Compulsive Disorder (OCD)

® Panic Disorder

* Schizophrenia

etiology causation of
disease, or the study of
causation
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order. Nongenetic factors also appear to play an important role. The risk
for relatives of an individual with schizophrenia is 6.5 percent, nearly eight
times the population rate of the disorder. The concordance rate for monozy-
gotic (identical) twins is 45 percent, and for dizygotic (fraternal) twins the
rate is 12 percent. The higher rate for monozygotic twins, who share all
their genes, is strong evidence that genes play a role in schizophrenia.

Molecular genetic (linkage and association) studies suggest that there
are multiple genes with small effects that predispose one to the disorder. In
an early study, chromosome 5q was implicated, but was not replicated. Areas
on chromosome 6p and 8p have been replicated in at least one follow-up
study. More recently, chromosome 1 has been implicated. While no
causative genes have been identified, there have been molecular studies that
implicate chromosomes 1q, 3p, 5, 6p, 6q, 8p, 10p, 13q, 18p and 22q in schiz-
ophrenia. Like other multifactoral diseases, the etiology of schizophrenia
involves multiple genes and gene-environment interactions.

Bipolar disorder is characterized by episodes of depression and mania,
elevated or irritable mood, and symptoms such as rapid thoughts, grandiose
ideas, and reckless behavior. Population, twin, and adoption studies provide
evidence for the role of genetics in the etiology of bipolar disorder. First-
degree relatives have about a 7 to 10 percent risk of having the disorder
once one family member is diagnosed. The concordance rate for monozy-
gotic twins is 60 to 65 percent, and for dizygotic twins the rate is 10 to 15
percent, the same as for non-twin siblings.

One of the first bipolar disorder molecular genetic studies implicated
chromosone 11, but this finding was not replicated in several other studies.
A similar failure to replicate occurred with the initial reports of linkage on
the chromosome X. Regions on chromosome four are reported to show
strong evidence of linkage to some bipolar families. Major efforts in the last
tew years have been focused on chromosome seven and eighteen. Some of
the studies have suggested a parent-of-origin effect, with maternal trans-
mission more common than paternal. Both linkage and association studies
have implicated chromosomes 4p, 6p, 12q, 13q, 16p, 18p, 18q, 21q, and 22q
in bipolar disorder. Major depressive disorder has also been studied, but the
underlying genetic factors have not been identified.

Some psychiatric disorders, like Tourette’s syndrome, have significant over-
lap (co-morbidity) with other psychiatric disorders (OCD and ADHD in
the case of Tourette’s). This may make the elucidation of genetic causes
more difficult.

Tourette’s syndrome is characterized by multiple motor tics and one or
more vocal tics. It has onset before eighteen years and is one and one-half
to three times more common in males. Twin, adoption, and segregation
analysis studies support a genetic etiology for Tourette’s syndrome. An
autosomal dominant inheritance was initially suggested, but other inheri-
tance patterns have been recently reported. There appears to be a relation
with ADHD (up to 50 percent of individuals with Tourette’s also have
ADHD) and OCD (up to 40 percent of individuals with Tourette’s have
OCD). First-degree relatives are at high risk for developing tics and obses-
sive compulsive disorders.

autosomal describes a
chromosome other than
the X and Y sex-deter-
mining chromosomes
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common chronic diseases such as cancer and heart disease. Risk for almost
all human diseases results from the interactions between inherited gene vari-
ants and environmental factors, including chemical, physical, and infectious
agents, as well as behavioral or nutritional factors. Thus it appears reason-
able to direct disease-prevention and health-promotion efforts toward indi-
viduals at high risk because of their genetic makeup.

To function effectively, public health genetics needs to meet several
challenges, including (1) the implementation of research, (2) the evaluation
of genetic information and tests, (3) the development, implementation, and
evaluation of population interventions, and (4) effective communication and
information dissemination. With the realization that all human disease is
the result of interactions between genetic variation and the environment
(dietary, infectious, chemical, physical, and social factors), it becomes evi-
dent that it is important to identify the modifiable risk factors for disease
that interact with the genetic variation. This approach can be used to help
develop preventive strategies. To be able to deliver appropriate genetic tests
and services for disease prevention and health promotion, it is important to
integrate genetic services into disease-prevention and health-promotion
activities.

Public-health assessment relies on scientific approaches such as surveillance
and epidemiology to assess the impact of discovered gene variants on the
health of communities. Surveillance, which involves the systematic gather-
ing, analysis, and dissemination of population data, is needed to determine
population frequencies of genetic variants that predispose people to specific
diseases. This information can be used to assess the population morbidity
and mortality associated with such diseases. Surveillance can also be used to
determine the prevalence and effect of environmental factors known to inter-
act with given genotypes. Additionally, surveillance can aid in the evaluation
of a genetic test in terms of its safety, effectiveness, and cost-effectiveness.

Another example where surveillance can come into play in public health
genetics is with infectious diseases and DNA fingerprinting. The ability to
characterize pathogenic organisms phenotypically and genotypically can be
a powerful approach that provides information important for an antimicro-
bial surveillance program. It also is a means of providing information that
may be useful for understanding pathogenic microorganisms worldwide.
With such a program in place, the clonal spread of multiresistant pathogens
among patients can be identified.

Epidemiology is the study of the distribution and determinants of health-
related states or events in populations and is used to investigate risk factors
for various diseases and identify high-risk populations. Epidemiological
information can be used to target populations that could benefit most from
prevention and intervention actions. Epidemiology is also a tool for evalu-
ating the effect of health programs and services on a population’s health.
Population-based epidemiological studies are increasingly needed to quan-
tify the impact of gene variants on the risk of disease, death, and disability,
and to identify and quantify the impact of modifiable risk factors that inter-
act with gene variants.

epidemiology study of
incidence and spread of
diseases in a popula-
tion

pathogenic disease-
causing
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screening over forty years ago, the Children’s Bureau (now called the Mater-
nal and Child Health Bureau) sponsored a multistate urine-screening pro-
gram. The initial outcome was that 30 percent of infants remained untested
due to inadequate specimen-collection and delivery. There was sometimes
a false-positive reading. Improvements were made, and today a single drop
of blood, rather than a urine sample, is sufficient for eight to ten assays for
metabolic-disease indicators, along with genetic and infectious information
about the mother.

Another example of an evolving genetic-screening program involves the
common abnormal hemoglobin “S,” or sickle hemoglobin, detected in new-
born-screening programs in the United States. This hemoglobin is the defin-
ing characteristic for sickle cell disease. The first statewide screening
program was established in 1975. Widespread acceptance and implementa-
tion was lacking until after a 1986 study showed the efficacy of daily oral
penicillin prophylaxis in preventing infection among young children with
sickle cell anemia. The efficacy of sickle cell screening was demonstrated
through epidemiological efforts to evaluate pediatric outcomes after new-
born screening, by demonstrating that mortality rates declined from 1968
to 1992, particularly in cohorts of sickle cell patients.

The fourth public-health function in genetics is developing and applying
communication principles and strategies related to advances in human genet-
ics, interventions, and genetic tests and services, as well as in interventions,
the ethical, legal, and social issues related to these topics. Public health agen-
cies can play a role in translating the very complex information related to
genetics and disease prevention to health care workers and the public. An
appropriate mix of mechanisms should be used to disseminate information,
including distance-based interactive meetings, information centers, and elec-
tronic communication.

In summary, four public health functions for genetics have been outlined
that underscore the complexities involved in public health genetics. All are
carried out by efforts among various groups, including partnerships and
coordinated efforts among federal, state, and local agencies, the public and
private sectors, and the public-health, medical, and academic sectors, with
various levels of community and consumer involvement. Annual national
meetings on genetics and public health facilitate these efforts. SEE ALsO
ANTIBIOTIC RESISTANCE; CANCER; DIABETES; DI1SEASE, GENETICS OF; GENETIC
DiscriminaTION; GENETIC TESTING; HEMOGLOBINOPATHIES; METABOLIC
Diseasg; PRENATAL DiagNosIs.
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Purification of DNA

The buffer also contains ethylenediaminetetraacetic acid (EDTA),
which is a chelator. Chelators are molecules that act as scavengers for metal
ions in solution. This is important because DNase, an enzyme that digests
DNA, is present in the cell and would destroy the long DNA strands if it
was active. DNase activity requires magnesium ions, and EDTA removes
them from solution, preventing DNase from cutting up the DNA. RNase
is also present in the buffer at this step, to break up the RNNA present in
the cells.

The solution is then treated with proteinase K, a highlv effective enzyme
that inactivates all types of proteins. This enzyme can also be used earlier
in the procedure to break apart clumped cells. Unlike many proteins, pro-
teinase K remains active at elevated temperatures, so the solution can be
heated to about 55 °C to aid protein inactivation and removal by the deter-
gent. This step may last between two and sixteen hours.

Once the cells are broken open and the RNNA, proteins, and lipids have
been dissolved in the buffer, the DNA must be separated from these mate-
rials. One standard technique uses phenol to remove the proteins, leaving
DNA and other water-soluble materials behind. The DNA is then extracted
from the water phase using chloroform and precipitated from the chloro-
form using ethyl alcohol mixed with sodium acetate salt. The DNA is then
removed either by spooling the long threads onto a glass rod, or by spinning
it out of solution using a centrifuge. The DNA is then resuspended in buffer.

Another technique for separating the DINA from the mixture avoids the
use of phenol and chloroform, which are toxic. Instead, the proteins are
“salted out” by adding a concentrated salt solution and then removed by
centrifuging. In another method, DNA is adsorbed onto very small glass
beads, in the presence of “chaotropic” salts, which disrupt protein structure.
The beads are removed (or washed in place), and the DNA is released by
changing the salt concentration.

Once a pure sample of DNA has been obtained, the fragments it con-
tains may be separated on the basis of size by gel electrophoresis. Specific
sequences can be identified by Southern blotting using probes with com-
plementary sequences, and they can then be cut out of the gel for further
use, such as cloning. If the sample is small, the DNA can be amplified by
the polymerase chain reaction.

A crude preparation of DNA can be made in the kitchen with simple
ingredients, including baking soda (which acts as a buffer), laundry deter-
gent, table salt, and rubbing alcohol. Meat tenderizer (an enzyme prepara-
tion) can be used to destroy proteins. SEE ALSO BLoTTiNGg; CLONING (GENES;
DNA; DNA ProriLing; GEL ELEcTROPHORESIS; POLYMERASE CHAIN REAC-
TION; SEQUENCING DINA.

Richard Robinson

Bloom, Mark V., Greg A. Freyer, and David A. Micklos. Laboratory DNA Science : An
Introduction to Recombinant DNA Techniques and Methods of Genome Analysis. Menlo
Park, CA: Benjamin Cummings, 1996.

Carlson, Shawn. “Spooling the Stuff of Life.” Scientific American September (1998):
74-75.

Rapley, Ralph, and John M. Walker. Biomolecular Methods. Totowa, NJ: Humana
Press, 1998.

buffers substances that
counteract rapid or wide
pH changes in a solu-
tion

gel electrophoresis
technique for separation
of molecules based on
size and charge

Southern blotting sepa-
rating DNA fragments by
electrophoresis and
then identifying a target
fragment with a DNA
probe

polymerase enzyme
complex that synthe-
sizes DNA or RNA from
individual nucleotides



Unless noted below or within its caption, the illustrations
and tables featured in Genetics were developed by Richard
Robinson, and rendered by GGS Information Services.
The photographs appearing in the text were reproduced
by permission of the following sources:

Accelerated Aging: Progeria (p. 2), Photo
courtesy of The Progeria Research
Foundation, Inc. and the Barnett Family;
Aging and Life Span (p. 8), Fisher, Leonard
Everett, Mr.; Agricultural Biotechnology (p. 10),
© Keren Su/Corbis; Alzbeimer’s Disease (p.
15), AP/Wide World Photos; Antibiotic
Resistance (p. 27), © Hank Morgan/Science
Photo Library, Photo Researchers, Inc.;
Apoptosis (p. 32 ), © Microworks/Phototake;
Arabidopsis thaliana (p. 34), © Steinmark/
Custom Medical Stock Photo; Archaea (p. 38),
© Eurelios/Phototake; Bebavior (p. 47),

© Norbert Schafer/Corbis; Bioinformatics

(p- 53), © T. Bannor/Custom Medical Stock
Photo; Bioremediation (p. 60), Merjenburgh/
Greenpeace; Bioremediation (p. 61), AP/Wide
World Photos; Biotechnology and Genetic
Engineering, History of (p. 71), © Gianni Dagl
Orti/Corbis; Biotechnology: Ethical Issues (p. 67),
© AFP/Corbis; Birth Defects (p. 78), AP/Wide
World Photos; Birth Defects (p. 80), © Siebert/
Custom Medical Stock Photo; Blotting (p. 88),
© Custom Medical Stock Photo; Breast Cancer
(p- 90), © Custom Medical Stock Photo;
Carcinogens (p. 98), © Custom Medical Stock
Photo; Cardiovascular Disease (p. 102), © B&B
Photos/Custom Medical Stock Photo; Cell,
Eukaryotic (p. 111), © Dennis Kunkel/
Phototake; Chromosomal Aberrations (p. 122),
© Pergement, Ph.D./Custom Medical Stock

Photo; Chromosomal Banding (p. 126),
Courtesy of the Cytogenetics Laboratory,
Indiana University School of Medicine;
Chromosomal Banding (p. 127), Courtesy of the
Cytogenetics Laboratory, Indiana University
School of Medicine; Chromosomal Banding
(p-128), Courtesy of the Cytogenetics
Laboratory, Indiana University School of
Medicine; Chromosome, Eukaryotic (p. 137),
Photo Researchers, Inc.; Chromosome,
Eukaryotic (p. 136), © Becker/Custom Medical
Stock Photo; Chromosome, Eukaryotic (p. 133),
Courtesy of Dr. Jeffrey Nickerson/University
of Massachusetts Medical School; Chromosome,
Prokaryotic (p. 141), © Mike Fisher/Custom
Medical Stock Photo; Chromosomes, Artificial
(p. 145), Courtesy of Dr. Huntington F.
Williard/University Hospitals of Cleveland;
Cloning Organisms (p. 163), © Dr.Yorgos
Nikas/Phototake; Cloning: Ethical Issues (p. 159),
AP/Wide World Photos; College Professor

(p. 166), © Bob Krist/Corbis; Colon Cancer

(p. 169), © Albert Tousson/Phototake; Colon
Cancer (p. 167), © G-I Associates/Custom
Medical Stock Photo; Conjugation (p. 183),

© Dennis Kunkel/Phototake; Conservation
Geneticist (p. 191), © Annie Griffiths Belt/
Corbis; Delbriick, Max (p. 204), Library of
Congress; Development, Genetic Control of

(p. 208), © JL. Carson/Custom Medical Stock
Photo; DNA Microarrays (p. 226), Courtesy of
James Lund and Stuart Kim, Standford
University; DNA Profiling (p. 234), AP/Wide
World Photos; DNA Vaccines (p. 254), Penny
Tweedie/Corbis-Bettmann; Down Syndrome
(p- 257), © Custom Medical Stock Photo.






Photo Credits

Wide World Photos; Privacy (p. 191), © K.
Beebe/Custom Medical Stock Photo; Proteins
(p- 199), NASA/Marshall Space Flight Center;
Proteomics (p. 207), © Geoff Tompkinson/
Science Photo Library, National Aubodon
Society Collection/Photo Researchers, Inc.;
Proteomics (p. 206), Lagowski/Custom Medical
Stock Photo.

Quantitative Traits (p. 2), Photo by Peter
Morenus/Courtesy of University of
Connecticut; Reproductive Technology (p. 20),
© R. Rawlins/Custom Medical Stock Photo;
Reproductive Technology: Ethical Issues (p. 27),
AP/Wide World Photos; Restriction Enzymes
(p- 32), © Gabridge/Custom Medical Stock
Photo; Ribosome (p. 43), © Dennis Kunkel/
Phototake; Rodent Models (p. 61), © Reuters
NewMedia Inc./Corbis; Roundworm:

Caenorhabditis elegans (p. 63), © J. L.
Carson/Custom Medical Stock Photo; Sanger,
Fred (p. 65), © Bettmann/Corbis; Sequencing
DNA (p. 74), © 'T. Bannor/Custom Medical
Stock Photo; Severe Combined Irmmune
Deficiency (p. 76), © Bettmann/Corbis; Tay-
Sachs Disease (p. 100), © Dr. Charles J. Ball/
Corbis; Transgenic Animals (p. 125), Courtesy
Cindy McKinney, Ph.D./Penn State
University’s Transgenic Mouse Facility;
Transgenic Organisms: Ethical Issues (p. 131),

© Daymon Hartley/Greenpeace; Transgenic
Plants (p. 133), © Eurelios/Phototake;
Transplantation (p. 140), © Reuters New
Media/Corbis; Twins (p. 156), © Dennis
Degnan/Corbis; X Chromosome (p. 175),

© Gale Group; Yeast (p. 180), © Dennis
Kunkel; Zebrafish (p. 182), Courtesy of Dr.
Jordan Shin, Cardiovascular Research Center,
Massachusetts General Hospital.











































































