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Preface

The cover picture shows a smooth quartic surface in space, the simplest ex-
ample of a projective model of a K3 surface. In the following pages we will
encounter many more examples of models of such surfaces.

The purpose of this volume is to study and classify projective models
of complex K3 surfaces polarized by a line bundle L such that all smooth
curves in |L| have non-general Clifford index. Such models are in a natural
way contained in rational normal scrolls.

These models are special in moduli in the sense that they do not repre-
sent the general member in the countable union of 19-dimensional families
of polarized K3 surfaces. However, they are of interest because they fill up
the set of models in Pg for g ≤ 10 not described as complete intersections in
projective space or in a homogeneous space as described by Mukai, with a few
classificable exceptions.

Thus our study enables us to classify and describe all projective models of
K3 surfaces of genus g ≤ 10, which is the main aim of the volume.
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1

Introduction

1.1 Background

A K3 surface is a smooth compact complex connected surface with trivial
canonical bundle and vanishing first Betti number. The mysterious name
K3 is explained by A. Weil in the comment on his Final report on contract
AF18(603)-57 (see [We] p 546):

Dans la seconde partie de mon rapport, il s’agit des variétés kähler-
iénnes dites K3, ainsi nommées en l’honneur de Kummer, Kodaira,
Kähler et de la belle montagne K2 au Cachemire.

It is well known that all K3 surfaces are diffeomorphic, and that there is a
20-dimensional family of analytical isomorphism classes of K3 surfaces. How-
ever, the general element in this family is not algebraic, in fact the algebraic
ones form a countable union of 19-dimensional families. More precisely, for any
n > 0 there is a 19-dimensional irreducible family of K3 surfaces equipped
with a base point free line bundle of self-intersection n. Moreover, the family
of K3 surfaces having ≥ k linearly independent divisors (i.e. the surfaces with
Picard number ≥ k, where the Picard number is by definition the rank of
the Picard group) forms a dense countable union of subvarieties of dimension
20− k in the family of all K3 surfaces. In particular, on the general algebraic
K3 surface all divisors are linearly equivalent to some rational multiple of the
hyperplane class (see [G-H, pp. 590–594]).

A pair (S, L) of a K3 surface S and a base point free line bundle L with
L2 = 2g − 2 will be called a polarized K3 surface of genus g. Note that
g = h0(L) − 1 and that g is the arithmetic genus of any member of |L|. The
sections of L give a map ϕL of S to Pg, and the image is called a projective
model of S. When ϕL is birational, the image is a surface of degree 2g − 2 in
Pg. It is also easy to see that a projective model of genus 2 is a 2 : 1 map
S → P2 branched along a sextic curve.

A very central point in the theory of projective models of K3 surfaces is
that by the adjunction formula every smooth hyperplane section of a projec-

T. Johnsen and A.L. Knutsen: LNM 1842, pp. 1–14, 2004.
c© Springer-Verlag Berlin Heidelberg 2004



2 1 Introduction

tive model of S (these are the images by ϕL of the smooth members of |L|)
are canonical curves, i.e. curves for which ωC � OC(1).

The first examples of projective models of K3 surfaces are the ones which
are complete intersections in projective space. Using the fact that for a com-
plete intersection surface S of n−2 hypersurfaces in Pn of degrees d1, . . . , dn−2

we have ωS � OS(
∑

di − n − 1) and h1(OS) = 0 (see e.g. [Hrts, Exercises
II,8.4 and III,5,5]), we find that there are exactly three types of K3 com-
plete intersections, namely a hyperquartic in P3, a complete intersection of
a hyperquadric and a hypercubic in P4 and a complete intersection of three
hyperquadrics in P5.

In fact one can show that any birational projective model of genus 3 is
a quartic surface and of genus 4 a complete intersection of a quadric and a
cubic hypersurface. But already for genus 5 the situation is not as simple: The
general model is a complete intersection of three hyperquadrics, but there are
models which are not. In fact, take a 3-dimensional smooth rational normal
scroll X of degree 3 in P5, which can be seen as the union of P2s parametrized
by P1, i.e. a P2-bundle over P1. Intersect this scroll by a (sufficiently general)
cubic hypersurface C containing one of the P2-fibers, call it F , then the inter-
section is C ∩ X = F ∪ S, where S is a smooth surface of degree 8 in P5, i.e.
a K3 surface. The ideal of this surface cannot be generated only by quadrics,
whence S is not a complete intersection of three hyperquadrics. Note that the
intersection of C with a general P2-fiber is a smooth curve of degree 3 in P2,
which is elliptic by the genus formula, so S contains a pencil of elliptic curves
of degree 3. In particular, since such a curve cannot be linearly equivalent
to a multiple of the hyperplane section, S contains two linearly independent
divisors, whence these surfaces can at most fill up an 18-dimensional family
(in fact we will show that they do fill up an 18-dimensional family). Another
interesting point is that the elliptic pencil on the surface cuts out a g1

3 (i.e. a
linear system of dimension 1 and degree 3) on each hyperplane section of S.
Conversely, by a classical theorem of Enriques-Petri, the homogeneous ideal
of a canonical curve with a g1

3 is generated by both quadrics and cubics, so
any projective model in P5 of a K3 surface whose hyperplane sections have a
g1
3 cannot be the complete intersection of three hyperquadrics.

For 6 ≤ g ≤ 10 and g = 12 it is shown by Mukai in [Mu1] and [Mu2] that
the general projective models are complete intersections in certain homoge-
neous varieties contained in projective spaces of larger dimension than g. The
ambient varieties are constructed using special divisors on the hyperplane sec-
tions, and the general models have the property that their hyperplane sections
do not carry certain particular gr

ds induced from divisors on the surface.
That the projective model of a K3 surface somehow has to do with special

divisors carried by the curves in |L| dates back to the classical paper [SD]
of Saint-Donat, which has become the main reference for all later work on
projective models of or curves on K3 surfaces.

As remarked in [SD] it is clear from Zariski’s Main Theorem (see e.g. [Hrts,
V, Thm. 5.2]) that
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ϕL = uL ◦ θL,

where uL is a finite morphism and θL maps S birationally onto a normal
surface by contracting finitely many curves to rational double points and is
an isomorphism outside these curves (the contracted curves are the curves
sent to a point, and these are precisely the curves ∆ such that L.∆ = 0).

One of the main results in [SD] describes exactly when the map uL is an
identity, in other words when ϕL is birational.

Theorem 1.1 (Saint-Donat [SD]). Let L be a base point free line bundle
with L2 > 0 on a K3 surface S. The following conditions are equivalent:

(a) ϕL is not birational.
(b) There is a smooth hyperelliptic curve in |L|.
(c) All the smooth curves in |L| are hyperelliptic.
(d) L2 = 2; or there is a smooth elliptic curve E on S satisfying E.L = 2; or

L ∼ 2B for a smooth curve B with B2 = 2 and L ∼ 2B.

A linear system |L| satisfying these properties is said to be hyperelliptic.
Furthermore, if L is not hyperelliptic, then the natural maps SnH0(L) →

H0(nL) are surjective for all n

(Recall that a smooth curve is said to be hyperelliptic if it carries a g1
2 .)

This “lifts” the classical fact that the canonical morphism of a smooth curve is
an embedding if and only if the curve is not hyperelliptic and also Noether’s
theorem, to the surface:

Theorem 1.2 (Noether [No]). If C is not hyperelliptic, then the ring
⊕H0(C, nωC) is the homogeneous coordinate ring of C in its canonical em-
bedding in Pg.

Moreover, Saint-Donat’s result tells that a g1
2 on a smooth curve on a K3

surface “propagates” to the other smooth members of the linear system. In
fact, except for the trivial case where all the curves have genus 2 (the case
L2 = 2) and are therefore trivially hyperelliptic, such a propagating g1

2 is given
by the pencils OC(E) or 1

2OC(B) for any smooth curve C ∈ |L|, corresponding
to the curves E and B in (d).

Another main result in [SD] describes the homogeneous ideal of the image
ϕL(S):

Theorem 1.3 (Saint-Donat [SD]). Let L be a base point free non-hyperelliptic
line bundle with L2 ≥ 8 on a K3 surface S. Denote by I the graded ideal de-
fined as the kernel of the map S∗H

0(L) → ⊕H0(nL). Then I is generated by
quadrics and cubics. Moreover the following conditions are equivalent:

(a) I is generated not only by quadrics.
(b) |L| contains a smooth curve carrying a g1

3 or a g2
5.

(c) All the smooth curves in |L| carry a g1
3 or all carry a g2

5.
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(d) There is a smooth elliptic curve E on S satisfying E.L = 3; or L ∼ 2B+Γ
for a smooth curve B with B2 = 2 and Γ a smooth rational curve with
B.Γ = 1 (and Γ 2 = −2, in particular L2 = 10).

Again, this lifts the classical result of Petri from the curve to the surface:

Theorem 1.4 (Petri [Pe]). The homogeneous ideal of a non-hyperelliptic
canonical curve C is generated by quadrics, unless C has a g1

3 or a g2
5.

In the cases L2 = 4 or 6 all the smooth curves in |L| have genus 3 or 4, so
they necessarily carry a g1

3 (i.e. they are trigonal). For higher genus the last
result again tells that g1

3s and g2
5s “propagate” among the smooth curves in

|L|. Indeed the linear systems |E| and |B| on S given in (d) cut out a g1
3 and

a g2
5 respectively on all the members of |L|.
Moreover, Saint-Donat gives a thorough description of the projective mod-

els in the special cases where |L| is hyperelliptic or I is generated not only by
quadrics. The models happen to lie in rational normal scrolls.

To broaden our perspective, let us recall the definition of the Clifford index
of a smooth curve C of genus g, introduced by H. H. Martens in [HMa]. This is
denoted by Cliff C and is the minimal integer deg A−2(h0(A)−1) for all line
bundles A on C satisfying h0(A) ≥ 2 and h1(A) ≥ 2. (The latter requirements
presuppose that g ≥ 4; however one can give ad hoc definitions in the cases of
genus 2 or 3, by setting Cliff C = 0 for C of genus 2 or hyperelliptic of genus 3,
and Cliff C = 1 for C non-hyperelliptic of genus 3.) Clifford’s theorem states
that Cliff C ≥ 0 with equality if and only if C is hyperelliptic and Cliff C = 1
if and only if C is trigonal or a smooth plane quintic. Moreover, we also have
Cliff C ≤ � g−1

2 �, with equality for the general curve (cf. [A-C-G-H, V]).
We can rephrase the two results above of Saint-Donat by saying that ϕL

is birational if and only if Cliff C > 0 for every smooth curve C ∈ |L| and
that in addition I is generated only by quadrics if and only if Cliff C > 1 for
every smooth curve C ∈ |L|.

Moreover, Saint-Donat’s results yield that either all or none of the smooth
curves in a complete linear system on a K3 surface have Clifford index 0
(resp. 1). It is then a natural question to ask whether this also holds for
higher indices.

Around ten years after the appearance of Saint-Donat’s paper, interesting
new techniques were introduced in the study of projective varieties.

One tool was the introduction of Koszul cohomology in [Gr] in connection
with the study of syzygies and the resulting famous conjecture of Green.

Consider a smooth variety X with a base point free line bundle L with
r := h0(L) − 1 on it and the graded ring R := ⊕m≥0H

0(X, mL). This is
in a natural way a finitely generated module over T := Sym H0(X, L), the
coordinate ring of the projective space P(H0(L)), and so has a minimal graded
free resolution

0 −→ Mr−1 −→ . . . −→ M1 −→ M0 −→ R −→ 0,
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where each Mi is a direct sum of twists of T :

Mi = ⊕jT (−j) ⊗ Mi,j � ⊕jT (−j)βi,j .

The finite dimensional vector space Mi,j is called the syzygy of order i and
weigth j and the βi,j := dimMi,j are called the graded Betti-numbers. Now L
is said to satisfy property Np if

M0 = T and Mi = T (−i − 1)βi,i−1 for all 1 ≤ i ≤ p.

To be more concrete, N0 means that ϕL(X) is projectively normal, N1 that in
addition its homogeneous ideal is generated by quadrics, and more generally
Np for p ≥ 2 means that in addition the matrices in the minimal graded free
resolution have linear entries from the second to the pth step.

Now if X = C is a smooth curve Green conjectured the following:

Conjecture 1.5 (Green [Gr]). The Clifford index of C is the least integer
p for which property Np fails for the canonical bundle.

For Cliff C = 0 this is Noether’s theorem and for Cliff C = 1 this is Petri’s
theorem.

A “Lefschetz theorem” as in [Gr, (3.b.7)] implies that the syzygies of a
hyperplane section of a K3 surface are the same as the ones of the K3 surface,
so that all linearly equivalent smooth curves on a K3 surface have the same
syzygies. Therefore an immediate consequence of Green’s conjecture would
be that all the smooth curves in a linear system on a K3 surface have the
same Clifford index (since all such are canonically embedded by ϕL, by the
adjunction formula).

A second important tool was the vector bundle techniques introduced by
Lazarsfeld [La2] and Tyurin [Ty] (and also by Reider [Rdr] in a slightly dif-
ferent context). Using these techniques Green and Lazarsfeld [G-L4] proved
that all the smooth curves in a linear system on a K3 surface have the same
Clifford index. Moreover, they proved that if non-general, i.e. if < � g−1

2 �, the
Clifford index is induced by a line bundle on the surface, similarly to the cases
studied by Saint-Donat.

Theorem 1.6 (Green-Lazarsfeld [G-L4]). Let L be a base point free line
bundle on a K3 surface S with L2 > 0. Then Cliff C is constant for all smooth
irreducible C ∈ |L|, and if Cliff C < � g−1

2 �, then there exists a line bundle
M on S such that MC := M ⊗ OC computes the Clifford index of C for all
smooth irreducible C ∈ |L|.

As an immediate consequence we see that in the general case, i.e. when
Pic S � ZL, then there can exist no line bundle M as above, so on the general
K3 surface all curves have the general Clifford index.

By the result of Green and Lazarsfeld it makes sense to define the Clifford
index Cliff L of a base point free line bundle, or the Clifford index Cliff L(S)
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of a polarized K3 surface (S, L), as the Clifford index of the smooth curves in
|L|.

The fact that the Clifford index somehow influences the projective model
of S was also remarked in [Kn4], where the second author studies higher order
embeddings of K3 surfaces. Roughly speaking the Clifford index determines
the amount of (k + 1)-secant (k − 1)-planes of the projective model.

In this book we study the projective models of those polarized K3 sur-
faces of genus g of non-general Clifford index, i.e. with Cliff L(S) < � g−1

2 �.
These surfaces are special in moduli, since they can only fill up at most 18-
dimensional families (except in the particular cases where S has Picard num-
ber one and L is non-primitive, i.e. L is an integral multiple ≥ 2 of the
generator of Pic S).

As in the cases of Clifford index 0 and 1 studied by Saint-Donat, these
models lie in rational normal scrolls in a natural way.

The central point is that by the result of Green and Lazarsfeld there exists
in these cases a linear system |D| on S computing the Clifford index of L. We
can moreover choose such a linear system which is base point free and such
that the general member is a smooth curve. We call such a divisor (class) D
a free Clifford divisor for L.

The images of the members of |D| by ϕL span sublinear spaces inside
Pg. Each subpencil {Dλ} within the complete linear system |D| then gives
rise to a pencil of sublinear spaces. For each fixed pencil the union of these
spaces will be a rational normal scroll T . These scrolls are the natural ambient
spaces for non-Clifford general K3 surfaces. Our description is inspired by
and uses methods developed by Schreyer in [Sc], where the authour studies
scrolls containing canonical curves and uses this to prove Green’s conjecture
for g ≤ 8. In the same spirit as Saint-Donat, we so to speak lift Schreyer’s
results from the curve to the surface.

In the cases of Clifford index 1 and 2 with D2 = 0, the description of the
projective models is particularly nice, since they are then complete intersec-
tions in their corresponding scrolls.

Another important tool, which was still not available at the time [SD] was
written, are the results on lattices by Nikulin [Ni], which allows to construct
families of K3 surfaces with prescribed lattices, and thus show the existence of
several interesting families. Using this, the second author proved the following
Existence Theorem in [Kn2]: For any pair of integers (g, c) such that g ≥ 2
and 0 ≤ c ≤ � g−1

2 �, there exists an 18-dimensional family of polarized K3
surfaces of genus g and of Clifford index c. Similar techniques allow us to
prove the existence of all the families we study in this book and also compute
their number of moduli.

We also give a description of those projective models for g ≤ 10 that
are Clifford general, but still not general in the sense of Mukai (i.e. they are
not complete intersections in homogeneous spaces). These models are also
contained in scrolls, and can be analysed in a similar manner. Together with
Mukai’s results this then gives a complete picture of the birational projective
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models for g ≤ 10. For g = 11 and g ≥ 13 our description of non-Clifford
general projective models is not supplemented by any description of general
projective models at all. We hope, however, that our description of the non-
general models may have some interest in themselves.

1.2 Related literature

K3 surfaces in scrolls have also been studied in [Br] and [Ste].
Saint-Donat’s results on the propagation of g1

2s and g1
3s among the smooth

curves in a linear system on a K3 surface were extended to other g1
ds by Reid

[Re3]. The general question of propagation of gr
ds came out of work of Harris

and Mumford [H-M]. In fact they conjectured (unpublished) that the gonality
(i.e. the minimal degree of a pencil on a curve) should be constant among the
smooth curves in a linear system. Subsequently, Donagi and Morrison [D-M]
pointed out the following counterexample:

Example 1.7. [D-M, (2.2)] Let π : S → P2 be a K3 surface of genus
2, i.e. a double cover of P2 branched along a smooth sextic, and let L :=
π∗OP2(3). The arithmetic genus of the curves in |L| is 10. We have H0(L) =
π∗H0OP2(3)⊕W , where W is the one-dimensional subspace of sections van-
ishing on the ramification locus. The smooth curves C in the first summand
are double covers of cubics, whence tetragonal (they all carry a 1-parameter
family of g1

4s which is the pullback of the 1-parameter family of g1
2s on π(C)).

On the other hand, the general curve in |L| is isomorphic to a smooth plane
sextic and is therefore of gonality 5. (Note that, in full accordance with the
theorem of Green and Lazarsfeld, all the curves have Clifford index 1.)

The question is still open whether there exist other counterexamples. Cilib-
erto and Pareschi [C-P] proved that this is indeed the only counterexample
when L is ample.

Exceptional curves, i.e. curves for which the Clifford index is not computed
by a pencil, so that Cliff C < gon C − 2, were studied in [E-L-M-S], where a
whole class of examples were constructed as curves on K3 surfaces.

As for other surfaces, the constancy of the Clifford index and gonality
of the smooth curves in a linear system on a Del Pezzo surface was studied
by Pareschi [Pa] and the second author [Kn1, Kn3], who also classifies the
exceptional curves on Del Pezzo surfaces.

As for recent work on Green’s conjecture we refer to the recent brilliant
work of Voisin [Vo1, Vo2], who - most interestingly - uses curves on K3 sur-
faces.

1.3 How the book is organised

Chapter 2. We recall the definition and some basic facts about rational normal
scrolls, and how to obtain such scrolls from surfaces with pencils on them.
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Most of this stems from [Sc]. At the end we give some special results when
the surface is K3.

Chapter 3. The Clifford index of a curve is defined and the result of Green
and Lazarsfeld for curves on K3 surfaces is given. We define the Clifford index
of a base point free line bundle L with L2 = 2g − 2 (or the polarized surface
(S, L)) to be the Clifford index of all the smooth curves in |L|. The divisor
class D on S computing the Clifford index c of L, when this is less than
� g−1

2 �, is studied, and we show that we can always find one such satisfying
0 ≤ D2 ≤ c + 2 and such that |D| is base point free and the general member
of |D| is a smooth curve. Such a divisor (class) will be called a free Clifford
divisor for L (Definition 3.6). (The definition only depends on the class of D.)

The images of the members of |D| by ϕL span sublinear spaces inside Pg.
Each subpencil {Dλ} within the complete linear system |D| then gives rise to
a pencil of sublinear spaces. For each fixed pencil the union of these spaces
will be a rational normal scroll T .

Chapter 4. The main result from [Kn2], the above mentioned Existence
Theorem, and its proof are recalled.

Chapter 5. We study in detail the singular locus of the projective model
ϕL(S) and the scroll T in which we choose to view this model as contained.
We show (Theorem 5.7) that we can always find a free Clifford divisor D such
that the singular locus of T is “spanned” by the images of the base points
of the pencil {Dλ} and the contractions of smooth rational curves across the
members of the pencil. A free Clifford divisor with this extra property will be
called a perfect Clifford divisor (Definition 5.9). The proofs use results about
higher order embeddings of K3 surfaces as developed by the second author in
[Kn4], which we briefly recall in Section 1.4 below. We also include a study of
the projective model if c = 0 (the hyperelliptic case), which is Saint-Donat’s
classical result [SD]. Some proofs are postponed until the next chapter.

Chapter 6. Here some of the longer proofs of the results in the previous
chapter are given.

Chapter 7. We study and find (up to certain invariants) a resolution of
ϕL(S) inside its scroll T when T is smooth. In this case a general hyperplane
section of T is a scroll formed in a similar way from a pencil computing the
gonality on a canonical curve C of genus g (the gonality is c+2). Such scrolls
were studied in [Sc], and our results (Lemma 7.1 and Proposition 7.2) for K3
surfaces in smooth scrolls are quite parallel to those of [Sc].

Chapter 8. We treat the case when the scroll T is singular. The approach
is to study the blow up f : S̃ → S at the D2 base points of the pencil
{Dλ} and the projective model S′′ := ϕH(S̃) of S̃ by the base point free line
bundle H := f∗L + f∗D − E, where E is the exceptional divisor. The pencil
|f∗D − E| defines a smooth rational normal scroll T0 that contains S′′ and is
a desingularization of T .

We use Koszul cohomology and techniques inspired by Green and Lazars-
feld to compute some Betti-numbers of the ϕL(Dλ) and we obtain that they
all have the same Betti-numbers for low values of D2 and this is a necessary
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and sufficient condition for “lifting” the resolutions of the fibers to one of the
surface S′′ in T0. We prove that S′′ is normal, and use this to give more details
about the resolution. We give conditions under which we can push down the
resolution to one of ϕL(S) in T . Here we use results from [Sc]. We end the
section by investigating some examples for low genera.

Chapter 9. We consider in more detail the projective models in smooth
scrolls for c = 1, 2 and 3 (< � g−1

2 �). The description is particularly nice for
c = 1 and 2, since the projective models are complete intersections in their
corresponding scrolls.

We study the sets of projective models in (c + 2)-dimensional scrolls of
given types. Since the scroll type is dependent on which rational curves that
exist on S, and therefore on the Picard lattice, it is natural that the dimension
of the set of models in question in a scroll as described is dependent on the
scroll type. We study this interplay, and obtain a fairly clear picture for c = 1
and 2. Most of the information presented can also be obtained from combining
material in [Re2], [Ste], and [Br]. For c = 3 we study a Pfaffian map of the
resolution of ϕL(S) in the scroll. In Remark 9.19 we predict the dimension of
the set of projective K3 models inside a fixed smooth scroll of a given type,
for arbitrary c < � g−1

2 �. We state the special case c = 3 as Conjecture 9.15.
Chapter 10. We give the definition of BN general polarized K3 surfaces

introduced by Mukai in [Mu2]: A polarized K3 surface (S, L) is said to be Brill-
Noether (BN) general if for all non-trivial decompositions L ∼ M + N one
has h0(M)h0(N) < h0(L). (One easily sees that this is for instance satisfied if
any smooth curve C ∈ |L| is Brill-Noether general, i.e. carries no line bundle
A for which ρ(A) := g − h0(A)h1(A) < 0.) In [Mu1] it is shown that all
such projective models of BN general surfaces of genus g ≤ 10 and g = 12
are complete intersections in certain homogeneous spaces, and that being BN
general is also a necessary condition to have such a model (see Theorem 10.3
below).

We study the projective models for g ≤ 10 that are Clifford general but not
BN general. By the concrete description in [Mu2] of such surfaces it follows
that their projective models are also contained in scrolls. We analyse them in
a similar manner.

Chapter 11. We conclude by giving a complete list and descripton of all
birational projective models of K3 surfaces for g ≤ 10 (including both the
general ones in the sense of Mukai and the remaining ones, that we give a
detailed classification of here).

Chapter 12. Some related issues and applications of the ideas developed in
this book are discussed, like rational curves in families of Calabi-Yau threefolds
and scrolls containing Enriques surfaces.

1.4 Notation and conventions

We use standard notation from algebraic geometry, as in [Hrts].
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The ground field is the field of complex numbers. All surfaces are reduced
and irreducible algebraic surfaces.

By a K3 surface is meant a smooth surface S with trivial canonical bundle
and such that H1(OS) = 0. In particular h2(OS) = 1 and χ(OS) = 2.

By a curve is always meant a reduced and irreducible curve (possi-
bly singular). The adjunction formula for a curve C on a surface S reads
OC(C + KS) � ωC , where ωC is the dualising sheaf of C, which is just the
canonical bundle when C is smooth. In particular, the arithmetic genus pa of
C is given by C.(C + KS) = 2pa − 2.

On a smooth surface we use line bundles and divisors, as well as the mul-
tiplicative and additive notation, with little or no distinction. We denote by
Pic S the Picard group of S, i.e. the group of linear equivalence classes of
line bundles on S. The Hodge index theorem yields that if H ∈ Pic S with
H2 > 0, then D2H2 ≤ (D.H)2 for any D ∈ Pic S, with equality if and only
if (D.H)H ≡ H2D.

Linear equivalence of divisors is denoted by ∼, and numerical equivalence
by ≡. Note that on a K3 surface S linear and numerical equivalence is the
same, so that Pic S is torsion free. The usual intersection product of line
bundles (or divisors) on surfaces therefore makes the Picard group of a K3
surface into a lattice, the Picard lattice of S, which we also denote by Pic S.

For two divisors or line bundles M and N on a surface, we use the notation
M ≥ N to mean h0(M−N) > 0 and M > N , if in addition M−N is nontrivial.

If L is any line bundle on a smooth surface, L is said to be numerically
effective, or simply nef , if L.C ≥ 0 for all curves C on S. In this case L is said
to be big if L2 > 0.

If F is any coherent sheaf on a variety V , we shall denote by hi(F)
the complex dimension of Hi(V,F), and by χ(F) the Euler characteristic∑

(−1)ihi(F). In particular, if D is any divisor on a normal surface S, the
Riemann-Roch formula for D is χ(OS(D)) = 1

2D.(D−KS)+χ(OS). Moreover,
if D is effective and nonzero and L is any line bundle on D, the Riemann-Roch
formula for L on D is χ(L) = degL + 1 − pa(D) = degL − 1

2D.(D + KS).
We will make use of the following results of Saint-Donat on line bundles on

K3 surfaces. The first result will be used repeatedly, without further mention.

Proposition 1.8. [SD, Cor. 3.2] A complete linear system on a K3 surface
has no base points outside of its fixed components.

Proposition 1.9. [SD, Prop. 2.6] Let L be a line bundle on a K3 surface S
such that |L| �= ∅ and such that |L| has no fixed components. Then either

(i) L2 > 0 and the general member of |L| is a smooth curve of genus L2/2+1.
In this case h1(L) = 0, or

(ii)L2 = 0, then L � OS(kE), where k is an integer ≥ 1 and E is a smooth
curve of arithmetic genus 1. In this case h1(L) = k− 1 and every member
of |L| can be written as a sum E1+· · ·+Ek, where Ei ∈ |E| for i = 1, . . . , k.
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Lemma 1.10. [SD, 2.7] Let L be a nef line bundle on a K3 surface S. Then
|L| is not base point free if and only if there exist smooth irreducible curves
E, Γ and an integer k ≥ 2 such that

L ∼ kE + Γ, E2 = 0, Γ 2 = −2, E.Γ = 1.

In this case, every member of |L| is of the form E1 + · · · + Ek + Γ , where
Ei ∈ |E| for all i.

To show the existence of K3 surfaces with certain divisors on it, a very
useful result is the following by Nikulin [Ni] (the formulation we use is due to
Morrison):

Proposition 1.11. [Mo, Cor. 2.9(i)] Let ρ ≤ 10 be an integer. Then every
even lattice of signature (1, ρ−1) occurs as the Picard group of some algebraic
K3 surface.

Consider now the group generated by the Picard-Lefschetz reflections

φΓ : Pic S −→ Pic S

D �→ D + (D.Γ )Γ

where Γ ∈ Pic S satisfies Γ 2 = −2. Note that a reflection leaves the intersec-
tions between divisors invariant.

The following result will also be useful for our purposes:

Proposition 1.12. [B-P-V, VIII, Prop. 3.9] A fundamental domain for this
action, restricted to the positive cone, is the big-and-nef cone of S.

This means that given a certain Picard lattice, we can perform Picard-
Lefschetz reflections on it, and thus assume that some particular line bundle
chosen (with positive self-intersection) is nef.

We will need some results about higher order embeddings of K3 surfaces
from [Kn4], which we here recall:

Proposition 1.13. Let k ≥ 0 be an integer and L a big and nef line bundle
on a K3 surface with L2 ≥ 4k. Assume Z is a 0-dimensional subscheme of S
of length h0(OZ) = k + 1 such that

H0(L) −→ H0(L ⊗OZ)

is not onto, and for any proper subscheme Z ′ of Z, the map

H0(L) −→ H0(L ⊗OZ′)

is onto.
Then there exists an effective divisor D passing through Z satisfying D2 ≥

−2, h1(D) = 0 and the numerical conditions
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2D2
(i)

≤ L.D ≤ D2 + k + 1
(ii)

≤ 2k + 2
with equality in (i) if and only if L ∼ 2D and L2 ≤ 4k + 4, (1.1)
and equality in (ii) if and only if L ∼ 2D and L2 = 4k + 4.

Furthermore, either L − 2D ≥ 0, or L2 = 4k and h0(OS(L − D) ⊗OZ) > 0.
Finally, if L2 = 4k + 4 and L ∼ 2D, then h0(OS(D) ⊗ JZ) = 2, and if

L2 = 4k + 2 and D2 = k, then L ∼ 2D + Γ , for a smooth rational curve Γ
satisfying Γ.D = 1 and Γ ∩ Z �= ∅.

Proof. All the statements are implicitly contained in [Kn4], but we will go
through the main steps in the proof for the sake of the reader.

Under the above hypotheses, it follows from the first part of the proof of
[B-S, Thm. 2.1] or from [Ty, (1.12)] that there exists a rank 2 vector bundle
E on S fitting into the exact sequence

0 −→ OS −→ E −→ L ⊗ JZ −→ 0, (1.2)

and such that the coboundary map

δ : H1(L ⊗ JZ) −→ H2(OS) � C,

is an isomorphism. In particular H1(E) = H2(E) = 0 and we also have
det E = L and c2(E) = degZ = k + 1.

Secondly, since L2 ≥ 4k, one computes by Riemann-Roch

χ(E ⊗ E∗) = c1(E)2 − 4c2(E) + 4χ(OS) ≥ 4,

whence h0(E ⊗ E∗) ≥ 2 by Serre duality. This means that E has nontrivial
endomorphisms, and by standard arguments, as for instance in [D-M, Lemma
4.4], there are line bundles M and N on S and a zero-dimensional subscheme
A ⊂ S such that E fits in an exact sequence

0 −→ N −→ E −→ M ⊗ JA −→ 0 (1.3)

and either N ≥ M , or A = ∅ and the sequence splits. In the latter case, we
can and will assume by symmetry that N.L ≥ M.L (which is automatically
fulfilled in the first case, by the nefness of L).

Combining (1.2) and (1.3) we find

det E = L ∼ M + N and c2(E) = degZ = k + 1 = M.N + deg A. (1.4)

It follows that N.L ≥ 1
2 (N.L + M.L) ≥ 1

2L2 > 0 and N2 = N.L − M.N ≥
1
2L2 −M.N ≥ 2k− (k +1) > −2, so N > 0 by Riemann-Roch. It folloms that
h0(N∨) = 0, so tensoring (1.2) and (1.3) by N∨ and taking cohomology, we
get h0(M ⊗ JZ) ≥ h0(E ⊗ N∨) > 0, whence M > 0 as well and there is an
effective divisor D ∈ |M | such that D ⊇ Z, as stated.
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Moreover, since h1(E) = h2(E) = h2(N) = 0, we get from (1.3) that
h1(D) = h1(M) = 0, whence D2 ≥ −2 by Riemann-Roch.

From (1.4) we have M.N ≤ k + 1, in other words L.D ≤ D2 + k + 1, and
by the Hodge index theorem

2(D.L)D2 ≤ D2L2 ≤ (D.L)2.

Hence 2D2 ≤ D.L, with equality if and only if 2D.L = L2 and L ∼ 2D, in
which case we have L2 = 4D2 ≤ 4(k+1). It also follows that D2 ≤ D.L−D2 =
D.M ≤ k + 1, with equalities if and only if L ∼ 2D and D2 = k + 1, so that
L2 = 4k + 4. This establishes the numerical criteria.

Now we want to show that, possibly after interchanging M and N , either
L − 2D ≥ 0, or L2 = 4k and h0(N ⊗ JZ) > 0. So assume that h0(L − 2D) =
0. Then the sequence (1.3) splits, and by arguing as above with N and M
interchanged, we find h0(N ⊗ JZ) > 0. Since (L − 2D)2 = L2 − 4M.N ≥
4k − 4(k + 1) = −4 and (L − 2D).L ≥ 0, we see by Riemann-Roch and
the Hodge index theorem that we must have (L − 2D)2 = −2 or −4. If
(L − 2D)2 = −2, Riemann-Roch yields that 2D − L > 0. By the nefness of L
we must have (L − 2D).L = 0, whence M.L = N.L and M2 = N2, and we
get the desired result after interchanging M and N . If (L − 2D)2 = −4, then
L2 = 4k, as stated.

We now prove the two last assertions.
If L2 = 4k + 4 and L ∼ 2D, then from (1.4) we get A = ∅, so by tensoring

(1.2) and (1.3) by M∨ and taking cohomology, we get h0(M ⊗JZ) ≥ h0(E ⊗
M∨) = 2, as stated.

If L2 = 4k + 2 and D2 = k, then clearly L �∼ 2D, so by the numerical
conditions above, we get 2k < L.D ≤ 2k + 1 < 2k + 2, whence L.D = 2k + 1.
Moreover, we find that L ∼ 2D + ∆, for a ∆ > 0 satisfying ∆2 = −2 and
∆.D = 1. Since ∆.L = 0, we have that h0(∆) = 1 and ∆ is supported only
on smooth rational curves, and there has to exist a smooth rational curve Γ
with Γ.D > 0. Since L is big and nef, we get by Riemann-Roch

h0(L) =
1
2
L2 + 2 =

1
2
(2D + ∆)2 + 2 =

1
2
(4k + 4 − 2) + 2

≤ 1
2
(2D + Γ )2 + 2 = h0(2D + Γ ),

and since L is not of the particular form in Lemma 1.10 above, L is base
point free, so we must have L ∼ 2D + Γ . So N ∼ D + Γ , and Γ is fixed
in N . Since N2 = D2 and h0(N) = h0(D), it follows by Riemann-Roch that
h1(N) = h1(D) = 0. Moreover, we see from (1.4) that A = ∅, and by tensoring
(1.2) and (1.3) with N∨ and M∨ respectively, using H1(Γ ) = H1(N) = 0,
we get h0(M ⊗ JZ) = 1 and h0(N ⊗ JZ) = 2, respectively. This means that
we can choose two distinct elements N1 and N2 in |N | both containing Z
(scheme-theoretically). But since Γ is a base component of |N |, we must have
N1 = D1 + Γ and N2 = D2 + Γ , for two distinct elements D1 and D2 of |D|.
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If Z does not meet Γ , we would have both D1 and D2 containing Z (scheme-
theoretically). But this contradicts the fact that h0(OX(D) ⊗ JZ) = 1. So Z
meets Γ and we are done.

Remark 1.14. If we replace the assumptions that L be big and nef with
L2 > 0 and h1(L) = 0, one can check from the proof of [B-S, Thm. 2.1] or
from [Ty, (1.12)] that we still have a rank 2 vector bundle E on S fitting
into an exact sequence as in (1.2). Moreover, if the stronger condition L2 >
4k+4 is fulfilled, then c1(E)2 > 4c2(E), and we can use Bogomolov’s theorem
(see [Bo] or [Re1]) to find an exact sequnce as (1.3) with the properties that
(N −M)2 > 0 and (N −M).H > 0 for any ample line bundle on S. These two
numerical conditions yield with Riemann-Roch that N > M and it follows
almost automatically that h0(N∨) = 0, so as in the proof of Proposition 1.13
we find that h0(M ⊗ JZ) > 0, h1(M) = 0 and M2 ≥ −2. Furthermore, (1.4)
still holds.

Since L is not necessarily nef, we cannot assume that N.L ≥ M.L, so we
do not get the numerical conditions as in Proposition 1.13.

To sum up, under the assumptions of Proposition 1.13, with L being big
and nef replaced by h1(L) = 0, and L2 ≥ 4k replaced by L2 > 4k + 4, we get
the weaker result there is a nontrivial effective decomposition L ∼ D+N such
that N > D, N.D ≤ k + 1, h1(D) = 0, D2 ≥ −2 and D passes through Z.
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Surfaces in Scrolls

In this chapter we briefly review the definition of rational normal scrolls and
some basic facts that can be found in [Sc]. The case when a scroll contains a
surface will be of particular interest to us.

In Section 2.2 we gather some special results valid in the K3 case, which
will be useful to us later.

2.1 Rational normal scrolls

Definition 2.1. Let E = OP1(e1) ⊕ · · · ⊕ OP1(ed), with e1 ≥ . . . ≥ ed ≥ 0
and f = e1 + · · · + ed ≥ 2. Consider the linear system L = OP(E)(1) on
the corresponding Pd−1-bundle P(E) over P1. We map P(E) into Pr with
the complete linear system H0(L), where r = f + d − 1. The image T is
by definition a rational normal scroll of type e= (e1, . . . , ed). The image is
smooth, and isomorphic to P(E), if and only if ed ≥ 1.

Remark 2.2. Some authors, like in [P-S], use the term rational normal scroll
only if ed ≥ 1 (so that T is smooth), but for our purposes it will be more
convenient to use the more liberal definition above. The definition of rational
normal scrolls goes back at least to C. Segre, see [Se1] and [Se2].

Definition 2.3. Let T be a rational normal scroll of type (e1, . . . , ed). We
say that T is a scroll of maximally balanced type if e1 − ed ≤ 1.

Let L be a base point free and big line bundle on a smooth surface S. We
denote by ϕL the natural morphism

ϕL : S −→ Ph0(L)−1 := Pg

defined by the complete linear system |L|.
Assume that L can be decomposed as

L ∼ D + F, with h0(D) ≥ 2 and h0(F ) ≥ 2. (2.1)

T. Johnsen and A.L. Knutsen: LNM 1842, pp. 15–18, 2004.
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Choose a 2-dimensional subspace W ⊆ H0(S, D), which then defines a pencil

{Dλ}λ∈P1 ⊆ |D|.

Each ϕL(Dλ) will span a (h0(L)−h0(L−D)−1)-dimensional subspace of
Pg, which is called the linear span of ϕL(Dλ) and denoted by Dλ. The variety
swept out by these linear spaces,

T = ∪λ∈P1Dλ ⊆ Pg,

is a rational normal scroll:

Proposition 2.4. [Sc] The multiplication map

W ⊗ H0(S, F ) −→ H0(S, L)

yields a 2 × h0(F ) matrix with linear entries whose 2 × 2 minors vanish on
ϕL(S). The variety T defined by these minors contains ϕL(S) and is a rational
normal scroll of degree f := h0(F ) and dimension d := h0(L) − h0(L − D).
In particular d + f = g + 1.

Decomposing the pencil {Dλ} into its moving part {D′
λ} and fixed part

∆,
Dλ ∼ D′

λ + ∆,

the type (e1, . . . , ed) of the scroll T is given by

ei = #{j | dj ≥ i} − 1, (2.2)

where

d = d0 := h0(L) − h0(L − D),

d1 := h0(L − D) − h0(L − 2D′ − ∆),
...

di := h0(L − iD′ − ∆) − h0(L − (i + 1)D′ − ∆),
...

Remark 2.5. The di form a non-increasing sequence. This follows essentially
as in the proof of Exercise B-4 in [A-C-G-H], using the socalled “base-point-
free pencil trick”.

Conversely, if ϕL(S) is contained in a scroll T of degree f , the ruling of T
will cut out on S a pencil of divisors (possibly with base points) {Dλ} ⊆ |D|
with h0(L − D) = f ≥ 2, whence inducing a decomposition as in (2.1).

For any decomposition L ∼ D + F , with h0(D) ≥ 2 and h0(F ) ≥ 2,
denote by c the integer D.F − 2. We may assume D.L ≤ F.L, or equivalently
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D2 ≤ F 2. Then we have by the Hodge index theorem that D satisfies the
numerical conditions below:

2D2
(i)

≤ L.D = D2 + c + 2
(ii)

≤ 2c + 4
with equality in (i) or (ii) if and only if L ≡ 2D and L2 = 4c + 8.

Indeed, the condition D.L ≤ F.L can be rephrased as 2D.L ≤ L2, and by
the Hodge index theorem 2D2(D.L) ≤ D2L2 ≤ (D.L)2, with equalities if and
only if L ≡ 2D.

If the set

A(L) := {D ∈ Pic S | h0(D) ≥ 2 and h0(L − D) ≥ 2}

is nonempty, define the integer µ(L) as

µ(L) := min {D.F − 2 | L ∼ D + F and D, F ∈ A(L)}
= min {D.L − D2 − 2 | D ∈ A(L)}

and set

A0(L) := {D ∈ A(L) | D.(L − D) = µ(L) + 2}

2.2 Specializing to K3 surfaces

For K3 surfaces we have the following result:

Proposition 2.6. Let L be a base point free and big line bundle on a K3
surface S such that A(L) �= ∅. Then µ(L) ≥ 0 and any divisor D in A0(L)
will have the following properties:

(i) the (possibly empty) base divisor ∆ of D satisfies L.∆ = 0,
(ii)h1(D) = 0.

Proof. The first statement follows from the fact that any member of the com-
plete linear system of a base point free and big line bundle on a K3 surface
is numerically 2-connected (see [SD, (3.9.6)], or [Kn4, Thm. 1.1] for a more
general statement).

We first show (i).
If D is nef but not base point free, then by Lemma 1.10, D ∼ kE + Γ ,

for an integer k ≥ 2 and divisors E and Γ satisfying E2 = 0, Γ 2 = −2 and
E.Γ = 1. Since L is base point free, we must have E.L ≥ 2 (see [SD] or [Kn4,
Thm. 1.1]), so D.L − D2 = (kE + Γ ).L − (2k − 2) ≥ kE.L − 2(k − 1) ≥
E.L + 2(k − 1) − 2(k − 1) = E.L, which implies E.L = 2, µ(L) = 0, and as
asserted Γ.L = 0.
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If D is not nef, there exists a smooth rational curve Γ such that Γ.D < 0.
Letting D′ := D − Γ and we have D′ ∈ A(L) and D′.(L − D′) = D.(L −
D) − L.Γ + 2Γ.D + 2 ≤ D.(L − D), whence L.Γ = 0, Γ.D = −1, D′2 = D2,
L.D′ = L.D and D′(L − D′) = D.(L − D) = c + 2. Continuing inductively,
we get that ∆.L = 0, as desired.

Since ∆.L = 0 and (D − ∆).L − (D − ∆)2 ≥ D.L − D2, we must have
D2 ≥ (D − ∆)2 ≥ 0.

We now prove (ii).
If h1(D) �= 0, there exists by Ramanujam’s lemma an effective decom-

position D ∼ D1 + D2 such that D1.D2 ≤ 0. By the Hodge index theo-
rem (and the fact that D2 ≥ 0) we can assume D2

1 ≥ 0 and D2
2 ≤ 0, with

equalities occurring simultaneously. The divisor D1 is in A(L), and writing
F := L − D we get D1.(F + D2) = D.F + D1.D2 − D2.F ≥ F.D, whence
D2.F ≤ D1.D2 ≤ 0. But L is nef, so D2.L = D2.D +D2.F ≥ 0, which implies
D2.F = D1.D2 = D2

1 = D2
2 = 0. Now the same argument works for D1, so

D1.F = 0 and we get the contradiction D.F = (D1 + D2).F = 0. �

Writing L ∼ D + F , the above result is of course symmetric in D and F .
It turns out that we can choose one of them to have an additional property.
More precisely, we have :

Proposition 2.7. Let L be a base point free line bundle on a K3 surface S
such that A(L) �= ∅. We can find a divisor D in A0(L) such that either |D| or
|L − D| (but not necessarily both at the same time) is base point free and its
general member is smooth and irreducible. If L is ample, then for any divisor
D in A0(L) the above conditions will be satisfied for both |D| and |L − D|.

Proof. Let D ∈ A0(L). Denote its base locus by ∆ and assume it is not zero.
Then L.∆ = 0 by the previous proposition.

If D is nef but not base point free, then D ∼ kE + Γ as above and the
smooth curve E will satisfy the desired conditions.

If D is not nef, there exists a smooth rational curve Γ such that Γ.D < 0.
Letting D′ := D − Γ , we can argue inductively as above until we reach a
divisor which is base point free or of the form kE + Γ .

This procedure can of course not be performed on both D and L − D
simultaneously, but if L is ample, they are both automatically base point free.

The fact that the general member of |D| (or |L − D|) is a smooth curve
now follows from Proposition 1.9, since h1(D) = 0. �

Remark 2.8. Note that by the proofs of the two previous propositions, if D
is not nef, then D′2 = D2. This means that given a divisor D ∈ A(L), we can
find a divisor D0 ∈ A(L) satisfying the additional conditions in Proposition
2.7 and such that D2

0 ≤ D2.



3

The Clifford index of smooth curves in |L| and
the definition of the scrolls T (c, D, {Dλ})

We will see that in the K3 case natural decompositions of L into two moving
classes, as in (2.1), occur when the smooth curves in |L| do not have the
general Clifford index, by the theorem of Green and Lazarsfeld mentioned in
the introduction.

We recall the definition and basic properties of the Clifford index of a
smooth curve in Section 3.1 and the result of Green and Lazarsfeld, saying
that all the smooth curves in a complete linear system on a K3 surface have
the same Clifford index, in Section 3.2, together with some of its corollaries.

The central point for us is that if the curves in |L| have non-general Clifford
index, i.e. < � g−1

2 �, where g is the sectional genus of L, then there is a divisor
D such that L ∼ D + (L − D) is a decomposition into two moving classes.
We study these divisors D in Section 3.3 and the scrolls arising from the
decomposition of L in Section 3.4.

3.1 Gonality and Clifford index of curves

We briefly recall the definition and some properties of gonality and Clifford
index of curves.

Let C be a smooth irreducible curve of genus g ≥ 2. We denote by gr
d a

linear system of dimension r and degree d and say that C is k-gonal (and
that k is its gonality) if C posesses a g1

k but no g1
k−1. In particular, we call a

2-gonal curve hyperelliptic and a 3-gonal curve trigonal. We denote by gon C
the gonality of C. Note that if C is k-gonal, all g1

k’s must necessarily be base
point free and complete.

If A is a line bundle on C, then the Clifford index of A (introduced by
H. H. Martens in [HMa]) is the integer

Cliff A = deg A − 2(h0(A) − 1).

If g ≥ 4, then the Clifford index of C itself is defined as

T. Johnsen and A.L. Knutsen: LNM 1842, pp. 19–29, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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Cliff C = min {Cliff A | h0(A) ≥ 2, h1(A) ≥ 2}.

Clifford’s theorem then states that Cliff C ≥ 0 with equality if and only if C
is hyperelliptic and Cliff C = 1 if and only if C is trigonal or a smooth plane
quintic.

At the other extreme, we get from Brill-Noether theory (cf. [A-C-G-H, V])
that the gonality of C satisfies gon C ≤ � g+3

2 �, whence Cliff C ≤ � g−1
2 �. For

the general curve of genus g, we have Cliff C = � g−1
2 �.

We say that a line bundle A on C contributes to the Clifford index of C if
both h0(A) ≥ 2 and h1(A) ≥ 2 and that it computes the Clifford index of C
if in addition Cliff C = Cliff A.

Note that Cliff A = Cliff (ωC ⊗ A−1).
The Clifford dimension of C is defined as

min {h0(A) − 1 | A computes the Clifford index of C}.

A line bundle A which achieves the minimum and computes the Clifford
index, is said to compute the Clifford dimension. A curve of Clifford index c
is (c + 2)-gonal if and only if it has Clifford dimension 1. For a general curve
C, we have gon C = c + 2.

Following [G-L4] we give ad hoc definitions of Cliff C for C of genus 2 or 3:
We set Cliff C = 0 for C of genus 2 or hyperelliptic of genus 3, and Cliff C = 1
for C non-hyperelliptic of genus 3. This convention will be used throughout
the book, with no further mention.

Lemma 3.1 (Coppens-Martens [C-M]). The gonality k of a smooth ir-
reducible projective curve C of genus g ≥ 2 satisfies

Cliff C + 2 ≤ k ≤ Cliff C + 3.

The curves satisfying gon C = Cliff C + 3 are conjectured to be very rare
and called exceptional (cf. [GMa, (4.1)]).

3.2 The result of Green and Lazarsfeld

Recall the following result of Green and Lazarsfeld already mentioned in the
introduction:

Theorem 3.2 (Green-Lazarsfeld [G-L4]). Let L be a base point free line
bundle on a K3 surface S with L2 > 0. Then Cliff C is constant for all smooth
irreducible C ∈ |L|, and if Cliff C < � g−1

2 �, then there exists a line bundle
M on S such that MC := M ⊗ OC computes the Clifford index of C for all
smooth irreducible C ∈ |L|.

Note that since (L − M) ⊗OC � ωC ⊗ MC
−1, the result is symmetric in

M and L − M .
With Theorem 3.2 in mind we make the following definition:
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Definition 3.3. Let L be a base point free and big line bundle on a K3
surface. We define the Clifford index of L to be the Clifford index of all the
smooth curves in |L| and denote it by Cliff L.

Similarly, if (S, L) is a polarized K3 surface we will often call Cliff L the
Clifford index of S and denote it by Cliff L(S).

Definition 3.4. A polarized K3 surface (S, L) of genus g is called Clifford
general if Cliff L < � g−1

2 �.
It turns out that we can choose the line bundle M appearing in Theorem

3.2 above so that it satisfies certain properties. We will need the following
result in the sequel.

Lemma 3.5. [Kn4, Lemma 8.3] Let L be a base point free line bundle on a
K3 surface S with L2 = 2g − 2 ≥ 2 and Cliff L = c.

If c < � g−1
2 �, then there exists a smooth curve D on S satisfying 0 ≤ D2 ≤

c+2, 2D2 ≤ D.L (either of the latter two inequalities being an equality if and
only if L ∼ 2D) and

Cliff C = Cliff (OS(D) ⊗OC) = D.L − D2 − 2

for any smooth curve C ∈ |L|.
It is also known (see e.g. [GMa]) that D satisfies h0(D⊗OC) = h0(D) and

h0((L−D)⊗OC) = h0(L−D) = h1(D⊗OC) for any smooth curve C ∈ |L|.
From the results in the previous chapter, it is also clear that

Cliff C = min {µ(L), �g − 1
2

�}

for any smooth C ∈ |L|.

3.3 Clifford divisors

Summarizing the results of the previous section, and using Propositions 2.6
and 2.7, we have that if L is a base point free line bundle on a K3 surface S,
of sectional genus

g = g(L) =
1
2
L2 + 1,

and the smooth curves in |L| have Clifford index

c < �g − 1
2

� = �L2

4
�,

(which in particular implies L2 ≥ 4c + 4), then there exists a divisor (class)
D on S with the following properties (with F := L − D):

(C1) c = D.L − D2 − 2 = D.F − 2,
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(C2) D.L ≤ F.L (eqv. D2 ≤ F 2) and if equality occurs, then either L ∼ 2D
or h0(2D − L) = 0,

(C3) h1(D) = h1(F ) = 0.

A divisor (class) D with the properties (C1) and (C2) above will be called a
Clifford divisor for L. This means in other words that D and L−D compute
the Clifford index of all smooth curves in |L|. The property (C2) can be
considered an ordering of D and L−D. Any Clifford divisor will automatically
fulfill property (C3) and the (possibly empty) base loci ∆′ of |D| and ∆ of
|L − D| will satisfy L.∆ = L.∆′ = 0 by Proposition 2.6.

By Proposition 2.7 we can find a Clifford divisor D satisfying the properties

(C4) the (possibly empty) base divisor ∆ of F satisfies L.∆ = 0,
(C5) |D| is base point free and its general member is a smooth curve,

Definition 3.6. A divisor D satisfying all properties (C1)-(C5) will be called
a free Clifford divisor for L.

Since this definition only depends on the class of D, we will by abuse of
notation never distinguish between D and its divisor class. Hopefully, this
will not cause any confusion. From now on, for a free Clifford divisor D, the
term ∆ will always denote the base divisor of F = L − D.

Note that any Clifford divisor D will satisfy the numerical conditions:

2D2
(i)

≤ L.D = D2 + c + 2
(ii)

≤ 2c + 4
(∗) with equality in (i) or (ii) if and only if L ∼ 2D and L2 = 4c + 8.

In particular,

D2 ≤ c + 2, with equality if and only if L ∼ 2D and L2 = 4c + 8, (3.1)

and by the Hodge index theorem

D2L2 ≤ (L.D)2 = (D2 + c + 2)2. (3.2)

The special limit case D2 = c + 2 (where by (3.1) we necessarily have
L ∼ 2D and L2 = 4c + 8) will henceforth be denoted by (Q).

We will now take a closer look at two particular kinds of free Clifford
divisors, namely:

(a) D2 = c + 1, or
(b) D2 = c, L ∼ 2D + ∆, with ∆ > 0.

It turns out that these free Clifford divisors are of a particular form.

Proposition 3.7. Let L be a base point free and big line bundle of Clifford
index c < � g−1

2 � on a K3 surface, and let D be a free Clifford divisor.
If D is as in (a) above, then L2 = 4c + 6 and

(E0) L ∼ 2D + Γ , where Γ is a smooth rational curve satisfying Γ.D = 1.
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If D is as in (b) above, then L2 = 4c+ 4 and (with all Γi denoting smooth
rational curves) either

(E1) L ∼ 2D + Γ1 + Γ2, D2 = c, D.Γ1 = D.Γ2 = 1, Γ1.Γ2 = 0, or
(E2) L ∼ 2D+2Γ0+2Γ1+· · ·+2ΓN +ΓN+1+ΓN+2, D2 = c, and the following

configuration:

D Γ0
��� ΓN ΓN+1

ΓN+2

Furthermore, there can only exist Clifford divisors of one of the three types
(E0)-(E2) (on the same surface), and all such are linearly equivalent.

Proof. If D is as in case (a), it follows that D is of the desired form in the
same way as in the proof of the last statement of Proposition 1.13.

Now assume D is as in case (b). Then we have L2 = 2D.L+∆.L = 2(D2 +
c+2) = 4c+4. This gives ∆2 = (L−2D)2 = −4 and D.∆ = 1

2 (L.∆−∆2) = 2.
By Proposition 5.3 below, any smooth rational curve Γ component of ∆ such
that Γ.D > 0, satisfies Γ.D = 1, and any two such curves are disjoint. So we
have to distinguish between two cases.

If there exist two distinct rational curves Γ1 and Γ2 in ∆ such that Γ1.D =
Γ2.D = 1 and Γ1.Γ2 = 0, write L ∼ 2D+Γ1 +Γ2 +∆′, for some ∆′ ≥ 0. Then
0 = Γi.L = 2 − 2 + Γi.∆

′ gives ∆′.Γi = 0, for i = 1, 2. Clearly D.∆′ = 0, so

(2D + Γ1 + Γ2).∆′ = 0,

whence ∆′ = 0, since L is numerically 2-connected, and we are in case (E1).
If there exists a rational curve Γ occurring with multiplicity 2 in ∆ such

that Γ.D = 1, write L ∼ 2D + 2Γ + ∆′, for some ∆′ ≥ 0. Since 0 = Γ.L =
2 − 4 + ∆′.Γ , we get ∆′.Γ = 2. Iterating the process, we get case (E2).

Assume now D is given and B is any free Clifford divisor as in (E0)-(E2).
We want to show that B ∼ D.

If D is of type (E0), we must have L2 = 4c + 6, so B must also be of type
(E0), which means that L ∼ 2B + Γ0, where Γ is a smooth rational curve
such that B.Γ0 = 1.

Since
0 = Γ0.L = 2D.Γ0 + Γ.Γ0,

and D is nef, we get the two possibilities

(i) D.Γ0 = Γ.Γ0 = 0 or (ii) D.Γ0 = 1, Γ = Γ0.

If (i) were to happen, we would get

4D.B = (L − Γ )(L − Γ0) = L2 = 4c + 6,
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which is clearly impossible.
Hence Γ = Γ0 and D ∼ B.
If D is of type (E1) or (E2), we have L2 = 4c + 4, so B must also be of

type (E1) or (E2) and will therefore satisfy either

(1) L ∼ 2B + Γ ′
1 + Γ ′

2, or
(2) L ∼ 2B + 2Γ ′

0 + · · · + 2Γ ′
N + Γ ′

N+1 + Γ ′
N+2,

where the Γ ′
i are smooth rational curves with configurations as in the cases

(E1) and (E2).
Assume now that D is of type (E1). The proof if D is of type (E2) is

similar.
If (2) holds, we get from

0 = Γ ′
i .L = 2D.Γ ′

i + Γ1.Γ
′
i + Γ2.Γ

′
i ,

and the fact that D is nef, that

Γj .Γ
′
i = 0 or Γj = Γ ′

i , i = 0, . . . , N + 2, j = 1, 2.

This gives

4D.B = (L−Γ1 −Γ2)(L− 2Γ ′
0 − · · · − 2Γ ′

N + Γ ′
N+1 −Γ ′

N+2) ≤ L2 = 4(c + 1),

whence D.B ≤ c + 1 and (D − B)2 ≥ −2, and by Riemann-Roch, if D �∼ B,
either D−B or B−D is effective. The argument below is symmetric in those
two cases, so assume D ∼ B +Σ, for Σ effective and Σ2 ≥ −2. Then Σ.L = 0
and Σ2 = −2 by the Hodge index theorem. Furthermore,

L ∼ 2D+Γ1+Γ2 ∼ 2B+Γ1+Γ2+2Σ ∼ 2B+2Γ ′
0+ · · ·+2Γ ′

N +Γ ′
N+1+Γ ′

N+2,

whence
2Σ ∼ 2Γ ′

0 + · · · + 2Γ ′
N + Γ ′

N+1 + Γ ′
N+2 − Γ1 − Γ2,

and 2Σ.B = 2 − (Γ1 + Γ2).B ≤ 2 (since B is nef). By

0 = Σ.L = 2B.Σ + (Γ1 + Γ2).Σ + 2Σ2,

we get (Γ1 + Γ2).Σ ≥ 2, and

2Σ.D = (L − Γ1 − Γ2).Σ ≤ −2,

contradicting the nefness of D. So we are in case (1) above and again from

0 = Γ ′
i .L = 2D.Γ ′

i + Γ1.Γ
′
i + Γ2.Γ

′
i ,

and the fact that D is nef, we get the three possibilities:

(i) D.Γ ′
1 = 1, Γ ′

1 = Γ1, D.Γ ′
2 = Γ2.Γ

′
2 = 0,

(ii) D.Γ ′
i = Γ1.Γ

′
i = Γ2.Γ

′
i = 0, i=1,2,
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(iii) D.Γ ′
i = 1, Γ ′

i = Γi, i = 1, 2.

In case (i) we get the absurdity 4D.B = (L − Γ1 − Γ2).(L − Γ ′
1 − Γ ′

2) =
4(c + 1) − 2.

In case (ii) we get 4D.B = 4(c + 1), whence D.B = c + 1. We calculate
(D − B)2 ≥ −2, and by Riemann-Roch, if D �∼ B, either D − B or B − D is
effective. Writing D ∼ B + Σ, for Σ effective and Σ2 = −2, we get the same
contradiction as above.

So we are in case (iii) and B ∼ D. �

The following proposition describes the case (E0) further.

Proposition 3.8. Let L be a base point free and big line bundle on a K3
surface and let c be the Clifford index of all smooth curves in |L|. Then the
following conditions are equivalent:

(i) all smooth curves in |L| are exceptional (i.e. have gonality c + 3),
(ii) there is a free Clifford divisor of type (E0),
(iii) all free Clifford divisors are linearly equivalent and of type (E0).

Furthermore, if any of these conditions are satisfied, then all the smooth
curves in |L| have Clifford dimension r = h0(D) − 1 = 1

2 (c + 3) and DC

computes the Clifford dimension of all smooth C ∈ |L|.

Proof. The equivalence between (i) and (iii) follows from the proof of [Kn4,
Prop. 8.6]. We will however go through the whole proof for the sake of the
reader.

We first prove that (i) implies (iii).
Assume, to get a contradiction, that all smooth curves in |L| have gonality

c+3, and that there is a free Clifford divisor D which is not of type (E0). We
claim that in this case, the line bundle FD′ is base point free, for any smooth
D′ ∈ |D|. This clearly holds in the case (Q), so we can assume that D2 ≤ c,
whence for any smooth D′ ∈ |D| we have deg FD′ = c+2 ≥ D2

0 +2 = 2g(D0),
so FD′ is base point free. By [C-P, Lemma 2.2], we have that there exists a
smooth curve in |L| of gonality F.D = c + 2, a contradiction.

Next we prove that (iii) implies (i).
By Lemma 3.1, we have c + 2 ≤ gon C ≤ c + 3, for any smooth curve

C ∈ |L|. Assume, to get a contradiction, that there is a smooth curve C ∈ |L|
with gon C = c+2. Let |B| be a g1

c+2 on C and pick any Z ∈ |A| lying outside
the finitely many rational curves Γ ′ on S satisfying Γ ′.L ≤ 2c+4 (we can find
such a Z since B is base point free). By Riemann-Roch, one easily computes
h1(OC(Z)) = h0(ωC(−Z)) = g − 1 − c = h0(L)− c− 2. From the short exact
sequence

0 −→ OS −→ L ⊗ JZ −→ ωC(−Z) −→ 0

we then find h0(L ⊗ JZ) = h0(L) − c − 1. In particular, the restriction map
H0(L) → H0(L ⊗ OZ) is not surjective. One easily sees that for any proper
subscheme Z ′ of Z, the map H0(L) −→ H0(L ⊗ OZ′) is surjective, since
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otherwise h0(OC(Z ′)) = 2, and gon C ≤ deg Z ′ < deg Z, a contradiction.
So Z satisfies the conditions in Proposition 1.13 and there exists an effective
divisor D0 passing through Z satisfying the conditions in Proposition 1.13.
Since D0.L ≤ 2c+4 and Z by assumption does not meet any smooth rational
curve Γ ′ on S satisfying Γ ′.L ≤ 2c+4, we must have D2

0 ≥ 0. let F0 := L−D0.
Since L2 = 4c + 6, we have that h0(F0) ≥ h0(D0) ≥ 2, so D0 ∈ A(L), and
since D0.F0 ≤ c+2, we must have D0.F0 = c+2 and D0 ∈ A0(L), i.e. D0 is a
Clifford divisor for L. By our assumptions, the moving part of |D0| is of type
(E0), whence either D0 ∼ D or D0 ∼ D + Γ , but the latter is ruled out since
L − 2D0 ≥ 0. So D0 ∼ D, and by the last statement in Proposition 1.13, we
have that Z meets Γ , but this is a contradiction on our choice of Z.

It is clear that (iii) implies (ii) and we now show that (ii) implies (iii) by
showing that if D is a free Clifford divisor of type (E0) and D′ is any other
free Clifford divisor, then D′ ∼ D.

Let B := D − D′. Define R′ := L − 2D′ and note that R′ ∼ 2B + Γ . We
have

c + 2 = D.(L − D) = (D′ + B).(D′ + B + Γ )

= D′2 + (2B + Γ ).D′ + B.(B + Γ ) = c + 2 + B.(B + Γ ),

whence B2 + B.Γ = 0. Combined with Γ.D = Γ.(D′ + B) = 1, and since
Γ.D′ = 0 or 1 by Lemma 6.3(c), we get

Γ.D′ = 1, B2 = 0, B.Γ = 0,

whence
B.R′ = B.(2B + Γ ) = 0 and R′.D′ = 2B.D′ + 1.

This gives
L.B = 2D′.B + R′.B = 2D′.B = R′.D′ − 1.

But this implies

B.L − B2 − 2 = R′.D′ − 3 < D′2 + R′.D′ − 2 = c,

whence we must have B ∼ 0, as desired.
It remains to prove the last statement. If D2 = 2, then h0(D) = 3, and

clearly all the smooth curves in |L| have Clifford dimension 2, so there is
nothing more to prove. We therefore can assume D2 ≥ 4.

We first show that D cannot be decomposed into two moving classes, i.e.
that we cannot have D ∼ D1 + D2, with h0(Di) ≥ 2 for i = 1, 2.

Indeed, if this were the case, then since D.Γ = 1, we can assume that
D2.Γ ≥ 1, whence the contradiction

D1.L − D2
1 = (D − D2).L − (D − D2)2 = D.L − D2 − D2.L + 2D.D2 − D2

2

≤ D.L − D2 − D2(L − 2D) = c + 2 − D2.Γ < c + 2.
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It follows that DC is very ample for any smooth C ∈ |L|. Indeed, if Z is
a length two scheme that |D| fails to separate, then by the results in [Kn4]
(see Proposition 1.13) and the fact that D2 ≥ 4, we have that Z is contained
in a divisor B satisfying B2 = −2, B.D = 0, or B2 = 0, B.D = 2, or
B2 = 2, D ∼ 2D. One easily sees that the two last cases would induce a
decomposition D ∼ B + (D−B) into two moving classes, which we have just
seen is impossible. So B2 = −2 and B.D = 0. Now (D − B)2 ≥ 2 and since

(D − B).L − (D − B)2 = D.L − D2 − Γ.L + 2,

we must have B.L ≤ 1, by the condition (iii). This means that none of the
smooth curves in |L| contain Z, whence DC is very ample for any smooth
C ∈ |L|, as claimed.

Since h0(D−C) = h1(D−C) = 0, we have r := h0(D)− 1 = h0(DC)− 1,
which means that |D| embeds C as a smooth curve of genus g = 4r − 2 and
degree d := g−1 in Pr . To show that the Clifford dimension of C is r, it suffices
by [E-L-M-S, Thm. 3.6 (Recognition Theorem)] to show that C (embedded
by |D|) is not contained in any quadric of rank ≤ 4.

But if this were the case, the two rulings would induce a decomposition of
D into two moving classes, which is impossible by the above.

So C has Clifford dimension r. �

Remark 3.9. This result can be seen as a generalization of [SD, Rem. 7.13]
and [E-L-M-S, Thm. 4.3]. In [E-L-M-S, Thm. 4.3] the authors prove essentially
the same as above, but with the hypotheses that Pic S � ZD ⊕ ZΓ .

Moreover, note that for r ≥ 3, given any of the equivalent conditions in
Proposition 3.8, all the smooth curves in |L| satisfy the conjecture in [E-L-M-S,
p. 175]. Indeed, one immediately sees that it satisfies condition (1) in that con-
jecture, and in [E-L-M-S] it is also shown that any curve satisfying condition
(1) also satisfies the remaining conditions (2)-(4) in that conjecture.

The following result shows that, except for one particular case, any free
Clifford divisor is itself Clifford general. We will need this result later.

Proposition 3.10. Let L be a base point free and big line bundle of Clifford
index c < � g−1

2 � on a K3 surface, and let D be a free Clifford divisor with
D2 ≥ 2.

Then D is Clifford general (i.e. all the smooth curves in |D| have Clifford
index � g(D)−1

2 �), except for the case (Q), with c = 2 (in particular D2 = 4
and L ∼ 2D), when there exists a smooth elliptic curve E such that E.D = 2
In this case D is hyperelliptic.

Proof. Assume D is not Clifford general. Then we can assume D2 ≥ 4, and
there is an effective decomposition D ∼ A + B, with h0(A) ≥ 2, h0(B) ≥ 2
and A.B = Cliff D + 2 ≤ � g(D)−3

2 � + 2 ≤ � 1
4D2� + 1.

By symmetry, we can assume B.F ≥ 1
2D.F = 1

2 (c+2). Moreover, we must
have A.L − A2 ≥ c + 2. Hence
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c + 2 ≤ A.L − A2 = A.(B + F ) = D.F − B.F + A.B

= c + 2 − B.F + A.B ≤ c + 2 − 1
2
(c + 2) +

1
4
D2 + 1,

so D2 ≥ 2c. Combining with (3.1) we get c = 2, D2 = 4 and L ∼ 2D, as
asserted.

Since D is hyperelliptic, there either exists a smooth curve E satisfying
E2 = 0 and E.D = 2, or a smooth curve B such that B2 = 2 and D ∼ 2B.
However, in the second we get the contradiction

D.L − D2 − 2 = 6 > 4 = B.L − B2 − 2,

so we must be in the first case. �

3.4 Getting a scroll

Now we return to the theory of scrolls. Let D be a free Clifford divisor.
If D2 = 0, then |D| = {Dλ}λ∈P1 is a pencil, which defines in a natural

way a scroll containing ϕL(S).
If D2 > 0, then dim |D| = 1

2D2 + 1 > 1, and we choose a subpencil
{Dλ}λ∈P1 ⊆ |D| as follows: Pick any two smooth members D1 and D2 ∈ |D|
intersecting in D2 distinct points and such that none of these points belong
to the union of the finite set of curves

{Γ | Γ is a smooth rational curve, Γ.L ≤ c + 2}. (3.3)

Then
{Dλ}λ∈P1 := the pencil generated by D1 and D2.

The pencil {Dλ} will be without fixed components (but with D2 base
points) and define in a natural way a scroll containing ϕL(S) and of type
determined as in equation (2.2) by the integers

di = h0(L − iD) − h0(L − (i + 1)D), i ≥ 0. (3.4)

Since all choices of subpencils of |D| will give scrolls of the same type, and
scrolls of the same type are isomorphic, the scrolls arising are up to isomor-
phism only dependent on D. We denote these scrolls by T = T (c, D, {Dλ}).
If h0(D) = 2, we sometimes write only T (c, D).

Since h1(L) = 0, we get by the conditions (C1) and (C5) that T has
dimension

dim T = d0 = h0(L) − h0(F ) = c + 2 +
1
2
D2, (3.5)

and degree

deg T = h0(F ) = g − c − 1 − 1
2
D2. (3.6)

Furthermore, each Dλ ∈ {Dλ} has linear span

Dλ = Pc+1+ 1
2 D2

. (3.7)
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Remark 3.11. If h0(D) = r + 1 ≥ 3, then |D| is parametrized by a Pr.
For each Dλ in |D| we may take the linear span Dλ = Pc+1+ 1

2 D2
. Taking

the union of all these linear spaces, and not only of those corresponding to a
subpencil of |D|, we obtain some sort of “ruled” variety, which perhaps is a
more natural ambient variety for S′ := ϕL(S) than the scrolls described above
(since it is independent of a choice of pencil). Such a variety is an image of
a Pc+1+ 1

2 D2
-bundle over Pr. The main reason why we choose to study the

scrolls described above rather than these big “ruled” varieties, is that we know
too little about the latter ones to be able to use them constructively. By using
the scrolls above we are able to utilize the results in [Sc] and in many cases
find the resolutions of OS′ as an OT -module. A detailed explanation will be
given in Chapter 8.
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Two existence theorems

Given integers g ≥ 2 and 0 ≤ c ≤ � g−1
2 �, one may ask whether there actually

exists a pair (S, L), where S is a K3 surface, L2 = 2g − 2 and all smooth
curves in |L| have Clifford index c.

Theorem 4.1 below gives a positive answer to this question. Theorem 4.4
below answers the same kind of question concerning the possible gonalities of
a curve on a K3 surface.

The results in this chapter were first given in [Kn2]. We also include the
material here, to obtain a complete exposition.

Theorem 4.1. Let g and c be integers such that g ≥ 3 and 0 ≤ c ≤ � g−1
2 �.

Then there exists a polarized K3 surface of genus g and Clifford index c.

The theorem is an immediate consequence of the following

Proposition 4.2. Let d and g be integers such that g ≥ 3 and 2 ≤ d ≤
� g−1

2 � + 2. Then there exists a K3 surface S with Pic S = ZL ⊕ ZE, where
L2 = 2(g − 1), E.L = d and E2 = 0. Moreover L is base point free, and

c := Cliff L = d − 2 ≤ �g − 1
2

�

Furthermore, E is the only Clifford divisor for L (modulo equivalence class)
if d < � g−1

2 + 2�.
To prove this proposition, we first need the following basic existence result:

Lemma 4.3. Let g ≥ 3 and d ≥ 2 be integers. Then there exists a K3 surface
S with Pic S = ZL ⊕ ZE, such that L is base point free and E is a smooth
curve, L2 = 2(g − 1), E.L = d and E2 = 0.

Proof. By Propositions 1.11 and 1.12, we can find a K3 surface S with Pic S =
ZL ⊕ ZE, with intersection matrix

[
L2 L.E
E.L E2

]

=
[

2(g − 1) d
d 0

]

T. Johnsen and A.L. Knutsen: LNM 1842, pp. 31–33, 2004.
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and such that L is nef. If L is not base point free, there exists by Proposition
1.10 a curve B such that B2 = 0 and B.L = 1. An easy calculation shows
that this is impossible. By [Kn5, Proposition 4.4], we have that |E| contains
a smooth curve. �

Proof of Proposition 4.2. Let S, L and E be as in Lemma 4.3, with d ≤
� g−1

2 � + 2. Note that since E is irreducible, we have h1(E) = 0. By the
cohomology of the short exact sequence

0 −→ OS(E − L) −→ OS(E) −→ OC(E) −→ 0,

where C is any smooth curve in |L|, we find that h0(OC(E)) ≥ h0(E) = 2
and h1(OC(E)) = h0(L−E) ≥ 2, so OC(E) contributes to the Clifford index
of C and

c ≤ Cliff OC(E) ≤ E.L − E2 − 2 = d − 2 < �g − 1
2

�.

If c = � g−1
2 �, then we are finished. If c < � g−1

2 �, then there has to exist an
effective divisor D on S satisfying

c = Cliff OC(D) = D.L − D2 − 2.

Since both D and L − D must be effective and E is nef, we must have

D.E ≥ 0 and (L − D).E ≥ 0.

Writing D ∼ xL + yE this is equivalent to

dx ≥ 0 and d(1 − x) ≥ 0,

which gives x = 0 or 1. These two cases give, respectively, D = yE or L−D =
−yE. Since h1(D) = h1(L−D) = 0 by (C3), we must have y = 1 and D ∼ E.
This shows that c = E.L−E2−2 = d−2 and that there are no other Clifford
divisors but E (modulo equivalence class). �

This concludes the proof of Theorem 4.1.
The proof of this theorem also gives the following result, which is of its

own interest:

Theorem 4.4. Let g and k be integers such that g ≥ 2 and 2 ≤ k ≤ � g+3
2 �.

Then there exists a K3 surface containing a smooth curve of genus g and
gonality k.

The surfaces constructed in Proposition 4.2 all have the property that the
only free Clifford divisor (modulo equivalence class) is a smooth elliptic curve
E. One could also perform the same construction with lattices of the form

[
L2 L.D

D.L D2

]
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with D2 > 0 (and satisfying the constraints given by equations (3.1) and
(3.2)), but for each pair (g, c) there might be values of D2 that cannot occur.
We will in Chapters 10 and 11 perform more such constructions, also with
lattices of higher ranks. See Proposition 11.5 for a result concerning low values
of c.
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The singular locus of the surface S′ and the
scroll T

The singular locus of ϕL(S) = S′ is well-known, and the results date back to
Saint-Donat [SD], which we briefly present in the first section of this chapter.

In the second section we describe the singular locus of the rational normal
scroll T = T (c, D, {Dλ}) constructed as in the previous chapter. Most of the
results are due to the second author, in particular Propositions 5.3, 5.5 and
5.6 and Theorem 5.7. The latter is the main result of this chapter and states
that we can always find a free Clifford divisor D such that Sing T is “spanned”
by the images of the base points of the pencil {Dλ} and the images of the
contracted smooth rational curves across the members of the pencil, i.e. the
curves Γ with Γ.L = 0 and Γ.D > 0 (in fact we will see that Γ.D = 1). We
call such a Clifford divisor a perfect Clifford divisor. In the proofs we will need
Proposition 1.13.

The proofs of Propositions 5.3, 5.5 and 5.6 and part of Theorem 5.7 are
postponed until the next chapter.

5.1 The singular locus of ϕL(S)

We start this chapter by describing the image S′ := ϕL(S) by the complete
linear system |L| on the K3 surface S.

Proposition 5.1. Let L be a base point free and big line bundle on a K3
surface S, and denote by ϕL the corresponding morphism and by c the Clifford
index of the smooth curves in |L|.
(i) If c = 0, ϕL is 2 : 1 onto a surface of degree 1

2L2,
(ii)If c > 0, then ϕL is birational onto a surface of degree L2 (in fact it is an

isomorphism outside of finitely many contracted smooth rational curves),
and S′ := ϕL(S) is normal and has only rational double points as singu-
larities. In particular KS′ � OS′ , and pa(S′) = 1.

Proof. These are well-known results due to Saint-Donat [SD] (see also [Kn4]
for further discussions). �

T. Johnsen and A.L. Knutsen: LNM 1842, pp. 35–45, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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Let D be a free Clifford divisor and {Dλ} a subpencil of |D| chosen as
described in the previous chapter.

Define the subset D of the pencil {Dλ} by

D := {Dλ ∈ {Dλ} | ϕL does not contract any component of Dλ}.

We then have

Lemma 5.2. If c > 0, then LDλ
is very ample for all Dλ ∈ D.

Proof. By [C-F, Thm. 3.1] it is sufficient to show that for any effective subdi-
visor A of Dλ we have L.A ≥ A2 + 3.

If A2 ≥ 0, then we have L.A ≥ A2 + c + 2 ≥ A2 + 3 (which actually holds
for any divisor A on S). If A2 ≤ −2, then L.A ≥ 1 ≥ A2 + 3, unless L.A = 0,
which proves the lemma. �

5.2 The singular locus of T and perfect Clifford divisors

In the rest of this chapter we focus on the singular locus of the rational normal
scroll T = T (c, D, {Dλ}).

It is well-known that the singular locus of a rational normal scroll of type
(e1, . . . , ed) is a projective space of dimension r − 1, where

r := #{ei | ei = 0}. (5.1)

From equation (2.2) we have

r = d0 − d1 = h0(L) + h0(L − 2D) − 2h0(L − D).

By property (C2), when L �∼ 2D, we have for R := L − 2D by Riemann-
Roch

h0(R) =
1
2
R2 + 2 + h1(R).

Note that we have h0(R) > 0 if L2 ≥ 4c + 6, and h0(R) = 0 if and only if
L2 = 4c + 4 and h1(R) = 0.

If L ∼ 2D, we have D2 = c + 2 and h0(L− 2D) = h0(OS) = 1. In general,
using Riemann-Roch and the fact that H1(L) = H1(L − D) = 0, we get the
following expression for r:

r =
{

D2 + h1(L − 2D) if L �∼ 2D (equiv. D2 �= c + 2),
D2 − 1 if L ∼ 2D (equiv. D2 = c + 2) (5.2)

The next results will show that the term D2 (or D2−1) can be interpreted
geometrically as follows: The pencil {Dλ} has n = D2 distinct base points,
denote their images by ϕL by x1, . . . , xn. The linear spaces Dλ that sweep out
the scroll T will intersect in the linear space spanned by these points, which
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we denote by < x1, . . . , xn >. This is a Pn−1 when L �∼ 2D and a Pn−2 when
L ∼ 2D.

Define the set

RL,D := {Γ | Γ is a smooth rational curve, Γ.L = 0 and Γ.D > 0}. (5.3)

The members of ϕL({Dλ}) will intersect in the points {ϕL(Γ )}Γ∈RL,D in
addition to the images of the D2 base points of {Dλ}. If these extra points
pose new independent conditions, they will contribute to the singular locus
of T . We will show below that among all free Clifford divisors, we can choose
one such that the term h1(L−2D) will correspond exactly to the singularities
of the scroll arising from the contractions of the curves in RL,D.

The contraction of smooth rational curves Γ which are not in RL,D, will
occur in some fiber. Indeed, since D.Γ = 0 one calculates h0(D−Γ ) = h0(D)−
1, whence Γ will be a component of a unique reducible member of {Dλ}.
Clearly, such contractions which occur in some fiber, and not transversally to
the fibers, will not influence the singularities of T .

The proofs of the next three propositions are rather long and tedious, and
will therefore be postponed until the next chapter.

Proposition 5.3. Let D be a free Clifford divisor for L and Γ a curve in
RL,D.

Then D.Γ = 1, F.Γ = −1 and Γ is contained in the base locus ∆ of F .
As a consequence, ∆.D = #RL,D, where the elements are counted with the
multiplicity they have in ∆.

Furthermore, if γ is any reduced and connected effective divisor such that
γ.L = 0 and γ.D > 0, then D.γ = 1.

In particular, the curves in RL,D are disjoint.

We defined the cases (E0)-(E2) in Chapter 3. We also need to define the
following two cases for c = 0:

(E3) L ∼ 3D + 2Γ0 + Γ1, Γ0 and Γ1 are smooth rational curves, c = D2 = 0,
L2 = 6, D.Γ0 = 1, D.Γ1 = 0, Γ0.Γ1 = 1.

(E4) L ∼ 4D + 2Γ , Γ is a smooth rational curve, c = D2 = 0, L2 = 8,
D.Γ = 1.

Note that in all cases (E0)-(E4) we have h1(L − 2D) = ∆.D − 1. More
precisely we have:

(E0) ∆ = Γ , ∆.D = 1, h1(L − 2D) = 0,
(E1) ∆ = Γ1 + Γ2, ∆.D = 2, h1(L − 2D) = 1,
(E2) ∆ = 2Γ0 + 2Γ1 + · · · + 2ΓN + ΓN+1 + ΓN+2, ∆.D = 2, h1(L − 2D) = 1,
(E3) ∆ = 2Γ0 + Γ1, ∆.D = 2, h1(L − 2D) = 1,
(E4) ∆ = 2Γ , ∆.D = 2, h1(L − 2D) = 1.

Remark 5.4. If D is any free Clifford divisor not of type (E0)-(E4), then it
will follow from equation (6.14) in Chapter 6 that h1(L − 2D) ≥ ∆.D.
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Proposition 5.5. Among all free Clifford divisors for L there is one, call it
D, with the following property (denoting by ∆ the base locus of F := L−D):

If D is not of type (E0)-(E4), then

h1(L − 2D) = ∆.D.

We will also need the following:

Proposition 5.6. We have for D a free Clifford divisor

h1(L − 2D) ≤ 1
2
c + 1 − D2,

except possibly for the case L2 ≤ 4c+6 and ∆ = 0, the cases (E0)-(E2) above,
and the case

L2 = 4c + 4, D.∆ = 1, ∆2 = −2. (5.4)

In this latter case, D2 < c.

We now study the singular locus V of the scroll T . By equation (5.2)
we know its dimension r − 1, and in the following results we will see which
points in ϕL(S) that span V and how ϕL(S) intersects V . We will divide the
treatment into the two cases c = 0 and c > 0. We recall from Proposition 5.1
that these two cases are naturally different.

We will now treat the case c > 0. Since we choose the base points of
the pencil {Dλ} to be distinct and to lie outside of the finitely many curves
in RL,D, the images by ϕL of these points will be n = D2 distinct points
in ϕL(S), denote them by x1, . . . , xn, and their preimages by p1, . . . , pn. Let
m = D.∆ and let

RL,D = {Γ1, . . . , Γt}, (5.5)

and define
mi := multiplicity of Γi in ∆. (5.6)

Then m =
∑t

i=1 mi. Denote by y1, . . . , yt the images (distinct from x1, . . . , xn)
of the contractions of the curves in RL,D, and by q1,λ, . . . , qt,λ their corre-
sponding preimages in each fiber. So qi,λ = Γi ∩ Dλ.

In the cases (E0)-(E2) of Proposition 5.5, we use the following notation:

(E0) y = ϕL(Γ ),
(E1) y1 = ϕL(Γ1), y2 = ϕL(Γ2),
(E2) y0 = ϕL(Γ0).

We will denote by qλ, q1,λ, q2,λ and q0,λ their respective preimages in the
fiber Dλ.

Also, recall from p. 22 that we denote the special case L ∼ 2D by (Q).
For each Dλ ∈ D, we can identify Dλ with its image D′

λ := ϕL(Dλ) on S′

by Lemma 5.2. Moreover, we clearly have that the multiplicities of the points
p1, . . . , pn, q1,λ, . . . , qt,λ on each Dλ is one, hence these points are all smooth
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points of Dλ, and consequently all x1, . . . , xn, y1, . . . , yt are smooth points of
D′

λ.
For any Dλ ∈ D, we define Zλ to be the zero-dimensional subscheme of

length n + m of Dλ defined by

Zλ := p1 + · · · + pn + m1q1,λ + · · · + mtqt,λ. (5.7)

In particular

ODλ
(Zλ) � ODλ

(D +
t∑

i=1

miΓi). (5.8)

This zero-dimensional scheme can, by the isomorphism between Dλ and D′
λ,

be identified with the following zero-dimensional subscheme of D′
λ, which we

by abuse of notation denote by the same name:

Zλ = x1 + · · · + xn + m1y1,λ + · · · + mtyt,λ.

Note that in the case (Q) all the Zλ are equal to p1 + · · · + pn and will be
denoted by Z.

In the special cases (Q), (E0)-(E2) we will also define the following zero-
dimensional subschemes of Zλ (which we again will identify to their corre-
sponding subschemes of D′

λ):

(Q) Zi := p1 + · · · + p̂i + · · · + pn,
(E0) Z0,λ := p1 + · · · + pn,
(E1) Zi,λ := p1 + · · · + pn + qi,λ, i = 1, 2,
(E2) Z0,λ := p1 + · · · + pn + q0,λ.

By < Z > we will mean the linear span of a zero-dimensional scheme Z
on S′.

The following is the main result of this chapter:

Theorem 5.7. Assume c > 0. Among all free Clifford divisors for L there is
one, call it D, satisfying the property in Proposition 5.5 and with the following
three additional properties:

(a) If D is not of type (Q), (E0), (E1) or (E2), then for all Dλ ∈ D we have

V := Sing T =< Zλ >� Pn+m−1,

and if D is of one of the particular types above, then:
(Q) V =< Zi >=< Z >� Pn−2, all i.
(E0) V =< Z0,λ >=< Zλ >� Pn−1,
(E1) V =< Z1,λ >=< Z2,λ >=< Zλ >� Pn,
(E2) V =< Z0,λ >=< Zλ >� Pn.

(b) V does not intersect S′ (set-theoretically) outside the points in the support
of Zλ.
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(c) For any irreducible Dλ, we have

V ∩ Dλ = Zλ.

In the theorem above, the following convention is used: P−1 = ∅ (which
happens if and only if n = m = 0 and implies that the scroll is smooth).

Remark 5.8. If D is any free Clifford divisor, we have V ⊇< Zλ >�
Pn+m−1, except in the cases (Q), (E0)-(E2), where the property (a) is au-
tomatically fulfilled.

If D is not of type (E1) or (E2), the properties (b) and (c) automatically
hold. If D is of type (E1) or (E2), then it might be that V intersects S′ outside
of the support of < Zλ >.

The proof of Theorem 5.7 will be divided in the general case and in the
special cases (Q), (E0)-(E2). We will only prove the two first properties. The
last one will be left to the reader.

In this chapter, we give the proofs for the general case and the cases (Q)
and (E0). The proof of the case (E1) is postponed until the next chapter, and
the proof of the case (E2) is similar and therefore left to the reader.

We will write λ ∈ D for a λ such that Dλ ∈ D.

Proof of Theorem 5.7 in the general case. Let s := n + m. To prove that <
Zλ >� Pn+m−1 it suffices to prove that the natural map

H0(L) −→ H0(L ⊗OZλ
)

is surjective for all λ ∈ D.
So assume this map is not surjective for some λ. Then there exists a

subscheme Z ′ ⊆ Zλ of length s′ ≤ s, for some integer s′ ≥ 2 (since L is
base point free), such that the map H0(L) → H0(L ⊗OZ′) is not surjective,
but such that the map H0(L) → H0(L ⊗ OZ′′) is surjective for all proper
subschemes Z ′′ � Z ′. We now use Propositions 5.5 and 5.6.

If ∆ = 0 and L2 ≤ 4c + 6, we have n = D2 ≤ c and m = 0, so

L2 ≥ 4(c + 1) ≥ 4(n + 1) = 4(s + 1).

If we are in the case given by (5.4), we have

L2 ≥ 4(c + 1) ≥ 4(n + 2) = 4(s + 1).

In all other cases, we have s = m + n ≤ � 1
2c�+ 1 by Propositions 5.5 and 5.6,

so
L2 ≥ 4(c + 1) ≥ 4(�1

2
c� + 2) ≥ 4(s + 1).

Therefore, by Proposition 1.13, there exists an effective divisor B passing
through Z ′ and satisfying B2 ≥ −2, h1(B) = 0 and the numerical conditions

2B2 < B.L ≤ B2 + s′ < 2s′.
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If B2 ≥ 0, then B would induce a Clifford index cB ≤ s′−2 ≤ n+m−2 on
the smooth curves in |L|. If ∆ = 0 and L2 ≤ 4c + 6, we get the contradiction
cB ≤ n−2 ≤ c−2. If we are in the case given by (5.4), we get the contradiction
cB ≤ n−1 ≤ c−2. Finally, in all other cases, we have cB ≤ n+m−2 < � 1

2c�,
again a contradiction.

Hence B2 = −2 and B is supported on a union of smooth rational curves.
Furthermore, B.L ≤ s′− 2 and B.D ≥ s′ (the last inequality follows since Dλ

passes through Zλ).
We now consider the effective decomposition

L ∼ (D + B) + (F − B).

Firstly note that L.(D+B) ≤ n+s′+c and (D+B)2 ≥ n+2s′−2, whence
(F − B)2 = (L − D − B)2 ≥ 2c− n + 2 ≥ c + 2 > 0, so that h0(F − B) ≥ 2.

Secondly, L.(D + B) − (D + B)2 − 2 ≤ c − s′ < c, a contradiction.
For the second statement, it suffices to show that there is no point x0 ∈

S′ − {x1, . . . , xn, y1, . . . , yt} such that S′ has an (s + 1)-secant (s − 1)-plane
through Zλ and x0 for all λ.

Assume, to get a contradiction, that there is such a point x0. Choose any
preimage p0 of x0, and denote by Xλ the zero-dimensional scheme defined as
the union of Zλ and p0. Fix any λ such that Dλ is irreducible.

In these terms we have that the natural map

H0(L) −→ H0(L ⊗OXλ
)

is not surjective.
Then there exists a subscheme X ′ ⊆ Xλ of length s′ + 1 ≤ s + 1, for some

integer s′ ≥ 1, such that the map H0(L) → H0(L ⊗ OX′) is not surjective,
but such that the map H0(L) → H0(L ⊗ OX′′) is surjective for all proper
subschemes X ′′ � X ′.

Since L2 ≥ 4(s + 1) by the above, there exists by Proposition 1.13 again
an effective divisor B passing through X ′ and satisfying B2 ≥ −2, h1(B) = 0
and the numerical conditions

2B2 ≤ B.L ≤ B2 + s′ + 1 ≤ 2s′ + 2.

As above, if B2 ≥ 0, we would get a contradiction on the Clifford index
c. Hence B2 = −2 and B is supported on a union of smooth rational curves.
Furthermore, B.L ≤ s′− 1 and B.D ≥ s′ (the last inequality follows since Dλ

is irreducible).
As above, the effective decomposition

L ∼ (D + B) + (F − B)

induces a Clifford index < c on the smooth curves in |L|, unless s′ = 1,
B.L = 0 and B.D = 1. This means that p0 lies in some divisor which is
contracted to one of the points y1, . . . , yt. Hence x0 is one of these points, a
contradiction. �



42 5 The singular locus of the surface S′ and the scroll T

Proof of Theorem 5.7 in the case L ∼ 2D. It suffices to prove that if there is
a point x0 ∈ S′−{x1, . . . , x̂i, . . . , xn} for some i, such that S′ has an n-secant
(n − 2)-plane through x0 and Zi, then x0 = xi.

Choose any preimage p0 of x0, and denote by Xi the zero-dimensional
scheme defined by p0 and Zi. We will show that if the natural map

H0(L) −→ H0(L ⊗OXi)

is not surjective, then p0 = pi.
Let X ′ ⊆ Xi be a subscheme of length n′ ≤ n, for some integer n′ ≥ 2,

such that the map H0(L) → H0(L⊗OX′) is not surjective, but such that the
map H0(L) → H0(L⊗OX′′) is surjective for all proper subschemes X ′′ � X ′.

By assumption, we have n = D2 = c + 2 and L2 = 4c + 8 = 4n. Hence, by
Proposition 1.13, there exists an effective divisor B passing through X ′ and
satisfying B2 ≥ −2 and the numerical conditions

2B2
(a)

≤ L.B ≤ B2 + n′
(b)

≤ 2n′,

with equality in (a) or (b) implying L ∼ 2B.
Since B passes through X ′, we have B.D ≥ n′− 1, whence B.L ≥ 2n′− 2.

From the inequalities above, we get B2 ≥ n′ − 2 ≥ 0, so we have n′ = n and
B.L = B2 + n, since otherwise B would induce a Clifford index < n − 2 = c
on the smooth members of |L|. This leaves us with the two possibilities:

(i) B2 = n and L ∼ 2B, or (ii) B2 = n − 1.

But in the second case, by Proposition 1.13, we have L ∼ 2B + Γ , for
Γ a smooth rational curve, which is impossible, since L ∼ 2D. So we are
in case (i), and B ∈ |D|. By the last assertion in Proposition 1.13 we have
h0(B⊗JX′) = h0(E−B) = 2, so there is a pencil P of divisors in |D| passing
through X ′.

We claim that any divisor D0 ∈ |D| passing through n − 1 of the points
p1, . . . , pn, will also pass through the last one. Indeed, by the surjectivity of the
map H0(D) → H0(OD0(D)), we reduce to the same statement for OD0(D).
By Riemann-Roch, this is equivalent to h0(OD0(Z)) ≥ 2 and OD0(Z) base
point free, which are both satisfied since OD0(Z) � OD0(D), and OS(D) is
base point free.

Since Z contains the points p0, . . . , p̂i, . . . , pn, we have that all the members
in P contain all the points p0, . . . , pn. Therefore, P is the pencil {Dλ}, whose
general member is smooth and irreducible. Since all the members intersect in
n points, we have p0 = pi, as asserted. �

Proof of Theorem 5.7 in the case (E0). We first prove that < Z0,λ >� Pn−1

for all λ. If this were not true, the natural map

H0(L) −→ H0(L ⊗OZ0,λ
)
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would not be surjective for some λ.
As usual let Z ′ ⊆ Z0,λ be a subscheme of length n′ ≤ n, for some integer

n′ ≥ 2, such that the map H0(L) → H0(L ⊗OZ′) is not surjective, but such
that the map H0(L) → H0(L ⊗OZ′′ ) is surjective for all proper subschemes
Z ′′ � Z ′.

Since L2 = 4n + 2 = 4(n − 1) + 6, we get by Proposition 1.13 that there
exists an effective divisor B passing through Z ′ such that B2 ≥ −2, h1(B) = 0
and

2B2 < B.L ≤ B2 + n′ < 2n′.

If B2 ≥ 0, we would get that B induces a Clifford index cB ≤ n′−2 ≤ c−1
on the smooth curves in |L|, a contradiction.

So B2 = −2, and B is necessarily supported on a union of smooth rational
curves, since h1(B) = 0. But B.L ≤ n′ − 2 ≤ n − 2 = c − 1 and Z ′ consists
of base points of {Dλ}. This means that B passes through some of these base
points, which contadicts the fact that we have chosen these base points to lie
outside of smooth rational curves of degree ≤ c + 2 with respect to L.

So < Z0,λ >� Pn−1, and by equation (5.2) and Proposition 5.5 we know
that V � Pn−1, so the point y does not pose any additional conditions.

To prove the last assertion, assume to get a contradiction that there exists
a point x0 ∈ S′ − {x1, . . . , xn, y} such that S′ has an (n + 1)-secant (n − 1)-
plane through x0 and Z0,λ. Choose any preimage p0 of x0 and denote by Xλ

the zero-dimensional scheme defined by p0 and Z0,λ. We then have that the
natural map

H0(L) −→ H0(L ⊗OXλ
)

is not surjective. Fix a λ.
Again let X ′ ⊆ Xλ be a subscheme of length n′ + 1 ≤ n + 1, for some

integer n′ ≥ 1, such that the map H0(L) → H0(L ⊗ OX′) is not surjective,
but such that the map H0(L) → H0(L⊗OX′′) is surjective for all subschemes
X ′′ ⊆ X ′.

Since L2 = 4n + 2 and L is not divisible by assumption, we get by Propo-
sition 1.13 again that there exists an effective divisor B passing through X ′

satisfying B2 ≥ −2, h1(B) = 0 and the numerical conditions

2B2 < B.L ≤ B2 + n′ + 1 < 2n′ + 2.

If B2 = −2 then, since Z ′ has length ≥ 2, we must have that B passes
through some of the base points of {Dλ}, a contradiction as above.

So B2 ≥ 0, n = n′ and X ′ = Xλ. Since h0(L − B) ≥ h0(B) ≥ 2 by
Proposition 1.13 again, we have that B is a Clifford divisor, and by Proposition
3.8, we have D ∼ B. By the last statement in Proposition 1.13, we have Γ ∩
Xλ �= ∅, whence we conclude that p0 ∈ Γ . This gives the desired contradiction
x0 = y. �

It will be convenient to make the following definition:



44 5 The singular locus of the surface S′ and the scroll T

Definition 5.9. A free Clifford divisor satisfying the properties described in
Proposition 5.5 and Theorem 5.7 will be called a perfect Clifford divisor.

In the next chapter we will prove Proposition 5.5 and Theorem 5.7, thus
proving that we can find a perfect Clifford divisor.

The main advantage of choosing a perfect Clifford divisor is that we then
get a nice description of the singular locus of T and how it intersects S′ as
in Theorem 5.7 above. This theorem states that Sing T is “spanned” by the
images of the base points of the chosen subpencil of |D| and the contracted
curves, and moreover that it intersects S′ in only these points. If D is not
perfect, then Sing T � Zλ, as seen in Remarks 5.4 and 5.8. In Proposition
8.39 below we will see an example where this occurs.

It will also be practical, for classification purposes, to restrict the attention
to perfect Clifford divisors, as we will do in Chapter 11.

Apart from this, any free Clifford divisor will be equally fit for our pur-
poses.

We include an additional description of the case (Q):

Proposition 5.10. Assume D is a free Clifford divisor of type (Q) and c ≥
2. Then ϕL(S) is the 2-uple embedding of ϕD(S), except in the special case
described in Proposition 3.10 (where c = 2 and there exists a smooth elliptic
curve E such that E.D = 2, in which case D is hyperelliptic).

Proof. By [SD, Thm. 6.1] ϕL is the 2-uple embedding of ϕD(S), when D is
not hyperelliptic.

Conversely, if D is hyperelliptic, then ϕD is not birational, so ϕL cannot
be the 2-uple embedding of ϕD(S).

Since we assume c ≥ 2, we have D2 ≥ 4, and we can use Proposition 3.10
to conclude the proof. �

The special case appearing in the proposition will be thouroughly described
in Proposition 8.39 below.

If c = 0, there exist two kinds of (free) Clifford divisors for L, namely:

1. D2 = 0, D.L = 2 and
2. D2 = 2, L ∼ 2D.

In both these cases ϕL(S) is 2 : 1 on each fiber.
In the case c = 0 we have the following result:

Proposition 5.11. Assume c = 0. Let D be a free Clifford divisor for L.
Then D2 = 0 and V = ∅ except in the following cases:

(Q) L ∼ 2D, D2 = 2, V = {x}, where x is the common image of the two
base points of the chosen pencil {Dλ},

(E1) D2 = 0, L ∼ 2D + Γ1 + Γ2, V = {ϕL(Γ1)} = {ϕL(Γ2)},
(E2) D2 = 0, L ∼ 2D+2Γ0 +2Γ1 + · · ·+2ΓN +ΓN+1 +ΓN+2, V = {ϕL(Γ0)},
(E3) D2 = 0, L ∼ 3D + 2Γ0 + Γ1, V = {ϕL(Γ0)},
(E4) D2 = 0, L ∼ 4D + 2Γ , V = {ϕL(Γ )}.
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Proof. For D2 = 0, this follows from the fact that except for the cases (E1)-
(E4), the base locus ∆ of L − D is zero, which is shown in the proof of [SD,
Prop. 5.7]. In the other case, it follows from the equation (5.1). �

All these cases have been completely described in [SD, Prop. 5.6 and 5.7].
When V = ∅, then ϕL(S) is a rational ruled surface.
The cases where there are contractions across the fibers, are the cases

(E1)-(E4). In these cases ϕL(S) is a cone.
In the case (Q), ϕL(S) is the Veronese surface in P5.
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Postponed proofs

In this chapter we will give the proofs omitted in the previous chapter.
Throughout this chapter L will be a base point free and big line bundle of

non-general Clifford index c. In particular, this implies L2 ≥ 4c + 4.
Also we write F := L − D and R := L − 2D = F − D, and denote the

(possibly zero) base divisor of |F | by ∆. Recall that L.∆ = 0 and that we have
h0(R) = 0 if and only if L2 = 4c + 4 and h1(R) = 0. In particular, h1(R) > 0
implies that R > 0.

Furthermore, we have

Lemma 6.1. If h0(R) = 0, then ∆ = 0.

Proof. We have L2 = 4c+4, so we cannot be in the cases (Q) or (E1), whence
D2 ≤ c. Choose any smooth curve D0 ∈ |D| and let FD0 := F ⊗ OD0 . Then
deg FD0 = c + 2 ≥ D2 + 2 = 2g(D0), whence FD0 is base point free.

We first will show that this implies that F is nef.
Taking cohomology of the short exact sequence

0 −→ R −→ F −→ FD0 −→ 0,

and of the same sequence tensored with −∆, we get the following two exact
sequences (using h0(R) = h0(R − ∆) = h1(R) = 0)

0 �� H0(F ) �� H0(FD0 ) �� 0

0 �� H0(F − ∆) �� H0((F − ∆)D0 ).

This gives h0((F − ∆)D0) ≥ h0(FD0 ), whence ∆.D = 0, since FD0 is base
point free. This means that for any smooth rational curve Γ in the support
of ∆, we have Γ.D = Γ.F = 0. Hence F is nef.

By Lemma 1.10 it now suffices to show that F is not of the type F ∼
kE+Γ , for E a smooth elliptic curve and Γ a smooth rational curve satisfying

T. Johnsen and A.L. Knutsen: LNM 1842, pp. 47–57, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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E.Γ = 1 and an integer k ≥ 2. But if this were the case, we would have
E.L = 2 + c/k. If c �= 0, this would mean that E induces a lower Clifford
index than c on the smooth curves in |L|, a contradiction. If c = 0, we get
D.F = 2 and D2 = 0. But this would give R2 = (F − D)2 ≥ −2 and by
Riemann-Roch, we would then get the contradiction h0(F − D) ≥ 1. �

By this lemma, if h0(R) = 0, the Propositions 5.3, 5.5 and 5.6 will auto-
matically be satisfied. So for the rest of this chapter, we will assume R > 0.

Let F0 be the moving component of |F |. Since R > 0, we can write F0 ∼
D + A for some divisor A ≥ 0. Thus we have

F ∼ D + R ∼ F0 + ∆ ∼ D + A + ∆, (6.1)

and
L ∼ 2D + A + ∆. (6.2)

We will first study the divisors above more closely.

Lemma 6.2. Except for the cases (E3) and (E4), the general member of |F0|
is smooth and irreducible.

Proof. Since |F0| is base point free, by Proposition 1.9 we only need to show
that F0 �∼ kE, for E a smooth elliptic curve and an integer k ≥ 2.

Assume, to get a contradiction, that F0 ∼ kE, then by (6.1), we have
D ∼ E and A ∼ (k − 1)E. Let d := c + 2 = E.L ≥ 2.

Since L ∼ (k + 1)E + ∆, we get L2 = d(k + 1), so h0(L) = d(k + 1)/2 + 2,
and h0(F ) = h0(kE) = k + 1. On the other hand, by equation (3.6), we have
h0(F ) = h0(L) − d.

Combining the last three equations, we get

k + 1 = d(k − 1)/2 + 2,

which is only possible if d = 2, i.e. c = 0. A case by case study as in the proof
of [SD, Prop. 5.7] establishes the lemma in this latter case. �

We gather some basic properties of R.

Lemma 6.3. (a) If R = R1 +R2 is an effective decomposition, then R1.R2 ≥
0.

(b) If γ is an effective divisor satisfying γ2 = −2 and γ.R < 0, then γ.R = −1
or −2.

(c) If γ is an effective divisor satisfying γ2 = −2 and γ.L = 0, then either
γ.D = γ.F = γ.R = 0 or γ.D = 1, γ.F = −1 and γ.R = −2.

(d) If Γ is a smooth rational curve, then Γ ∈ RL,D if and only if Γ.R = −2
and Γ.L = 0.

Proof. To prove (a), one immediately sees that if R1.R2 < 0, then the effective
decomposition L ∼ (D + R1) + (D + R2) would induce a Clifford index < c.

The other assertions are immediate consequences of (a). �
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This concludes the proof of Proposition 5.3.

Lemma 6.4. Except for the cases (E3) and (E4), the following holds:
∆2 = −2D.∆ and ∆.A = 0.

Proof. By Lemma 6.2, we have h1(F0) = 0. From 0 = ∆.L = 2∆.D+∆.A+∆2,
we get

∆2 = −2∆.D − ∆.A. (6.3)

Furthermore, we also have

h0(F0) = h0(F ) =
1
2
F 2

0 + F0.∆ +
1
2
∆2 + 2 = h0(F0) + (D + A).∆ +

1
2
∆2,

which implies
∆2 = −2∆.D − 2∆.A. (6.4)

Combining equations (6.3) and (6.4), we get ∆.A = 0 and ∆2 = −2D.∆. �

We have seen in Proposition 3.8, that if there exists a free Clifford divisor
of type (E0), then all free Clifford divisors are linearly equivalent and of type
(E0).

We now take a closer look at the types (E1) and (E2).

Proposition 6.5. Let L be a base point free and big line bundle of non-general
Clifford index c on a K3 surface and let D be a free Clifford divisor of type
(E1) or (E2).

If D′ �∼ D is any other free Clifford divisor, then B := D − D′ > 0 and

∆.D′ = 0, ∆.B = 2, B2 = −2. (6.5)

Proof. Let R′ := L − 2D′ as usual, and note that R′ ∼ 2B + ∆.
Since R′2 = L2 − 4(c + 2) = ∆2 = −4, we get B2 + B.∆ = 0. Combined

with ∆.D = ∆.(D′ + B) = 2, we get the two possibilities

(a) ∆.D′ ≥ 2, ∆.B ≤ 0, B2 ≥ 0,
(b) ∆.D′ = 0, ∆.B = 2, B2 = −2.

Using D′2 ≤ c, we calculate

B.L =
1
2
(R′ − ∆).L =

1
2
R′.L =

1
2
(L − 2D′).L (6.6)

=
1
2
(L2 − 2(D′2 + c + 2)) ≥ 2c + 2 − c − c − 2 = 0.

In case (a) we then must have B.L > 0 by the Hodge index theorem, so
B > 0 by Riemann-Roch. We get

B.R′ = B.(2B + ∆) = B2 ≥ 0 and R′.D′ = 2B.D′ + ∆.D′ ≥ 2B.D′ + 2,

which gives



50 6 Postponed proofs

L.B = 2D′.B + R′.B = 2D′.B + B2 ≤ R′.D′ + B2 − 2.

But this implies

B.L − B2 − 2 ≤ R′.D′ − 4 < D′2 + R′.D′ − 2 = c,

whence we must have B ∼ 0.
So we must be in case (b), and by Riemann-Roch we have either B > 0

or −B > 0. We see from (6.6) that B.L > 0 unless D′2 = D2 = c. But if the
latter holds, since both D′ and D are assumed to be free Clifford divisors (so
that h1(D) = h1(D′) = 0), we have h0(D) = h0(D′), whence D ∼ D′ and
B ∼ 0, a contradiction. Hence D.L > 0, so B > 0 and we are done. �

As seen below, we will distinguish between inclusions D′ < D as in Propo-
sition 6.5 with ∆′ = 0 and ∆′ �= 0 (where ∆′ is the base divisor of |L − D′|).

By Propositions 3.7 and 3.8 it is clear that we can choose a free Clifford
divisor D with the two additional properties (recall that ∆ as usual denotes
the base divisor of |L − D|):

(C6) If D′ is any other free Clifford divisor such that D′ > D, then ∆ �= 0
and D′ is of type (E1) or (E2).

(C7) If D is of type (E1) or (E2) above, and D′ is any other free Clifford
divisor satisfying (C6), then D′ ∼ D.

Property (C6) is a maximality condition: it means that we choose a free
Clifford divisor which is not contained in any other free Clifford divisor, unless
possibly when ∆ �= 0 and it is contained in some free Clifford divisor of type
(E1) or (E2).

Property (C7) means that if we can, we will choose among all free Clifford
divisors satisfying (C6), one that is not of type (E1) or (E2).

It turns out, as we will show in this chapter, that free Clifford divisors
satisfying the additional properties (C6) and (C7) will be perfect, i.e. they
will satisfy Propositions 5.5 and 5.7.

Now assume R = R1 +R2 is an effective decomposition such that R1.R2 =
0. Then L ∼ (D + R1) + (D + R2) is an effective decomposition satisfying

(D + R1).(D + R2) = D2 + D.(R1 + R2) = D.F = c + 2,

so this decomposition induces the same Clifford index c. This means that
either D + R1 or D + R2 is a Clifford divisor. This enables us to prove the
following:

Proposition 6.6. Assume D is not of type (E3) or (E4) and satisfies (C6)
and (C7). Assume furthermore that there exists an effective decomposition
R = R1 + R2 such that R1.R2 = 0 and such that D + R1 is a Clifford divisor.

Then either ∆ �= 0 and D + R1 is of type (E1) or (E2), or there exists a
smooth rational curve Γ satisfying either
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(I) Γ.D = Γ.F = Γ.L = 0, Γ.R1 = −1, Γ.R2 = 1, or
(II) Γ.D = 1, Γ.F = −1, Γ.L = 0, Γ.R1 = −2, Γ.R2 = 0.

Proof. Let D1 := D + R1 and D2 := D + R2. Since D1 is a Clifford divisor
containing D, we have by condition (C6) that either D1 is not a free Clifford
divisor, or ∆ �= 0 and D1 is of type (E1) or (E2).

So we can assume D1 is not a free Clifford divisor, which means that D1

is not base point free.
If D1 is nef, then by Lemma 1.10 it is of the form

D1 ∼ lE + Γ0,

for some smooth elliptic curve E and smooth rational curve Γ0 satisfying
E.Γ0 = 1, and some integer l ≥ 2. This gives

R1 ∼ (l − 1)E + Γ0 and D ∼ E.

Write
D2 = D + R2 ∼ D + M + B,

where B ≥ 0 is the base divisor of D2 and M ≥ 0. Note that M + B ∼ R2.
We have

0 = R1.R2 = ((l − 1)D + Γ0).(M + B) (6.7)
= (l − 1)D.M + (l − 1)D.B + Γ0.M + Γ0.B.

Also, we have an effective decomposition

R ∼ ((l − 1)D + M + B) + Γ0,

such that, using (6.7),

((l−1)D+M +B).Γ0 = l−1+Γ0.M +Γ0.B = (l−1)(1−D.M−D.B). (6.8)

By [SD, Lemma 3.7], if M �= 0, either M ∼ kD, with D2 = 0, for some integer
k ≥ 1, or D.M ≥ 2. In this latter case, the latter product in (6.8) would
be negative, contradicting Lemma 6.3. So we must have M ∼ kD, for some
integer k ≥ 0 and D.B = 0 or 1.

So R ∼ R1 + R2 ∼ (l − 1)D + Γ0 + M + B ∼ (k + l − 1)D + Γ0 + B and

c + 2 = D.F = D.(D + R) = ((k + l)D + Γ0 + B).D ≤ 2,

which gives c = 0 and B.D = 1. A short analysis as in part (b) of the proof
of [SD, Lemma 5.7.2] shows that D is then of type (E3) or (E4).

So D1 is not nef, which means that there exists a smooth rational curve
Γ such that Γ.D1 < 0, whence Γ is fixed in |D1| and Γ.L = 0, by Proposition
2.6. Combining Γ.D1 = Γ.D+Γ.R1 ≤ −1 and 0 = Γ.L = 2Γ.D+Γ.R1+Γ.R2,
we get
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1 − Γ.R2 ≤ Γ.D ≤ −1 − Γ.R1. (6.9)

Furthermore, by Lemma 6.3(b), we have

Γ.R = Γ.R1 + Γ.R2 ≥ −2. (6.10)

If R1 = Γ , we are done by Lemma 6.3(c), so we can assume that R1−Γ > 0.
Then by Lemma 6.3(a) we have (R1−Γ ).(R2+Γ ) = R1.R2+Γ.R1−Γ.R2+2 ≥
0, which implies

Γ.R1 − Γ.R2 ≥ −2. (6.11)

Combining (6.10) and (6.11), we get

−2 − Γ.R1 ≤ Γ.R2 ≤ 2 + Γ.R1 and Γ.R1 ≥ −2. (6.12)

Combining (6.12) with (6.9) and Lemma 6.3(c), we end up with the two
possibilities given by (I) and (II) above. �

We now need a basic lemma about A.

Lemma 6.7. If A = 0, then D is of one of the types (E0)-(E2).
If A2 ≤ −2, then one of the following holds:

(a) A2 = −4, ∆ = 0, L2 = 4c + 4,
(b) A2 = −2, ∆ = 0, L2 = 4c + 6,
(c) A2 = −2, ∆2 = −2, D.∆ = 1, L2 = 4c + 4.

Moreover, in case (c) we have D2 < c.

Proof. If A = 0, we must have −4 ≤ ∆2 = R2 ≤ −2, whence ∆2 = −4 or
−2, D.∆ = 2 or 1 respectively (by Lemma 6.4), and L2 = 4c + 4 or 4c + 6
respectively. An analysis as in Proposition 3.7 now gives that D is as in one
of the cases (E0)-(E2).

If A2 ≤ −2, we have by R2 = A2 + ∆2 = L2 − 4(c + 2) (where we have
used Lemma 6.4) that either ∆ = 0 and we are in case (a) or (b) above, or
that A2 = −2, ∆2 = −2, D.∆ = 1 (by Lemma 6.4) and L2 = 4c + 4, i.e. case
(c).

In this latter case, we have

c + 2 = D.F = D2 + D.A + D.∆ = D2 + D.A + 1,

whence D2 = c + 1 − D.A. Since D + A ∼ F0 is base point free, we have
D.A ≥ 2 by [SD, (3.9.6)], whence D2 < c. �

We can now prove Proposition 5.6.
First note that the Proposition is true for the cases (E3) and (E4), so we

will from now on assume that we are not in any of these two cases.
When we are not in the exceptional cases of the proposition (which are

the cases (E0)-(E2) and the cases (a)-(c) of the last lemma), we have A �= 0
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and A2 ≥ 0. In particular h0(A) ≥ 2. Moreover h0(L − A) ≥ h0(2D) ≥ 3.
From the standard exact sequence for any C ∈ |L|

0 −→ A − L −→ A −→ AC −→ 0,

we see that AC contributes to the Clifford index of C, and moreover that
h0(AC) ≥ h0(A).

We first claim that

h1(A) = D2 − c − 2 + D.A + h1(R). (6.13)

Indeed, we have by Lemma 6.2 that h1(F0) = 0, whence

h0(F ) = h0(F0) = h0(D + A) =
1
2
D2 + D.A +

1
2
A2 + 2

=
1
2
D2 + D.A + h0(A) − h1(A),

which gives

h0(A) = h0(R) = h0(F ) − L.D +
3
2
D2 + h1(R)

= (
1
2
D2 + D.A + h0(A) − h1(A)) − L.D +

3
2
D2 + h1(R)

= h0(A) + D2 − c − 2 + D.A + h1(R) − h1(A),

whence (6.13) follows.
Now we get

Cliff AC = deg AC − 2(h0(AC) − 1)

≤ L.A − 2(
1
2
A2 + 1 + h1(A))

= L.A − A2 − 2 − 2h1(A)
= 2D.A − 2 − 2(D2 − c − 2 + D.A + h1(R))
= 2(c + 1 − D2 − h1(R)).

But since AC contributes to the Clifford index of C, we must have
Cliff AC ≥ c, whence Proposition 5.6 follows.

Before proving the next result, we will need the following easy lemma.

Lemma 6.8. Assume D is not as in (E3) or (E4). If A ∼ A1 + A2 is an
effective decomposition such that A1.A2 ≤ 0, then

A1.A2 = A1.∆ = A2.∆ = 0,

and either D + A1 or D + A2 is a Clifford divisor.
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Proof. By Lemma 6.4 we have ∆.A = 0, so we can assume (possibly after
interchanging A1 and A2) that A1.∆ ≤ 0 and A2.∆ ≥ 0. Then R ∼ A1 +
(A2 + ∆) is an effective decomposition of R such that

A1.(A2 + ∆) = A1.A2 + A1.∆ ≤ 0.

By Lemma 6.3(a) we must have equality, whence A1.A2 = A1.∆ = A2.∆ = 0.
If A1.L > A2.L (resp. A2.L > A1.L), then clearly D + A1 (resp. D + A2)

is a Clifford divisor by condition (C2).
If A1.L = A2.L, then D+Ai is not a Clifford divisor if and only if h0((D+

Ai)−(D+A3−i +∆)) = h0(Ai−A3−i−∆) > 0. Clearly this condition cannot
hold for both i = 1 and 2. So we are done. �

The next result is the crucial one to prove Proposition 5.5.

Proposition 6.9. If D satisfies (C6) and (C7), then H1(A) = 0 except for
the case (E4).

Proof. The result is trivial if A = 0. So we will assume A > 0. Also, the result
is fulfilled in the case (E3), so we can assume D is not as in (E3) or (E4). In
particular, we can use the Lemmas 6.4 and 6.8.

If h1(−A) = h1(A) > 0, then A cannot be numerically 1-connected,
whence there exists a nontrivial effective decomposition A ∼ A1 + A2 such
that A1.A2 ≤ 0. By the previous lemma, we have A1.A2 = A1.∆ = A2.∆ = 0,
and (possibly after interchanging A1 and A2) we can assume that D + A1 is
a Clifford divisor.

Assume first that D and D + A1 are as in the special case where ∆ �= 0
and D′ := D + A1 is a free Clifford divisor of type (E1) or (E2), so the base
divisor ∆′ of

F ′ := L − D′ ∼ D + A2 + ∆ ∼ D + A1 + ∆′

satisfies ∆′2 = −4. Furthermore, by Proposition 6.5, ∆′.D = 0, A2
1 = −2 and

A1.∆
′ = 2. Also, since ∆′.L = 0 and D′L = F ′.L, we must have A1.L = A2.L.

Also note that A1 �∼ A2, since A1.A2 = 0.
Since (A1 − A2).L = 0, we must by the Hodge index theorem have A2 =

(A1 − A2)2 ≤ −2. By Lemma 6.7 and the fact that ∆ �= 0, this gives us

A2
1 = −2, A2

2 = 0, ∆2 = −2,

We then get from L2 = 4c+4 = (2D +A+∆).L = 2D.L+A.L = 2D2 +2c+
4 + A.L, that

A.L = 2(c − D2).

Since A1.L = A2.L, we have

A1.L = A2.L = c − D2.
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So A2 would induce a Clifford index ≤ L.A2 − A2
2 − 2 = c − D2 − 2 < c on

the smooth curves in |L|, a contradiction.
So we can now use Proposition 6.6 and find a smooth rational curve sat-

isfying one of the two conditions:

(I) Γ.D = 0, Γ.A1 = −1, Γ.(A2 + ∆) = 1,
(II)Γ.D = 1, Γ.A1 = −2, Γ.(A2 + ∆) = 0.

In case (I) we get Γ.A = Γ.F0 − Γ.D ≥ 0, whence Γ.A2 ≥ 1. Since Γ.A1 =
−1, we have A1 − Γ > 0, and we get an effective decomposition A ∼ (A1 −
Γ ) + (A2 + Γ ) such that

(A1 − Γ ).(A2 + Γ ) = A1.A2 − Γ.A2 + Γ.A1 − Γ 2 ≤ 0,

so by Lemma 6.8, we must have Γ.A2 = 1 and (A1 − Γ ).(A2 + Γ ) = 0.
Obviously, D+A1−Γ is a Clifford divisor, and we can now repeat the process
with A1 and A2 replaced by A1 − Γ and A2 + Γ . This will eventually bring
us in case (II) after a finite number of steps.

So we can assume that A1 and A2 are as in case (II). Again, by Γ.A =
Γ.F0 − Γ.D ≥ −1, we have Γ.A2 ≥ 1, whence Γ �= A1 and A1 − Γ > 0. Since

(A1 − Γ ).(A2 + Γ ) = A1.A2 − Γ.A2 + Γ.A1 − Γ 2 ≤ −1,

we have a contradiction by Lemma 6.8.
This concludes the proof of the proposition. �

We can now prove Proposition 5.5.
By Lemma 6.4, we can assume A.∆ = 0 and ∆2 = −2D.∆.
One easily sees that the base divisor of R must contain ∆, so h0(A) =

h0(R) = h0(A + ∆).
If A > 0, we have

h0(A) = h0(A + ∆) =
1
2
A2 + 2 +

1
2
∆2 + h1(R) (6.14)

= h0(A) − h1(A) + D.∆ + h1(R),

whence h1(R) = D.∆ + h1(A). If we choose D such that it satisfies (C6) and
(C7), then h1(A) = 0 by Proposition 6.9.

If A = 0, then R = ∆ and D is of one of the types (E0)-(E2) by Lemma
6.7. This concludes the proof of Proposition 5.5.

Note that in the case A = 0, we have

1 = h0(R) =
1
2
R2 + 2 + h1(R) = −D.∆ + 2 + h1(R), (6.15)

whence h1(R) = D.∆ − 1, as we have already noted.
We now give the proof of Theorem 5.7 in the case (E1), which was left out

in the previous chapter. The proof in the case (E2) is similar, and therefore
left to the reader.
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Proof of Theorem 5.7 in the case (E1). We first show that < Zi,λ >� Pn

for i = 1, 2 and any λ. (Recall the definition of Zi,λ on p.ĺ39. In particular,
deg Zi,λ = n + 1.) If this were not true, the natural map

H0(L) −→ H0(L ⊗OZi,λ
)

would not be surjective.
Let Z ′ ⊆ Zi,λ be a subscheme of length n′ + 1 ≤ n + 1, for some integer

n′ ≥ 1, such that the map H0(L) → H0(L ⊗OZ′) is not surjective, but such
that the map H0(L) → H0(L ⊗OZ′′ ) is surjective for all proper subschemes
Z ′′ � Z ′.

Since L2 = 4c+4 = 4(n+1), we have by Proposition 1.13 that there exists
an effective divisor B passing through Z ′ such that B2 ≥ −2, h1(B) = 0 and

2B2 ≤ B.L ≤ B2 + n′ + 1 ≤ 2n′ + 2.

If B2 ≥ 0, we would get that B induces a Clifford index cB ≤ n′−1 ≤ c−1
on the smooth curves in |L|, a contradiction.

So B2 = −2, and B is necessarily supported on a union of smooth rational
curves, since h1(B) = 0. But B.L ≤ n′ − 1 ≤ n− 1 = c− 1 and Z ′ has length
≥ 2, so B passes through some of the base points of {Dλ}. This contradicts
the fact that we have chosen these base points to lie outside of smooth rational
curves of degree ≤ c + 2 with respect to L.

To prove the second assertion, we will show that if there is a point x0 ∈
S′ − {x1, . . . , xn, y1} such that S′ has an (n + 2)-secant n-plane through x0

and Z1,λ, then x0 = y2. By symmetry, this will suffice.
As usual choose any preimage p0 of x0 and denote by X1,λ the zero-

dimensional scheme defined by p0 and Z1,λ. We then have that the natural
map

H0(L) −→ H0(L ⊗OX1,λ
)

is not surjective for any λ.
As usual let Let X ′

1,λ ⊆ X1,λ be a subscheme of length n′
1,λ + 2 ≤ n + 2,

for some integer n′
1,λ ≥ 0, such that the map H0(L) → H0(L ⊗OX′

1,λ
) is not

surjective, but such that the map H0(L) → H0(L ⊗ OX′′
1,λ

) is surjective for
all proper subschemes X ′′

1,λ � X ′
1,λ.

Since n = D2 = c ≥ 2 and L2 = 4c + 4 = 4(n + 1), we again have by
Proposition 1.13 that there for each λ exists an effective divisor B1,λ passing
through X1,λ and satisfying B2

1,λ ≥ −2, h1(B1,λ) = 0 and the numerical
conditions

2B2
1,λ

(a)

≤ L.B1,λ ≤ B2
1,λ + n′

1,λ + 2
(b)

≤ 2n′
1,λ + 4,

with equality in (a) or (b) implying L ∼ 2B1,λ.
Assume first that B2

1,λ = −2 for some λ. We then get the same contradic-
tion on the choice of the base points of {Dλ}, since B1,λ.L ≤ n′

1,λ ≤ n = c.
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So we must have B2
1,λ ≥ 0 for all λ. Then n′

1,λ = n, X ′
1,λ = X1,λ, L.B1,λ =

B2
1,λ + n + 2, and B1,λ is a Clifford divisor. The moving part B′

1,λ of |B1,λ| is
then a free Clifford divisor, so by condition (C7) we have that either B′

1,λ ∼ D
or there exists a free Clifford divisor P1,λ such that B′

1,λ ≤ P1,λ < D with the
last inclusion as described in Proposition 6.5, with the additional property
that |L − P1,λ| has no fixed divisor, by the conditions (C6) and (C7).

We will show that this latter case cannot occur.
We have that B1,λ passes through X1,λ. Now a (possible) base divisor in

|Bi,λ| cannot pass through any of the points p0, . . . , pn, since these points lie
outside all the rational curves contracted by L. So we must have B′

i,λ.D ≥ n.
In addition, by Proposition 6.5 we must have

D ∼ B′
1,λ + γ1,λ,

for some γ1,λ > 0 satisfying γ2
1,λ = −2, and B′

1,λ.∆ = 0. Hence

B′
1,λ.L = B′

1,λ.(L − ∆) = 2B′
1,λ.D ≥ 2n,

so that
B′

1,λ
2 ≥ n − 2 = D2 − 2.

Since h1(B′
1,λ) = h1(P1,λ) = h1(D) = 0, we have h0(B′

1,λ) ≥ 1
2D2 + 1 ≥

h0(P1,λ), so B′
1,λ ∼ P1,λ.

Since |L − P1,λ| = |L − B1,λ| has no fixed divisor, we have B′
1,λ ∼ B1,λ,

so B1,λ < D and B1,λ is a free Clifford divisor. Since h0(B1,λ ⊗ JX1,λ
) > 0,

there must exist an element of |D| of the form B1,λ + A1,λ passing through
Z1,λ, for Ai,λ > 0. But since there is only one element of |D| passing through
p1, . . . , pn, q1,λ, which we called Dλ and which is smooth and irreducible, we
have B1,λ = Dλ, a contradiction.

So we must have B′
1,λ ∼ D. By Proposition 1.13 either L − B1,λ ≥ B1,λ,

or both h0(Bi,λ ⊗ JX1,λ
) �= 0 and h0((L − B1,λ) ⊗ JX1,λ

) �= 0. This gives us
the two possibilities:

1. B1,λ ∈ |D|,
2. B1,λ ∈ |D|+Γj(λ), for j(λ) = 1 or 2, and there exists an F1,λ ∈ |D|+Γ3−j(λ)

passing through X1,λ.

In case 1., since there is only one member of |D| containing p1, . . . , pn, q1,λ,
which we called Dλ, we have B1,λ = Dλ. But this would mean that p0 ∈ Dλ

for all λ, a contradiction.
In case 2. one easily sees that the only option is p0 ∈ Γ2, which means that

x0 = y2, as desired. �
The proof of Theorem 5.7 in the case (E2) is similar, and therefore left to

the reader.
Since we have seen that the crucial point in proving Propositon 5.5 is to

prove that h1(A) = 0, we get the following result (by checking that the proof
of Theorem 5.7 goes through):
Lemma 6.10. Let D be a free Clifford divisor, not of type (E1) or (E2). If
h1(A) = 0, then D is perfect.
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Projective models in smooth scrolls

Let D be a free Clifford divisor on a non-Clifford general polarized K3 surface
S. Assume that T = T (c, D) = T (c, D, {Dλ}) is smooth. This is equivalent to
the conditions D2 = 0 and RL,D = ∅ when D is perfect. In any case these two
conditions are necessary to have T smooth, so |D| has projective dimension
1 and the pencil Dλ is uniquely determined. We recall that ϕL(S) is denoted
by S′.

Since T is smooth, it can be identified with the P1-bundle P(E), where
E = OP1(e1) ⊕OP1(e2) ⊕ · · · ⊕ OP1(ec+2), and (e1, e2, . . . ., ec+2) is the type
of the scroll.

We will construct a resolution of the structure sheaf OS′ as an OT -module.
The contents in this chapter will be very similar to that in [Sc], where

canonical curves of genus g are treated. This is quite natural, since a general
hyperplane section of S′ is indeed such a canonical curve.

The following are well-known facts about T in Pg (see [Har] and [E-H]):

(1) deg T = g − c − 1.
(2) dim T = c + 2.
(3) The Chow ring of T is Z[H,F ]/(F2,Hc+3,Hc+2F ,Hc+2 − (g − c −

1)Hc+1F), where H is the hyperplane section, and F is the class of the
ruling.

(4) The canonical class of T is −(c + 2)H + (g − c − 3)F .
(5) The class of S′ in the Chow ring of T is (c + 2)Hc + (c2 + 3c− cg)Hc−1F .

We will need the Betti-numbers of the ϕL(Dλ) in Pc+1. These can be
found also when T is singular, and will be needed in this case later on.

Lemma 7.1. Let (S, L) be a polarized K3 surface of genus g and of non-
general Clifford index c > 0. Let D be a free Clifford divisor satisfying D2 = 0.
For c ≥ 2, all the ϕL(Dλ) in Pc+1 have minimal resolutions

0 −→ OPc+1(−(c + 2)) −→ OPc+1(−c)βc−1 −→ OPc+1(−(c − 1))βc−2 −→
· · · −→ OPc+1(−3)β2 −→ OPc+1(−2)β1 → OPc+1 → OϕL(Dλ) −→ 0,

T. Johnsen and A.L. Knutsen: LNM 1842, pp. 59–61, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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where
βi = i

(
c + 1
i + 1

)

−
(

c

i − 1

)

.

For c = 1 all the ϕL(Dλ) in P2 have the resolution

0 −→ OP2(−3) −→ OP2 −→ OϕL(Dλ) −→ 0.

Proof. Pick any D′
λ := ϕL(Dλ). We will show in Proposition 8.8 below that

any such D′
λ is arithmetically normal, whence projectively Cohen-Macaulay,

since the Dλ have pure dimension one. Then its Betti-numbers (see Section
8.3 below for the definition) are equal to those of a general hyperplane section
of it. It is sufficient that the linear term defining the hyperplane is not a zero
divisor in its coordinate ring Rλ. This is essentially [Na, Theorem 27.1].

Now choose a sufficiently general hyperplane Hλ in Pg so that Cλ :=
Hλ ∩ S′ is a smooth canonical curve, Hλ does not contain any of the linear
spaces Dλ, and the hyperplane section Aλ := Hλ ∩Dλ is not a zero divisor of
Rλ.

We can identify Cλ with an element in |L|, and by abuse of notation write
OCλ

(Aλ) = OCλ
(Dλ) = OCλ

(D). This linear system is complete and base
point free (in fact it is a pencil computing the gonality) of degree c+2 on Cλ.
By [Sc, Lemma p.119] (where there is a misprint) and [Sc, Proposition 4.3]
the zero-dimensional scheme Aλ then has the Betti-numbers βi,i+1 = βi =
i
(
c+1
i+1

)
−

(
c

i−1

)
.

In particular, these numbers are independent of λ. �

The following result is analogous to [Sc, Corollary (4.4)].

Proposition 7.2. Let S be a polarized K3 surface of non-general Clifford-
index c > 0, whose associated scroll T as above is smooth.

(a)OS′ has a unique OT -resolution F∗ (up to isomorphism). If c = 1, the
resolution is:

0 −→ OT (−3H + (g − 4)F) −→ OT −→ OS′ −→ 0,

If c ≥ 2, the resolution is of the following type:

0 −→ OT (−(c + 2)H + (g − c − 3)F) −→ ⊕βc−1
k=1 OT (−cH + bk

c−1F) −→
· · · −→ ⊕β1

k=1OT (−2H + bk
1F) −→ OT −→ OS′ −→ 0,

where βi = i
(
c+1
i+1

)
−

(
c

i−1

)
.

(b) F∗ is self-dual: Hom(F∗,OT (−(c + 2)H + (g − c − 3)F)) � F∗.
(c) If all bk

i ≥ −1, then an iterated mapping cone

[[Cg−c−3(−(c + 2)) −→ ⊕βc−1
k=1 Cbk

c (−c)] . . .] −→ C0

is a (not necessarily minimal) resolution of OS′ as an OPg -module.
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(d) The bk
i satisfy the following polynomial equation in n if c ≥ 2:

(
n + c + 1

c + 1

)

(
n(g − c − 1)

c + 2
+ 1) − n2(g − 1) − 2 =

c−1∑

i=1

((−1)i+1

(
n − i + c

c + 1

)

(
((n − i − 1)(g − c − 1) + (c + 2))βi

c + 2
+

βi∑

k=1

bk
i ) +

(−1)c+1

(
n − 1
c + 1

)

(
(n − c − 2)(g − c − 1)

c + 2
+ g − c − 2).

Proof. We start by proving (a). We have Dλ � Pc+1 by (3.7). The ϕL(Dλ)
have Betti-numbers βλ

i,j = dim(TorRλ

i (R, k)j), where R is the homogeneous
coordinate ring of Pc+1, and Rλ the coordinate ring R/Iλ of ϕL(Dλ). Follow-
ing [Sc], for c ≥ 2 it is enough to prove:

(1) For fixed i, j the βλ
i,j are the same for all λ.

(2) If c ≥ 2, then βλ
i,j = 0, unless j = i + 1 and i ≤ c− 1, or (i, j) = (c, c + 2).

(3) The common value βi,i+1 = βλ
i,i+1 is βi = i

(
c+1
i+1

)
−

(
c

i−1

)
for i ≤ c− 1, and

βc,c+2 = 1.

This follows immediately from the lemma above.
The easier case c = 1 is dealt with in an analogous manner.
The proof of (b) is almost identical to that of [Sc, Corollary 4.4(ii)]. In our

case we have ExtiT (OS′ , ωT ) = ωS′ if i = c, and zero otherwise, ωS′ = OS′ ,
and ωT = OT (−(c + 1)H + (g − c − 3)F).

The proof of (c) is identical to that of [Sc, Corollary 4.4(iii)].
Denote the term i places to the left of OT in the resolution F∗ by Fi. The

proof of (d) then follows from the identity

χ(OT (nH)) − χ(OS′(nH)) =
∑

i

(−1)iχ(Fi(nH)).

The contribution from the Fc-term is written out separately. Moreover it
is clear that for all large n, we have χ(Fi(nH)) = h0(Fi(nH), for all i, and
χ(OT (nH)) = h0(OT (nH)) since H is (very) ample on T . Then one uses the
following well-known fact for a ≥ 0:

h0(P(E),OP(E)(aH + bF)) = h0(P1, Sym a(E) ⊗OP1(b)). (7.1)

�
Remark 7.3. Part (d) of the proposition only gives us the sums of the bk

i

for each fixed i. The values n = 2, 3, . . . , c give enough equations to determine
these sums. The duality of part (c) gives βi = βc−i, for i = 1, . . . , c − 1, and
i �= c/2, and after a possible renumeration of the bk

i , for k = 1, . . . , βi, we
also have bk

c−i = g − c − 3 − bk
i for these k. In particular this enables us to

identify the sums of the bk
i with those of the g − c− 3− bk

c−i. To obtain more
information about the individual bk

i a more refined study is necessary.
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Projective models in singular scrolls

Let D be a free Clifford divisor on a non-Clifford general polarized K3 surface
(S, L). In this chapter we will make a thourough study of the case where
the scroll T = T (c, D, {Dλ}) is singular. A useful tool will be the blowing-
up f : S̃ → S of S at the D2 base points of the pencil {Dλ}. We study
this blowing-up in Section 8.1 (If D2 = 0, then S̃ = S). Moreover we will
show in Section 8.1 that the projective model S′′ := ϕH(S̃) is normal, where
H := f∗L + f∗D − E is base point free and E is the exceptional divisor.

In Section 8.2 we show that the pencil |f∗D−E| defines a smooth rational
normal scroll T0 that contains S′′ and is a desingularization of T . The real
interest in the varieties T0, S̃, S′′ is of course to use them to understand S′

and T . In Proposition 8.7 we describe the class of S′′ in the Chow ring of T0,
and associated to this, the class of S′ in the Chow group of T .

In Section 8.3 we use results from [Gr] to study the resolutions of the
ϕL(Dλ) in their linear spans in Pg, for each Dλ (from the chosen subpencil
of |D|). We show that all ϕL(Dλ) are arithmetically normal in the spaces
they span, and in Proposition 8.17 we find that for convenient pencils and
low values of D2 all members of the pencil have the same Betti-numbers
(appearing in their minimal resolutions). The results in Proposition 8.17 are
sufficient to calculate these Betti-numbers explicitly in all cases we wish to
study.

In Section 8.4 we start with describing resolutions of the ϕL(Dλ) for some
concrete values of c, D2. We then in general describe how one can obtain
resolutions of the S′′ in their associated scrolls T0. Such resolutions are given
in Proposition 8.23. Moreover, in Proposition 8.29 we give sufficient conditions
under which we can push down the resolution to one of ϕL(S) in T . Here we
use results from [Sc].

In Section 8.5 we recall the definition of socalled rolling factors coordinates,
which we apply both here and later to give more details about resolutions of
S′ in T in various cases.

In Section 8.6 we apply much of our technical machinery to study more
examples of such resolutions, with special emphasis on the right ends of these.

T. Johnsen and A.L. Knutsen: LNM 1842, pp. 63–98, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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The examples enable us to obtain a detailed picture for g ≤ 10, and even a
fairly complete one, when it comes to description of generators of the ideal of
S′ in T .

Remark 8.1. As seen above, the scroll T = T (c, D, {Dλ}) is singular if
D2 > 0 or the set RL,D is non-empty. Moreover T is singular if and only if
one of these two conditions holds, if D is perfect.

We will always assume c > 0, so that ϕL : S → S′ is birational.
The type (e1, . . . , ed) of the scroll, where d = 1

2D2 + c+2, is such that the
last r of the ei are zero, where r is defined as in equation (5.1) and can be
computed as in equation (5.2).

As we have seen, when D is perfect we have

r =






D2 − 1 if D is of type (Q),
D2 + D.∆ − 1 if D is of one of the types (E0)-(E2),
D2 + D.∆ otherwise.

(8.1)

We will however not assume that D is perfect, unless explicitly stated.

8.1 Blowing up S

Let n := D2 and denote by p1, . . . , pn the n base points of the pencil {Dλ}.
Let

S̃
f �� S

be the blow up of S at p1, . . . , pn. Denote by Ei the exceptional line over pi

and let

E :=
n∑

i=1

Ei

denote the exceptional divisor. Define

H := f∗L + f∗D − E.

The first observation is:

Lemma 8.2. H is generated by its global sections, h1(H) = 0 and ϕH is
birational; in fact ϕH is an isomorphism outside of finitely many contracted
smooth rational (−2)-curves.

Moreover, a smooth rational curve γ is contracted by H if and only if
γ = f∗Γ , for some smooth rational curve Γ on S such that Γ.L = Γ.D = 0.

Proof. Since H−E ∼ (f∗L−E)+(f∗D−E) is clearly nef and (H−E)2 ≥ 10,
we have h1(H) = 0. Furthermore, since |f∗D − E| is a base point free pencil
and f∗L is base point free, H is base point free as well.

The morphism given by |f∗L| is clearly an isomorphism outside of the
n exceptional curves and the strict transforms of the finitely many smooth
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rational curves on S which are contracted by |L|. By our choice of pencil (see
3.3), these curves do not intersect the n blown up points.

Since Ei.H = 1 for all i, every exceptional curve Ei is mapped by ϕH

isomorphically to a line, so ϕH is an isomorphism along the exceptional curves.
Moreover if γ = f∗Γ for some smooth rational curve Γ on S such that Γ.L = 0
and Γ.D > 0 then Γ.D = 1 by Lemma 6.3(c), so γ is mapped isomorphically
to a line by ϕH and ϕH is an isomorphism along these curves as well.

Hence ϕH is an isomorphism outside of finitely many contracted smooth
rational (−2)-curves, which are precisely the ones of the form f∗Γ , for some
smooth rational curve Γ on S such that Γ.L = Γ.D = 0. �

We have h0(H) = 1
2H.(H−E)+2 = 1

2L2+ 1
2D2+c+4 = g+ 1

2D2+c+2 =
g + d + 1. Denote by S′′ the surface ϕH(S̃) in Pg+d.

One easily obtains deg S′′ = 2g + 2c + 2 + 2D2.

Proposition 8.3. The surface S′′ is normal, pa(S′′) = 1, and KS′′ �
OS′′(E′), where E′ is the sum of D2 lines that are (−1)-curves on S′′.

Proof. The two last assertions are immediate consequences of S′′ being nor-
mal, by [Ar].

Consider the blow-up f : S̃ → S described above.
Denote by EH the set of irreducible curves Γ̃ on S̃ such that Γ̃ .H = 0.

From the Hodge Index theorem it follows that such a curve has negative self-
intersection. Moreover, by Lemma 8.2

Γ̃ = f∗Γ,

for some smooth rational curve Γ on S such that Γ.L = Γ.D = 0. Thus we
can write

EH = f∗(EL −RL,D).

Now let δ̃ be the fundamental cycle of a connected component of EH , p
the image of δ̃ on S′′ and U the inverse image of an affine open neighborhood
of p. To prove the normality of p it will be sufficient to prove the surjectivity
of

H0(U,OU (H − δ̃)) −→ H0(δ̃,Oδ̃(H − δ̃)),

hence of
H0(S̃,OS̃(H − δ̃)) −→ H0(δ̃,Oδ̃(H − δ̃)).

To show the latter, it will suffice to show

H1(S̃,OS̃(H − 2δ̃)) = 0.

By the degeneration of the Leray spectral sequence

0 −→ H1(S, f∗(H − 2δ̃)) −→ H1(S̃, H − 2δ̃) −→ H0(S, R1f∗(H − 2δ̃))

it will suffice to show that
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h1(S, f∗(H − 2δ̃)) = h0(S, R1f∗(H − 2δ̃)) = 0.

Denote by δ the divisor on S such that f∗δ = δ̃. Then δ is connected
and δ2 = −2 (δ is in fact a fundamental cycle for a connected component
of EL minus a curve Γ that is a tail of δ and is such that Γ.D = 1. The
fact that δ2 = −2 can be checked by inspection for each of the five platonic
configurations [Ar]). We then have

f∗(H − 2δ̃) = (L + D − 2δ) ⊗ JZ ,

where Z is the zero-dimensional scheme corresponding to the n blown up
points, and

R1f∗(H − 2δ̃) = R1f∗(−E) ⊗ (L + D − 2δ).

Since f∗OE � OZ , we have R1f∗(−E) = 0, whence we are reduced to proving
the vanishing of H1((L + D − 2δ) ⊗ JZ). This will be proved in Lemma 8.4
below. �

Lemma 8.4. With the notation as above, H1((L + D − 2δ) ⊗ JZ) = 0.

Proof. We will first need the following fact:

h1(L + D − 2δ) = 0.

The proof for this is rather long and tedious, but does not involve any new
ideas and is similar in principle to the proof of [Co, Lemma 5.3.5]. We therefore
leave it to the reader.

Note that if D2 = 0, then Z = ∅, and we are done. So we will from now
on assume that n = D2 > 0.

Because of the vanishing of H1(L+D−2δ), the vanishing of H1((L+D−
2δ) ⊗ JZ) is equivalent to the surjectivity of the map

H0(L + D − 2δ) −→ H0((L + D − 2δ) ⊗OZ).

Assume, to get a contradiction, that this map is not surjective. Let Z ′ ⊆ Z
be a subscheme of length l + 1 ≤ n = D2, for some integer l ≥ 1, such
that H0(L + D − 2δ) −→ H0((L + D − 2δ) ⊗ OZ′) is not surjective, but
H0(L+D−2δ) −→ H0((L+D−2δ)⊗OZ′′) is for all proper subschemes Z ′′.

Since (L + D − 2δ)2 > 4l + 4 and h1(L + D − 2δ) = 0, we get by Remark
1.14 that there is an effective decomposition L + D − 2δ ∼ A + B such that
A > B, A.B ≤ l + 1, h1(B) = 0, B2 ≥ −2 and B passes through Z ′.

If B2 = −2 (so that B is necessarily supported on a union of smooth
rational curves), then we use the fact that we have chosen Z to lie outside of
any rational curve Γ such that Γ.L ≤ c + 2 by (3.3) and

L.B ≤ (L + D).B ≤ l − 1 + 2δ.B ≤ D2 − 2 + 2δ.B ≤ c + 2δ.B,

to conclude that we must have δ.B ≥ 2. Hence (δ + B)2 ≥ 0.
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This yields that we in all cases have

h0(δ + B) ≥ 2.

We now want to show that also

h0(δ + A − D) ≥ 2.

We can write

F ∼ A + B + 2δ − 2D ∼ (A + δ − D) + (B + δ − D) := F1 + F2.

This is not necessarily an effective decomposition, but we have F1 > F2, since
A > B.

We can easily calculate

F1.F2 = A.B − D2 − c ≤ −c < 0,

and since F 2 = F1
2 + F2

2 + 2F1.F2 ≥ D2 ≥ 2, we must have F1
2 ≥ 2 or

F2
2 ≥ 2.
If F1

2 ≥ 2, then either h0(F1) ≥ 2 or h0(−F1) ≥ 2 by Riemann-Roch.
Since L.F1 = L.A−L.D > 1

2 (L2 + L.D)−L.D = 1
2 (c + 2 + F 2) > 0, we must

have h0(F1) ≥ 2, and we are done.
If F2

2 ≥ 2, then either h0(F2) ≥ 2 or h0(−F2) ≥ 2. In the first case, we
get h0(F1) ≥ h0(F2) ≥ 2. In the second, we get F1 ∼ F − F2 > F , since −F2

is effective, whence h0(F1) ≥ h0(F ) ≥ 2 again.
So we have an effective decomposition of L as

L ∼ (B + δ) + (A + δ − D),

such that both h0(B + δ) and h0(A + δ − D) ≥ 2 and such that

(B + δ).(A + δ − D) = A.B − D.B + 2 ≤ l − D.B + 3.

Since l + 1 ≤ D2 ≤ c + 2, and D.B ≥ 2, since D is base point free and
h0(B + δ) ≥ 2, we must have D.B = 2 and l + 1 = n = D2 = c + 2. But since
B passes through Z, we must have D.B ≥ n, whence the contradiction c = 0.

This concludes the proof of the lemma and hence of Proposition 8.3. �

8.2 The smooth scroll T0

Define the following line bundle on S̃:

D̃ := f∗D − E.

The members of |D̃| are in one-to-one correspondence with the members of
the pencil {Dλ}. One computes D̃2 = 0, so |D̃| is a pencil of disjoint members.
Furthermore

h0(H − D̃) = h0(f∗L) > 2,

so |D̃| defines a rational normal scroll T0 containing S′′.



68 8 Projective models in singular scrolls

Proposition 8.5. T0 has dimension d and degree g +1 and is smooth of type
(e1 + 1, . . . , ed + 1).

Proof. The two first assertions are easily checked.
We have to calculate the numbers h0(S̃, H−iD̃) = h0(S̃, f∗(L−(i−1)D)+

(i − 1)E) for all i ≥ 0.
One easily sees that (i−1)E is a fixed divisor in |f∗(L−(i−1)D)+(i−1)E|

for all i ≥ 1, so we get for all i ≥ 1:

h0(S̃, f∗(L − (i − 1)D + (i − 1)E) = h0(S̃, f∗(L − (i − 1)D) (8.2)
= h0(S, L − (i − 1)D).

We also have
h0(H) − h0(H − D̃) = d. (8.3)

Defining d′i := h0(S̃, H− iD̃)−h0(S̃, H− (i+1)D̃), we get by combining (8.2)
and (8.3) that

d′0 = d0 and d′i = di−1 for i ≥ 1.

It follows immediately that the type of T0 is as claimed. �

Since T0 is smooth, we have T0 � P(E), where E = ⊕d
i=1OP1(ei +1). Also,

we have the maps

P(E)
j ��

π

��

T0 ⊆ Pg+d

P1

where j is an isomorphism. Then the Picard group of P(E) satisfies

Pic P(E) � ZH0 ⊕ ZF ,

where H0 := j∗OPg+d(1) and F := π∗OP1(1).
Furthermore, the Chow ring of P(E) is

Z[H0,F ]/(F2,Hs+2
0 ,Hs+1

0 F ,Hs+1
0 − (g + 1)Hs

0F), (8.4)

where we set s := c + 1 + 1
2D2.

Consider now the morphism i given by the base point free line bundle
H := H0 −F , where H0 = H + F :

i : P(E) −→ Pg.

One easily sees that i maps P(E) onto a rational normal scroll of dimension d
and type (e1, . . . , ed), whence isomorphic to T . So we can assume that i maps
P(E) onto T . By abuse of notation we write

i : T0 −→ T ,
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and this is a rational resolution of singularities of T (in the sense that T0 is
smooth and R1i∗OT0 = 0). Furthermore one easily sees that by construction
i restricts to a map

g : S′′ −→ S′

which is a resolution of some singularities of S′ (precisely the singularities of
S′ arising from the contractions of rational curves across the fibers in S, i.e.
the curves in RL,D) and a blow up at the images of the base points of {Dλ}.

We get the following commutative diagram:

P(E)
j �� T0

i �� T �� Pg

S′′ g ��

��

S′

��

S̃

ϕH

��

f �� S.

ϕL

��

By construction, one has g ◦ ϕH = ϕf∗L.

Proposition 8.6. Let JS′′/T0 denote the ideal sheaf of S′′ in T0 and JS′/T
the ideal sheaf of S′ in T .

We have JS′/T = i∗JS′′/T0 .

Proof. This follows since i∗OT0 = OT and i∗OS′′ = OS . The latter fact is a
consequence of g being a birational map of normal surfaces. �

We recall that the Chow ring of T0 is given by (8.4). Define HT and FT
to be the push-down of cycles by i of H and F respectively.

We have the following description:

Proposition 8.7. (a) The class of S′′ in the Chow ring of T0 is

(D2 + c + 2)Hd−2
0 + (c − cg − D2(g − 1))Hd−3

0 F .

(b) The class of S′ in the Chow group of T is

(D2 + c + 2)(HT )d−2 + (D2(d− 1− g)− 4− cg − c + cd + 2d)(HT )d−3FT .

Proof. The class of S′′ is of the type mHd−2
0 + nHd−3

0 F , for two integers
m and n. To determine m and n one has the equations S′′H2

0 = deg S′′ =
2g + 2c + 2 + 2D2 and S′′H0F = deg(ϕL(D)) = c + 2 + D2.

Statement (b) is an immediate consequence of i being birational by using
the cap product map A∗(Pg) ⊗ A∗(T ) → A∗(T ). �
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8.3 Techniques for finding Betti-numbers of the ϕL(Dλ)

We would like to study the resolution of S′′ in P(E) � T0. We say that S′′ has
constant Betti-numbers βij = βij(λ) over P1 if the one-dimensional schemes
obtained by intersecting S′′ by the linear spaces Fλ in the pencil of fibres of
T0 have Betti-numbers in Pc+1+ 1

2 D2
that are independent of λ. By [Sc], if

S′′ has constant Betti-numbers over P1, we can (at least in principle) find
a resolution of OS′′ by free OP(E)-modules which restricts to the minimal
resolution of OS′′

λ
on each fiber P(E)λ � Pc+1+ 1

2 D2
.

Clearly, since the map i is the identity on each fiber, the Betti-numbers of
S′′

λ are the same as the Betti-numbers of ϕL(Dλ).
Recall that a projective scheme V is called arithmetically normal if the

natural map
SkH0(V,OV (1)) −→ H0(V,OV (k))

is surjective for all k ≥ 0.
We start by showing that the ϕL(Dλ) are all arithmetically normal.

Proposition 8.8. All the ϕL(Dλ) are arithmetically normal in Dλ =
Pc+1+ 1

2 D2
.

Proof. We can easily show that

h1(OS(qL − D)) = 0 for all q. (8.5)

Furthermore, by [SD, Thm. 6.1], we have that

SkH0(S, L) −→ H0(S, kL) is surjective for all k ≥ 0. (8.6)

We have a commutative diagram

H0(OPg (q)) ��

α1

��

H0(ODλ
(qL))

α3

��
H0(OS(qL))

α2 �� H0(ODλ
(qL)).

Now α2 is surjective by (8.5) and α1 is surjective by (8.6). Hence α3 is sur-
jective and ϕL(Dλ) is arithmetically normal. �

For each λ ∈ P1 define

Bλ := ⊕q∈ZH0(Dλ, qL) and V λ := H0(Dλ, L).

The symmetric algebra S(V λ) of V λ satisfies

S(V λ) � Rλ,
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where Rλ is the homogeneous coordinate ring of P(H0((Dλ, L) � Pc+1+ 1
2 D2

,
and Bλ is a graded Rλ-module. Since all the Rλ are isomorphic, we will
sometimes suppress the λ, hoping to cause no confusion.

We have the Koszul complex

· · · �� ∧i+1V λ ⊗ Bλ
j−1

dλ
i+1,j−1 �� ∧iV λ ⊗ Bλ

j

dλ
i,j �� · · ·

with the Koszul cohomology groups defined by

Kλ
i,j := Ki,j(Bλ, V λ) :=

ker dλ
i,j

im dλ
i+1,j−1

.

For each λ we have a minimal free resolution of Bλ as an Rλ-module:

· · · −→ ⊕jRλ(−j)βλ
i,j −→ · · · −→ ⊕jRλ(−j)βλ

1,j

−→ ⊕iRλ(−j)βλ
0,j −→ Bλ −→ 0,

and the βλ
i,j are the (graded) Betti-numbers for ϕL(Dλ) (since ϕL(Dλ) is arith-

metically normal).
By the well-known Syzygy Theorem [Gr, Thm. (1.b.4)], we have

βλ
i,i+j = dimKλ

i,j

(where the dimension is as vector space over C).

Example 8.9. As an example we look at the case where D2 = 0 and T is
singular (i.e. D is not perfect or RL,D is non-empty). In this case the scroll T0

can be analyzed with the techniques of Section 7. Proposition 8.3 gives that
the canonical sheaf on S′′ is trivial. Lemma 7.1 gives us the Betti-numbers of
all the Dλ. Hence the analogue of Proposition 7.2 goes through completely
(we need the triviality of the canonical sheaf to prove the analogue of part
(b)) to give a resolution of OS′′ as an OT0-module. Set g0 = g + d = g + c+2.
Since T0 has degree g0 − c− 1, dimension c + 2, and spans Pg0 , we only need
to replace g by g0 in Theorem 7.2.

Unfortunately, finding the Betti-numbers βλ
ij for the ϕL(Dλ) when D2 > 0

is not as easy as in the case D2 = 0. In fact, we are not able to compute all
of them, nor to show that they are constant over P1, in general, but we will
manage for the cases D2 = 2 and 4, which are the cases we need for the
classification of projective models of genus g ≤ 10.

By our choice the general element in the pencil {Dλ} is smooth and ir-
reducible, whence by Lemma 5.2 also the general ϕL(Dλ) is a smooth irre-
ducible curve. To compute its Betti-numbers in Dλ = Pc+1+ 1

2 D2
, we can use

several results of Green and Lazarsfeld, and it will turn out that these results
are sufficient to determine its Betti-numbers uniquely for D2 ≤ 4. However,
there might be singular, reducible or even nonreduced elements in the pencil
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{ϕL(Dλ)}, and one then has to check that the results of Green and Lazarsfeld
can still be applied to these cases. Roughly speaking, since the Betti-numbers
do not change when taking general hyperplane sections (since all the ϕL(Dλ)
are arithmetically normal whence projectively Cohen-Macaulay), we can avoid
the isolated singularities, so the biggest problems arise from nonreduced fibers.
It is therefore convenient to choose a pencil {Dλ} with as few such cases as
possible. Also note that the existence of a reducible element in {Dλ}, will
require the existence of some effective divisors linearly independent of L and
D, so in the general case of every family we study, all elements in {Dλ} will
be reduced and irreducible.

It will be of use to us that we can choose a pencil {Dλ} subject to the
following additional condition when D2 > 0:

Any member of {ϕL(Dλ)} is one of the following: (8.7)

• A smooth irreducible curve of genus pa(D).
• A singular irreducible curve of arithmetic genus pa(D) or pa(D) + 1 with

exactly one node or one cusp.
• E1 + E2, where E1 and E2 are distinct smooth elliptic curves intersecting

in 1
2D2 points or in one point (the latter happening if and only if we are

in the special case of Proposition 3.10, where D2 = 4, L ∼ 2D and D is
hyperelliptic).

• D + Ω with D a smooth irreducible curve of genus pa(D) − 1 and Ω of
degree 1 or 2

• D + Ω with D an irreducible curve of genus pa(D) with exactly one node
or cusp and Ω of degree 1 or 2.
(Note that Ω is either a conic, a union of two distinct lines, a double line
or a line. In particular a nonreduced component of a member of {ϕL(Dλ)}
has to be a double line.)

Lemma 8.10. Let D be a free Clifford divisor with D2 > 0. Then we can
choose a pencil {Dλ} such that (8.7) is satisfied.

Proof. Any irreducible element of |D| is mapped isomorphically by ϕL by
Lemma 5.2. Since the codimension of the set of irreducible elements in |D|
having more than one node or cusp as singularity is well-known to be > 1, we
can find a pencil so that all irreducible elements are mapped to irreducible
curves which are either smooth of genus pa(D) or has at most one node or
cusp and therefore have arithmetic genus pa(D) + 1.

Now we have to consider reducible elements of |D| living in codimension
one.

Assume that an element of |D| has two components of arithmetic genus
≥ 1. This means that D ∼ A + B with h0(A) ≥ 2 and h0(B) ≥ 2. A quick
analysis as in the proof of Proposition 3.10 shows that A2 = B2 = 0 (otherwise
either A or B would induce a Clifford index < c on L). So D ∼ E1 + E2 + Σ
for E1 and E1 smooth elliptic curves and an effective Σ which is either zero or

Administrator
ferret
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only supported on smooth rational curves. In the first case, since the general
elements in both |E1| and |E2| are smooth elliptic curves, we can choose a
pencil containing at most the union of two smooth elliptic curves E1 and E2.
Such a D0 = E1 + E2 is mapped isomorphically by ϕL by Lemma 5.2. In the
second, as in the rest of the proof, we are reduced to studying the cases where
B is an effective divisor on S only supported on smooth rational curves such
that h0(D ⊗ JB) = h0(D − B) = h0(D) − 1 ≥ 2.

By adding base divisors to B, we can assume that |D − B| is base point
free. Hence, by Proposition 1.9 either h1(D −B) = 0, or D − B ∼ kE, for an
integer k ≥ 2 and a smooth elliptic curve E.

In the first case we have h0(D−B) = 1
2D2−D.B+ 1

2B2+2 = h0(D)−D.B+
1
2B2. If B2 > 0, then by the Hodge index theorem and the fact that B2 < D2

(since h0(B) < h0(D)) we get (D.B)2 ≥ D2B2 > (B2)2, so D.B > B2, and
in particular D.B ≥ 3, whence h0(D − B) < h0(D) − 1

2D.B ≤ h0(D) − 2, a
contradiction. If B2 = 0, then B.D ≥ 2, since D is base point free (by [SD,
(3.9.6)] or [Kn4, Thm. 1.1]), so again h0(D − B) ≤ h0(D) − 2.

So the only possibility remaining is B2 ≤ −2, and we see that h0(D−B) =
h0(D) − 1 if and only if B2 = −2 and D.B = 0. Since h0(D) ≥ 3, we have
that L ∼ (D −B) + (F + B) is a decomposition into two moving classes with
(D − B).(F + B) = D.F + 2 − B.L = c + 2 − (B.L − 2), so we must have
B.L ≤ 2.

This means that there is a codimension one subset of |D| whose elements
are of the form D′ + B, with D′ base point free with pa(D′) = pa(D) − 1,
h1(D′) = 0 and B only supported on smooth rational curves and satisfying
B2 = −2, B.D′ = 2 and B.L ≤ 2. Clearly, since the general element in |D′| is
a smooth irreducible curve, we can choose a pencil in |D| such that elements
of this form are of the form D′+B with D′ a smooth curve of genus pa(D)−1.
Now the contracted part B0 of B satisfies B0.D

′ ≤ B.D′ = 2, whence D′ is
mapped by ϕL to a curve with at worst one point of multiplicity two, i.e.
either a node or a cusp. If ϕL(D′) is smooth then it has genus pa(D) − 1, if
not it has arithmetic genus pa(D). The divisor B is either zero or is mapped
to a point or to an effective divisor Ω on S′ of degree B.L ≤ 2, whence a line,
a conic, a union of two distict lines, or a double line.

In the second case we have h0(D − B) = k + 1 = h0(D) − 1 = 1
2D2 + 1,

whence D2 = 2k ≥ 4, so 2k = D2 = (kE +B)2 = 2kE.B +B2 = 2kE.D+B2.
At the same time, by the base point freeness of D, we have B.D = B.(kE +
B) = kE.B + B2 = kE.D + B2 ≥ 0 and E.D ≥ 2, so the only possibility
is E.B = E.D = 2, B.D = 0 and B2 = −2k ≤ −4. In particular D is
hyperelliptic, so c = 2, D2 = 4 and L ∼ 2D by Proposition 3.10, which means
that k = 2. Since D.L = 8, and D ∼ 2E + B, we must have E.L = 4 and
B.L = 0. Now there is a codimension one subset of |D| whose elements are
of the form E1 + E2 + B where E1 and E2 are smooth elliptic curves in |E|.
Since B.E1 = B.E2 = 1 and B is contracted by ϕL, the elements are mapped
to a union of two smooth elliptic curves intersecting in one point. �
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Remark 8.11. We see from the proof above that in the cases where there
exists a reducible fibre ϕL(Dλ), then we are either in the case with D ∼ A+B
into two moving classes or D ∼ D′ + B with D′ either irreducible or twice
an elliptic pencil and B supported on rational curves with B2 = −2 and
B.L ≤ 2. In the first case we find that A and B are Clifford divisors for L
and in the second that D′ is a free Clifford divisor. In particular we see that
we can always find a free Clifford divisor D satisfying either D2 = 0 or that
|D| contains a subpencil {Dλ} such that all the members of {ϕL(Dλ)} are
irreducible.

Such a D need however not be perfect.

Note that the property (8.7) also yields that the singular locus of any
ϕL(Dλ) is either a finite number of points or at most a finite number of
points and a double line, so it has an open set of regular points. The same
applies for any Dλ.

Moreover, again by the property (8.7), a general hyperplane section of any
ϕL(Dλ) is of a scheme of length L.D = D2 + c + 2 which either consists of
distinct points (outside of Sing ϕL(Dλ)) or of a union of L.D − 2 = D2 + c
distinct points (outside of Sing ϕL(Dλ)) and a scheme of length two situated
in one point, namely the intersection with the double line, or equivalently, the
image by ϕL of the unique element in |OC(2Γ )| for a general C ∈ |L|.

We will from now on always work with a pencil satisfying (8.7).
We will need the following general position statement:

Lemma 8.12. Assume c > 0 and D2 > 0 and let D′ ⊆ Pc+1+ 1
2 D2

be any
member of {ϕL(Dλ)}. Then a general hyperplane section Z is a scheme of
length L.D = D2 + c + 2 in general position, i.e. any subscheme of length
c + 1

2D2 spans Pc+1+ 1
2 D2

.

Proof. A general hyperplane section Z consists either of D2 + c + 2 distinct
points, or of D2+c+1 distinct points, where one carries an additional tangent
direction.

Set r := c + 1 + 1
2D2, then r ≥ 3. The proof now follows the lines of the

proof of the well-known General Position Theorem on p. 109 in [A-C-G-H].
We leave it to the reader to verify that the steps (i)-(iii) in that proof go
through and that we can reduce to showing (correspondingly to the lemma
on p. 109 in [A-C-G-H]) that a general hyperplane section of D′ contains no
subscheme of length 3 spanning only a P1.

So assume there is a general hyperplane section Z of D′ containing a
subscheme Z0 of length three spanning a P1. Since we assume Z is general,
we can avoid it to touch the singular points of S′. So we can consider Z and Z0

as subschemes of S and we get that the natural map H0(L) −→ H0(L⊗OZ0)
fails to be surjective. Since c ≥ 1, we must have L2 ≥ 4c + 4 ≥ 8, and we can
use Proposition 1.13 to conclude that there is an effective divisor B passing
though Z0 satisfying either B2 = −2 and B.L ≤ 1, B2 = 0 and B.L ≤ 3 or
B2 = 2 and B.L ≤ 5.
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In the first case we have B.L = 1 and B irreducible, since we assume that
Z lies outside the singular locus of S′. So Z0 lies on a line, and a general
hyperplane will only meet this line in one point, a contradiction.

In the two other cases we see that B induces the Clifford index one on L
and we must have (B2, B.L) = (0, 3) or (2, 5). Since we assume D2 ≥ 2, we
must have D2 = c + 1 = 2, which means that we are in the case (E0), where
L ∼ 2D+Γ for a smooth rational curve Γ satisfying Γ.D = 1. Since D is base
point free, any other free Clifford divisor D′ must satisfy D′.D ≥ 2, whence
D′.L ≥ 4. Now the moving part of B is a free Clifford divisor, whence we must
have (B2, B.L) = (2, 5). It follows from Proposition 1.13 that Z0∩Γ �= ∅, and
since Γ.L = 0, it follows that Z0 meets the singularities of S′, a contradiction.
�

We will make use of the following lemma, which is well-known if D0 is a
smooth curve (see e.g. [G-L3, Lemma 3.1] or [A-C-G-H, Exc. K-2 p. 152] for
(a)):

Lemma 8.13. Let D0 ∈ |D|.
(a) If x1, . . . , xn are n := h0(LD0) − 2 = 1

2D2 + c distinct general points
of D0, outside of Sing D0, then LD0 − x1 − . . . − xn is base point free,
h0(LD0 − x1 − . . . − xn) = 2 and h1(LD0 − x1 − · · · − xn) = 0.

(b) If x1, . . . , xk are k ≥ pa(D) distinct general points of D0, outside of
Sing D0, then h1(OD0 (x1 + · · · + xk)) = 0.

Proof. Since n = L.D − 1
2D2 − 2 ≤ L.D − 3 the statement (a) immediately

follows from the previous lemma.
As for (b), by Serre duality we have h1(OD0(x1 + · · ·+xk)) = h0(OD0(D)

(−x1 − · · · − xk)). Denoting the ideal defined by the points x1, . . . , xk by Z,
we have an exact sequence

0 −→ OS −→ OS(D) ⊗ JZ −→ OD0(D)(−Z) −→ 0, (8.8)

so h1(OD0(x1 + · · · + xk)) = 0 if and only if h0(OS(D) ⊗ JZ) = 1. Clearly
we can assume that k = pa(D). Then h0(OS(D) ⊗ JZ) = 1 if and only
if the k points pose independent conditions on |D|. Proceeding inductively,
we only have to show that for k′ distinct points on D0, with 1 ≤ k′ ≤ k,
posing independent conditions on |D|, then a general point p ∈ D0 away from
Sing D0 poses one more additional condition. Let Σ be the base divisor of
|D ⊗ JZ′ |, where Z ′ is the scheme defined by the k′ distinct points. Then we
are done, unless all the regular points of D0 are contained in Σ. However, by
the property (8.7), it would then follow that h0(Σ) ≥ h0(D) − 1. But then
the moving part of |D ⊗ JZ′ | has dimension zero, i.e. it consists only of D0

itself, so h0(D ⊗ JZ′) = 1, and it follows that k = k′ and we are done. �

We write Lλ := LDλ
.

We first define a vector bundle Eλ on every Dλ, as follows. If B is an
effective divisor on S and A is any globally generated invertible sheaf on B,
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then the evaluation map H0(A) ⊗OB → A is surjective, and the kernel is a
vector bundle on B:

0 −→ EA −→ H0(A) ⊗C OB −→ A −→ 0. (8.9)

Note that det EA = A∨ and rank EA = h0(A), so that EA = A∨ when h0(A) =
2.

For every λ we set Eλ := ELλ
.

Taking exterior powers in (8.9) and twisting by suitable powers of L, we
get for any i ≥ 0 and any j ≥ 0

0 −→ ∧iEλ⊗L⊗j
λ −→ ∧iH0(Lλ)⊗C L⊗j

λ −→ ∧i−1Eλ⊗L
⊗(j+1)
λ −→ 0. (8.10)

Moreover, we get and we see that dλ
i,j = H0(fλ

i,j) for all i, j ≥ 0.
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Chasing the diagram, and using that h1(L⊗k
λ ) = 0 for all k ≥ 1, together

with h0(Lλ) = c + 2 + 1
2D2, we easily get that the Koszul cohomology groups

Kλ
i,j satisfy

Kλ
i,j = 0 for all j ≥ 3. (8.11)

dimKλ
i,2 = h1(∧i+1Eλ ⊗ Lλ). (8.12)

dimKλ
i,1 = h1(∧i+1Eλ) −

(
c + 2 + 1

2D2

i + 1

)

(
1
2
D2 + 1) (8.13)

+h1(∧iEλ ⊗ Lλ)

Of course we also have

Kλ
i,j = 0 for i ≥ h0(LDλ

) − 1 = c + 1 +
1
2
D2. (8.14)
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We now want to show that h1(∧i+1Eλ) is independent of λ for i ≤
h0(LDλ

) − 2 = c + 1
2D2.

By Lemma 8.13(a), if x1, . . . , xn are n := h0(Lλ) − 2 = c + 1
2D2 general

distinct points of Dλ, outside of the singular points of Dλ, then Lλ−x1− . . .−
xn is generated by its global sections and h1(Lλ−x1− . . .−xn) = h1(Lλ) = 0,
so from [G-L1] or [La1, Lemma 1.4.1] we have an exact sequence

0 −→ ELλ−x1−...−xn −→ ELλ
−→ Σ −→ 0, (8.15)

where Σ := ⊕n
i=1ODλ

(−xi). (We leave it to the reader to check that this
also holds in our case when Dλ is singular or possibly reducible). Set B :=
ODλ

(x1 + · · · + xn). Since h0(Lλ − B) = 2, we have ELλ−x1−...−xn = B − Lλ.
Taking exterior products yields

0 −→ ∧iΣ ⊗ (B − Lλ) −→ ∧i+1ELλ
−→ ∧i+1Σ −→ 0. (8.16)

The term on the right is a direct sum of
(

n
i+1

)
line bundles of the form

ODλ
(−xk1 − · · · − xki+1), whence for all i ≥ 0 we have h0(∧i+1Σ) = 0 and by

Riemann-Roch h1(∧i+1Σ) =
(

n
i+1

)
(1
2D2 + 1 + i).

The term on the left is a direct sum of
(
n
i

)
line bundles of the form

ODλ
(xk1 + · · ·+xkn−i)⊗L∨. Now by Serre duality h0(ODλ

(xk1 + · · ·+xkn−i)⊗
L∨ = h1(ODλ

(L + D)(−xk1 − · · · − xkn−i). By the sequence

0 −→ L −→ OS(L + D) ⊗ JZ −→ ODλ
(L + D)(−Z) −→ 0, (8.17)

with Z the ideal defined by xk1 , . . . , xkn−i , h1(ODλ
(L + D)(−xk1 − · · · −

xkn−i)) = h1(OS(L + D) ⊗ JZ). Since h1(L + D) = 0, this is equivalent
to saying that xk1 , . . . , xkn−i pose independent conditions on L+D. but since
n − i ≤ n, the points pose independent conditions on L by Lemma 8.13(a),
whence also on L + D, since D is base point free. So h0(∧i+1Σ) = 0 and by
Riemann-Roch h1(∧i+1Σ) =

(
n
i

)
(D2 + 2 + i). Inserting for n, it follows that

h1(∧i+1Eλ) =
(

c + 1
2D2

i

)

(D2 + 2 + i) +
(

c + 1
2D2

i + 1

)

(
1
2
D2 + 1 + i). (8.18)

This improves (8.13):

dimKλ
i,1 =

(
c + 1

2D2

i

)

(D2 + 2 + i) +
(

c + 1
2D2

i + 1

)

(
1
2
D2 + 1 + i) (8.19)

−
(

c + 2 + 1
2D2

i + 1

)

(
1
2
D2 + 1) + h1(∧iEλ ⊗ Lλ).

In particular, we see that

dimKλ
i,1 − dimKλ

i−1,2 =
(

c + 1
2D2

i

)

(D2 + 2 + i) (8.20)

+
(

c + 1
2D2

i + 1

)

(
1
2
D2 + 1 + i) −

(
c + 2 + 1

2D2

i + 1

)

(
1
2
D2 + 1)
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is independent of λ.
Recall that the line bundle Lλ on Dλ is said to satisfy property Np if the

Betti-numbers satisfy the following:

βλ
0,j =

{
1 if j = 0,
0 if j �= 0 and βλ

i,j �= 0 if and only if j = i + 1, for 0 < i ≤ p.

(8.21)
This means that Bλ has a resolution of the form

· · · −→ Rλ(−p − 1)βp,p+1 −→ · · · −→ Rλ(−3)β2,3

−→ Rλ(−2)β1,2 −→ Rλ −→ Bλ −→ 0.

In our case, we have

Proposition 8.14. Assume c > 0. Then Lλ satisfies property Nc−1 but not
Nc.

Proof. If Dλ is smooth, then the second statement is immediate, since we have
by [Kn4] and the conditions (∗) that Lλ fails to be (c + 1)-very ample, and
the result follows from [G-L3, Thm. 2]. By semicontinuity, Nc fails for all Lλ.

The first statement is also immediate if Dλ is smooth: Indeed, it follows
from [Gr, Thm. (4.a.1)], since deg LDλ

= 2g(Dλ) + c and h1(LDλ
) = 0.

We have to argue that the result still holds for the singular and reducible
Dλ, in other words we have to show that Kλ

i,2 = 0 for all i ≤ c − 1 and all λ.
By (8.16) we have to show that h1(∧i+1Eλ ⊗ Lλ) = 0 for all i ≤ c − 1.
Choose as above n := c + 1

2D2 general points x1, . . . , xn of Dλ. We then
get a sequence as (8.16), and tensoring this sequence with Lλ yields

0 −→ ∧iΣ ⊗ B −→ ∧i+1ELλ
⊗ Lλ −→ ∧i+1Σ ⊗ Lλ −→ 0. (8.22)

The term on the right is a direct sum of
(

n
i+1

)
line bundles of the form

Lλ(−xk1 −· · ·−xki+1). By Lemma 8.13(a) it follows that for all i ≥ 0 we have
h1(∧i+1Σ ⊗ Lλ) = 0.

The term on the left is a direct sum of
(
n
i

)
line bundles of the form

ODλ
(xk1 + · · · + xkn−i), whence of degrees n − i ≥ 1

2D2 + 1 = pa(D). By
Lemma 8.13(b) it follows that h1(∧iΣ ⊗ B) = 0.

It follows that h1(∧i+1Eλ ⊗ Lλ) = 0 for all i ≤ c − 1.
An alternative proof of the fact that Kλ

i,2 = 0 for all i ≤ c−1 and all λ goes
as follows: Since ϕL(Dλ) is arithmetically normal and Dλ is of pure dimension
one, the Betti-numbers of ϕL(Dλ) are equal to the Betti-numbers of a general
hyperplane section of it. This is a scheme X of length L.D = D2 + c + 2 in
general position by Lemma 8.12. We now argue as in the proof of [G-L3, Thm.
2.1] to show that the scheme X satisfies Nc−1. Recall that X either consists of
distinct points or at worst of a union of L.D− 2 = D2 + c distinct points and
a scheme of length two supported in one point, call it Z. The case of distinct
points is exactly the statement in [G-L3, Thm. 2.1], so we have to show that
the proof goes through in the other case. We leave it to the reader to verify
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that everything works as long as one writes the scheme X as a disjoint union
X = X1 ∪ X2 as in the proof of [G-L3, Thm. 2.1], taking care that Z ⊆ X2.
This is possible, since X1 should consist of 1

2D2 + c + 1 distinct points, which
yields length X2 = 1

2D2 + 1 ≥ 2. �

From this proposition we therefore get

Kλ
i,2 = 0 for all i ≤ c − 1. (8.23)

Kλ
c,2 �= 0. (8.24)

Also, by the Theorem in [G-L5], we have that for D2 > 0:

βλ
c,c+1 �= 0 for all smooth irreducible Dλ.

Indeed, LDλ
� FDλ

+ ωDλ
, and D2 ≤ 2c for c > 0, and we calculate

h0(FDλ
) = h0(F ) − χ(F − D) = c + 2 − 1

2
D2 ≥ 2,

h0(ωDλ
) =

1
2
D2 + 1 ≥ 1

and
h0(FDλ

) + h0(ωDλ
) − 3 = c.

By semicontinuity it follows that

Kλ
c,1 �= 0 for all λ. (8.25)

Finally, recall that the line bundle Lλ on Dλ is said to satisfy property
Mq if Kλ

i,j = 0 for all i ≥ h0(Lλ) − 1 − q = 1
2D2 + c + 1 − q and j �= 2.

We have

Proposition 8.15. (a) If c > 0, then Lλ satisfies M1.
(b) If D2 ≥ 4 and c ≥ 3, then Lλ satisfies M2.

Proof. The main ingredient in this proof is the proof of Green’s Kp,1 theorem
[Gr, (3.c.1)].

Set r := h0(Lλ) = 1
2D2 + c + 1.

To show (a), we argue as in the proof of statement (2) in [Gr, (3.c.1)], and
assume that Kλ

p,1 �= 0, for p = 1
2D2 + c = r − 1. Taking a general hyperplane

section Z of ϕL(Dλ) we get that Kλ
p,1 �= 0 for Z ⊆ Pr−1. By Lemma 8.12 Z

is in general position, so if it consists of distinct points, then it follows from
Green’s Strong Castelnuovo Lemma [Gr, (3.c.6)] that Z lies on a rational
normal curve, whence the contradiction D2 + c + 2 = L.D = deg ϕL(Dλ) ≤
r = 1

2D2 + c + 1.
If Z consists of L.D − 2 distinct points and a scheme of length two with

support in one point we have to show that Green’s Strong Castelnuovo Lemma
still can be used. The key point is where Green uses that any r + 2 distinct
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points in general position in Pr−1 lie on a unique rational normal curve. This
still holds true if we have r + 1 distinct points with one additional tangent
direction at one of them, when the whole scheme is in general position.

We leave it to the reader to verify that the Strong Castelnuovo Lemma
holds in our case and that we can conclude as above that Z lies on a rational
normal curve, and get the same contradiction.

Now we prove (b). Once we have checked that the Strong Castelnuovo
Lemma holds in our case, we can argue as in the proof of (3) in [Gr, (3.c.1)],
and find that either D2 + c + 2 = L.D = deg ϕL(Dλ) ≤ r + 1 = 1

2D2 + c + 2,
which is not our case, or that ϕL(Dλ) lies on a surface of minimal degree, i.e.
the Veronese surface in P5, a ruled surface or a cone over a rational normal
curve.

In the first case we must have r = 5, whence c = 2 and D2 = 4.
In the two other cases, then if ϕL(Dλ) does not pass through the vertex

of the cone the ruling restricts to a Cartier divisor on ϕL(Dλ) and it cuts out
a g1

2 on ϕL(Dλ) which we can pull back by ϕL to S. Then every element Z in
this g1

2 on S is a 0-dimensional scheme of length 2 failing to pose independent
conditions on |D|. Therefore |D| must be hyperelliptic and by Proposition
3.10 we have c = 2 and D2 = 4.

We have left to treat the case where ϕL(Dλ) lies in a cone and passes
through its vertex. Since ϕL(Dλ) cannot be a union of lines by (8.10) the
ruling cuts out a g1

1 on the component of ϕL(Dλ) obtained by removing the
components which are lines of the ruling, if any. So this component is an
irreducible curve birational to P1. By (8.10) this curve is either smooth of
genus pa(D) or pa(D) − 1 or has only one node or cusp and arithmetic genus
pa(D) or pa(D) + 1. In all these cases we get that the curve has geometric
genus ≥ pa(D) − 1 ≥ 2, since we assume D2 ≥ 4, a contradiction. �

The following lemma settles the remaining case D2 = 4 and c = 2, where
in fact Lλ does not satisfy M2:

Lemma 8.16. Let (c, D2) = (2, 4). Then dimKλ
3,1 = 3 for all λ.

Proof. We are in the case (Q) with L ∼ 2D. By Proposition 5.10 either ϕL

is the 2-uple embedding of ϕD(S), or there is an elliptic pencil |E| such that
E.D = 2. We will treat these two cases separately.

In the first case ϕL(Dλ) is the 2-uple embedding of ϕD(Dλ), for all λ. Now
ϕD maps Dλ into P2, so ϕL(Dλ) lies on the Veronese surface V in P5, i.e.
the 2-uple embedding of P2.

We have Pic V ∼ Zl, where l2 = 1. The hyperplane class HV satisfies
HV ∼ 2l, and since ϕL(Dλ) has degree L.D = 8, we have ϕL(Dλ) ∼ 4l ∼ 2HV .
By [Gr, (3.b.4)] we have

Kλ
3,1 = Kλ

3,1(V, HV ) ⊕Kλ
2,0(V, HV ).

Both the latter are well-known, since V is a variety of minimal degree (see e.g.
[Sc, Lemma 5.2]). In fact dimKλ

3,1(V, HV ) = 3 and Kλ
2,0(V, HV ) = 0. Hence

dimKλ
3,1 = 3, as asserted.
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In the second case, any Dλ has a g1
2 given by ODλ

(E). Compare the two
morphisms fE : Dλ → P1 given by |ODλ

(E)| and fD : Dλ → P2 given by
|ODλ

(D)|. Since h1(E − D) = h1(OS) = 0, these are the restrictions of ϕE

and ϕD respectively. Since they both collapse every member of the g1
2, we see

that fD = g ◦ fE , where g : P1 → P2 is the 2-uple embedding. It follows that
ODλ

(D) = ODλ
(D)⊗2 and consequently LDλ

= 4EDλ
.

The members of the g1
2 sweep out a scrollar surface S0 containing ϕL(Dλ).

As before, we can compute its scroll type (e1, e2) by first computing the “dual
scrollar invariants”

di = h0(LDλ
− iEDλ

) − h0(LDλ
− (i + 1)EDλ

)
= h0((4 − i)EDλ

) − h0((3 − i)EDλ
).

We easily get d0 = 2, d1 = d2 = d3 = d4 = 1 and d≥5 = 0. Recalling that
ei = #{j | dj ≥ i} − 1 we get (e1, e2) = (4, 0), whence S0 is a cone over a
rational normal quartic.

Note that since the g1
2 is base point free ϕL(Dλ) does not intersect the

vertex of S0, so we can work with the desingularization S0, which we by
abuse of notation also denote by S0.

We have NumS0 � ZH0 ⊕ ZL0, where H0 is the hyperplane class and
L0 is the class of the ruling, whence H0.L0 = 1, H2

0 = 4 and L2
0 = 0. Since

ϕL(Dλ).H0 = deg ϕL(Dλ) = 8 and ϕL(Dλ).L0 = 2, we find D0 ∼ 2H0.
Moreover we have H0(S0, H0 − D0) = H1(S0, qH0 − D0) = H1(S0, qD0) = 0
for all q ≥ 0, so by [Gr, (3.b.4)] we have

Kλ
3,1 = Kλ

3,1(S0, H0) ⊕Kλ
2,0(S0, H0).

Again it is well-known that dimKλ
3,1(S0, H0) = 3 and Kλ

2,0(S0, H0) = 0 (see
e.g. [Sc, Lemma 5.2]), so dimKλ

3,1 = 3, as asserted. �

Summing up, we have

Proposition 8.17. Let D be a free Clifford divisor on a polarized K3 surface
(S, L) of non-general Clifford index c > 0 satisfying D2 > 0. Then the Betti-
numbers of the ϕL(Dλ) satisfy:

(a) βλ
0,j =

{
1 if j = 0,
0 if j �= 0 .

(b) For 0 < i ≤ c − 1, βλ
i,j �= 0 if and only if j = i + 1,

(c) βλ
ij = 0 for i ≥ c + 1 + 1

2D2.
(d) βλ

ij = 0 for j ≥ i + 3.

(e) βλ
i,i+1 − βλ

i−1,i+1 =
(c+ 1

2 D2

i

)
(D2 + 2 + i) +

(c+ 1
2 D2

i+1

)
(1
2D2 + 1 + i) −

(c+2+ 1
2 D2

i+1

)
(1
2D2 + 1), for i > 0.

(f) βλ
1
2 D2+c, 12 D2+c+1

= 0.

(g) βλ
1
2 D2+c−1, 12 D2+c

= 0 for D2 ≥ 4 and c ≥ 3.
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(h) βλ
3,4 = 3 if (c, D2) = (2, 4)

(i) βλ
c,c+1 �= 0 for D2 > 0.

(j) βλ
c,c+2 �= 0.

So for D2 > 0, the ϕL(Dλ) all have a resolution of the form:

0 −→ Rλ(−1
2
D2 − c − 2)

βλ
1
2 D2+c, 1

2 D2+c+2 −→ · · · −→

Rλ(−1
2
D2 − c)

βλ
1
2 D2+c−1, 1

2 D2+c ⊕ Rλ(−1
2
D2 − c − 1)

βλ
1
2 D2+c−1, 1

2 D2+c+1 −→

· · · −→ Rλ(−c − 2)βλ
c+1,c+2 ⊕ Rλ(−c − 3)βλ

c+1,c+3 −→
Rλ(−c − 1)βλ

c,c+1 ⊕ Rλ(−c − 2)βλ
c,c+2 −→ Rλ(−c)βλ

c−1,c −→
· · · −→ Rλ(−3)βλ

2,3 −→ Rλ(−2)βλ
1,2 −→ Rλ −→ Bλ −→ 0.

It is easy to see that all the Betti-numbers for D2 = 2 and D2 = 4 are
uniquely determined by the information above. Combining with Example 8.9,
we get:

Corollary 8.18. For 0 ≤ D2 ≤ 4 the Betti-numbers of the ϕL(Dλ) are the
same for all λ and uniquely given by the results above.

We will compute some concrete examples in the next section.

8.4 Resolutions for projective models

In this section we will study various examples of projective models of K3
surfaces contained in singular scrolls T . We will use the results in the previous
section to obtain minimal resolutions of the ϕL(Dλ) in the projective spaces
they span. We will also give results (Proposition 8.23 and 8.29) showing how
one can lift these resolutions to resolve OS′′ and OS′ as OT0- and OT -modules,
respectively.

Example 8.19. As our first example we study the case (E0) with c = 1,
D2 = 2 and g = 6. By Proposition 8.17 all the ϕL(Dλ) ⊆ P3 have minimal
resolutions

0 −→ R(−4)2 −→ R(−2) ⊕ R(−3)2 −→ R −→ B −→ 0.

This is the well-known resolution of a smooth curve of genus 2 in P3 (see e.g.
[Si]).

Example 8.20. As another example we study the case when D2 = 2 and
c ≥ 2, where ϕL(Dλ) ⊆ Pc+2.

For c = 2 a minimal resolution is of the following form:

0 −→ R(−5)2 −→ R(−3)2 ⊕ R(−4)3

−→ R(−2)4 −→ R −→ Bλ −→ 0,



8.4 Resolutions for projective models 83

For c = 3 a minimal resolution is of the following form:

0 −→ R(−6)2 −→ R(−5)4 ⊕ R(−4)3 −→ R(−3)12

−→ R(−2)8 −→−→ Bλ −→ 0,

For c = 4 a minimal resolution is of the following form:

0 −→ R(−7)2 −→ R(−6)5 ⊕ R(−5)4 −→ R(−4)25

−→ R(−3)30 −→ R(−2)13 −→ R −→ Bλ −→ 0,

Example 8.21. As yet another example we study the case when D2 = 4 and
c ≥ 2, where ϕL(Dλ) ⊆ Pc+3.

For c = 2 a minimal resolution is of the following form:

0 −→ R(−6)3 −→ R(−5)8 ⊕ R(−4)3 −→
R(−4)6 ⊕ R(−3)8 −→ R(−2)7 −→ R −→ Bλ −→ 0.

For c = 3 a minimal resolution is of the following form:

0 −→ R(−7)3 −→ R(−6)10 −→ R(−5)6 ⊕ R(−4)15

−→ R(−3)25 −→ R(−2)12 −→ R −→ Bλ −→ 0.

Remark 8.22. If we twist the resolution following Proposition 8.17 with n
and use the additivity of the Euler characteristic, we obtain the following
polynomial identity in the variable n:

(c + 2 + D2)n − 1
2
D2 =

(
n + c + 1 + 1

2D2

c + 1 + 1
2D2

)

+

1
2 D2+c+2∑

j=2

(−1)j

(
n + c + 1

2D2 + 1 − j

c + 1 + 1
2D2

)

(βj−2,j − βj−1,j).

It is easy to see that this identity alone determines the βj−2,j−βj−1,j uniquely.
Since βj−2,j = 0, for j ≤ c + 1, the βj−1,j , for j = 2, . . . , c + 1 are determined
uniquely. On the other hand this observation gives nothing that is not already
contained in the statement of Proposition 8.17.

We now return to the general resolution, following Proposition 8.17. From
Corollary 8.18, Example 8.9 for the case D2 = 0 and [Sc, Thm. (3.2)] in
general, we obtain the following:

Proposition 8.23. If D2 = 0 and c = 1, then the OT0-resolution F∗ of OS′′

is
0 −→ OT0(−3H0 + (g − 1)F) −→ OT0 −→ OS′′ −→ 0.

If D2 = 0 and c ≥ 2, the resolution is of the following type:



84 8 Projective models in singular scrolls

0 −→ OT0(−(c + 2)H0 + (g − 1)F) −→ ⊕βc−1
k=1 OT0(−cH0 + bk

c−1F) −→
· · · −→ ⊕β1

k=1OT0(−2H0 + bk
1F) −→ OT0 −→ OS′′ −→ 0,

where βi = i
(
c+1
i+1

)
−

(
c

i−1

)
.

If D2 = 2 or 4, or more generally if the Betti-numbers of all the ϕL(Dλ)
are the same for all λ, then OS′′ has a OT0-resolution F∗ of the following type:

0 −→ F 1
2 D2+c · · · −→ Fc+1 −→ Fc

−→ ⊕βc−1
k=1 OT0(−cH0 + bk

c−1F) −→ · · · −→ ⊕β2
k=1OT0(−3H0 + bk

2F)

−→ ⊕β1
k=1OT0(−2H0 + bk

1F) −→ OT0 −→ OS′′ −→ 0.

Here βi = βi,i+1, for i = 1, . . . , c, and Fc is an extension of the non-zero term

⊕βc,c+2
k=1 OT0(−(c + 2)H0 + bk

c,c+2F)

by the non-zero term

⊕βc,c+1
k=1 OT0(−(c + 1)H0 + bk

c,c+1F).

Moreover Fi is an extension of the term

⊕βi,i+2
k=1 OT0(−(i + 2)H0 + bk

i,i+2F)

by the term
⊕βi,i+1

k=1 OT0(−(i + 1)H0 + bk
i,i+1F)

for i = c + 1, . . . , 1
2D2 + c.

Proof. Since the Betti-numbers are the same for all λ if D2 = 0 by Example
8.9, the case D2 = 0 is a direct application of [Sc, Thm. (3.2)]. The case
D2 ≥ 2 follows from [Sc, Thm. (3.2)] and Corollary 8.18. �

We recall the definition βi = βi,i+1, for i = 1, . . . , c − 1, and d = c + 2 +
1
2D2 = dim T .

Proposition 8.24. The bk
i,j and bk

i in Proposition 8.23 satisfy the following
polynomial equation in n (set bk

i,i+2 = βk
i,i+2 = 0 for all i and k if D2 = 0,

and set bk
i,i+1 = bk

i , for i = 1, . . . , c − 1 for all values of D2):
(

n + d − 1
d − 1

)

(
n(g + 1)

d
+ 1) − n2(g + 1 + c + D2) +

1
2
nD2 − 2 =

c+ 1
2 D2

∑

i=1

(−1)i+1

(
n + d − i − 2

d − 1

)

(
((n − i − 1)(g + 1) + d)βi,i+1

d
+

βi,i+1∑

k=1

bk
i,i+1) +

c+ 1
2 D2

∑

i=c

(−1)i+1

(
n + d − i − 3

d − 1

)

(
((n − i − 2)(g + 1) + d)βi,i+2

d
+

βi,i+2∑

k=1

bk
i,i+2).
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Proof. Denote the term i places to the left of OT0 in the resolution F∗ by
Fi. The result follows, similarly as in the proof of [Sc, Prop. 4.4(c)] from the
identity

χ(OT0(nH0)) − χ(OS′′(nH0)) =
∑

i

(−1)i+1χ(Fi(nH0)).

To calculate χ(OS′′(nH0)) one uses Riemann-Roch on S′′ and deg S′′ = 2g +
2c + 2 + 2D2.

Moreover it is clear that for all large n, we have χ(Fi(nH)) = h0(Fi(nH)),
for all i, and χ(OT0(nH0)) = h0(OT0(nH0)) since H0 is (very) ample on T0.
Then one uses (7.1) again. �

Remark 8.25. From the last result it is clear that the sums
∑βi,j

k=1 bk
i,j are

uniquely determined, but this does not necessarily apply to the bk
i,j individ-

ually. If D2 > 0, it is not even a priori clear that the bk
i,j are independent of

the choice of pencil inside |D| giving rise to T (c, D, {Dλ}).
Corollary 8.26. (a) We have

β1,2∑

k=1

bk
1,2 = (

1
2
D2 + c − 1)g + (1 − c − D2).

(b) If D2 > 0, then

β
c+1

2 D2,c+ 1
2 D2+2∑

k=1

bk
c+ 1

2 D2,c+ 1
2 D2+2 = g(

1
2
D2 + 1) + 1.

Proof. We insert n = 2 in Proposition 8.24. That gives part (a) directly. Then
we insert n = 0 in Proposition 8.24. That gives

−1 = gβc+ 1
2 D2,c+ 1

2 D2+2 −
β

c+1
2 D2,c+1

2 D2+2∑

k=1

bk
c+ 1

2 D2,c+ 1
2 D2+2.

This immediately gives the statement of part (b), since it follows from Propo-
sition 8.17 that

βc+ 1
2 D2,c+ 1

2 D2+2 =
1
2
D2 + 1.

�

Example 8.27. We return to the situation studied in Example 8.20, with
D2 = c = 2.

From that example and Corollary 8.26 we see that β3,5 = 2 and

β3,5∑

k=1

bk
3,5 = 2g − 1.
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We now apply Proposition 8.24:
Setting n = 1, we get nothing, but setting n = 2 we obtain

β1∑

k=1

bk
1 = 2g + 1 − β1,2 = 2g − 3.

Setting n = 3 we obtain

β2,3∑

k=1

bk
2,3 = 2g − 3 − β2,3 = 2g − 5.

Continuing this way, we find the difference of the bk
3,4 and the bk

2,4 in terms of
β1, β2,3, β2,4, β3,4, by setting n = 4. This gives

β3,4∑

k=1

bk
3,4 −

β2,4∑

k=1

bk
2,4 = (β2,3 − 4)g + (β2,3 + β3,4 − β2,4 − 6) = −2g − 7.

8.4.1 Pushing down resolutions

We will now “push down” results for S′′ in T0 to results for S′ in T .

Definition 8.28. We define, for integers a and b,

OT (aH + bF) := i∗OT0(aH + bF).

In particular, by the projection formula,

i∗OT0(aH0 + bF) = i∗OT0(aH + (a + b)F) = OT (a) ⊗ i∗((a + b)F).

We now return to the general situation. As a consequence of Proposition
8.23 we have the following result:

Proposition 8.29. If D2 = 0 and c = 1, then the OT -resolution F∗ of OS′

is
0 −→ OT (−3H + (g − 4)F) −→ OT −→ OS′ −→ 0.

In all other cases we assume bk
i ≥ i, for i = 1, . . . , c−1 and all k and bk

i,j ≥ j−1
for j = i + 1, i + 2, i = c, . . . , 1

2D2 + c, and all k.
If D2 = 0 and c ≥ 2, then

0 −→ OT (−(c + 2)H + (g − c − 3)F) −→ ⊕βc−1
k=1 OT (−cH + (bk

c−1 − c)F)

−→ · · · −→ ⊕β1
k=1OT (−2H + (bk

1 − 2)F) −→ OT −→ OS′ −→ 0,

is an OT -resolution of OS′ .
If D2 ≥ 2, and if there exists a resolution as described in Proposition 8.23,

in particular if the Betti-numbers are the same for all {ϕL(Dλ)}, then OS′

has a OT -resolution F ′
∗ of the following type:
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0 −→ F ′
1
2 D2+c −→ · · · −→ F ′

c+1 −→ F ′
c

−→ ⊕βc−1
k=1 OT (−cH + (bk

c−1 − c)F) −→ · · · −→ ⊕β2
k=1OT (−3H + (bk

2 − 3)F)

−→ ⊕β1
k=1OT (−2H + (bk

1 − 2)F) −→ OT −→ OS′ −→ 0.

Here F ′
i = i∗(Fi), for all i.

Proof. See [Sc, p.117]. The essential fact is that the map i : T0 � P(E) → T is
a rational resolution of singularities, and that we therefore have R1i∗OT0 = 0.
Moreover i∗OS′′ = OS′ , and i∗OT0 = OT . The condition on the bi and the
bi,j gives that each term (except OS′′) in the resolution of OS′′ in Proposition
8.23 is an extension of terms of the form OT0(aH + bF), with b ≥ −1. As in
[Sc, (3.5)] we then conclude that the resolution therefore remains exact after
pushing down. �

Remark 8.30. By Proposition 8.6 we already know that the ideal of S′ in T
is the push-down by i of the ideal of S′′ in T0.

If bk
2 ≥ 2 for all k when c ≥ 3 or D2 = 0 (resp. bk

2,3 ≥ 2 and bk
2,4 ≥ 3 when

c ≤ 2 and D2 > 0), then it automatically follows that R1i∗F2 = R1i∗F1 = 0,
so that we get an exact pushed-down right end

i∗F1 −→ OT −→ OS′ −→ 0.

This means that the ideal of S′ in T is generated by the push-down by i of
the generators of the ideal of S′′ in T0.

The next two results give the first examples of applications of the propo-
sition.

Corollary 8.31. Assume D2 = 0.
(a) If c = 1 then OS′ has the following OT -resolution:

0 −→ OT (−3H + (g − 4)F) −→ OT −→ OS′ −→ 0. (8.26)

(b) If c = 2, then OS′ has the following OT -resolution:

0 −→ OT (−4H + (g − 5)F) −→
OT (−2H + a1F) ⊕OT (−2H + a2F) −→ OT −→ OS′ −→ 0,

for two integers a1 and a2 such that a1 ≥ a2 ≥ 0 and a1 + a2 = g − 5.

Proof. Set g0 = g + c + 2.
If c = 1, then this is a part of Proposition 8.29. The essence is as follows:

By Proposition 8.9 a resolution of OS′′ as an OT0-module is

0 −→ OT0(−3H0 + (g0 − 4)F) −→ OT0 −→ OS′′ −→ 0.

Here g0 − 4 ≥ 5, whence (a) follows.
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If c = 2, we have g0 ≥ 10 and Proposition 7.2(a), gives that a resolution
of OS′′ as an OT0-module is:

0 −→ OT0(−4H0 + (g0 − 5)F) −→
OT0(−2H0 + b1F) ⊕OT0(−2H0 + b2F) −→ OT0 −→ OS′ −→ 0,

for two integers b1 and b2 such that b1 ≥ b2 ≥ 0 and b1 + b2 = g0 − 5. From
[Br, Thm. 5.1] we have that S′′ is singular along a curve if b1 > 2(e1+e2+e3)

3 ,
where (e1, e2, e3) denotes the type of T0. This is equivalent to b2 < g0−9+2e4

3 .
Hence b2 ≥ 1 and (b) follows. �

Corollary 8.32. Let c = 1, D2 = 2 and g = 6 as in Example 8.19. Then
OS′′ has the following OT0-resolution:

0 −→ OT0(−4H0 + 6F) ⊕OT0(−4H0 + 5F)
−→ OT0(−2H0 + 4F) ⊕OT0(−3H0 + 4F) ⊕OT0(−3H0 + 3F)
−→ OT0 −→ OS′′ −→ 0.

In particular, OS′ has the following OT -resolution:

0 −→ OT (−4H + 2F) ⊕OT (−4H + F)
−→ OT (−2H + 2F) ⊕OT (−3H + F) ⊕OT (−3H)
−→ OT −→ OS′ −→ 0.

Proof. In Example 8.19 the minimal resolutions of all the ϕL(Dλ) are given.
Corollary 8.26 gives b1

1,2 = 4 and b1
2,4 + b2

2,4 = 11, while inserting n = 3 in
Proposition 8.24 gives b1

1,3+b2
1,3 = 7. Then Proposition 8.23 gives the following

resolution:

0 −→ OT0(−4H0 + b1
2,4F) ⊕OT0(−4H0 + (11 − b1

2,4)F) −→ F1 (8.27)
−→ OT0 −→ OS′′ −→ 0,

where F1 is an extension

0 −→ OT0(−2H0 + 4F) −→ F1 (8.28)
−→ OT0(−3H0 + b1

1,3F) ⊕OT0(−3H0 + (7 − b1
1,3)F) −→ 0.

Without loss of generality we assume b := b1
1,3 ≥ 4, and a := b1

2,4 ≥ 6. The
type of T0 is (3, 2, 1, 1).

Look at the composite morphism given by (8.27) and (8.28)

α : OT0(−4H0 + aF) ⊕OT0(−4H0 + (11 − a)F)
−→ OT0(−3H0 + bF) ⊕OT0(−3H0 + (7 − b)F).

Now α can be expressed by a matrix
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[

α1 α2

α3 α4

]

,

with

α1 ∈ H0(H0 + (b − a)F)
α2 ∈ H0(H0 + (a + b − 11)F)
α3 ∈ H0(H0 + (7 − a − b)F)
α4 ∈ H0(H0 + (a − b − 4)F),

whose determinant gives a section g ∈ H0(2H0 − 4F) whose zero scheme
contains S′′.

If (a, b) �= (6, 4), we have

H0(H0 + (7 − a − b)F) =
H0(P1,OP1(10 − a − b) ⊕ OP1(9 − a − b) ⊕OP1(8 − a − b)2) = 0,

whence α3 = 0 and g is a product of two sections of H0 + (b − a)F and
H0 +(a− b− 4)F respectively. But then S′′ would have degenerate fibers S′′

λ ,
contradicting Proposition 8.17(b).

So (a, b) = (6, 4) and we compute

Ext1(OT0(−3H0 + 4F) ⊕OT0(−3H0 + 3F),OT0(−2H0 + 4F) =
H1(H0) ⊕ H1(H0 + F) =

H1(P1,OP1(3) ⊕OP1(2) ⊕OP1(1)2)⊕
H1(P1,OP1(4) ⊕OP1(3) ⊕OP1(2)2) = 0,

whence the sequence (8.28) splits and the first assertion follows.
The second is then an immediate consequence of Proposition 8.29. �

Note that by this result, S′′ is cut out in T0 by three sections q, c1 and c2

of OT0(2H0 − 4F), OT0(3H0 − 4F) and OT0(3H0 − 3F) respectively.
Now look at the three dimensional subvariety V of T0 defined by q ∈

OT0(2H0 − 4F). Arguing as in the proof of Proposition 8.7 we find that the
class of i(V ) in the Chow group of T is 2HT − 2FT , whence i(V ) has degree
4 and dimension 3 in P6. As in [SD, (7.12)] we have that i(V ) is a cone over
the Veronese surface (whose vertex is the image of Γ ) and that this variety is
the (reduced) intersection of all quadrics containing S′.

8.5 Rolling factors coordinates

A very useful result is the following, involving so called “rolling factors” coor-
dinates (see for example [Har, p.59], [Ste, p.3] or [Re2]):
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Lemma 8.33. The sections of aH − bF on a smooth rational normal scroll
of type (e1, . . . , ed) can be identified with weighted-homogeneous polynomials
of the form

P =
∑

Pi1,...,id
(t, u)Zi1

1 . . . Zid

d ,

where i1 + · · · + id = a, and Pi1,...,id
(t, u) is a homogeneous polynomial of

degree −b + (i1e1 + · · · + ided).
If we multiply P by a homogeneous polynomial of degree b in t, u, then we

get a defining equation of the zero scheme of the section, in term of homoge-
neous coordinates of the projective space, within which the scroll is embedded.
Here Xk,j = tjuek−jZk, for k = 1, . . . , d, and j = 0, . . . , ek, are coordinates
for this space. The equation is uniquely determined modulo the homogeneous
ideal of the scroll.

As a first application, we prove the analogue of Corollary 8.31 for c = 3.

Corollary 8.34. Let D2 = 0 and c = 3. Then a resolution of OS′ as an
OT -module is:

0 −→ OT (−5H + (g − 6)F) −→ ⊕5
i=1OT (−3H + aiF) −→

⊕5
i=1OT (−2H + biF) −→ OT −→ OS′ −→ 0,

where all the ai and bi ≥ −1 and satisfy
∑5

i=1 bi = 2g−12 and ai = g−6−bi.

Proof. First recall that g ≥ 9.
As a special case of Proposition 8.23 we obtain that the resolution of OS′′

as an OT0-module is:

0 −→ OT0(−5H0 + (g − 1)F) −→ ⊕5
k=1OT0(−3H0 + bk

2F) −→
⊕5

k=1OT0(−2H0 + bk
1F) −→ OT0 −→ OS′′ −→ 0.

From Corollary 8.26 we get
∑5

i=1 bk
1 = 2g−2. The self-duality of the resolution

in this particular case gives bk
2 = g − 1 − bk

1 , if we for example order the bk
1 in

a non-increasing way, and the bk
2 in a non-decreasing way.

We will show that for all g ≥ 9 all the bk
1 ≥ 1 and all the bk

2 ≥ 2, so that
we can push down the resolution to one of OS′ as an OT -module.

Look at the map

Φ : ⊕5
k=1OT0(−3H0 + bk

2F) −→ ⊕5
k=1OT0(−2H0 + bk

1F).

Just like in the analysis of pentagonal curves in [Sc], it follows from [B-E] that
the map Φ is skew-symmetrical and that its Pfaffians generate the ideal of S′′

in T0. See also [Wa].
Let the type of T0 be (e1, . . . , e5), where e5 = 1 and

∑4
i=1 ei = g.

A key observation is the following: b1
1 ≤ e1 + e3 and b1

1 ≤ 2e2. The first in-
equality holds, since otherwise we would have a quadratic relation of the form
f(t, u, Z1, Z2) = 0 in each fiber. Hence the general fiber would be reducible, a
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contradiction. The second inequality follows since its negation implies that Z1

is factor in one quadratic relation satisfied by the points of S′′, a contradiction.
This gives b1

1 ≤ 2(e1+e2+e3)
3 = 2(g−e4)

3 . Hence

b1
2 = g − 1 − b1

1 ≥ g − 1 − 2g

3
+

2e4

3
=

g − 3 + 2e4

3
≥ 2,

since g ≥ 9. Hence bk
2 ≥ b1

2 ≥ 3 for all k.
Another key observation is the following: b2

1 ≤ e1+e4 and b2
1 ≤ e2+e3. The

first inequality holds, since otherwise the two-step projection of the general
fiber D′′ of S′′ into the Z1, Z2, Z3-plane from P = (0, 0, 0, 0, 1) and Q =
(0, 0, 0, 1, 0) would be contained in 2 quadrics. This in only possible if the
projected image is a line, and in that case the general fiber would be degenerate
(contained in the P3 spanned by this line and P and Q). This is impossible.
The second inequality holds, since otherwise there would be two independent
relations of the form

Z1f(t, u, Z1, . . . , Z5) + aZ2
2 = 0

for each fiber. In that case we could eliminate the Z2
2 -term and obtain one

relation with Z1 as a factor, a contradiction.
These two inequalities for b2

1 imply

b2
1 ≤ e1 + e2 + e3 + e4

2
=

g

2
.

Now we assume for contradiction that b5
1 ≤ 0. Then we get

b5
2 − bk

1 ≥ b5
2 − b2

1 = (g − 1 − b5
1) − b2

1 ≥ g − 1 − g

2
=

g

2
− 1,

for k = 2, 3, 4. In the matrix description of the map Φ there is one submaximal
minor with one column consisting of zero and sections of H0 − (b5

2 − bk
1)F ,

for k = 2, 3, 4. If all entries of this column have Z1 as a factor, that would
lead to a contradiction, since the minor is the square of one of the generators
of the (Pfaffian) ideal of S′′ on T0. To avoid that Z1 is a factor in each such
entry, we must have e2 ≥ g

2 − 1. This gives e1 + e2 ≥ g − 2, and e3 + e4 ≤
g − (e1 + e2) ≤ g − (g − 2) = 2. Hence e3 = e4 = e5 = 1. But this implies that
D2 + h1(R) ≥ 3, contradicting Proposition 5.6.

Hence the assumption b5
1 ≤ 0 leads to a contradiction, and bk

1 ≥ 1, for
all k. Hence the entire resolution can be pushed down to one of OS′ as an
OT -module and the result follows. �

Remark 8.35. Assume that we are in the situation of Proposition 8.23 (i.e.
the Betti-numbers of all the ϕL(Dλ) are the same for all λ, for instance if
D2 ≤ 4), so that a finite set of sections of line bundles of type aH0 − bF
generate the ideal of the surface S′′ on the smooth rational normal scroll T0

of type (e1, . . . , ed−r−1, ed−r, . . . , ed), where ed−r = · · · = ed = 1, ed−r−1 ≥ 2,
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and V = Sing T � Pr−1 for some r ≥ 0. Let W = i−1(V ). This is a subscroll
of T0 of type (1, . . . , 1), that is Pr ×P1. The ideal generators can be classified
into 3 types:

(a) Those that are sections of aH0 − bF = aH− (b − a)F , with b > a.
(b) Those that are sections of aH0 − bF = aH− (b − a)F , with b = a.
(c) Those that are sections of aH0 − bF = aH− (b − a)F , with b < a.

For those of type (a) it is clear from Lemma 8.33 that their zero scheme
contains W . Likewise one sees that those of type (b) can be written as

f(t, u, Z1, . . . , Zd) + g(Zs+1, . . . , Zd),

where Z1 or Z2 or . . . or Zs is a factor in every monomial of f(t, u, Z1, . . . , Zd),
while g is homogeneous of degree a = b. Those of type (c) can be written as

f(t, u, Z1, . . . , Zd) + h(t, u, Zs+1, . . . , Zd),

where f is as described for type (b), while h is bihomogeneous, of degree
a − b > 0 in t, u and degree a in Zs+1, . . . , Zd.

There is one fundamental difference between the sections of types (a) and
(b) on one hand, and those of type (c) on the other. Those of types (a) and
(b) are “constant” on the fibers of i, their zero scheme contains either the
whole fiber, or no point on the fiber, for each P1, which is a fiber of i. For the
sections of type (c) this is only true if h is the zero polynomial, and then its
zero scheme contains all of W .

We therefore see (referring to the notation of Proposition 8.23) that if
bk
1 ≥ 2, for k = 1, . . . , β1 (we must use the formulation bk

1,j ≥ j, for j = 2, 3
and k = 1, . . . , βk

1,j in the special case (E0) in Corollary 8.32 with c = 1, and
D2 = 2) in the resolution of OS′′ as an OT0 -module, then the ideal of S′′ is
generated by “fiber constant” equations, and if Q is a point on T0 not on S′′,
then there is a fiber constant section of the type described, which does not
contain Q in its zero scheme. In short, fiber constant equations cutting out
S′′ in T0 are also equations of S′ in T .

In Chapter 11 we will classify the possible projective models for g ≤ 10,
and in particular the singular scrolls T appearing as T (c, D, {Dλ}) in the
various cases, and we will also show that projective models giving scrolls of
all these types exist.

8.6 Some examples

In Corollaries 8.31, 8.32 and 8.34 we showed that in some particular cases we
can push down the entire resolution of OS′′ to one of OS′ . In the rest of this
chapter, through a series of additional examples, we take a closer look at the
rest of the singular scrolls appearing for g ≤ 10, and using Lemma 8.33 we
will find restrictions on the bk

1 .
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Recall the bk
1 and βi described in Proposition 8.23 (see also Remark 8.25).

To make the notation simpler in the examples below, we give the following:

Definition 8.36. Let bk denote bk
1 , for i = 1, · · · β1.

In all the examples below we have D2 ≤ 4, so by Corollary 8.18 the Betti-
numbers of the ϕL(Dλ) are independent of the λ.

Example 8.37. We return to the situation studied in Example 8.20 and
Example 8.27, with c = 2, D2 = 2 and g ≥ 7. From Example 8.27 we see that
the ideal of S′′ in OT0 is generated by four sections of the type 2H0 − bkF ,
where

∑4
k=1 bk = 2g − 3.

The type of T0 is (e1+1, e2+1, e3+1, 1, 1), where all ei ≥ 0 and e1+e2+e3 =
g − 4. Let Q be the subscroll of T0 formed by the two last directrices, so Q
is the inverse image by i of the line in Pg spanned by the images by ϕL of
the basepoints of D. We see that Q is a quadric surface in P3. All the four
sections of type 2H0 − bkF must intersect Q in, and therefore contain, the
two lines that form the inverse image by i in T0 of the images by ϕL of the
basepoints of D . But this is simply the two last directrices. The intersection
with Q for one such section is obtained by using Lemma 8.33 to express each
of the sections, and set Z1 = Z2 = Z3 = 0. What remains must be a term of
the type P2−bk

(t, u)Z4Z5, where P2−bk
is zero if bk ≥ 3, and a polynomial of

degree 2 − bk otherwise.
We order the bk as b1 ≥ b2 ≥ b3 ≥ b4. We see that if b4 ≤ 1, in particular

if b4 ≤ 0, then b3 ≤ 2, since otherwise the total intersection of Q with the
four sections will consist of 2 − b4 lines transversal to the two directrices in
addition to the two directrices.

If g = 7, it is clear that T0 has type (2, 2, 2, 1, 1) or (3, 2, 1, 1, 1). Then Z1 is
a factor in all sections of 2H0−bF for b ≥ 5 for both scroll types. Hence b1 ≤ 4.
If b1 = 3, then the only possible combination is (b1, . . . , b4) = (3, 3, 3, 2), since∑

bk = 11. If b1 = 4, then the only a priori possibilities are (4, 4, 2, 1) and
(4, 3, 2, 2). But (4, 4, 2, 1) is impossible for type (2, 2, 2, 1, 1), since we then have
two quadratic relations between Z1, Z2, Z3 only. To see that this is impossible,
let D′′ be any smooth curve in |f∗D−E|, which can be identified with its image
under ϕH . The variables Z1, Z2, Z3 restricted to D′′ correspond to sections
of (H − E)D0 . Since this line bundle has degree 2g(D′′) = 4, it is base point
free and its sections map D′′ into P2 by a one-to-one or two-to-one map. This
means that there is at most one quadratic relation between Z1, Z2, Z3, whence
b2 ≤ 3. So for type (2, 2, 2, 1, 1) the only possibilities for (b1, . . . , b4) are

(3, 3, 3, 2) and (4, 3, 2, 2).

For the type (3, 2, 1, 1, 1), for each fiber of T0, the equations with bk ≤ 2,
restricted to the subscroll Z1 = Z2 = 0 with plane fibers, must cut out a
subscheme of length 4 (such that each subscheme of length 3 spans a P2)
(these are the cases (E1) and (E2)). It takes 2 equations to do this. Hence
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b3 ≤ 2. Moreover b2 ≤ 3. Assume b2 ≥ 4. Then we would have two independent
equations of type

Z1f(t, u, Z1, Z2, Z3, Z4, Z5) + Z2
2

for general (t, u). From these equations we can eliminate the Z2
2 -term, and

derive one equation with Z1 as a factor. This is a contradiction.
Hence the only possibility for (b1, . . . , b4) for the type (3, 2, 1, 1, 1) is

(4, 3, 2, 2).
If g = 8, then T0 has type (3, 2, 2, 1, 1). A similar argument as for g = 7,

gives that the only possible combinations for (b1, . . . , b4) are

(5, 4, 2, 2), (5, 3, 3, 2) and (4, 4, 3, 2).

For g = 9 the type of T0 is a priori either (3, 3, 2, 1, 1) or (4, 2, 2, 1, 1).
In Chapter 11 the type (4, 2, 2, 1, 1) is ruled out when D is perfect. For the
type (3, 3, 2, 1, 1) we see that b1 ≥ 6 is impossible, since 2H0 − 6F only has
sections of the form f(Z1, Z2). Moreover b4 ≤ 2, since we need to cut out
the exceptional fibers. Hence b1 = 5, otherwise the sum of the bi would be at
most 14, and it is 15. Any section of 2H0 − 5F can be written in terms of
t, u, Z1, Z2, Z3 only. As for one case with g = 7 we see that we cannot have
two quadratic relations between Z1, Z2, Z3 for general fixed (t, u), so b2 ≤ 4.
We then see that the only possible combination is (b1, b2, b3, b4) = (5, 4, 4, 2).

For g = 10 the type of T0 is a priori (3, 3, 3, 1, 1), (4, 3, 2, 1, 1) or (5, 2, 2, 1, 1).
In Chapter 11 it is shown that only the type (4, 3, 2, 1, 1) occurs when D is
perfect. In this case a more detailed analysis gives that the only possible
combinations for (b1, . . . , b4) are

(6, 5, 4, 2) and (5, 5, 5, 2).

Example 8.38. Let us study the case c = 2, D2 = 4 and g = 9. This gives a
non-primitive projective model, with L � 2D (it is the case (Q) described in
the text above Theorem 5.7). The scroll T necessarily has type (2, 1, 1, 0, 0, 0)
and T0 has type (3, 2, 2, 1, 1, 1).

We will now find the bk.
Lemma 8.33 gives bk ≤ 4, for all k, since Z1 is factor in every section of

2H0 − bF , for b ≥ 5. The complete intersection Z1 = Z2 = Z3 = 0 in T0 is a
subscroll N of type (1, 1, 1) with a plane in each fiber. The 7 equations cutting
out S′′ in T0 must together cut out four points in each plane fiber, such that
no three of these points are collinear, by Theorem 5.7. It is clear that such a
configuration of points is contained in exactly two quadrics in each plane. All
sections of 2H0 − bF with b ≥ 3 vanish on N , so we must have at least two of
the bk less than 3. Moreover, every section of 2H0 − 4F can be written

Z1f(t, u, Z1, . . . , Z5) + aZ2
2 + bZ2Z3 + cZ2

3 .

If b4 ≥ 4, there are four independent equations of this kind, so we could
eliminate the three last terms and obtain one relation with Z1 as a factor.
This is a contradiction, so b4 ≤ 3.

This leaves the unique possibility (b1, . . . , b7) = (4, 4, 4, 3, 3, 2, 2).
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The following proposition describes the particular case in Proposition 5.10,
that is we have L ∼ 2D, D2 = 4 and c = 2 and D is hyperelliptic, which is
also a particular case of the last example. In this case there is a smooth curve
E (which is a perfect Clifford divisor for D) satisfying E2 = 0 and E.D = 2.
Since (D−E)2 = 0 and (D−E).L = 4, we have D > E, so E does not satisfy
the conditions (C6) and (C7). We will also see that E is not always a perfect
Clifford divisor for L.

Proposition 8.39. Let L and D be as in the particular case of Proposition
5.10 (where S′ ⊆ P9 is not the 2-uple embedding of ϕD(S)).

Then we are in one of the following three cases:

(i) RL,E = ∅ and D ∼ E +E′, where E′ is a smooth elliptic curve such that
E.E′ = 2.

(ii) RL,E = {Γ1, Γ2} and D ∼ 2E + Γ1 + Γ2.
(iii) RL,E = {Γ0} and D ∼ 2E + ∆0, where ∆0 has a configuration with

respect to E as in (E2).

Let T = T (2, E) be the scroll defined by |E|.
In case (i), T is of type (2, 2, 2, 0) and OS′ has the following OT -resolution:

0 −→ OT (−4H + 4F) −→ OT (−2H + 4F) ⊕OT (−2H)
−→ OT −→ OS′ −→ 0.

In this case Sing T ∩ S′ = ∅, so S′ � S′′ where S′′ sits in the smooth scroll
T0 of type (3, 3, 3, 1).

In the cases (ii) and (iii), T is of type (4, 2, 0, 0) and its singular locus is
spanned by < Zλ > (using the same notation as in Theorem 5.7). Moreover
OS′ has the following OT -resolution:

0 −→ OT (−4H+4F) −→ OT (−2H+4F)⊕OT (−2H) −→ OT −→ OS′ −→ 0.
(8.29)

Proof. The three cases follow from Proposition 5.11, by noting that we clearly
have RL,E = RD,E .

We have h0(L) = 10 and h0(L−E) = 6. We leave it to the reader to verify
that in case (i) we have

h0(L − 2E) = 3 and h0(L − 3E) = 0,

and that we in the cases (ii) and (iii) have

h0(L − 2E) = 3, h0(L − 3E) = 2, h0(L − 4E) = 1 and h0(L − 5E) = 0.

This yields the two scroll types (2, 2, 2, 0) and (4, 2, 0, 0) respectively.
In the cases (ii) and (iii), one can show as in the proof of Theorem 5.7 that

Sing T =< Zλ >.
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The statement about the resolution in part (ii) and (iii) follows from Propo-
sition 8.23 and the upper (large) table in Section 9.2.2 below. In case (i) the
corresponding statement follows in part from these results. Proposition 8.23
and the table give that the resolution of OS′′ in case (i) is

0 −→ OT0(−4H0 + 8F) −→ OT0(−2H0 + 4F)2 −→ OT0 −→ OS′′ −→ 0,

or

0 −→ OT0(−4H0 + 8F) −→ OT0(−2H0 + 6F) ⊕OT0(−2H0 + 2F)
−→ OT0 −→ OS′′ −→ 0.

On the other hand it is clear that there are no contractions across the
fibres in this case. Assume we have the upper of these two resolutions. From
Lemma 8.33 we then get that S′′ is cut out in T0 by two equations of the form:

P1(t, u)Z2
1 + P2(t, u)Z1Z2 + P3(t, u)Z1Z3 + P4(t, u)Z2

2+

P5(t, u)Z2Z3 + P6(t, u)Z2
3 + c1Z + 1Z4 + c2Z2Z4 + c3Z3Z4 = 0.

Here all the Pi(t, u) are quadratic in t, u, and the cj are constants. But both
these quations contain the directrix line (Z1, Z2, Z3, Z4) = (0, 0, 0, 1) of T0.
This is precisely the inverse image of Sing T . Hence the inverse image of this
line on S is contracted, a contradiction. Hence we are left with the lower of
the two resolutions. From Corollary 8.31 we then get the given resolution of
OS′ . The last details in the description of case (i) follow from Remark 9.14.
�

Remark 8.40. We see that in case (i) above, E is not perfect, since Sing T
is a point, but there are no contractions across the fibers.

In the cases (ii) and (iii), E is however perfect.
These two cases are therefore included in the table on p. 148 (under scroll

type (4, 2, 0, 0)). However, also D is a perfect Clifford divisor, so these cases
can also be described as the case with scroll type (2, 1, 1, 0, 0, 0) in the same
table.

Example 8.41. Let us study the case c = 3, D2 = 2 and g = 9. In Chapter 11
we will show that projective models with such invariants occur, and that the
scroll type of T is either (1, 1, 1, 1, 0, 0) or (2, 1, 1, 0, 0, 0) when D is perfect.
By Proposition 8.23 we have β1,3 = 0, and by Corollary 8.26 we have β1,2 = 8
and

∑8
k=1 bk = 3g − 4 = 23.

Assume first that the type is (1, 1, 1, 1, 0, 0), which implies that T0 has type
(2, 2, 2, 2, 1, 1). Lemma 8.33 gives bk ≤ 4, for all k, since h0(2H0 − bF) = 0 for
b ≥ 5. The complete intersection Z1 = Z2 = Z3 = Z4 = 0 in T0 is a subscroll
Q of type (1, 1) with a line in each fiber. The 8 equations cutting out S′′ in
T0 must together cut out two points in each fiber of Q (the inverse image in
S′′ of Sing T ∩S′). For a general fiber, call these points P1 and P2. Order the
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bk in a non-increasing way. To cut out the two points we must have b8 ≤ 2,
since all sections of 2H0 − bF vanish on Q for b ≥ 3.

For general (t, u), where the fiber D′′ of S′′ is smooth, D′′ is a smooth
curve of degree 7 and genus 2, which can be identified with a smooth curve in
|f∗D−E|. The complete linear system |(H −E)D′′ | is of degree 2g(D′′)+1 =
5 and in particular very ample. Now Z1, Z2, Z3, Z4 (restricted to D′′) span
H0((H − E)D′′), which embeds D′′ as a curve of degree 5 and genus 2 in
P3. As in Example 8.19 we conclude from [Si] that this curve is contained in
only one quadric surface. On the other hand all sections of 2H0 − 4F can be
expressed in terms of Z1, Z2, Z3, Z4 only. Hence no more than one of the bk

can be 4. This leaves us with only two possible cases:

(b1, . . . , b8) = (4, 3, 3, 3, 3, 3, 2, 2) or (3, 3, 3, 3, 3, 3, 3, 2).

Assume now that the type is (2, 1, 1, 0, 0, 0), which implies that T0 has type
(3, 2, 2, 1, 1, 1). Lemma 8.33 gives bk ≤ 4, for all k, since all sections of 2H0−bF
have Z1 as factor if b ≥ 5. The complete intersection Z1 = Z2 = Z3 = 0 in T0

is a subscroll N of type (1, 1, 1) with a plane in each fiber. The 8 equations
cutting out S′′ in T0 must together cut out three independent points in each
fiber of N (the inverse image in S′′ of Sing T ∩ S′).

Order the bk as above. To cut out the three points we must have b6 ≤ 2,
since all sections of 2H0 − bF vanish on N for b ≥ 3, and a net of three
quadrics is needed to cut out three independent points in a plane. On the
other hand every section of 2H0 − 4F can be written

Z1f(t, u, Z1, . . . , Z5) + aZ2
2 + bZ2Z3 + cZ2

3 .

This gives b4 ≤ 3 as in Example 8.38. This leaves

(b1, . . . , b8) = (4, 4, 4, 3, 2, 2, 2, 2) or (4, 4, 3, 3, 3, 2, 2, 2),

as the only possibilities.

Example 8.42. The case c = 3, D2 = 2 and g = 10 is very similar to the
analogous one for g = 9, treated in Example 8.41 and one can show in a
similar way that

(b1, . . . , b8) = (4, 4, 4, 3, 3, 3, 3, 2).

We show in Chapter 11 that the only possible scroll type for T is (2, 1, 1, 1, 0, 0)
when D is perfect, corresponding to the type (3, 2, 2, 2, 1, 1) for T0.

Example 8.43. In the case c = 3, D2 = 4 and g = 10, it follows from
Proposition 8.17 that the Betti-numbers of the ϕL(Dλ) are independent of
the λ. Now we have a projective model of type type (E0) (with β1,2 = 12 and∑

bk = 4g − 6 = 34) One can show that

(b1, . . . , b12) = (4, 4, 4, 3, 3, 3, 3, 2, 2, 2, 2, 2).

In Chapter 11 it is shown that the only scroll type occurring for T is
(2, 1, 1, 0, 0, 0, 0), which means (3, 2, 2, 1, 1, 1, 1) for T0.
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Example 8.44. Let D2 = 0 and c = 3, as in Corollary 8.34.
We will show in Chapter 11 that for g = 9 the only smooth scroll oc-

curring as T = T (3, D) is of type (1, 1, 1, 1, 1), and the singular scrolls oc-
curring are of types (2, 1, 1, 1, 0), (2, 2, 1, 0, 0) and (3, 1, 1, 0, 0), corresponding
to the smooth types (3, 2, 2, 2, 1), (3, 3, 2, 1, 1) and (4, 2, 2, 1, 1) for T0. We
also show that all these occur. By using similar techniques as in the pre-
vious examples, one can show that (b1, b2, b3, b4) = (2, 1, 1, 1) for the type
(1, 1, 1, 1, 1), (b1, b2, b3, b4) = (4, 3, 3, 3, 3), (4, 4, 3, 3, 2) or (4, 4, 4, 2, 2) for the
type (3, 2, 2, 2, 1), and (b1, b2, b3, b4) = (4, 4, 3, 3, 2) or (4, 4, 4, 2, 2) for the types
(3, 3, 2, 1, 1) and (4, 2, 2, 1, 1).

For g = 10 we will show in Chapter 11 that the only smooth scroll oc-
curring as T = T (3, D) is of type (2, 1, 1, 1, 1), and the singular scrolls oc-
curring are of types (2, 2, 1, 1, 0), (2, 2, 2, 0, 0), (3, 2, 1, 0, 0), corresponding to
the types (3, 3, 2, 2, 1), (3, 3, 3, 1, 1) and (4, 3, 2, 1, 1) for T0. We also show that
all these occur. Again one can show that (b1, b2, b3, b4) = (2, 2, 2, 1, 1) for the
type (2, 1, 1, 1, 1), (b1, b2, b3, b4) = (4, 4, 4, 3, 3) or (4, 4, 4, 4, 2) for the scroll
type (3, 3, 3, 1, 1), and (b1, b2, b3, b4) = (5, 5, 4, 2, 2), (5, 5, 3, 3, 2), (5, 4, 4, 3, 2),
(4, 4, 4, 3, 3) or (4, 4, 4, 4, 2) for the scroll types (3, 3, 2, 2, 1) and (4, 3, 2, 1, 1).
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More on projective models in smooth scrolls of
K3 surfaces of low Clifford-indices

In this chapter we will have a closer look at the situation described in Chapter
7 for c = 1, 2 and 3. We recall that D is a free Clifford divisor on a non-Clifford
general polarized K3 surface S, and that T = T (c, D) is smooth, which is
equivalent to the conditions D2 = 0 and RL,D = ∅ when D is perfect. In any
case these two conditions are necessary to have T smooth, and the pencil Dλ

is uniquely determined. The resolution of OS′ as an OT -module was given in
Proposition 7.2.

By Corollaries 8.31 and 8.34 such resolutions exist also if T is singular if
D2 = 0. We will use this to take a closer look also at the situation for singular
T (c, D) when D2 = 0 and c = 1, 2, 3. We end the chapter with a statement
valid for general c.

From the proof of Theorem 4.1 it is clear that for each of the possible
combinations of c and g there is an 18-dimensional family of isomorphism
classes of polarized K3 surfaces with smooth scroll T (c, D, {Dλ}). Moreover
it follows that there will be an 18+dim(Aut (Pg)) = 17+(g+1)2-dimensional
family of such projective models of K3 surfaces. This is true, simply because
there is only a finite number of linear automorphisms that leaves a smooth
polarized K3 surface invariant.

For each value of c (and g) one can pose several questions about the set
(or subscheme of the Hilbert scheme) of projective models S′ of K3 surfaces
S with elliptic free Clifford divisor D and such that T is smooth.

All scrolls of the same type are projectively equivalent, and hence the
configuration of projective models of K3 surfaces in one such scroll is a pro-
jectively equivalent copy of that in another. Some questions one can pose, are:
How many scrolls are there of a given type? How many projective models S′

are there within each scroll? In how many scrolls of a given type is a given S′

included?
The answer to the first question is well-known, the remaining ones we will

study more closely.
We start with the following well-known result from [Har]:

T. Johnsen and A.L. Knutsen: LNM 1842, pp. 99–120, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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Proposition 9.1. The dimension of the set of scrolls of type e and dimension
d in Pg is

dim(Aut (Pg)) − dim(Aut (P(E))) = (g + 1)2 − 3 − d2 − δ1,

where δ1 :=
∑

i,j max (0, ei − ej − 1).

If D2 = 0, we recall that d = c + 2 for the scroll T (c, D, {Dλ}).

9.1 Projective models with c = 1

We have g ≥ 5. Let the projective model S′ and the smooth scroll T = T (1, D)
be given. As is seen from Proposition 7.2 the surface S′ corresponds to the
divisor class 3H − (g − 4)F on T . Moreover, part (c) of the proposition can
be applied so we can obtain a resolution in Pg. This is even minimal, by the
comment in [Sc, Example 3.6].

Assume T has scroll type (e1, e2, e3), with e1 ≥ e2 ≥ e3

Proposition 9.2. The (projective) dimension of the set of sections of divisor
type 3H− (g − 4)F in T is equal to 29 + δ2, where δ2 :=

∑
max (0, g − 5 −

∑3
i=1 aiei). Here the first summation is taken over those triples (a1, a2, a3)

such that ai ≥ 0, for i = 1, 2, 3, and
∑3

i=1 ai = 3. If S′ is smooth, a general
section is a smooth projective model of a K3 surface.

Proof. We use the formula h0(P(E), aH + bF) = h0(P1, Sym a(E)⊗OP1(b)),
with a = 3 and b = g − 4. This gives 30 + δ2. Being a smooth model of a
K3 surface is an open condition on the set of sections of 3H− (g − 4)F , and
since one section, the one giving S′, is smooth, a general section of the linear
system is so, too. �

We also have:

Proposition 9.3. Each projective model S′ of a K3 surface S of Clifford
index 1 in Pg for g ≥ 5, with T (c, D, {Dλ}) smooth, is contained in only one
smooth rational normal scroll of dimension 3.

Proof. In [SD, Part (7.12)] it is shown that the scroll T is the intersection of
all quadric hypersurfaces containing S′. Moreover, any other smooth scroll T2

containing S′ is an intersection of quadric hypersurfaces ([SD, Prop. 1.5(ii)]),
each of course containing S′. Hence T2 contains T . Since the two scrolls have
the same dimension and degree, they must be equal. �

From this we conclude:

Corollary 9.4. Let a scroll type (e1, e2, e3) be given, and let δ1 and δ2 be
defined as above. Then δ1 ≥ δ2, and there is a set of dimension

(g + 1)2 + 17 + δ2 − δ1 = dim(Aut (Pg)) + 18 + δ2 − δ1,

parametrizing projective models of K3 surfaces in smooth scrolls of the given
type.



9.1 Projective models with c = 1 101

Proof. From Proposition 9.1 we see that there is a ((g + 1)2 − 12 − δ1)-
dimensional set of scrolls of the same type as T in Pg. We know that each
S′ in each such scroll is contained in only one scroll. In each scroll there is a
(29+δ2)-dimensional set of projective models of K3 surfaces as described. We
have δ1 ≥ δ2, since otherwise there would be too many models with Clifford
index 1. �

Remark 9.5. For c = 1 we have

δ1 = max (0, e1 − e2 − 1) + max (0, e1 − e3 − 1) + max (0, e2 − e3 − 1),

and

δ2 = max (0, e1 − e2 − 3) + max (0, e1 − e3 − 3) + max (0, e2 − e3 − 3) +
max (0, e1 + e2 − 2e3 − 3) + max (0, e1 − 2e2 + e3 − 3).

Moreover δ1 = 0 if and only if the scroll type is maximally balanced, and
δ2 = 0 if the scroll type is “reasonably well balanced”. It is clear that δ1 = 0
implies δ2 = 0. We also see that if 5 ≤ g ≤ 8, then δ2 = 0. Hence the cases
(e1, e2, e3) = (3, 1, 1) or (3, 2, 1) are cases where the number (g + 1)2 + 17 +
δ2 − δ1 is strictly less than (g + 1)2 + 17 = dim(Aut (Pg))+ 18, and it is clear
that scrolls of these types cannot represent the general projective models with
c = 1 and fixed g since by the construction as in Proposition 4.1 we get an
18-dimensional family of such models.

The inequality δ1 ≥ δ2 does not follow directly from the formulas in Re-
mark 9.5, for example since δ1 < δ2, for scroll types (g−4, 1, 1), when g ≥ 11.
This enables us to conclude that these and other scroll types with δ1 < δ2

do not occur for the scrolls formed from projective models of K3 surfaces as
described. This statement will be strengthened to apply for g ≥ 8 below. On
the other hand the mentioned type (3, 1, 1) does occur for g = 7. This can be
seen by using Lemma 8.33.

For g = 7 and type (3, 1, 1) one then gets a polynomial P of the form:

P6,1(t, u)Z3
1 + P4,1(t, u)Z2

1Z2 + P4,2Z
2
1Z3 + P2,1(t, u)Z1Z

2
2 +

P2,2(t, u)Z1Z2Z3 + P2,3(t, u)Z1Z
2
3 + c1Z

3
2 + c2Z

2
2Z3 + c3Z2Z

2
3 + c4Z

3
3 ,

where the Pi,j are homogeneous of degree i, and the ck are constants. For
any fixed (t, u) and any fixed point in the P2 thus obtained, we see that
we can avoid that point lying on the zero scheme of P by choosing the Pi,j

and ck properly, so we conclude that the linear system |3H − (g − 4)F| =
|3H − 3F| is base point free, and hence its general section is smooth, by
Bertini. Irreducibility also follows by a similar argument.

Using Lemma 8.33, we see that for g = 8 any section of 3H− (g − 4)F =
3H− 4F on a scroll of type (3, 2, 1) can be identified with a P of the form

P5,1(t, u)Z3
1 + P4,1(t, u)Z2

1Z2 + P3,1(t, u)Z2
1Z3 + P3,2(t, u)Z1Z

2
2 +

P2,1(t, u)Z1Z2Z3 + P1,1(t, u)Z1Z
2
3 + P2,2(t, u)Z3

2 + P1,2(t, u)Z2
2Z3 + c1Z2Z

2
3 .



102 9 Models in smooth scrolls of low Clifford-indices

So here there is no Z3
3 -term, and from that we conclude that any section

of 3H − 4F on a scroll of type (3, 2, 1) must have the directrix line, say Γ ,
corresponding to e3 = 1 as a part of its zero scheme. The fact that δ2 < δ1

indicates that if we can form smooth projective models of K3 surfaces this
way, the surface must have a Picard lattice of higher rank than two. We may
check this. If L, E and Γ sit inside a lattice of rank 2, then we can write
Γ = aL + bE, for rational numbers a, b. In addition we must have Γ 2 = −2
and L.Γ = E.Γ = 1. It is easy to check that this is impossible.

It is clear that the set of base points of the linear system 3H− 4F is just
the directrix line. This is true since for a fixed value of (t, u) (each fixed fiber)
and a point Q outside (0, 0, 1), we can just change the P5,1(t, u)Z3

1 -term or
the P2,2(t, u)Z3

2 -term, if we want to avoid Q. If we choose c1 �= 0, then we
obtain that the zero scheme of the corresponding section intersects all fibers in
curves, smooth at (0, 0, 1). (Here we set Z3 = 1 in order to write the equation
of the curve in affine coordinates around (0, 0, 1). The existence of the non-
zero linear term c1Z2 gives smoothness at this point.) Hence the zero scheme
of a general section is smooth on all of T . We have basically used the identities
3e2 ≥ g − 4 and e2 + 2e3 = g − 4, to conclude as we do. See Remark 9.8 for
references to other authors who have already used this kind of reasoning.

Using Lemma 8.33 again we see that if g ≥ 8, then any section of 3H −
(g − 4)F on a scroll of type (g − 4, 1, 1) corresponds to a polynomial P with
Z1 as a factor, which means that its zero scheme must be reducible as a sum
of sections H − (g − 4)F (a subscroll of type (1, 1)) and 2H. Hence these
scroll types cannot occur for T (c, D, {Dλ}). In a similar way one can draw
conclusions about sections on other scroll types. The observation above also
has an interesting consequence for the types of singular scrolls T (c, D, {Dλ})
arising for the case c = 1, D2 = 0, g ≥ 5.

Corollary 9.6. The type of T (c, D, {Dλ}) is never (g− 2, 0, 0) for c = 1 and
D2 = 0.

Proof. Assume the type of T (c, D, {Dλ}) is (g− 2, 0, 0). Then the type of the
associated scroll T0 is (g − 1, 1, 1) = (g0 − 4, 1, 1), and the divisor type of S′′

in T0 is 3H0 − (g0 − 4)F (see Example 8.9 and the proof of Corollary 8.31).
But we just observed that this is impossible. �

In general we conclude in the same way:

Proposition 9.7. If a type (a, b, c) is impossible for a smooth scroll
T (c, D, {Dλ}) in Pg with c = 1 and D2 = 0, then the type (a− 1, b− 1, c− 1)
is impossible for any scroll T (c, D, {Dλ}) in Pg−3 with c = 1 and D2 = 0.

We will make a list including all possible scroll types for smooth
T (c, D, {Dλ}), for g ≤ 13, with c = 1 and D2 = 0. By the previous lemma,
this will give a list including all scroll types of T (c, D, {Dλ}), smooth or sin-
gular, for g ≤ 10 and c = 1 and D2 = 0. In the column with headline “#
mod.” we give the value of 18 − δ1 + δ2.
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The information in the list is essentially contained in [Re2] and [Ste, p.8-
10]. We include it for completeness, and for the benefit of the reader we also
include, in Remark 9.8 below, a few words about how the information can be
obtained.

g scroll type # mod. g scroll type # mod. g scroll type # mod.
5 (1, 1, 1) 18 9 (3, 2, 2) 18 12 (5, 3, 2) 16
6 (2, 1, 1) 18 10 (5, 2, 1) 16 12 (4, 4, 2) 17
7 (3, 1, 1) 16 10 (4, 3, 1) 17 12 (4, 3, 3) 18
7 (2, 2, 1) 18 10 (4, 2, 2) 16 13 (7, 3, 1) 18
8 (3, 2, 1) 17 10 (3, 3, 2) 18 13 (6, 3, 2) 16
8 (2, 2, 2) 18 11 (5, 3, 1) 17 13 (5, 4, 2) 17
9 (4, 2, 1) 16 11 (4, 3, 2) 17 13 (5, 3, 3) 16
9 (3, 3, 1) 17 11 (3, 3, 3) 18 13 (4, 4, 3) 18

12 (6, 3, 1) 17

This gives the following possibilities for singular types:

g singular scroll types
5 (2, 1, 0)
6 (3, 1, 0), (2, 2, 0)
7 (4, 1, 0), (3, 2, 0)
8 (4, 2, 0)
9 (5, 2, 0)
10 (6, 2, 0)

The dimensions of the families on the singular scrolls of type (e1, e2, e3)
in Pg are equal to those of type (e1 + 1, e2 + 1, e3 + 1) on the corresponding
smooth scrolls in Pg+3.

Remark 9.8. Among the smooth scroll types listed above, we may immedi-
ately conclude that a general section of 3H− (g − 4)F is smooth, and hence
a smooth projective model of a K3 surface, for the types

(1, 1, 1), (2, 1, 1), (3, 1, 1), (2, 2, 1), (2, 2, 2), (3, 2, 2),
(4, 2, 2), (3, 3, 2), (3, 3, 3), (4, 3, 3), (5, 3, 3), (4, 4, 3).

These are the ones with 3e3 ≥ g − 4. The last inequality implies that the
complete linear system 3H− (g−4)F has no base points, and hence a Bertini
argument gives smoothness of the general section. The remaining types have
the third directrix (of degree e3) as base locus. We have seen above that for
the type (3, 2, 1) the zero scheme of the general section of 3H − (g − 4)F is
smooth, since 3e2 ≥ g − 4 and e2 + 2e3 = g − 4. The same identities hold for
the types (4, 3, 2), (4, 4, 2) and (5, 4, 2) also, so the zero scheme of a general
section of 3H− (g − 4)F is smooth for these types too.
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A similar argument can be made for the types (3, 3, 1), (4, 3, 1), (5, 3, 1),
(6, 3, 1) and (7, 3, 1). Here the identity 3e3 < g−4 gives that the third directrix
curve (a line) consists of base points for the linear system. The identity 3e2 ≥
g − 4 gives that there are no other base points. The identity e1 + 2e3 = g − 4
gives that in each fiber the curve that arises as the intersection of that fiber
and the zero scheme of a section of 3H − (g − 4)F is smooth at (0, 0, 1),
provided we choose the section with a non-zero cZ1Z

2
3 -term. The total zero

scheme is also smooth then.
The remaining possible smooth scroll types for g ≤ 13 on the list above

are different, in the sense that for a general section of 3H− (g− 4)F , the zero
scheme of the section is singular at finitely many points. It turns out that for
these types, which are (4, 2, 1), (5, 2, 1), (5, 3, 2) and (6, 3, 2), the general zero
schemes are singular at exactly one point each.

The reason is the following: Since 3e3 < g − 4, the third directrix curve
consists of base points for the linear system. Since 3e2 ≥ g−4 for these types,
there are no other base points. Since e2 + 2e3 < g − 4, there is no Z2Z

2
3 -term

for any section. Since e1 + 2e3 > g − 4, in fact e1 + 2e3 = (g − 4) + 1 for
all these types, there is no cZ1Z

2
3 -term with c a constant, but there is an

L(t, u)Z1Z
2
3 -term with L(t, u) a linear expression in t and u. If the section

is chosen general, L(t, u) is not identically equal to zero. For all fixed (t, u)
where L(t, u) �= 0, the zero scheme of the section of 3H − (g − 4)F is then
smooth. For the single zero of L(t, u), the zero scheme is however singular.

A comment about the types not appearing on the list above: The smooth
scroll types (4, 4, 1), (5, 4, 1), (6, 4, 1), (5, 5, 1) are eliminated the following way:
A section of 3H− (g−4)F can have no term containing a Z2

3Zi-term for these
scroll types. Hence all plane cubics in the pencil are singular where they meet
the linear directrix. But this is a contradiction, since the general element in
the pencil |D| is smooth. Here we have used the identity e1 + 2e3 < g − 4 for
these types. The other types are eliminated because Z1 must be a factor in
each relevant section, a contradiction. These are the types with 3e2 < g − 4.

The necessary and sufficient condition “e1 + 2e3 < g − 4 or 3e2 < g − 4”
for eliminating scroll types is given in [Re2], as quoted in [Ste, Lemma 1.8.].
In [Ste, p.9] one also describes on which scroll types a general section of
3H− (g − 4)F is singular in a finite number of points.

In Chapter 11 we will show that all the types listed above for g ≤ 10
actually occur.

Remark 9.9. One does not have to use the resolution from Proposition 7.2
to see that a projective model S′ of a K3 surface of Clifford index one in a
smooth scroll T as above must be of divisor type 3H− (g − 4)F in T . Define
the vector space W = H0(JS′ (3))/H0(JT (3)). In a natural way W represents
the space of cubic functions on T that vanish on S′.

Study the exact sequences:

0 −→ H0(JS′(3)) −→ H0(OPg (3)) −→ H0(OS′(3)) −→ H1(JS′(3)) −→ 0
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and

0 −→ H0(JT (3)) −→ H0(OPg (3)) −→ H0(OT (3)) −→ H1(JT (3)) −→ 0.

One obtains dimW = h0(JS′(3)) − h0(JT (3)) = g − 3, since h0(OT (3)) −
h0(OS′(3)) = g − 3 and h1(JS′(3)) = h1(JT (3)) = 0 (see [SD, Prop 1.5(i)]).
Take g − 3 arbitrary fibers F of the ruling on T , that is g − 3 planes. For
each plane it is one linear condition on the elements in W to contain it (since
this is equivalent to contain an point in the plane outside S′). Hence contain-
ing all the g − 3 planes imposes g − 3 conditions. These conditions must be
independent, since otherwise there would be a cubic in Pg, not containing
T , and containing the union of S′ and g − 3 planes. This union has degree
(2g−2)+(g−3) = 3g−5. But by Bezout’s theorem the cubic and T intersect in
a surface of degree 3g−6. Hence, in particular, any choice of g−4 planes gives
independent conditions, and there is one, and only one, hypercubic (modulo
the ideal of T ), which contains S′ and g − 4 planes in the pencil. By Bezout’s
theorem, it does not contain more. Hence S′ in a natural way is a section of
3H− (g − 4)F .

9.2 Projective models with c = 2

Let T = T (2, D) with D2 = 0. We have g ≥ 7. Denote the type of T by
(e1, e2, e3, e4). Proposition 7.2(a) (or Corollary 8.31 if T is not smooth) gives
that S′ is a complete intersection in T of two divisors of type 2H− b1F and
2H − b2F . By convention, we set b1 ≥ b2. Part (d) of the same proposition
gives the well-known fact that b1 + b2 = g − 5. Such a situation has been
thoroughly investigated in [Br]. As already mentioned in the proof of Corollary
8.34, it follows from [Br, Thm. 5.1] that S′ is singular along a curve if b1 >
2(e1+e2+e3)

3 , or equivalently b2 < g−9+2e4
3 . Hence b2 ≥ 0 for g ≥ 7, for complete

intersections with only finitely many singularities. Since in particular b2 ≥ −1,
it is clear that part (b) and (c) of Proposition 7.2 can be used to give a
resolution of S′ in Pg. This resolution is minimal because of the comment
in [Sc, Example 3.6]. The fact that b2 ≥ 0 means that S′ can be viewed
geometrically as a complete intersection of one hyperquadric containing b1

three-planes in the pencil, and another containing b2 three-planes (throwing
away the three-planes and taking the closure of what remains).

Let us study projective models in smooth scrolls for c = 2 and D2 = 0
in general. We see from Proposition 9.1 that the set parametrizing the scrolls
having the same type as T has dimension (g+1)2−19−δ1 = dim(Aut (Pg))−
18− δ1, where δ1 :=

∑
i,j max (0, ei−ej −1). Therefore one expects the set of

projective models of smooth K3 surfaces in each scroll to have dimension 36
if the scroll type is reasonably well balanced, to get a set of total dimension
dim(Aut (Pg)) + 18. This “expectation” is based on the natural assumption
that a set of total dimension dim(Aut (Pg))+18 arises from S′ that sit inside
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maximally balanced scrolls. In this case there are two different sources of
imbalance; that of the ei, and that of the bk. We will look more closely at
this.

Set δ2 := max (0, b1 − b2 − 1). Assume first b1 > b2. We calculate

dim |OT (2H− b1F)| = 5g − 6 − 10b1 + δ3,

where δ3 := h1(Sym 2E ⊗ OP1(−b1)) = 0 if and only if e4 ≥ b1−1
2 .

By the same sort of calculation we of course get

dim |OT (2H− b2F)| = 5g − 6 − 10b2 + δ4,

where δ4 := h1(Sym 2E ⊗ OP1(−b2)) = 0 if and only if e4 ≥ b2−1
2 .

Now fix a zero scheme Y of a section s of 2H− b1F , and study the exact
sequence

0 −→ OT ((b1 − b2)F) −→ OT (2H− b2F) −→ OY (2H− b2F) −→ 0.

This induces a sequence

0 −→ H0(OT ((b1 − b2)F)) −→ H0(OT (2H− b2F))
−→ H0(OY (2H− b2F)) −→ H1(OT ((b1 − b2)F)).

Since h0(OT ((b1−b2)F)) = b1−b2+1 and h1(OT ((b1−b2)F)) = 0, we obtain

dim |OY (2H− b2F)| = dim |OT (2H− b2F)| − (b1 − b2 + 1)
= 5g − 6 − 10b2 + δ4 − (b1 − b2 + 1)
= 5g − 8 − 10b2 + δ4 − δ2.

Summing up, we obtain

dimOT (2H− b1F) + dimOY (2H− b2F)
= 5g − 6 − 10b1 + δ3 + 5g − 8 − 10b2 + δ4 − δ2

= 10g − 14 − 10(b1 + b2) − δ2 + δ3 + δ4

= 36 − δ2 + δ3 + δ4.

In particular, if g is even, b1 − b2 = 1 and e4 ≥ b1−1
2 = g−6

4 , we get 36. We
remark that g−6

4 is just 3
4 less than the average values of the ei. In general

there is thus a (36 − δ2 + δ3 + δ4)-dimensional set of complete intersections
of type (2H− b1F , 2H− b2F), provided the section s is uniquely determined.
The latter fact follows, for example by the same kind of argument as in [Sc,
(6.2)], , where scrolls arising from tetragonal curves are treated (see also the
proof of Proposition 9.12 below).

We now assume b1 = b2(= b = g−5
2 ), which can only occur if g is odd.

Then h0(2H− bF) = h0(P1, Sym 2(E)⊗OP1(b)). This number is of the form
20+δ3 = 20+δ4, where δ3 and δ4 are defined as in the case above. We see that
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δ3 = δ4 = 0 if and only if 2e4− b ≥ −1, or equivalently e4 ≥ g−7
4 . The average

value of the ei is g−3
4 , which is just one more. The set of complete intersections

corresponds to an open set in the Grassmannian G(2, h0(2H − bF)), which
has dimension 36 + 2δ3. Hence we get the expected number if b1 = b2, and
the ei are well balanced. Whether b1 = b2 or not, we have now proved: Let a
scroll type e1, e2, e3, e4) be given, and let δ2, δ3, δ4 be defined as above in this
section, and let δ1 be defined as in Proposition 9.1

Proposition 9.10. The set of complete intersections of type (2H−b1F , 2H−
(g − 5 − b1)F) on a smooth rational normal scroll of dimension 4 in Pg of
type (e1, e2, e3, e4) is either empty or of dimension 36 − δ2 + δ3 + δ4.

Corollary 9.11. The set of complete intersections of type (2H− b1F , 2H−
(g − 5 − b1)F) with no or finitely many singularities on a smooth rational
normal scroll of dimension 4 in Pg of type (e1, e2, e3, e4), is either empty or
of dimension at least 36 if δ1 ≥ 1.

Proof. Set s = b1 − g−5
2 . If s = 0, then δ2 = 0, and there is nothing to prove.

If s ≥ 1
2 , then δ2 = 2s−1. We split into 4 subcases: e1 + e2 + e3 + e4 = 4e+h,

where h = 0, 1, 2, 3. If h = 0, 1, we have if δ1 ≥ 1: 2e4 ≤ 2(� g−3
4 � − 1) ≤ g−7

2 ,
and e3 + e4 ≤ g−3

2 − 1 = g−5
2 . This gives b1− 2e4− 1 ≥ g−5

2 + s− g−7
2 − 1 = s,

and b1 − (e3 + e4) − 1 ≥ g−5
2 + s − g−1

2 − 1 = s − 1. Hence

δ3 = h1(P1, Sym 2(E) ⊗OP1(b1)) ≥ s + (s − 1) = 2s − 1 = δ2,

and then the result follows from Proposition 9.10.
If h = 3, essentially the same method works (look at the three terms

b1 − 2e3 − 1, b1 − e3 − e4 − 1 and b1 − 2e4 − 1).
If h = 2, then essentially the same method works (look at the six terms

of the form b1 − ei − ej − 1, for i, j = 2, 3, 4), except in the case s = 1, and
(e1, e2, e3, e4) = (e + 2, e, e, e). But in that case b1 = g−1

2 + 1 = 2e + 1. Using
Lemma 8.33 we see that that Z1 is a factor in every section of 2H− b1F , so
this case simply does not occur. See also the appendix of [Br]. �

If we add the assumption that there exists at least one smooth model S′

of a given intersection type, giving rise to a scroll of a given type, then we
can conclude that there is a set of dimension (36− δ2 + δ3 + δ4) parametrizing
smooth projective models S′ in a scroll of the given type. We see that if the
scroll type or (b1, b2)-type is unbalanced, the dimension of the set of complete
intersections (smooth or singular) can a priori go up, or it can go down from
its “expected” value 36. From the last corollary, however, we see that the
dimension goes down only if the scroll type is maximally balanced, and the
intersection type is not.

If we just start with an arbitrary scroll type (e1, e2, e3, e4), with e4 ≥ 1,
∑c+2

i−1 ei = g − 3 and “intersection type” b1 ≥ b2 ≥ 0, with b1 + b2 = g − 5,
it is an intricate question to decide whether there are any that are smooth
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projective models of K3 surface, or any that are not singular along a curve.
This problem is studied in detail in [Br], and we will study the cases for low
g in Section 9.2.2.

The question whether a projective model S′ can be included in several
scrolls of the same type simultaneously is not as simple to answer as in the
case c = 1. In the case c ≥ 2 the scroll T is no longer the intersection of
the hyperquadrics containing S′; in fact S′ itself is that intersection [SD].
The question is essentially how many divisor classes of elliptic curves E with
E.L = c + 2 there are on S.

On the other hand it is clear that a projective model cannot be contained
in a positive dimensional set of scrolls of the type in question. There is a
discrete family of divisor classes on S, so the dimension of the family of smooth
projective models of K3 surfaces on scrolls of the type in question is now, as
for c = 1, equal to the sum of the dimension of the set of scrolls of a given
type and the dimension of the set of smooth projective models of that type.
This sum is

(g + 1)2 − 19 − δ1 + (36 − δ2 + δ3 + δ4)
= dim(Aut (Pg)) + 18 − δ1 − δ2 + δ3 + δ4.

To obtain the dimension of the set of projective equivalence classes, since
only a finite number of automorphisms of Pg fixes a K3 surface, we subtract
the number dim(Aut (Pg)) and get

18 − δ1 − δ2 + δ3 + δ4.

By Theorem 4.1 this number is equal to 18 for at least one scroll type, where
there exists smooth complete intersections of that type, and where the fibers of
the complete intersection represent a free Clifford divisor on S with c = 2. It is
clear that if we choose the most balanced scroll type for a fixed g, then δ1 = 0.
If in addition we choose the most balanced (b1, b2)-type, then δ2 = δ3 = δ4 = 0.
Using Lemma 8.33 it is also easy to prove that for all g the most balanced scroll
and intersection type (the unique combination for fixed g with δ1 = δ2 = 0)
then a general complete intersection will be a smooth projective model of a
K3 surface.

9.2.1 An interpretation of b1 and b2

We will briefly study the case c = 2 in an analogous manner as the case
c = 1 was studied in Remark 9.9 when we showed that a projective model of a
K3 surface of Clifford index one with smooth asssociated scroll T must be of
divisor type 3H+(g−4)F in T without using the resolution from Proposition
7.2.

Define the vector space W = H0(JS′(2))/H0(JT (2)). In a natural way W
represents the space of quadric functions on T that vanish on S′.
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As in Remark 9.9 one obtains dimW = h0(JS′(2)) − h0(JT (2)) = g − 3,
since h0(OT (2)) − h0(OS′(2)) = g − 3 and h1(JS′(2)) = h1(JT (2)) = 0
(see [SD, Prop. 1.5(i) and Theorem 6.1(ii)]. Assume g is odd. Take b = g−5

2
arbitrary fibers F of the ruling on T , that is three-planes. For each three-plane
we have two independent linear conditions on the quadric hypersurfaces to
contain it. (First, take one point in the three-plane, not on S′. There is only
one quadric surface in the threespace containing this point and the intersection
with S′. Then take another point outside this quadric surface. To contain these
two points and S′ is equivalent to containing the threespace and S′.) So, one
naively expects there to be 2b = g − 5 conditions to contain all the b three-
planes. Hence there should be a pencil, and only a pencil, of elements of W
doing so. Intersecting the elements of the pencil, one would expect to get the
projective model of the K3 surface. If it really were so simple, however, all
intersection types (b1, b2) would be completely balanced. This is not always
true, and one reason is that two different elements of W may intersect T in a
common threedimensional component dominating P1 in the fibration on T .

We are therefore not able to imitate the reasoning of Remark 9.9, and
thereby establish the fact that the ideal of S′ in T is generated as it is,
without using Proposition 7.2. On the other hand we may use the knowledge
that we have from Proposition 7.2, that S′ is indeed of intersection type
(2H− b1F , 2H− b2F) in its scroll. Make no assumption on the parity of g.

Proposition 9.12. The invariant b1 is equal to the largest number k, such
that there exists a non-zero element Q of W (a hyperquadric in Pg containing
S′, but not T ) containing k three-planes in the pencil.

Moreover, b2 is the largest number m, such that there exists a non-zero
element of W containing m three-planes in the pencil, and intersecting T in
a different 3-dimensional dominant component than Q does.

Proof. Define two elements in W to be congruent if they have the same domi-
nating three-dimensional component (but possibly differ in which three-planes
they contain). Define the index of an element of W as the number of three-
planes it contains (if necessary, counted with multiplicity). It is clear that if
two elements of W are congruent, then they have the same index (they corre-
spond to a well defined divisor class 2H− iF , where i is the index). It follows
from a Bezout argument that if the sum of the indices of two elements is larger
than 2b = g − 5, then they must be congruent. This shows both assertions.
It also shows that the element in 2H − b1F which any element in W with
index larger than b gives rise to, is the same. (This element is nothing but the
congruence class of the element in W .) �

9.2.2 Possible scroll types for c = 2

Almost all the information in this subsection can also be found in [Br] and
[Ste], taken together, but we include it for completeness, and present it in our
own way, for the sake of the reader.
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Also in the case c = 2 it is possible to use Lemma 8.33 to obtain use-
ful conclusions for many concrete scroll types. First we will look at possible
smooth scroll types for g ≤ 10.

For g = 7 and g = 8, the only possible smooth scroll types are (1, 1, 1, 1)
and (2, 1, 1, 1), respectively. For g = 7, Lemma 8.33 immediately gives b1 ≤ 2.
Here b1+b2 = 2, so b2 ≥ 0. For g = 8 we see that Z1 is a factor in every section
of 2H− b1F , for b1 ≥ 3. Since a reducible section which is the sum a section
H − 2F and a section H − (b − 2)F would intersect another section of type
2H− b2F in something reducible, alternatively since S′ is non-degenerate, we
must have b1 = 2 and b2 = 1.

For g = 9 we have b1 + b2 = 4 and two smooth scroll types (2, 2, 1, 1) and
(3, 1, 1, 1). For the latter type Lemma 8.33 gives b1 = b2 = 2, since any section
of 2H−bF , with b ≥ 3 must be a product of a section H−bF and a section of
H. For the type (2, 2, 1, 1) any section of 2H−3F has a zero scheme containing
the subscroll generated by the two linear directrices (a quadric surface Q). If
b1 = 3, then b2 = 1, and the section 2H− b2F intersects Q as a curve of type
(1, 2) on Q. This is a rational twisted cubic Γ . This corresponds to the fact
that δ1 = δ3 = δ4 = 0 and δ2 = 1, so that the set of complete intersections
inside T has dimension at most 36 − δ2 + δ3 + δ4 = 35, and taking the union
over all T of the same type we get dimension at most dim(Aut (Pg)) + 17.

Any section of 2H− 4F has a zero scheme, which restricts to two lines in
each fiber of T . This is impossible if this scheme shall contain a (necessarily
non-degenerate) model S′. We also have h0(2H− bF) = 0 for b ≥ 5. Hence b1

is 2 or 3.
For g = 10, we have b1 + b2 = 5 and a priori three possible scroll types

(4, 1, 1, 1), (3, 2, 1, 1) and (2, 2, 2, 1). But the first cannot occur, since any sec-
tion of 2H− b1F must have total weight −b1 ≤ −3, and then Z1 must be a
factor, using Lemma 8.33. This is impossible. Likewise, if T has type (3, 2, 1, 1)
and b1 ≥ 5, we conclude that Z1 must be a factor, again impossible. The cases
b1 = 4 and b1 = 3 are however possible.

If T has type (2, 2, 2, 1), then b1 ≤ 4, since h0(2H − bF) = 0 if b ≥ 5.
If b1 = 4, then the zero scheme of any section of 2H − b1F = 2H − 4F
contains the linear directrix of T twice (its equation is a homogeneous quadric
in Z1, Z2, Z3 involving neither Z4, t nor u). If we intersect with a section of
2H − b2F = 2H − F , and interpret it as the intersection with a quadric
containing a fiber, and throw away the fiber, the residual intersection with T
must contain one point of its linear directrix. This must then be a singular
point of S′. Hence only b1 = 3, b2 = 2 gives a smooth S′ for this scroll type. For
these invariants δi = 0, for i = 1, 2, 3, 4, so we get a family of total dimension
dim(Aut (Pg)) + 18.

So far we have studied smooth scroll types for 7 ≤ g ≤ 10. At this point we
could either proceed with smooth scroll types for g ≥ 11, or look at singular
scroll types for g ≥ 7. These topics are closely related. Assume we have a
singular scroll T (c, D, {Dλ}) for g ≥ 7, D2 = 0, c = 2. Then the associated
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smooth scroll T0 is contained in Pg+4, with a resolution as in Proposition 8.23:

0 −→ OT0(−4H0 + (g − 1)F) −→ ⊕2
k=1OT0(−2H0 + bkF)

−→ OT0 −→ OS′′ −→ 0.

So, at this point we can use the method of rolling factors to check what scroll
types in Pg+4 that may contain a surface like S′′. Scroll types (e1+1, . . . , e4+1)
for T0 correspond to types (e1, . . . , e4) for T .

Let us study complete intersection surfaces in smooth scroll types for g =
11 with this dual viewpoint. Now b1 + b2 = 6 and deg T = 8 and there are a
priori 5 different possible scroll types:

(5, 1, 1, 1), (4, 2, 1, 1), (3, 2, 2, 1), (3, 3, 1, 1) and (2, 2, 2, 2).

The type (5, 1, 1, 1) cannot occur, for the same reason that (4, 1, 1, 1) cannot
occur for g = 10.

For (4, 2, 1, 1) and (3, 3, 1, 1) we can conclude that Z1 or Z2 is a factor in
every term of every section of 2H−3F . This gives that the subscroll formed by
the two linear directrices is contained in S′ (or S′′). This is clearly impossible.
Hence b1 ≥ 4 for these types.

If b1 ≥ 5, then Z1 is a factor in every section of 2H− b1F , for each of the
types (4, 2, 1, 1), (3, 2, 2, 1) and (2, 2, 2, 2), which gives a contradiction. For the
type (3, 3, 1, 1) we argue as follows: If b1 ≥ 5, then no term of the form ZiZ3

or ZiZ4 can occur as factor in a monomial of a section of 2H − b1F , so for
each fixed value of (t, u) we get a quadric in Z1, Z2 only. This defines a union
of two planes in each P3 which is a fiber of T (or T0). Hence each fiber of S′

(or S′′) is degenerate, a contradiction. So b1 = 4.
We make the same kind of considerations for all g ≤ 14. We end up with

the following a priori possible combinations of smooth scroll type and b1, for
7 ≤ g ≤ 14 (of course b2 = g − 5). For each scroll type and intersection type
(b1, b2) we indicate whether the general zero scheme of a complete intersection
of type (2H− b1F , 2H− b2F) is smooth or singular. See also Remark 9.13. In
the column with headline “ # mod.” we give the value of 18−δ1−δ2 +δ3 +δ4.
This table contains information that can also be found in [Br] and [Ste], taken
together. In [Br] all possible scroll and intersection types for smooth scrolls
for all g ≥ 7 are listed, and in [Ste] the information on the moduli of the
corresponding families are given. We include the list for g ≤ 14, since it will
be useful in the study of projective models on singular scrolls, and for the
lattice-theoretical considerations in Chapter 11.
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g scroll type b1 comp. int. # mod. g scroll type b1 comp. int. # mod.
7 (1, 1, 1, 1) 1 Smooth 18 12 (4, 3, 1, 1) 5 Smooth 16
7 (1, 1, 1, 1) 2 Smooth 17 12 (4, 2, 2, 1) 4 Singular 15
8 (2, 1, 1, 1) 2 Smooth 18 13 (3, 3, 2, 2) 4 Smooth 18
9 (2, 2, 1, 1) 2 Smooth 18 13 (3, 3, 2, 2) 5 Smooth 17
9 (2, 2, 1, 1) 3 Smooth 17 13 (3, 3, 3, 1) 4 Smooth 17
9 (3, 1, 1, 1) 2 Smooth 15 13 (3, 3, 3, 1) 6 Smooth 18
10 (2, 2, 2, 1) 3 Smooth 18 13 (4, 2, 2, 2) 4 Smooth 15
10 (2, 2, 2, 1) 4 Singular 17 13 (4, 3, 2, 1) 4 Singular 16
10 (3, 2, 1, 1) 3 Smooth 16 13 (4, 3, 2, 1) 5 Smooth 16
10 (3, 2, 1, 1) 4 Singular 17 13 (4, 3, 2, 1) 6 Smooth 18
11 (2, 2, 2, 2) 3 Smooth 18 13 (5, 3, 1, 1) 6 Smooth 17
11 (2, 2, 2, 2) 4 Smooth 17 14 (3, 3, 3, 2) 5 Smooth 18
11 (3, 2, 2, 1) 3 Smooth 17 14 (3, 3, 3, 2) 6 Singular 17
11 (3, 2, 2, 1) 4 Smooth 17 14 (4, 3, 2, 2) 5 Smooth 16
11 (4, 2, 1, 1) 4 Singular 15 14 (4, 3, 2, 2) 6 Singular 17
11 (3, 3, 1, 1) 4 Smooth 16 14 (4, 3, 3, 1) 5 Smooth 17
12 (3, 2, 2, 2) 4 Smooth 18 14 (4, 4, 2, 1) 5 Singular 16
12 (3, 3, 2, 1) 4 Smooth 17 14 (5, 3, 2, 1) 5 Singular 15
12 (3, 3, 2, 1) 5 Smooth 17 14 (5, 3, 2, 1) 6 Singular 16

For perfect Clifford divisors D with D2 = 0 and singular scrolls T =
T (2, D) we get the following list of a priori possible cases in Pg, for 7 ≤ g ≤ 10
(subtracting 2 from all values of bi for S′′ in T0 in Pg+4, for i = 1, 2):

g sing. scroll type b1 (S′′)virt g sing. scroll type b1 (S′′)virt

7 (2, 1, 1, 0) 1, 2 Smooth 9 (4, 2, 0, 0) 4 Smooth
7 (2, 2, 0, 0) 2 Smooth 9 (3, 2, 1, 0) 2, 3 Smooth only for b1 = 3

7 (3, 1, 0, 0) 2 Singular 9 (2, 2, 2, 0) 2 Smooth
8 (3, 2, 0, 0) 3 Smooth 10 (4, 2, 1, 0) 3, 4 Singular
8 (3, 1, 1, 0) 2 Singular 10 (3, 3, 1, 0) 3 Singular
8 (2, 2, 1, 0) 2 Smooth 10 (3, 2, 2, 0) 3 Smooth

Remark 9.13. For each smooth scroll T and intersection type where the
general element S′ is smooth (on the upper list of types for 7 ≤ g ≤ 14)
it is clear that we have a smooth projective model of a K3 surface. For the
remaining cases (on that list) it is natural to interpret them as projective
models S′ of K3 surfaces by non-ample linear systems. The types on the
upper list are the only ones for g ≤ 14 where a general complete intersection
(2H − b1F , 2H− b2F), with b1 + b2 = g − 5, is either smooth, or singular in
a finite number of points. In Chapter 11, moreover, we describe all projective
models for low g, including those with c = 2. All scroll types listed above
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(smooth as in the upper list or singular as in the lower list) for g ≤ 10
reappear in the description in Chapter 11.

To decide which intersections that are in general smooth, which intersec-
tions that are in general singular in finitely many points, and which inter-
sections that are in general singular along a curve (or even reducible) one
uses Lemma 8.33, similarly as in [Br] and [Ste]. In particular we have checked
with the Appendix in [Br], which gives a list of smooth complete intersection
K3 surfaces in 4-dimensional smooth rational normal scrolls and also a list of
relevant intersections with only finitely many singularities.

On the lower list, concerning singular scrolls for ≤ 10, we have listed all
scroll and intersection types which might a priori appear as “images” by the
map i of scrolls T0 and surfaces S′′ on the upper list, provided that the Clifford
divisor D is perfect.

In the columns with heading (S′′)virt we have indicated whether a general
complete intersection of type in question on T0, which contains the exceptional
divisor of the map i from T0 to T , is smooth or singular. We call such a
complete intersection (S′′)virt, since we do not a priori know that it is an S′′.
If D is perfect and the scroll T is singular, each occurring projective model S′

on T is of course also singular, but S′′ smooth means that all singularities of
S′ are due to contractions across the fibers; there are no contractions in the
individual fibers.

We will illustrate that the issues whether a smooth scroll T (2, D) and
an associated intersection type for a model S′ appears on the upper list,
is different from the issue whether the scroll and intersection type appears
for a T0 and a S′′. If D is perfect, it is a priori possible that all complete
intersections, or a general one, represents a model S′, but not an S′′. As an
example, look at the type (3, 3, 3, 1), with (b1, b2) = (6, 2). Then S′ consists
of the common zeroes of two sections of the form

c1Z
2
1 + c2Z1Z2 + c3Z1Z3 + c4Z

2
2 + c5Z2Z3 + c6Z

2
3

and
f(t, u, Z1, Z2, Z3, Z4) + c7Z

2
4 ,

where f(t, u, Z1, Z2, Z3, Z4) is contained in the ideal generated by Z1, Z2, Z3.
The general such intersection is smooth, and does not intersect the last di-
rectrix (Z1 = Z2 = Z3 = 0) at all. But in order to be a surface of the form
S′′, associated to a perfect Clifford divisor D, the intersection must contain
the last directrix. This forces c7 to be zero. In that case the intersection is
no longer smooth, in fact it contains the directrix in its singular locus, and
hence it cannot be an S′′. Hence scroll type (3, 3, 3, 1) with b1 = 6 appears on
the upper list, but the corresponding “pushed down” type (2, 2, 2, 0) does not
appear in combination with (the revised) b1 = 4.

A similar, but slightly different case, is the scroll type (3, 2, 2, 1) and inter-
section type (4, 2). Then a surface of the form S′ would consist of the common
zeroes of two sections of the form:



114 9 Models in smooth scrolls of low Clifford-indices

P2,1(t, u)Z2
1 + P1,1(t, u)Z1Z2 + P1,2(t, u)Z1Z3 +

c1Z
2
2 + c2Z2Z3 + c3Z

2
3 + c4Z1Z4

and

f(t, u, Z1, Z2, Z3) + P2,2(t, u)Z1Z4 +
P1,3(t, u)Z2Z4 + P1,4(t, u)Z3Z4 + c5Z

2
4 .

If this is an S′′ for a perfect Clifford divisor D, then it contains the last
directrix, which means c5 = 0. Even if c5 = 0, the intersection will in general
be smooth if c4 �= 0, and P1,3 and P1,4 have no common roots. In this example
only a subfamily of positive codimension of the (dimAut (Pg)+18−δ1−δ2 +
δ3 + δ4)-dimensional family of all complete intersections of that type are of
the form S′′.

Remark 9.14. If we only assume that D is free (and not perfect), we get the
following additional a priori possible cases:

g sing. scroll type b1 (S′′)virt

8 (2, 2, 1, 0) 3 Smooth
9 (2, 2, 2, 0) 4 Smooth
9 (3, 2, 1, 0) 4 Singular

As proven in Remark 9.13 above, if T (2, D) has type (2, 2, 2, 0) with b1 = 4,
then S′′ cannot contain the inverse image by i : T0 → T of the point singular
locus of T . Therefore S′ cannot contain the point singular locus of T (2, D),
and S′′ � S′, and D is not perfect. This completes the proof of Proposition
8.39. A similar conclusion can be drawn about the two other cases in the last
table, if they occur.

9.3 Projective models with c = 3

Assume T = T (3, D) for a free Clifford divisor D with D2 = 0. If T is smooth,
we get from Proposition 7.2(a) that OS′ has a resolution (as an OT -module)
of the following form:

0 → OT (−5H + (g − 6)F) → ⊕5
k=1OT (−3H + bkF) →

⊕5
k=1OT (−2H + akF) → OT → OS′ → 0.

From Corollary 8.34 we conclude that we have such a resolution even if T is
non-smooth. We see from [Sc] that we are in a situation very similar to that
of a pentagonal canonical curve, which is natural, since a general hyperplane
section of S′ is such a curve. We do not intend to say as much about this
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situation as about the cases c = 1 and 2. Study the skew-symmetrical map Φ
in the resolution above, already introduced in Corollary 8.34:

Φ : ⊕5
k=1OT (−3H + bkF) → ⊕5

k=1OT (−2H + akF).

Recall that the Pfaffians of this map generate the ideal of S′ in T . Clearly T is
a rational normal scroll of degree g − 4 in Pg. Let its type be e= (e1, . . . , e5).

From Proposition 9.1 the dimension of the set of scrolls of type e in
Pg is equal to (g + 1)2 − 28 − δ1 = dim(Aut (Pg) − 27 − δ1, where δ1 :=∑

i,j max (0, ei − ej −1). To obtain the number 18+dim(Aut (Pg) for the di-
mension of the set of projective models of K3 surfaces in scrolls of some type,
one expects a 45-dimensional set of such models in a given scroll, provided
the scroll type is reasonably well balanced. We will look into this issue, but
we will not give a rigorous proof that we can find such a 45-dimensional set.

A given projective model S′ is characterized by the ten above-diagonal
entries of a five-by-five matrix description of the map Φ. These entries are
sections of:

H− (b2 − a1)F ,H− (b3 − a1)F ,H− (b4 − a1)F ,H− (b5 − a1)F ,

H− (b3 − a2)F ,H− (b4 − a2)F ,H− (b5 − a2)F ,

H− (b4 − a3)F ,H− (b5 − a3)F ,H− (b5 − a4)F .

We have h0(T ,H − (bi − aj)F) = g + 1 − 5(bi − aj) + δ2,i,j , where δ2,i,j :=
h1(P1, E ⊗OP1(aj − bi)) and is zero if and only if e5 − (bi − aj) ≥ −1. In all,
there set of choices of the ten linear terms has dimension

10(g + 1) −
∑

i>j

(5(bi − aj) + δ2,i,j).

Moreover, we have
∑

i>j

(bi − aj) = b2 + 2b3 + 3b4 + 4b5 − 4a1 − 3a2 − 2a3 − a4

= b2 + 2b3 + 3b4 + 4b5 − 4(g − 6 − b1) − 3(g − 6 − b2)
−2(g − 6 − b3) − (g − 6 − b4)

= 4(b1 + · · · + b5) − 10(g − 6)
= 2g − 12,

where we have used the self-duality of the resolution (Proposition 7.2(b))
which gives ai = g − 6 − bi, for i = 1, . . . , 5) and Proposition 7.2(d) (which
gives b1 + · · ·+ b5 = 3g− 18). Inserting this in the expression above we obtain
the number

10(g + 1) − 5(2g − 12) + δ2 = 70 + δ2,

where δ2 :=
∑

i>j δ2,i,j for the dimension of the set of choices of entries in the
matrix determining the map Φ.
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We see from ai = g − 6 − bi, for i = 1, . . . , 5, that
∑5

i=1 ai = 2g − 12, so
the average value of the bi − aj is g−6

5 . The average value of the ei is g−4
5 , so

if both the ei and the bj (and therefore the aj) are maximally balanced, we
will in fact have e5 − (bi − aj) ≥ −1, so δ2,i,j = 0, for each i > j.

To obtain the desired value 45 in the maximally balanced situation, one
needs to argue that it is correct to subtract 25, in the sence that there is
typically a 25-dimensional family of matrix decriptions giving rise to each
projective model of a K3 surface as described. We do not know how to do this
in a rigorous way, but the problem is related to the one mentioned in [B-E, p.
457], where one treats matrix descriptions of maps between two free modules
of rank 5 over a ring (see also [Be]). Translating the discussion in [B-E] into
our situation, the issue is: Do two matrices A′ and A have the same Pfaffian
ideal if and only if there is a matrix B, such that A′ = BABt? In an extremely
simple case, take g = 11 and ai = 2 for all i (and consequently bj = 3 for
all j), so that all entries in the matrix representation A of Φ are sections of
the same line bundle on T (in this case H − F). One can imagine the set of
five-by-five matrices acting on the matrix A representing Φ as A → BABt, for
all B in GL(5). In a situation where the ai are less balanced, one can imagine
an analogous matrix B with entries in suitably manufactured line bundles, so
that the “shape” of A is preserved under a similar action. By this we mean
that if entry Ai,j of A is a section of a line bundle Li,j , then entry A′

i,j of
BABt is also a section of Li,j . One must then count the sections in the entries
of B, control the stabilizers of the action, and show that all A with the same
Pfaffian ideal are in the same orbit by the action.

A natural candidate for such a matrix B is one where the entry Bij is
chosen as a general section of OT ((aj − ai)F) = OT ((bi − bj)F), for all (i, j).
Since h0(OT ((aj − ai)F)) + h0(OT ((ai − aj)F) = 2 + max (0, |ai − aj | − 1),
we see that

∑
i,j h0(OT ((aj − ai)F) = 25 if and only if the ai are chosen in

a maximally balanced way. Set δ3 =
∑

i>j max (0, |ai − aj | − 1). Then the
dimension of the set of choices of matrix B as described is 25+δ3 (we see that
det B is a constant, and we look at the closed subset of those B with non-zero
determinant). One checks that BABt is antisymmetric, and has entries that
are sections in the same line bundles as the corresponding ones for A. This
leads to the following:

Conjecture 9.15. Let T be a fixed rational normal scroll of maximally bal-
anced type and dimension 5 in Pg, for g ≥ 9. Let M(T , c) be the set of
projective models of K3 surfaces S of Clifford index 3, with a perfect, elliptic
Clifford divisor D, such that T = T (c, D). Then dimM = 45. For an arbi-
trary scroll type (not necessarily smooth), and given combination (a1, . . . , a5)
the corresponding set M(T , c) is empty, or it has dimension 45+ δ2 − δ3. We
have δ2 ≥ δ3 if δ1 ≥ 1.

Remark 9.16. The first statement of the conjecture will be proved in Propo-
sition 9.18 below. For the second statement, see the discussion above. The
last statement ( δ2 ≥ δ3 if δ1 ≥ 1) of the conjecture does not follow di-
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rectly from purely numerical considerations. As an example, take the case
g = 11, scroll type (3, 1, 1, 1, 1) and (a1, . . . , a5) = (1, 2, 2, 2, 3), which gives
(b1, . . . , b5) = (4, 3, 3, 3, 2). Here δ1 = 4, and δ3 = 1. For all (i, j) with i > j,
we have e5 − (bi − aj) ≥ −1, so δ2 = 0.

On the other hand the entries outside the diagonal in the first row of a
matrix description of Φ are sections of H− (b2 − a1)F ,H − (b3 − a1)F ,H−
(b4 − a1)F and H− (b5 − a1)F , which here are H− 2F ,H− 2F ,H− 2F and
H − F . Taking the submaximal minor where we disregard the term H − F ,
we see that Z1 is a factor, since Z1 is a factor in every section of H−2F . This
is a contradiction, and hence the case does not occur.

Remark 9.17. We have now seen (as a special case) that one way to prove
the (well known) formula dim(Aut (Pg)) + 18 for the dimension of the set of
projective models on rational normal scrolls of maximally balanced types in Pg

(with elliptic Clifford divisor D), at least in each of the cases c = 1, 2, 3, is to
first compute the dimension of the set of scrolls, and then add the dimension
of the set of projective models in each scroll. Using the same method, one
deduces the well-known fact that the set of k-gonal curves in Pg on rational
scrollar surfaces of maximally balanced types is empty or has dimension

dim(Aut (Pg−1)) + 2g + 2k − 5

in each of the cases k = 3, 4, 5. But the set is not empty, as is shown for example
in [Ba], where one shows that for all k, the general canonical k-gonal curve has
maximally balanced scroll type (for its gonality scroll). For canonical curves,
the scroll type is determined by the dual scrollar invariants h0(K − rD), in
other words by h0(rD), for r = 1, 2, . . . for the gonality divisor D. One sees
that for k = 3, 4, 5 one can find the dimension of the sets of k-gonal curves
with fixed scrollar invariants (if non-empty) in Pg−1, corresponding to sets
of curves with prescribed values of h0(rD), for r = 1, 2, . . ., by using similar
methods as in the subsections above.

9.4 Higher values of c

From Proposition 9.1 we see that the dimension of the set of scrolls of a given
type in Pg is (g + 1)2 − 3− (c + 2)2 − δ1, where δ1 is a non-negative number,
which is zero if and only if the scroll type is maximally balanced. We recall
the exact value:

δ1 =
∑

i,j

max (0, ei − ej − 1).

Since we know that for all c in the range in question there exists a set of
dimension dim(Aut (Pg))+18 = (g+1)2 +17 parametrizing projective model
of K3 surfaces in Pg with Clifford-index c fibered by elliptic curves on a scroll
of some type, we know that for this type, the set of projective models of K3
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surfaces of Clifford index c, with smooth associated scrolls T , has dimension
at least

(g + 1)2 + 17 − ((g + 1)2 − 3 − (c + 2)2) = (c + 2)2 + 20.

A scroll type with δ1 = 0 is then a natural candidate. We have:

Proposition 9.18. Let g ≥ 5 and 1 ≤ c < � g−1
2 �. Let T be a fixed rational

normal scroll of maximally balanced type of dimension c+2 in Pg. Let M(T , c)
be the set of projective models of K3 surfaces S of Clifford index c, with a
perfect, elliptic Clifford divisor D, such that T = T (c, D). Then

dimM(T , c) = (c + 2)2 + 20.

For (not necessarily smooth) scrolls T with types with δ1 > 0, the correspond-
ing set M(T , c) is empty, or

dimM(T , c) ≤ (c + 2)2 + 20 + δ1.

Proof. Let S be a K3 surface with Picard group as in Lemma 4.3, that is such
that Pic S � ZL + ZD, with L2 = 2g − 2, D2 = 0 and LD = c + 2. Let us
study the scroll T (c, D). By Proposition 4.2, we have that D is a free Clifford
divisor and the “dual scrollar invariants” dr (see Chapter 2) have the form:

dr = h0(L − rD) − h0(L − (r + 1)D).

Assume that S contains a smooth rational curve Γ . Then Γ = aL + bD,
for integers a and b. This gives a2(2g − 2) + 2ab(c + 2) = −2, which gives
a(a(g − 1) + b(c + 2)) = −1. This, together with D.Γ ≥ 0 gives a = 1 and
b = −g

c+2 . Hence S contains a rational curve Γ if and only if (c+2)|g, in which
case Γ ∼ L − nD, for n := g

c+2 .
We will show that the scroll T (c, D) will be of maximally balanced type.

From the way the scrollar invariants e1, . . . , ec+2 are formed from the dual
scrollar invariants d1, d2, . . . we see that the scroll type is maximally balanced
if and only if

h0(L − rD) = (g + 1) − r(c + 2),

for all r ≥ 0, such that L− rD is effective. By Riemann-Roch we see that this
happens if and only if h1(L − rD) = 0 for these r.

Set Br := L − rD.
Assume first that Br is not nef. Then |Br| has a fixed component Σ sup-

ported on a union of smooth rational curves. But we have just seen that the
only such curve is of the form Γ ∼ L − nD, with n := g

c+2 ∈ Z. So we can
write Σ = mΓ , for an integer m ≥ 1, and denoting the (possibly zero) moving
part of |Br| by B0

r , we have

Br ∼ B0
r + mΓ.

Furthermore, by our assumptions that Br is not nef, we have Br.Γ < 0.
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We have

B0
r ∼ Br − mΓ ∼ L − rD − mΓ ∼ (1 − m)Γ + (n − r)D. (9.1)

Since D is nef, we have Γ.D ≥ 0 and B0
r .D = (1 − m)Γ.D ≥ 0, whence

m = 1.
By (9.1) this implies that B0

r ∼ (n − r)D = ( g
c+2 − r)D, whence

Γ.B0
r = (

g

c + 2
−r)Γ.D = (

g

c + 2
−r)L.D = (

g

c + 2
−r)(c+2) = g−r(c+2) ≥ 0,

and since Γ.Br = Γ.B0
r − 2 < 0, we must have

g − r(c + 2) = 0 or 1.

In the first case, we get r = g
c+2 = n, whence B0

r = 0 and Br = Γ . In the
second case we get the contradiction

n =
g

c + 2
= r +

1
c + 2

.

So if Br is not nef, then Br = Γ and h1(Br) = h1(Γ ) = 0.
Now assume Br is nef.
By Proposition 1.9 and Lemma 1.10, we have that h1(Br) > 0 if and

only if Br ∼ mE for an integer m ≥ 2 and a smooth elliptic curve E. By
B2

r = (L − rD)2 = 2g − 2 − 2r(c + 2) = 0, we get

r =
g − 1
c + 2

.

Furthermore L2 = 2g − 2 = 2rmD.E = 2m(g−1)
c+2 D.E > 0, whence D.E > 0

and c + 2 = mD.E. But this gives

0 < |disc (D, E)| = (D.E)2 =
(c + 2)2

m2
< (c + 2)2 = |disc (L, D)|,

a contradiction, since L and D generate Pic S.
This shows that h1(L − rD) = 0 for all r such that L − rD ≥ 0.
From Lemma 4.3 we then have an abstract 18-dimensional family of K3

surfaces. From the argument above we know that these K3 surfaces give rise to
projective models with balanced (c+2)-dimensional scrolls, i.e. an (Aut (Pg)+
18)-dimensional set of projective models of such surfaces. Hence the first part
of the statement of the proposition follows, since there is an (Aut (Pg)− 2−
(c + 2)2)-dimensional family of (c + 2)-dimensional rational normal scrolls of
maximally balanced type in Pg, and all projective models are contained in
finitely many such scrolls, and all scrolls of the same type are projectively
equivalent. We see that we can construct a concrete family of dimension (c +
2)2 +20 in each scroll of maximally balanced type, by using the surfaces from
Lemma 4.3.
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Assume the scroll T is not maximally balanced, that is δ1 > 0. Then the
statement

dimM(T , c) ≤ (c + 2)2 + 20 + δ1

follows from the fact that there is no abstract 19-dimensional family of K3
surfaces in Pg with Clifford index c, and perfect elliptic Clifford divisor. As-
sume dimM(T , c) ≥ (c + 2)2 + 21 + δ1. Then, by taking the union over the
(Aut (Pg) − 2 − (c + 2)2 − δ1)-dimensional family of rational normal scrolls
in Pg of the same type as T , we obtain an Aut (Pg) + 19-dimensional set
of projective models of K3 surfaces in question. Here we use again that all
projective models are contained in finitely many such scrolls, and all scrolls
of the same type are projectively equivalent. �
Remark 9.19. We also conjecture that M(T , c) (defined as above) is empty
or:

(c + 2)2 + 20 ≤ dimM(T , c)

even if the scroll type of T is not maximally balanced. This conjecture is in-
spired by Proposition 9.2, Corollary 9.11 and Remark 9.16. (In many examples
for c = 1, 2 with non-zero δ1 a strict inequality is impossible.)

Set M ′ = (the largest component of) Hilb (g−1)x2+2
T . Then it is clear that

(c + 2)2 + 20 ≤ dimM ′.

This is true because we can define the relative Hilbert scheme

M′
H = Hilb (g−1)x2+2

TH
,

where H is the (parameter) Hilbert scheme of rational curves of degree g −
c − 1 in G(c + 1, g), that is: The parameter space of rational normal (c + 2)-
dimenional scrolls in Pg. Here TH is the "universal scroll", such that the fibre
T[t] is T if [t] is the parameter point in H corresponding to T . It is well
known, and follows from for example [Str], [R-R-W], and [Har, p. 62], that
H is irreducible, and that the maximally balanced scrolls correspond to an
open dense stratum of H . Since the fibre M ′

[t] of M′
H has dimension at least

dimM(T , c) = (c + 2)2 + 20 for all [t] corresponding to scrolls of maximally
balanced type, we have dimM ′

[t] ≥= (c + 2)2 + 20 for the [t] corresponding to
scrolls of less balanced types.

In order to prove the conjecture, we have to pass from M ′ to M(T , c). It
is not entirely clear to us how to do this. If the conjecture is true, we get

(c + 2)2 + 20 ≤ dimM(T , c) ≤ c + 2)2 + 20 + δ1.

Moreover the cases c = 1, scroll type (7, 3, 1), and c = 2, scroll types (3, 3, 3, 1)
with b1 = 6, and (4, 3, 2, 1) with b1 = 6, reveal that a strict inequality
dimM(T , c) < (c+2)2+20+δ1 is not always correct, even if δ1 > 0. In Chap-
ter 11 one sees that these cases indeed occur with the fiber D a perfect Clifford
divisor. In these cases both the most balanced scroll/intersection type and the
mentioned non-balanced types give families of dimension dim(Aut (Pg))+18.
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BN general and Clifford general K3 surfaces

In this chapter we will first, in Section 10.1, recall some results by Mukai
describing projective models of Brill-Noether (BN) general polarized K3 sur-
faces of low genera. Mukai describes the models as “complete intersections”
in various homogeneous varieties. The definition of a BN general polarized
K3 surface, due to Mukai and given in Section 10.1 below, is valid in any
genus, and we easily see that for example any polarized K3 surface (S, L)
with Pic S � ZL is Brill-Noether general.

In Section 10.2 we compare the concepts of BN generality and Clifford
generality (described in Chapter 3). We show that BN general K3 polarized
surfaces are Clifford general. We also give two more technical results concern-
ing K3 surfaces of low genus. It turns out that the two concepts coincide for
all genera below 11, except 8 and 10. In sections 10.3 and 10.4 we describe the
projective models of polarized K3 surfaces og genera 8 and 10, respectively,
that are Clifford general but not BN general.

10.1 The results of Mukai

It is shown in [Mu1] that a projective model of a general K3 surface in Pg,
for g = 6, 7, 8, 9 and 10, is a complete intersection in a homogeneous spaces
described below.

We recall the following definition of Mukai:

Definition 10.1 (Mukai [Mu2]). A polarized K3 surface (S, L) of genus
g is said to be Brill-Noether (BN) general if the inequality h0(M)h0(N) <
h0(L) = g + 1 holds for any pair (M, N) of non-trivial line bundles such that
M ⊗ N � L.

Remark 10.2. One easily sees that this is for instance satisfied if any smooth
curve C ∈ |L| is Brill-Noether general, i.e. carries no line bundle A for which
ρ(A) := g−h0(A)h1(A) < 0. This is because any nontrivial decomposition L ∼

T. Johnsen and A.L. Knutsen: LNM 1842, pp. 121–128, 2004.
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M +N with h0(M)h0(N) ≥ g +1 yields h0(MC)h1(MC) ≥ h0(M)h1(N) > g.
It is an open question whether the converse is true.

Clearly the polarized K3 surfaces which are BN general form a 19-
dimensional Zariski open subset in the moduli space of polarized K3 surfaces
of a fixed genus g.

The following theorem is due to Mukai. We use the following convention:
For a vector space V i of dimension i, we write G(r, V i) (resp. G(V i, r)) for
the Grassmann variety of r-dimensional subspaces (resp. quotient spaces) of
V .

The variety Σ10
12 ⊆ P15 is a 10-dimensional spinor variety of degree 12. Let

V 10 be a 10-dimensional vector space with a nondegenerate second symmetric
tensor λ. Then Σ10

12 is one of the two components of the subset of G(V 10, 5)
consisting of 5-dimensional totally isotropic quotient spaces 1.

The variety Σ6
16 ⊆ P13 is the Grassmann variety of 3-dimensional totally

isotropic quotient spaces of a 6-dimensional vector space V 6 with a nondegen-
erate second skew-symmetric tensor σ. It has dimension 6 and degree 16.

Also, Σ5
18 = G/P ⊆ P13, where G is the automorphism group of the

Cayley algebra over C and P is a maximal parabolic subgroup. The variety
has dimension 5 and degree 18.

Finally, in the case g = 12, let V 7 be a 7-dimensional vector space and N ⊆
∧2V ∨ a 3-dimensional vector space of skew-symmetric bilinear forms, with ba-
sis {m1, m2, m3}. We denote by Grass (3, V 7, mi) the subset of Grass (3, V 7)
consisting of 3-dimensional subspaces u of V such that the restriction of mi

to U × U is zero. Then Σ3
12 = Grass (3, V 7, N) := ∩Grass (3, V 7, mi). It has

dimension 3 and degree 12.

Theorem 10.3 (Mukai [Mu2]). The projective models of BN general po-
larized K3 surfaces of small genus are as follows:

genus projective model of BN general polarized K3 surface
2 S2 −→ P2 double covering with branch sextic
3 (4) ⊆ P3

4 (2, 3) ⊆ P4

5 (2, 2, 2) ⊆ P5

6 (1, 1, 1, 2)∩ G(2, V 5) ⊆ P6

7 (18) ∩ Σ10
12 ⊆ P7

8 (16) ∩ G(V 6, 2) ⊆ P8

9 (14) ∩ Σ6
16 ⊆ P9

10 (13) ∩ Σ5
18 ⊆ P10

12 S12 = (1) ⊆ Σ3
12

1 A quotient f : V → V ′ is totally isotropic with respect to λ if (f ⊗ f)(λ) is zero
on V ′ ⊗ V ′.
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10.2 Notions of generality

In this section we will compare the notion of BN generality with our notion
of Clifford generality as given in Chapter 3 . We only treat the cases g ≤ 10.

It is an easy computation to check that a BN general K3 surface is also
Clifford general:

Proposition 10.4. Let (S, L) be a polarized K3 surface of genus g. If (S, L)
is BN general, then it is Clifford general.

Proof. Assume that (S, L) is not Clifford general, and let c = Cliff L < � g−1
2 �

and D any Clifford divisor with F := L − D. Using (C1) and (C3) together
with Riemann-Roch one easily computes

h0(D) + h0(F ) =
1
2
D2 + 2 +

1
2
F 2 + 2 (10.1)

=
1
2
L2 + 2 − D.F + 2 = g + 1 − c ≥ g + 5

2
.

Since h0(F ) ≥ h0(D) ≥ 2 and for fixed d ≥ 2 the function fd(x) = x(d − x)
obtains its maximal value in [2, d] at x = 2, we get

h0(D)h0(F ) ≥ 2(h0(D) + h0(F ) − 2) ≥ 2(
g + 5

2
− 2) = g + 1 = h0(L).

Hence (S, L) is not BN general. �

For low genera we have:

Proposition 10.5. Let (S, L) be a polarized K3 surface of genus g =
2, 3 . . . , 7 or 9. Then (S, L) is BN general if and only if it is Clifford gen-
eral.

If g = 8 resp. 10, then (S, L) is Clifford general but not BN general if and
only if there is an effective divisor D satisfying D2 = 2 and D.L = 7 resp. 8,
and there are no divisors satisfying the conditions (∗) for c < 3 resp. 4.

Proof. We must investigate the condition that there exists an effective decom-
position L ∼ D + F such that h0(F )h0(D) ≥ g + 1, but Cliff OC(D) ≥ � g−1

2 �
for any smooth curve C ∈ |L|.

By Riemann-Roch, we have Cliff OC(D) = g+1−h0(OC(D))−h1(OC(D))
≤ g + 1 − h0(D) − h0(F ), so we easily see that we must be in one of the two
cases above. �

Since the divisor D in the proposition satisfies Cliff L = Cliff OC(D), we
have D ∈ A0(L), so we get the following from Propositions 2.6 and 2.7:

Corollary 10.6. Any divisor D as in Proposition 10.5 must satisfy h1(D) =
h1(L − D) = 0, and among all such divisors we can find one satisfying the
conditions (C1)-(C5).
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By arguing as in the proof of Proposition 4.2, with the lattice ZL ⊕ ZD,
with [

L2 L.D
D.L D2

]

=
[

2(g − 1) c + 4
c + 4 2

]

for g = 8 and 10 and c = � g−1
2 � = 3 and 4 respectively, we see that there exists

an 18-dimensional family of isomorphism classes of polarized K3 surfaces that
are Clifford general but not BN general for both g = 8 and g = 10.

We will in the next two sections investigate these two cases. A choice of a
subpencil {Dλ} of |D| gives as before a rational normal scroll T within which
ϕL(S) = S′ is contained. Unfortunately, as we will see, we no longer have
such a nice result about V = Sing T as Theorem 5.7, since the Clifford index
c is now the general one. We will however be able to describe these particular
cases in a similar manner, too.

10.3 The case g = 8

Let us first consider the case g = 8, where c = 3. We have D2 = 2, D.L = 7,
h0(L) = 9 and h0(L − D) = 3. Since (L − 2D)2 = −6 and (L − 2D).L = 0,
we have h0(L − 2D) = 0 or 1 and h0(L − 3D) = 0.

Recall that the type (e1, . . . , ed) of the scroll T , with d = d0 = dim T , is
given by

ei = #{j | dj ≥ i} − 1, (10.2)

where
di := h0(L − iD) − h0(L − (i + 1)D).

We have d≥3 = 0 and (d0, d1, d2) = (6, 3 − h0(L − 2D), h0(L − 2D)) and the
two possible scroll types

(e1, . . . , e6) =
{

(1, 1, 1, 0, 0, 0) if h0(L − 2D) = 0
(2, 1, 0, 0, 0, 0) if h0(L − 2D) = 1

We first study the case h0(L − 2D) = 0, that is h1(L − 2D) = 1. We
have V = Sing T = P2. Here we already see that Theorem 5.7 will not apply,
since it is clear by the examples given by the lattice above that there are such
cases with no contractions across the fibers. Denote the two base points of the
pencil {Dλ} by p1 and p2 and their images under ϕL by x1 and x2. We have
the following result:

Lemma 10.7. Either
(i) RL,D = ∅, or
(ii) RL,D = {Γ} and V intersects S′ in x1, x2 and y := ϕL(Γ ), and

V =< x1, x2, y >.
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Proof. We first show that RL,D is either empty or contains at most one curve.
Choose any smooth D0 ∈ |D|. Set F := L − D as usual. Since deg FD0 =

c + 2 = 5 = 2pa(D) + 1, one has that FD0 is very ample, and by arguing as in
Lemma 6.1, we get that D.∆ = 0 or 1. This shows the assertion.

By arguing as in the proof of Theorem 5.7, we get that V intersects S′

in at most three points (two of which must of course be x1 and x2) and that
these three points are independent. �

By this lemma, there are only two cases occurring for h0(L − 2D) = 0,
which we denote by (CG1) and (CG2), since they are Clifford general:

(CG1)RL,D = ∅,
(CG2)RL,D = {Γ}.

If h0(L − 2D) = 1, then since F 2 = 2 we have

L ∼ 2D + ∆,

where ∆ is the base divisor of |F | and satisfies ∆2 = −6, ∆.L = 0 and
∆.D = 3. By arguing as in the proof of Proposition 3.7, we find that L is as
in one of the five following cases (where all the Γ and Γi are smooth rational
curves):

(CG3)L ∼ 2D + Γ1 + Γ2 + Γ3, with the following configuration:

D

��
��

��
��

Γ1

Γ2 Γ3

and RL,D = {Γ1, Γ2, Γ3},
(CG4)L ∼ 2D + Γ + 2Γ0 + 2Γ1 + · · · 2ΓN + ΓN+1 + ΓN+2, with the following

configuration:

D Γ0
��� ΓN ΓN+2

Γ ΓN+1

and RL,D = {Γ, Γ0},
(CG5)L ∼ 2D + 3Γ1 + 2Γ2 + 2Γ3 + Γ4 + Γ5, with the following configuration:

D Γ1

��
��

��
� Γ2 Γ4

Γ3 Γ5

and RL,D = {Γ1}.
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(CG6)L ∼ 2D + 3Γ0 + 4Γ1 + 2Γ2 + 3Γ3 + 2Γ4 + Γ5, with the following con-
figuration:

D Γ0 Γ1

��
��

��
� Γ2

Γ3 Γ4 Γ5

and RL,D = {Γ0}.
(CG7)L ∼ 2D + 3Γ0 + 4Γ1 + 5Γ2 + 6Γ3 + 4Γ4 + 2Γ5 + 3Γ6, with the following

configuration:

D Γ0 Γ1 Γ2 Γ3

��
��

��
� Γ4 Γ5

Γ6

and RL,D = {Γ0}.

Defining Zλ as in (5.5)-(5.8), we see that length Zλ = 5 and by arguing as in
the proof of Theorem 5.7 in these five cases we get that for any D ∈ D:

V =< Zλ >= P3,

any subscheme of length 4 spans a P3 and V ∩ S′ has support only on this
scheme.

For the cases (CG1)-(CG7) we can now argue as in Chapter 8. In par-
ticular, we get a commutative diagram as on page 69, and Proposition 8.17,
Corollary 8.18, Propositions 8.23 and 8.24 and Corollary 8.26 still apply. All
the ϕL(Dλ) have the same Betti-numbers and their resolutions are given in
Example 8.20.

In the cases (CG1) and (CG2) the type of T0 is (2, 2, 2, 1, 1, 1). We leave it
to the reader to use Lemma 8.33 to show that the only possible combinations
of the bi’s (defined in Definition 8.36) are

(b1, . . . , b8) = (4, 3, 3, 3, 2, 2, 2, 1), (4, 3, 3, 2, 2, 2, 2, 2), (3, 3, 3, 3, 2, 2, 2, 2).

In the cases (CG3)-(CG7) the type of T0 is (3, 2, 1, 1, 1, 1). We again leave
it to the reader to show that (b1, . . . , b8) = (4, 3, 3, 2, 2, 2, 2, 2) is the only
possibility.

We conclude this section by showing that all the cases (CG1)-(CG7) ac-
tually exist, by arguing with the help of Propositions 1.11 and 1.12.

The case (CG1) can be realized by the lattice just below Corollary 10.6
and therefore has number of moduli 18.

We now show that the case (CG2) can be realized by the lattice ZD ⊕
ZF ⊕ ZΓ , with intersection matrix:
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


D2 D.F D.Γ
F.D F 2 F.Γ
Γ.D Γ.F Γ 2



 =




2 5 1
5 2 −1
1 −1 −2





One easily checks that this matrix has signature (1, 2), so by Proposition
1.11 there is an algebraic K3 surface with this lattice as its Picard lattice.

Set L := D + F . By Proposition 1.12 we can assume that L is nef, whence
by Riemann-Roch D, F > 0.

We first show that L is base point free and that Cliff L = 3. Since D.L −
D2 − 2 = 3, we only need to show that there is no effective divisor B on S
satisfying either

B2 = 0, B.L = 1, 2, 3, 4, or
B2 = 2, B.L = 6.

Setting B ∼ xD + yF + zΓ , one finds

B.L = 7(x + y),

which is not equal to any of the values above. Furthermore, D forces (S, L)
to be non-BN general. Since one easily sees that we cannot be in any of the
cases (CG1), (CG3)-(CG7), we must be in case (CG2).

We can argue in the same way for the cases (CG3)-(CG7), with the obvi-
ous lattices. The number of moduli of these cases are 16, 15, 14, 13 and 12,
respectively. We leave these cases to the reader.

10.4 The case g = 10

The case g = 10 is very similar to the previous case. We have c = 4, D.L = 8,
h0(L) = 11 and h0(L−D) = 4. Since (L−2D)2 = −6 and (L−2D).L = 2, we
have h0(L − 2D) = 0 or 1 and h0(L − 3D) = 0. This gives as before d≥3 = 0
and (d0, d1, d2) = (7, 4− h0(L − 2D), h0(L− 2D)) and the two possible scroll
types

(e1, . . . , e6) =
{

(1, 1, 1, 1, 0, 0, 0) if h0(L − 2D) = 0
(2, 1, 1, 0, 0, 0, 0) if h0(L − 2D) = 1

We now get exactly analogous cases (CG1)’ and (CG2)’ as for g = 8, corre-
sponding to the scroll type (1, 1, 1, 1, 0, 0, 0). If h0(L−2D) = 1, write as usual
F := L − D and denote by ∆ the base divisor of |F |, so that we have

L ∼ 2D + A + ∆.

for some A > 0 satisfying A.L = (L − 2D).L = 2 and A.∆ = 0. We can now
show that 2 = h1(R) = ∆.D, so that A2 = −2 and A.D = 2. By arguing
as in the proof of Proposition 3.7 again, we find that L is as in one of the
two following cases (where all the Γi are smooth rational curves such that
Γi.A = 0):
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(CG3)’ L ∼ 2D + A + Γ1 + Γ2, with Γ1.D = Γ2.D = 1, Γ1.Γ2 = 0 and
RL,D = {Γ1, Γ2},

(CG4)’ L ∼ 2D + A + 2Γ0 + 2Γ1 + · · ·+ 2ΓN + ΓN+1 + ΓN+2, with all the Γi

having a configuration as in (E2), Γi.A = 0, RL,D = {Γ0},
Defining Zλ as in (5.5)-(5.8), we see that length Zλ = 4. By arguing as in the
proof of Theorem 5.7 in these two cases we get that for any D ∈ D:

V =< Zλ >= P3

and V ∩ S′ has support only on this scheme.
As above, we can argue as in Chapter 8, and find that for the cases (CG1’)-

(CG4’) the ϕL(Dλ) have the same Betti-numbers and their resolutions are
given in Example 8.20.

For the cases (CG1)’ and (CG2)’ the type of T0 is (2, 2, 2, 2, 1, 1, 1). Again
one can use Lemma 8.33 to show that the only possible combinations of the
bi’s (defined in Definition 8.36) are

(4, 3, 3, 3, 3, 3, 3, 3, 2, 2, 2, 2, 2) and (3, 3, 3, 3, 3, 3, 3, 3, 3, 2, 2, 2, 2)

for the case (CG1)’, and

(4, 3, 3, 3, 3, 3, 3, 3, 2, 2, 2, 2, 2), (3, 3, 3, 3, 3, 3, 3, 3, 3, 2, 2, 2, 2) and

(4, 3, 3, 3, 3, 3, 3, 3, 3, 2, 2, 2, 1)

for the case (CG2)’.
The type of T0 for the cases (CG3)’ and (CG4)’ is (3, 2, 2, 1, 1, 1, 1). The

only possible cases for the bi’s are found to be

(4, 4, 4, 3, 3, 3, 2, 2, 2, 2, 2, 2, 2) and (4, 4, 3, 3, 3, 3, 3, 2, 2, 2, 2, 2, 2),

In the same way as for the cases (CG1)-(CG7), we can show the existence
of each of the types (CG1)’-(CG4)’ for g = 10 and show that their number of
moduli 18, 17, 16 and 15 respectively.

These results will all be summarized in the next chapter, together with all
non-Clifford general projective models for g ≤ 10.
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Projective models of K3 surfaces of low genus

In this chapter we will use the results obtained in the previous ones to classify
all projective models of non-BN-general K3 surfaces of genus at most 10.
Together with Mukai’s description of the general models we are then able
to give a complete classification and characterization for these genera. The
central part of the chapter is Section 11.5 where we give tables summing up
the essential information concerning the various projective models appearing
of non-BN general K3 surfaces for 5 ≤ g ≤ 10.

An important intermediate step is performed in Section 11.2 where we
describe the possible perfect Clifford divisors for c = 1, 2 and 3 and also in
some more detail the cases where h1(L − 2D) > 0, since this last number
determines the singular locus of the scroll T by (5.2). The description is valid
for all genera, not only the small ones, but for g ≥ 11 cases with c ≥ 4 appear,
even for (S, L) non-Clifford general. For g ≤ 10 we always have c ≤ 3 for the
non-Clifford general models.

The reason why we concentrate on perfect Clifford divisors is to make the
classification in Section 11.5 simpler. If we did not restrict to perfect Clifford
divisors, we would get more projective models, but the extra projective mod-
els would also have been possible to describe with a perfect Clifford divisor,
whence they would belong to our list.

Section 11.1 is purely technical, and devoted to a new decomposition of the
divisor R = L − 2D for each free Clifford divisor D. The new decomposition,
with the added property (11.4) is necessary to make the description in Section
11.2 work.

In Section 11.3 we show how one can calculate the scroll types of the
relevant ambient scrolls appearing in the various cases.

The exposition in Section 11.5 contains detailed information about the
Picard lattice of S, and the singularity type of S′ = ϕL(S) in many subcases.
In Section 11.4 we show how this information can be obtained in some typical
cases, and leave the arguments in the remaining ones to the reader.

T. Johnsen and A.L. Knutsen: LNM 1842, pp. 129–154, 2004.
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11.1 A new decomposition of R

Assume that D is a free Clifford divisor. We recall from Chapter 6 that R =
L − 2D, and that ∆ = 0 if H0(R) = 0 by Lemma 6.1. If R > 0, we have
L = 2D+A+∆, where D+A is the moving part of F := L−D, and ∆ is the
base divisor of F . So R ∼ A+∆ is an effective decomposition of R. Recall from
Lemma 6.4 that ∆.A = 0, except for the cases (E3) and (E4). To make the
classification simpler, we would like to find a new effective decomposition of R,
say R ∼ A′+∆′, with a stronger property than the one in Lemma 6.4, namely
that ∆′′.A′ = 0 for every effective ∆′′ ≤ ∆′. At the same time we would like A′

and ∆′ to enjoy the same intersection properties and cohomological properties
as A and ∆, so that the results in Chapter 6 are still valid. (We are grateful
to Gert M. Hana for pointing out the need for such a new decomposition)

Proposition 11.1. Let (S, L) be a polarized K3 surface of non-general Clif-
ford index, with free Clifford index D not as in (E3) or (E4), and such that
R := L − 2D > 0. Let A and ∆ be defined as above. Then there exists an
effective decomposition R = A′ + ∆′ such that the following properties hold:

∆′ ≤ ∆ and A′ ≥ A (11.1)



D2 D.A D.∆
D.A A2 A.∆
D.∆ A.∆ ∆2



 =




D2 D.A′ D.∆′

D.A′ A′2 A′.∆′

D.∆′ A′.∆′ ∆′2



 (11.2)

hi(A′) = hi(A) and hi(∆′) = hi(∆) for i = 0, 1, 2. (11.3)
∆′′.A′ = 0 for every effective ∆′′ ≤ ∆′. (11.4)

Remark 11.2. Note that R ∼ A + ∆ always satisfies (11.1)-(11.3), so that
property (11.4) is the reason why we want to find a new decomposition. More-
over note that (11.1)-(11.4) ensure that all the important results in Chapters 5
and 6 for A and ∆ are still valid for A′ and ∆′. To be more precise, Proposition
5.3, Remark 5.4, Proposition 5.5, Lemmas 6.1, 6.4, 6.7, 6.8 and Proposition
6.9 are valid with A and ∆ replaced by A′ and ∆′.

We will give an algorithmic proof of Proposition 11.1. First we will state
and prove the following result.

Lemma 11.3. Assume we are neither in case (E3) nor (E4), and that we
have an effective decomposition R ∼ Ai + ∆i such that (11.1)-(11.3) hold.
If there exists a smooth rational curve Γ ≤ ∆i such that Γ.Ai > 0, then
Γ.Ai = 1, and Γ.D = 0.

Proof. Remember that F0 ∼ D + A is the moving part of F . We write
Fi := D + Ai. Then F0 ≤ Fi ≤ F . Hence we have h0(Fi) = h0(F0).
Since (Ai, ∆i) satisfies (11.2), we have F 2

0 = F 2
i . Riemann-Roch then gives

h1(Fi) = h1(F0) = 0 by Lemma 6.2. Here we use that we are not in any of
the cases (E3) or (E4).
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Let now Γ ≤ ∆i be a smooth rational curve such that Γ.Ai > 0.
Using Riemann-Roch yet another time gives

h0(Fi + Γ ) − h0(Fi) = Fi.Γ − 1 + h1(Fi + Γ ) = 0.

Hence Fi.Γ ≤ 1.
Since D.Γ ≥ 0 we get Γ.Ai ≤ 1. So if Γ.Ai > 0, then Γ.Ai = 1 and

Γ.D = 0. �
Proof of Proposition 11.1 . Write ∆0 := ∆ and A0 := A. Given an effective
decomposition R ∼ Ai + ∆i satisfying (11.1)-(11.3), assume that there exists
a smooth rational curve Γ ≤ ∆i such that Γ.Ai > 0. Write Ai+1 := Ai + Γ
and ∆i+1 := ∆i − Γ . Then R ∼ Ai+1 + ∆i+1 satisfies (11.1)-(11.2) by the
previous lemma. Clearly h2(Ai+1) = h2(∆i+1) = 0, and since A2

i+1 = A2
i and

∆2
i+1 = ∆2

i , it suffices to show that h0(Ai+1) = h0(Ai) and h0(∆i+1) = h0(∆i)
to show that R ∼ Ai+1 + ∆i+1 satisfies (11.3). It is obvious that h0(∆i+1) =
h0(∆i) = 1 since ∆i+1 ≤ ∆i. Furthermore h0(Ai+1) = h0(Ai) since Γ is fixed
in Ai + Γ , as Γ.(Ai + Γ ) = −1. Hence R ∼ Ai+1 + ∆i+1 satisfies (11.3).

We repeat this process if necessary, and it is obvious that the procedure will
stop after finitely many steps, say for i = n ≥ 0, since ∆0 > ∆1 > . . . > ∆n.
For the effective decomposition R ∼ An + ∆n there exists no smooth rational
curve Γ ≤ ∆n such that Γ.An > 0, whence the decomposition satisfies (11.4)
as well. �
Lemma 11.4. Assume we are neither in case (E3) nor (E4), and that for
every Γ ∈ RL,D we have Γ.A = 0. Then R ∼ A + ∆ satisfies (11.1)-(11.4).

Proof. If an effective divisor B ≤ ∆ satisfies A.B �= 0, then some smooth
rational curve Γ ≤ ∆ (possibly equal to B), must satisfy A.Γ < 0. But
(D + A).Γ = 0 or 1. Hence Γ ∈ RL,D. But then A.Γ = 0 by the assumptions,
a contradiction. �

11.2 Perfect Clifford divisors for low c

From now on (A′, ∆′) will be a pair of divisors satisfying (11.1)-(11.4).
Furthermore, in the list below we have:

• Γ is a smooth rational curve such that Γ.D = 1 and Γ.A′ = 0.
• Γ1 and Γ2 are smooth rational curves such that Γ1.D = Γ2.D = 1 and

Γ1.A
′ = Γ2.A

′ = Γ1.Γ2 = 0.
• ∆0 := 2Γ0+2Γ1+· · ·+2ΓN +ΓN+1+ΓN+2, for N ≥ 0, with a configuration

with respect to D as in (E2) and such that A′.Γi = 0 for i = 0, . . . , N + 2.

Also we denote the different cases by {c, D2}.
Here is the list of all possible perfect Clifford divisors for c = 1, 2 and 3,

and the cases where h1(R) > 0:

c = 1,L2 ≥ 8
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{1, 0} D2 = 0, D.L = 3, dim T = 3.
{1, 2} D2 = 2, L2 = 10, L ∼ 2D + Γ as in (E0), dim T = 4.

Moreover, h1(R) �= 0 if and only if L is as in the following case:

{1, 0}a L ∼ 2D + A′ + Γ , A′2 ≥ −2, D.A′ = 2, L2 = A′2 + 10 ≤ 18 with
equality if and only if L ∼ 6D + 3Γ , h1(R) = 1, RL,D = {Γ}.

c = 2,L2 ≥ 12

{2, 0} D2 = 0, D.L = 4, dim T = 4.
{2, 2} D2 = 2, D.L = 6, L2 ≤ 18 with equality if and only if L ∼ 3D,

dim T = 5.
{2, 4} D2 = 4, L2 = 16, L ∼ 2D as in (Q), dim T = 6.

Moreover, h1(R) �= 0 if and only if L is as in one of the following cases:

{2, 0}a L ∼ 2D + A′ + Γ , A′2 ≥ −2, D.A′ = 3, L2 = A′2 + 14 ≤ 32 with
equality if and only if L ∼ 8D + 4Γ , h1(R) = 1, RL,D = {Γ}.

{2, 0}b L ∼ 2D + A′ + Γ1 + Γ2, A′2 ≥ 0, D.A′ = 2, L2 = A′2 + 12 ≤ 16 with
equality if and only if L ∼ 4D +2Γ1 +2Γ2, h1(R) = 2, RL,D = {Γ1, Γ2} 1.

{2, 0}c L ∼ 2D + A′ + ∆0, A′2 ≥ 0, D.A′ = 2, L2 = A′2 + 12 ≤ 16 with
equality if and only if L ∼ 4D + 2∆0, h1(R) = 2, RL,D = {Γ0} 2.

{2, 2}a L ∼ 2D + Γ1 + Γ2 as in (E1), L2 = 12, h1(R) = 1, RL,D = {Γ1, Γ2}.
{2, 2}b L ∼ 2D + ∆0 as in (E2), L2 = 12, h1(R) = 1, RL,D = {Γ0}.

c = 3,L2 ≥ 16

{3, 0} D2 = 0, D.L = 5, dim T = 5.
{3, 2} D2 = 2, D.L = 7, L2 ≤ 22, dim T = 6.
{3, 4} D2 = 4, L2 = 18, L ∼ 2D + Γ as in (E0), dim T = 7.

Moreover, h1(R) �= 0 if and only if L is as in one of the following cases:

{3, 0}a L ∼ 2D + A′ + Γ , A′2 ≥ −2, D.A′ = 4, L2 = A′2 + 18 ≤ 50 with
equality if and only if L ∼ 10D + 5Γ , h1(R) = 1, RL,D = {Γ}.

{3, 0}b L ∼ 2D + A′ + Γ1 + Γ2, A′2 ≥ 0, D.A′ = 3, L2 = A′2 + 16 ≤ 24,
h1(R) = 2, RL,D = {Γ1, Γ2}.

{3, 0}c L ∼ 2D +A′ +∆′, A′2 ≥ 0, D.A′ = 3, L2 = A′2 +16 ≤ 24, h1(R) = 2,
RL,D = {Γ0}.

{3, 2}a L ∼ 2D + A′′ + Γ , A′2 = −2, D.A′ = 2, L2 = 16, h1(R) = 1,
RL,D = {Γ}.

1 If L2 = 14, then the moving part of A′ is a perfect Clifford divisor of type {2, 2}
containing D, and if L2 = 16, then A′ is a perfect Clifford divisor of type {2, 4}
containing D.

2 Same comment as above.
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This list is obtained by using the relations (∗) and (3.2) in Chapter 3
together with Propositions 5.3, 5.5 and 5.6. We now show how it works for
c = 3.

The three cases {3, 0}, {3, 2} and {3, 4} follow directly from the relations
(∗). If D2 > 0, then by (3.2) we must have L2 ≤ 24. Assume L2 = 24 and
consider the divisor E := L − 3D. This satisfies E2 = 0 and E.L = 3, thus
inducing a Clifford index 1 on L, a contradiction. So L2 ≤ 22.

Now assume we are in case {3, 0} and h1(R) > 0. By Propositions 5.5, 5.6
and 11.1 we have 1 ≤ D.∆′ = D.∆ ≤ 2. Since

5 = D.L = A′.D + ∆′.D,

we have the two possibilities:

(a) ∆′.D = 1 and D.A′ = 4,
(b) ∆′.D = 2 and D.A′ = 3.

In case (a), there has to exist a smooth rational curve Γ in the support of
∆′ such that Γ.D = 1 and Γ.A′ = 0 (the last equality follows from (11.4) of
Proposition 11.1). Write

L ∼ 2D + A′ + Γ + ∆′′.

Clearly D.∆′′ = A′.∆′′ = 0, and by 0 = Γ.L = 2 − 2 + Γ.∆′′, we also get
Γ.∆′′ = 0, whence

(2D + A′ + Γ ).∆′′ = 0,

and we must have ∆′′ = 0 since L is numerically 2-connected. This establishes
case {3, 0}a. From the Hodge index theorem on L and A′ it follows that
L2 ≤ 50 with equality if and only if 4L ∼ 5A′.

In case (b), there either exist two (and only two) disjoint smooth rational
curves Γ1 and Γ2 in the support of ∆′ such that Γ1.D = Γ2.D = 1 and
Γ1.A

′ = Γ2.A
′ = 0, or there exists one and only one smooth rational curve Γ0

in the support of ∆′ (necessarily with multiplicity 2) such that Γ0.D = 1 and
Γ0.A

′ = 0. Arguing as in the proof of Proposition 3.7, these two cases give the
cases {3, 0}b and {3, 0}c respectively. Again it follows from the Hodge index
theorem on L and A′ that L2 ≤ 24.

Assume we are in case {3, 2} and h1(R) > 0. By Propositions 5.5, 5.6, and
11.1 we have L2 = 16, D.∆′ = 1 and ∆′2 = −2. There has to exist a smooth
rational curve Γ in the support of ∆′ such that Γ.D = 1 and Γ.A′ = 0.
Arguing as above, we easily find that L ∼ 2D + A′ + Γ . Since 7 = D.L =
2D2 + A′.D + ∆′.D, we have A′.D = 2, and since 16 = L2 = 18 + A′2, we
must have A′2 = −2. This is case {3, 2}a.

We leave the easier cases c = 1 and 2 to the reader, but make a comment
on the cases {2, 0}b and {2, 0}c.

From the Hodge index theorem on L and A′ we get that L2 ≤ 16 with
equality if and only if L ∼ 2A′. If A′2 = 2 or 4, one calculates
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A′.L − A2 − 2 = 2,

(A′−D)2 ≥ −2 and (A′−D).D = 2, whence by Riemann-Roch A′ ≥ D, so D
does not satisfy the condition (C6). However, since A′ computes the Clifford
index of L, we have h1(A) = h1(A′) = 0 by Proposition 11.1, whence D is
perfect by Lemma 6.10. If L ∼ 2A′, one easily sees that A′ is base point free,
whence perfect.

These cases are particularly interesting, since S′ is contained in two scrolls
of different types.

Note that for g ≤ 10 (equivalently L2 ≤ 18) a polarized K3 surface of
non-general Clifford index must have c ≤ 3, so the above cases are sufficient
to consider these surfaces. We know that the general K3 surface has gen-
eral Clifford index. The following proposition considers the dimension of the
families in the list above.

Proposition 11.5. The number of moduli of polarized K3 surfaces of genus
g, with 5 ≤ g ≤ 10, and non-general Clifford index c > 0 of each of the types
{1, 0}, {1, 2}, {2, 0}, {2, 2} with g ≤ 9, {3, 0}, {3, 2} and {3, 4} is 18, and of
each of the types {2, 2} with g = 10 and {2, 4} is 19.

Furthermore the general projective model of each of these types satisfies
h1(L−2D) = 0, and the general projective model of each of these types except
for the types {1, 2} and {3, 4} is smooth.

The number of moduli of each of these types with h1(L− 2D) > 0 is ≤ 17,
except for the type {1, 0}a for g = 10, whose number is 18.

Proof. In the cases {2, 2} with g = 10 and {2, 4} we have L ∼ 3D and L ∼ 2D
respectively, so it is clear that those cases can be realized with a Picard group
of rank 1 and hence live in 19-dimensional families.

In the other cases, one easily sees that L and D are linearly independent,
and we will show that these cases can all be realized with a Picard group of
rank 2. Arguing as in the proof of Proposition 4.2 we easily see that there is
a K3 surface S such that Pic S � ZL ⊕ ZD such that L2, L.D and D2 have
the values corresponding to the different cases in question and such that D is
a perfect Clifford divisor for L. This has already been done for D2 = 0 in the
proof of Proposition 4.2, and a case by case study establishes the proof in the
other cases.

Recall now that h1(L−2D) > 0 if and only if there exists a smooth rational
curve Γ such that Γ.L = 0 and Γ.D = 1, and (since c > 0) ϕL(S) is singular
if and only if there exists a smooth rational curve Γ such that Γ.L = 0 and
Γ.D = 0 or 1.

Assuming that the rank of the Picard group is two, we can write Γ =
aL + bD, for a, b ∈ Q. The conditions Γ 2 = −2, Γ.L = 0 and Γ.D = 0 or 1
give the equations:

a2(g − 1) + ab(c + 2 + D2) +
b2D2

2
= −1,
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a(2g − 2) + b(c + 2 + D2) = 0 and
a(c + 2 + D2) + bD2 = 0 or 1.

A case by case check reveals that we have a solution only when Γ.D = 1 and
then in the following cases:

(a) {1, 2}, with Γ ∼ L − 2D,
(b) {3, 4}, with Γ ∼ L − 2D,
(c) {1, 0} for g = 10, with L ∼ 6D + 3Γ .

One can easily show that case (c) can be realized with a lattice of the form
ZD ⊕ ZΓ , with D2 = 0, D.Γ = 1 and Γ 2 = −2.

This concludes the proof of the Proposition. �

11.3 The possible scroll types

We now would like to study which scroll types are possible for each value of
(g, c, D2) with 5 ≤ g ≤ 10 and 1 ≤ c ≤ 3. Recall that the type (e1, . . . , ed) of
the scroll T , with d = dim T , is given by

ei = #{j | dj ≥ i} − 1, (11.5)

where

d = d0 := h0(L) − h0(L − D) = c + 2 +
1
2
D2,

d1 := h0(L − D) − h0(L − 2D) = d0 − r,

...
di := h0(L − iD) − h0(L − (i + 1)D),
...

with

r =
{

D2 + h1(L − 2D) if L �∼ 2D (equiv. D2 �= c + 2),
D2 − 1 if L ∼ 2D (equiv. D2 = c + 2) (11.6)

In the cases {1, 2} and {3, 4}, which are both of type (E0), and the case
{2, 4}, which is of type (Q), we have h0(L − 2D) = 1 and h0(L − iD) = 0 for
all i ≥ 3, so the scroll types are immediately given.

In the case {2, 2} with g = 10, we have L ∼ 3D, so h0(L−2D) = h0(D) =
2, h0(L − 3D) = 1 and h0(L − iD) = 0 for all i ≥ 3.

We will now consider one by one the remaining cases and gather the result
in the tables in Section 11.5 below.
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If c = 1 or 2 and D2 = 0 the possible scroll types are given in Chapter 9.
We now briefly review these cases.

Let us first consider the case c = 1 and D2 = 0 (case {1, 0}).
For g = 5 the two possible scroll types are (1, 1, 1) and (2, 1, 0). One

easily sees that the first case corresponds to (d0, d1, d2) = (3, 3, 0), whence
h0(L − 2D) = h1(L − 2D) = 0 and the second corresponds to (d0, d1, d2) =
(3, 2, 1), whence h1(L − 2D) = 1 and we are in case {1, 0}a.

For g = 6 we have three possible scroll types: (2, 1, 1), (2, 2, 0) and (3, 1, 0).
Comparing with the possible values of the di, one finds that the first case
corresponds to h0(L− 2D) = 1 (and h1(L− 2D) = 0). Moreover, the two last
cases corresponds to the case {1, 0}a with A′ �> D and A′ > D respectively.

For g = 7 there are four possible scroll types: (2, 2, 1), (3, 1, 1), (3, 2, 0) and
(4, 1, 0). We see that the two first cases correspond to h1(L − 2D) = 0, with
h0(L − 3D) = 0 and 1 respectively. The two last cases have h1(L − 2D) = 1
and therefore correspond to {1, 0}a with A′ �> 2D and A′ > 2D respectively.

We now leave the cases g = 8, 9 and 10 to the reader.
If c = 2 and D2 = 0 (case {2, 0}) then 12 ≤ L2 ≤ 18.
We leave the easiest case g = 7 to the reader.
If g = 8 we have seen that the four possible scroll types are (2, 1, 1, 1),

(2, 2, 1, 0), (3, 1, 1, 0) and (3, 2, 0, 0). The scroll (2, 1, 1, 1) corresponds to
h1(R) = 0, whereas the scrolls (2, 2, 1, 0) and (3, 1, 1, 0) correspond to the
case {1, 0}a with A′ �> D and A′ > D respectively. The type (3, 2, 0, 0) corre-
sponds to a polarized surface that also has a different perfect Clifford divisor,
and is hence contained in another scroll as well, by the footnote on page 132.

If g = 9 we have seen that the five possible scroll types are (2, 2, 1, 1),
(3, 1, 1, 1), (2, 2, 2, 0), (3, 2, 1, 0) and (4, 2, 0, 0). The types (2, 2, 1, 1) and
(3, 1, 1, 1) correspond to h1(R) = 0 with h0(L − 3D) = 0 and 1 respectively.
(One easily sees that the scroll type (3, 1, 1, 1) can be realized by a K3 sur-
face S with Picard group Pic S � ZD ⊕ ZΓ , for a smooth rational curve Γ
satisfying Γ.D = 2, and with L ∼ 3D+Γ . Therefore, it has number of moduli
18.) The scroll types (2, 2, 2, 0) and (3, 2, 1, 0) correspond to the case {1, 0}a

with A′ �> D and A′ > D respectively. The type (4, 2, 0, 0) corresponds to a
polarized surface that also has a different perfect Clifford divisor, and is hence
contained in another scroll as well, by the footnote on page 132.

If g = 10 there are again five possible scroll types: (2, 2, 2, 1), (3, 2, 1, 1),
(3, 2, 2, 0), (3, 3, 1, 0) and (4, 2, 1, 0). Again the two first correspond to h1(R) =
0 with h0(L− 3D) = 0 and 1 respectively. The three last cases correspond to
the case {1, 0}a with h0(A′ − D) = 1 and 2 respectively, but A′ �> 2D for the
two first cases, and A′ > 2D for the last case.

If c = 2 and D2 = 2 (case {2, 2}), then 12 ≤ L2 ≤ 16 (the case L2 = 18
being already treated). We have

(L − 3D).L = L2 − 18 < 0.

By the nefness of L we must have h0(L−3D) = 0. Since (L−2D)2 = L2−16,
we get by Riemann-Roch h0(L − 2D) = 1

2L2 − 6 + h1(R). This gives d≥3 = 0
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and the two possibilities (d0, d1, d2) = (5, 3, 1
2L2 − 6) or (5, 2, 1), the latter

occurring if and only if L2 = 12 and L is of type (E1) or (E2) (the special
cases {2, 2}a and {2, 2}b). The corresponding scroll types in the first situation
are then (1, 1, 1, 0, 0) for g = 7, (2, 1, 1, 0, 0) for g = 8 and (2, 2, 1, 0, 0) for
g = 9. For g = 7 and L of type (E1) or (E2) the scroll type is (2, 1, 0, 0, 0).

If c = 3 and D2 = 0 (case {3, 0}) then L2 = 16 or 18. We have

(L − 3D).L = L2 − 15 ≤ 3

and
(L − 4D).L = L2 − 20 < 0.

This gives immediately h0(L − iD) = 0 for all i ≥ 3, whence d≥4 = 0. Also,
since c = 3, we must have h0(L − 3D) ≤ 1. We also have by Riemann-Roch
h0(L − 2D) = 1

2L2 − 8 + h1(R).
Let us first consider the case g = 9. Then we have (d0, d1, d2, d3) = (5, 5−

h1(R), h1(R) − h0(L − 3D), h0(L − 3D)). If h1(R) = 0, then h0(L − 2D) =
h0(L − 3D) = 0 and (d0, d1, d2, d3) = (5, 5, 0, 0). The corresponding scroll
type is (1, 1, 1, 1, 1). The cases with h0(R) = h1(R) > 0 are {3, 0}a, {3, 0}b

and {3, 0}c. In the first we have h0(R) = h1(R) = 1, whence h0(L − 3D) = 0
and (d0, d1, d2, d3) = (5, 4, 1, 0). The corresponding scroll type is (2, 1, 1, 1, 0).
In the cases {3, 0}b and {3, 0}c, we have h0(R) = h1(R) = 2. If h0(L −
3D) = 0 (eqv. A′ �> D), we get (d0, d1, d2, d3) = (5, 3, 2, 0) and the scroll type
is (2, 2, 1, 0, 0). If h0(L − 3D) = 1 (eqv. A′ > D), we get (d0, d1, d2, d3) =
(5, 3, 1, 1) and the scroll type is (3, 1, 1, 0, 0).

If g = 10, we have (d0, d1, d2, d3) = (5, 5 − h1(R), 1 + h1(R) − h0(L −
3D), h0(L − 3D)). If h1(R) = 0, then h0(L − 2D) = 1 and h0(L − 3D) = 0
and (d0, d1, d2, d3) = (5, 5, 1, 0). The corresponding scroll type is (2, 1, 1, 1, 1).
The cases with h1(R) > 0 are {3, 0}a, {3, 0}b and {3, 0}c as in the case g = 9.
Arguing as in that case, we get (d0, d1, d2, d3) = (5, 4, 2, 0) and scroll type
(2, 2, 1, 1, 0) in the case {3, 0}a (where h1(R) = 1), and we get (d0, d1, d2, d3) =
(5, 3, 3, 0) and scroll type (2, 2, 2, 0, 0) if h0(L − 3D) = 0 (eqv. A′ �> D), and
(d0, d1, d2, d3) = (5, 3, 2, 1) and scroll type (3, 2, 1, 0, 0) if h0(L−3D) = 1 (eqv.
A′ > D) in the two latter cases (where h1(R) = 2).

If c = 3 and D2 = 2 (case {3, 2}), then L2 = 16 or 18. We have

(L − 3D).L = L2 − 21 < 0,

whence h0(L − iD) = 0 for all i ≥ 3, whence d≥3 = 0. By Riemann-Roch,
h0(L−2D) = 1

2L2−8+h1(R) and we have (d0, d1, d2) = (6, 4−h1(R), 1
2L2−

8 + h1(R), 0).
If g = 9 and h1(R) = 0, then (d0, d1, d2) = (6, 4, 0) and the corresponding

scroll type is (1, 1, 1, 1, 0, 0). The case with h1(R) > 0 is given by {3, 2}a. In
this case we have (d0, d1, d2) = (6, 3, 1) and the corresponding scroll type is
(2, 1, 1, 0, 0, 0).

If g = 10, then we automatically have h1(R) = 0, whence (d0, d1, d2) =
(6, 4, 1) and the corresponding scroll type is (2, 1, 1, 1, 0, 0).
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We will summarize these results below.
Furthermore, we can prove, by arguing with lattices that all the cases

mentioned above exist, and calculate the number of their moduli. In many
cases, we can also explicitly find an expression for L in terms of D and some
smooth rational curves on the surface. Also, by studying the Picard lattices, we
can find the curves that are contracted by L, and hence find the singularities
of the generic surfaces in question.

All these informations are also summarized below, in section 11.5.

11.4 Some concrete examples

In this section, we focus on some concrete examples, to give the reader an idea
of the proofs. We then leave all the other cases to the reader, and conclude
the chapter by giving the list of all projective models of genus ≤ 10 in section
11.5.

Example 11.6. We start with an easy case: g = 6, c = 1, D2 = 0 and the
scroll type (3, 1, 0). This occurs if L is of type {1, 0}a with A′ > D (and also
RL,D = {Γ}). By arguing as in the proof of Proposition 3.7 we find that
L ∼ 3D + 2Γ + Γ0 + Γ1, where Γ , Γ0 and Γ1 are smooth rational curves, with
the following configuration:

D Γ Γ1

Γ0.

By Propositions 1.11 and 1.12 there is an algebraic K3 surface S with
Picard group Pic S = ZD ⊕ ZΓ ⊕ ZΓ0 ⊕ ZΓ1 and intersection matrix







D2 D.Γ D.Γ0 D.Γ1

Γ.D Γ 2 Γ.Γ0 Γ.Γ1

Γ0.D Γ0.Γ Γ 2
0 Γ0.Γ1

Γ1.D Γ1.Γ Γ1.Γ0 Γ 2
1





 =







0 1 1 0
1 −2 0 1
1 0 −2 0
0 1 0 −2





 ,

and such that L := 3D + 2Γ + Γ0 + Γ1 is nef (whence by Riemann-Roch D
and Γ0 > 0).

We have D.L − D2 − 2 = 1. To show that L is base point free and of
Clifford index 1, it suffices to show that there is no effective divisor E such
that E2 = 0 and E.L = 1 or 2.

Set E ∼ xD + yΓ + zΓ0 + wΓ1. Since we can assume E ∈ A0(L), and E
base point free, we easily see that

E.Γ0 = x − 2z = 0 or 1,

whence
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E.L = 3x + z = 7z or 7z + 3,

which can never be equal to 1 or 2.
By Riemann-Roch either Γ > 0 or −Γ > 0. If the latter is the case, write

Γ = −γ, and we then have D = D0 + γ with D0 > 0, since D.γ = −1.
Therefore, we can write

L ∼ 3(D0 + γ) − 2γ + Γ0 + Γ1 = 3D0 + 2γ + Γ0 + Γ1.

We can use the same argument if −Γ1 > 0, so possibly after a change of
basis, we can assume D, Γ , Γ0 and Γ1 > 0. It is then easy to check that D is
nef, whence a perfect Clifford divisor.

Example 11.7. Let us consider the case g = 9, c = 2, D2 = 0 and the scroll
type (3, 2, 1, 0). This occurs if L is of type {2, 0}a with A′ > D (and also
RL,D = {Γ}). An analysis as in the proof of Proposition 3.7 shows that L is
one of the following three types:

(a) L ∼ 3D + 2Γ + Γ1 + Γ2, with the following configuration:

D

��
��

��
��

Γ

Γ2 Γ1

(b) L ∼ 3D + 2Γ + Γ1 + Γ2, with the following configuration:

D Γ Γ1

Γ2

(c) L ∼ 3D + 2Γ + Γ1 + Γ2 + · · · + Γn+3, for n ≥ 0 (in general n = 0) with
the following configuration:

D

��
��

��
�� Γ2

�
�
�

Γ1 Γ Γn+3.

(Actually case (b) can be looked at as a special case of case (c), with “n = −1”.)
One can easily show that both cases (a) and (b) do not occur with a Picard

group of rank < 4, and case (c) does not occur with a Picard group of rank
< 5. We now show that both case (a) and (b) occur with a Picard group of
rank 4.

We first consider case (a).
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By Propositions 1.11 and 1.12 there is an algebraic K3 surface S with
Picard group Pic S = ZD ⊕ ZΓ ⊕ ZΓ1 ⊕ ZΓ2 and intersection matrix corre-
sponding to the configuration above, and such that L := 3D + 2Γ + Γ1 + Γ2

is nef (whence D, Γ1, Γ2 > 0 by Riemann-Roch).
We calculate D.L − D2 − 2 = 2. To show that L is base point free and

that Cliff L = 2 with D as a perfect Clifford divisor, it will suffice to show
that there are no divisor B on S satisfying B2 = 0, B.L = 1, 2, 3 or B2 = 2,
B.L = 6, and that D is nef.

Write B ∼ xD + yΓ + zΓ1 + wΓ2. Since we can assume B ∈ A0(L), and
B base point free, we easily see that

B.Γ2 = x − 2w = 0 or 1,

and
B.Γ1 = x + y − 2z = 0, 1 or 2.

By the Hodge index theorem one also finds

B.D = y + z + w =
{

1 if B2 = 0,
2 if B2 = 2.

Also, we have

B.L = 4x + 3z + w =
{

1, 2, 3 if B2 = 0,
6 if B2 = 2.

One checks by inspection that these four equations have no integer solutions.
By Riemann-Roch, either Γ > 0 or −Γ > 0. As in the previous example,

possibly after a change of basis one can assume that Γ > 0 and that D is nef,
whence perfect.

We now consider case (b).
Again by Propositions 1.11 and 1.12 there is an algebraic K3 surface S

with Picard group Pic S = ZD ⊕ ZΓ ⊕ ZΓ1 ⊕ ZΓ2 and intersection matrix
corresponding to the configuration for (b) above, and such that L := 3D +
2Γ + Γ1 + Γ2 is nef (whence D and Γ2 > 0 by Riemann-Roch).

We calculate D.L−D2−2 = 2. To show that L is base point free and that
Cliff L = 2 with D as a perfect Clifford divisor, it will again suffice to show
that there are no divisor B on S satisfying B2 = 0, B.L = 1, 2, 3 or B2 = 2,
B.L = 6, and that D is nef.

Write B ∼ xD + yΓ + zΓ1 + wΓ2 as before. Again by the Hodge index
theorem and since we can assume B ∈ A0(L), and B base point free, we get

B.D = y + 2w =
{

1 if B2 = 0,
2 if B2 = 2,

B.Γ2 = 2(x − w) = 0 or 2,

and
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B.Γ1 = y − 2z = −1, 0, or 1

(since we do not know whether it is Γ1 or −Γ1 which is effective). Combining
these equations with

B.L = 2(2x + y + 2w),

we find no integer solutions. Again, possibly after a change of basis, we get
that D is perfect and that all D, Γ , Γ1 and Γ2 > 0.

We can also check which curves are contracted by L.
In case (a), the only contracted curve is in general Γ , so all surfaces in

that family has an A1 singularity, and the general surface has only such a
singularity. Furthermore S′′ is then in general smooth.

In case (b), the only contracted curves are in general Γ and Γ1 , so all
surfaces in that family has an A2 singularity, and the general surface has only
such a singularity. Furthermore S′′ is then necessarily singular.

By comparing with the table on page 112, we then find that case (a) has
b1 = 3 and case (b) has b1 = 2.

Example 11.8. As an easy example we consider the case g = 10, c = 1, D2 =
0 and the scroll type (5, 2, 1). This occurs if RL,D = ∅ and h0(L−5D) = 1. An
analysis as in the proof of Proposition 3.7 shows that L ∼ 5D+3Γ1+2Γ2+Γ3,
with the following configuration:

D Γ1 Γ2 Γ3.

One can easily show that this cannot be achieved with a Picard group of rank
< 4.

By Propositions 1.11 and 1.12 again there is an algebraic K3 surface S
with Picard group Pic S = ZD ⊕ ZΓ1 ⊕ ZΓ2 ⊕ ZΓ3 and intersection marix
corresponding to the configuration above, and such that L := 5D + 3Γ1 +
2Γ2 + Γ3 is nef (whence D and Γ1 > 0 by Riemann-Roch).

We calculate D.L−D2−2 = 1. To show that L is base point free and that
Cliff L = 1 with D as a perfect Clifford divisor, it will suffice to show that
there is no divisor E on S satisfying E2 = 0, E.L = 1, 2 and that D is nef.

By the Hodge index theorem 36E.D ≤ (E + D)2L2 ≤ ((E + D).L)2 ≤ 25,
whence E.D = 0. Writing E ∼ xD + yΓ1 + zΓ2 + wΓ3, we get

E.D = y = 0,

whence
E.L = 3x + y = 3x �= 1 or 2.

Possibly after a change of basis, we get that D is perfect and that all D,
Γ1, Γ2 and Γ3 > 0.

One finds that the only contracted curves with this Picard group are Γ2

and Γ3, so the general surface in this family has an A2 singularity.
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Example 11.9. We give a more involved example: g = 10, c = 2, D2 = 0
and the scroll type (3, 2, 1, 1). This occurs if RL,D = ∅ and h0(L − 3D) = 1.
By the table on page 62, we must have b1 = 3 or 4, and we will now show that
both these cases exist (with the number of moduli 17 and 16 respectively).

One easily sees that there is no way to achieve this situation with a Picard
group of rank < 3. We will now show that it is possible with a Picard group
of rank 3.

By Propositions 1.11 and 1.12 there is an algebraic K3 surface S with
Picard group Pic S = ZD ⊕ ZΓ1 ⊕ ZΓ2 and intersection matrix




D2 D.Γ1 D.Γ2

Γ1.D Γ 2
1 Γ1.Γ2

Γ2.D Γ2.Γ1 Γ 2
2



 =




0 2 0
2 −2 1
0 1 −2



 ,

and such that L := 3D + 2Γ1 + Γ2 is nef (whence by Riemann-Roch D and
Γ1 > 0).

We have D.L − D2 − 2 = 2. To show that L is base point free and of
Clifford index 2 with D as a perfect Clifford divisor, it suffices to show that
there is no effective divisor B such that B2 = 0, B.L = 1, 2, 3, or B2 = 2,
B.L = 6.

By the Hodge index theorem one has

18(B2 + 2B.D) = L2(B + D)2 ≤ ((B + D).L)2 = (B.L + 4)2,

which gives B.D ≤ 1.
Writing B ∼ xD + yΓ1 + zΓ2, we have B.D = 2y, whence y = 0.
Since either Γ2 > 0 or −Γ2 > 0 and we can assume B ∈ A0(L), we must

have B.Γ2 = y − 2z = −2z = −1, 0, 1. We therefore get z = 0.
So B is a multiple of D, a contradiction.
Possibly after a change of basis, we get that D is perfect and that also

Γ2 > 0.
One finds that the only contracted curve with this Picard group is Γ2, so

that all surfaces in this family have at least an A1 singularity, and the general
such surface has such a singularity. By comparing with the table on page 112,
we see that we must have b1 = 4.

But there is also another family of surfaces. Again we find that there is an
algebraic K3 surface S with Picard group Pic S = ZD ⊕ ZΓ1 ⊕ ZΓ2 ⊕ ZΓ3

and intersection matrix






D2 D.Γ1 D.Γ2 D.Γ3

Γ1.D Γ 2
1 Γ1.Γ2 Γ1.Γ3

Γ2.D Γ2.Γ1 Γ 2
2 Γ2.Γ3

Γ3.D Γ3.Γ1 Γ3.Γ2 Γ 2
3





 =







0 2 1 1
2 −2 0 0
1 0 −2 0
1 0 0 −2





 ,

and such that L := 3D + Γ1 + Γ2 + Γ3 is nef.
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One can show that Cliff L = 2 with D as a perfect Clifford divisor (again
after possibly changing the basis). Furthermore, one finds that with this lat-
tice, there are no contracted curves, whence S′ is smooth. By comparing with
the table on page 112, we see that we must have b1 = 3.

11.5 The list of projective models of low genus

We will now summarize essential information about birational projective mod-
els S′ of K3 surfaces of genera 5 ≤ g ≤ 10. In some cases we are able to give
a resolution of S′ in its scroll T . When we are not able to do this, we give the
vector bundle a section of which cuts out S′′ in T0 � P(E) (which is the dual
of the vector bundle F1 in the resolution

· · · −→ F2 −→ F1 −→ OT0 −→ OS′′ −→ 0.)

This vector bundle is a direct sum of line bundles, which we write as a linear
combination of the line bundles H and F on P(E), where H = i∗OPg (1) and
F = π∗OP1(1), with

P(E) i ��

π

��

T ⊆ Pg

P1.

Also note that we in all cases have JS′/T = i∗JS′′/T0 by Proposition 8.6,
and that in most cases, by Remark 8.35, the sections of F∨

1 are constant on
the fibers of i, whence they also give “equations” cutting out S′ in T set-
theoretically.

The singularity type listed in the rightmost column of the tables below
indicates that for “almost all” K3 surfaces in question its projective model S′

has singularities exactly as indicated, and that none have milder singularities.
By “almost all” we here mean that the moduli of the exceptional set of K3
surfaces in question with different singularity type(s) is strictly smaller than
the number of moduli listed in the middle column. These exceptional K3
surfaces will have “worse” singularities than the one(s) listed in the rightmost
column.

In the tables below, c is as usual the Clifford index of L, D is a perfect
Clifford divisor and A is as defined in (6.1). To find the tables we use A′ and ∆′

as above, but since A and A′ (resp. ∆ and ∆′) enjoy the same intersection and
cohomology properties, we can then reintroduce A (resp. ∆). In particular,
the tables below are still valid if one exchanges A with A′.

g = 5

The general projective model is a complete intersection of three hyperquadrics.
The others are as follows:
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c D2 scroll type # mod. type of L sing.
1 0 (1, 1, 1) 18 h0(L − 2D) = 0 sm.
1 0 (2, 1, 0) 17 {1, 0}a, A2 = −2 A1

In these cases OS′ has the following OT -resolution:

0 −→ OT (−3H + F) −→ OT −→ OS′ −→ 0.

g = 6

The general projective model is a hyperquadric section of a Fano 3-fold of
index 2 and degree 5. The others are as follows:

c D2 scroll type # mod. type of L sing.
1 0 (2, 1, 1) 18 h0(L − 2D) = 0 sm.
1 0 (2, 2, 0) 17 {1, 0}a, A2 = 0, A �> D A1

1 0 (3, 1, 0) 16 {1, 0}a, A2 = 0, A > D (i) A2

1 2 (2, 1, 0, 0) 18 (E0) A1

In the three first cases OS′ has the following OT -resolution:

0 −→ OT (−3H + 2F) −→ OT −→ OS′ −→ 0.

In the last case, S′ has a resolution:

0 −→ OT (−4H + 2F) ⊕OT (−4H + F)
−→ OT (−2H + 2F) ⊕OT (−3H + F) ⊕OT (−3H)
−→ OT −→ OS′ −→ 0

Comments on the types of L:

(i) L ∼ 3D + 2Γ + Γ0 + Γ1, with the following configuration:

D Γ Γ1

Γ0

g = 7

The general projective model is a complete intersection of 8 hyperplanes in
Σ10

12 , as described in the beginning of Chapter 10.
The other projective models are as follows:
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c D2 scroll type # mod. type of L sing.
1 0 (2, 2, 1) 18 h0(L − 2D) = 2, h0(L − 3D) = 0 sm.
1 0 (3, 1, 1) 16 h0(L − 2D) = 2, h0(L − 3D) = 1 sm.
1 0 (3, 2, 0) 17 {1, 0}a, A2 = 2, A > D, A �> 2D A1

1 0 (4, 1, 0) 16 {1, 0}a, A2 = 2, A > 2D (i) A3

2 0 (1, 1, 1, 1) 18 h0(L − 2D) = 0 sm.
2 0 (2, 1, 1, 0) 17 {2, 0}a, A2 = −2 A1

2 0 (2, 2, 0, 0) 16 {2, 0}b or {2, 0}c, A �> D (ii) 2A1

2 0 (3, 1, 0, 0) 15 {2, 0}b or {2, 0}c, A > D (iii) 2A2

2 2 (1, 1, 1, 0, 0) 18 h0(L − 2D) = 0 sm.
2 2 (2, 1, 0, 0, 0) 17 (E1) or (E2) (iv) 2A1

In the cases (c, D2) = (1, 0) OS′ has the following OT -resolution:

0 −→ OT (−3H + 3F) −→ OT −→ OS′ −→ 0.

In the cases (c, D2) = (2, 0) OS′ has the following OT -resolution:

0 −→ OT (−4H + (g − 1)F) −→
OT (−2H + b1F) ⊕OT (−2H + b2F) −→ OT −→ OS′ −→ 0,

with (b1, b2) = (1, 1) or (2, 0) for the scroll types (1, 1, 1, 1) and (2, 1, 1, 0) and
(b1, b2) = (2, 0) for the scroll types (2, 2, 0, 0) and (3, 1, 0, 0).

In the cases (c, D2) = (2, 2) then S′′ is cut out in T0 by a section (which
is constant on the fibers of i) of

⊕4
i=1OT0(2H− biF),

where (b1, b2, b3, b4) = (1, 1, 1, 0) or (2, 1, 0, 0) for the type (1, 1, 1, 0, 0), and
(2, 1, 0, 0) for the type (2, 1, 0, 0, 0).

Comments on the types of L:

(i) L ∼ 4D + 3Γ + 2Γ1 + Γ2, with the following configuration:

D Γ Γ1 Γ2

(ii) The number of moduli of the case {2, 0}c is 15, with mildest singularity
A3.

(iii) In the case {2, 0}b we have L ∼ 3D + 2Γ1 + 2Γ2 + Γ ′
1 + Γ ′

2, with the
following configuration:

D

��
��

��
��

Γ1 Γ ′
1

Γ2 Γ ′
2,
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and in the case {2, 0}c we have L ∼ 3D+4Γ0 +3Γ1 +2Γ2 +2Γ3 +Γ4, with
the following configuration:

D Γ0 Γ1 Γ3

Γ2 Γ4.

The mildest singularity of this latter case is A5.
(iv) The number of moduli of the case (E2) is 16, with mildest singularity

A3.

g = 8

The general projective model is a complete intersection of 5 hyperplanes in
Grass (V 6, 2) ⊆ P14.

The others are as follows:

c D2 scroll type # mod. type of L sing.
1 0 (2, 2, 2) 18 h0(L − 2D) = 3, h0(L − 3D) = 0 sm.
1 0 (3, 2, 1) 17 h0(L − 2D) = 3, h0(L − 3D) = 1 sm.
1 0 (4, 2, 0) 17 {1, 0}a, A2 = 4 A1

2 0 (2, 1, 1, 1) 18 h0(L − 2D) = 1 sm.
2 0 (2, 2, 1, 0) 17 {2, 0}a, A2 = 0, A �> D A1

2 0 (3, 1, 1, 0) 15 {2, 0}a, A2 = 0, A > D (i) A2

2 0 (3, 2, 0, 0) 16 {2, 0}b or {2, 0}c , A2 = 2, A > D (ii) 2A1

2 2 (2, 1, 1, 0, 0) 18 h0(L − 2D) = 1 sm.
3 2 (1, 1, 1, 0, 0, 0) 18 (CG1) or (CG2) (iii) sm.
3 2 (2, 1, 0, 0, 0, 0) 16 (CG3)-(CG7) (iv) 3A1

In the cases (c, D2) = (1, 0) OS′ has the following OT -resolution:

0 −→ OT (−3H + 4F) −→ OT −→ OS′ −→ 0.

In the cases (c, D2) = (2, 0) OS′ has the following OT -resolution:

0 −→ OT (−4H + (g − 1)F) −→
OT (−2H + b1F) ⊕OT (−2H + b2F) −→ OT −→ OS′ −→ 0,

with (b1, b2) = (2, 1), except for the type (3, 2, 0, 0), where (b1, b2) = (3, 0).
In this latter case, S also contains a different perfect Clifford divisor (by the
footnote on page 132), so S′ can also be described as for the case (c, D2) =
(2, 2).

In the cases (c, D2) = (2, 2) then S′′ is cut out in T0 by a section (which
is constant on the fibers of i) of



11.5 The list of projective models of low genus 147

⊕4
i=1OT0(2H− biF),

where (b1, b2, b3, b4) = (3, 2, 0, 0), (3, 1, 1, 0) or (2, 2, 1, 0).
In the cases (CG1) and (CG2) then S′′ is cut out in T0 by a section of

OT0(2H− 2F) ⊕ OT0(2H−F)2 ⊕ OT0(2H)5 or
OT0(2H−F)4 ⊕ OT0(2H)4 or
OT0(2H− 2F) ⊕ OT0(2H−F)3 ⊕ OT0(2H)3 ⊕ OT0(2H + F)

(which is constant on the fibers of i in the first two cases). In the cases (CG3)-
(CG7) then S′′ is cut out in T0 by a section (which is constant on the fibers
of i) of

OT0(2H− 2F) ⊕ OT0(2H−F)2 ⊕ OT0(2H)5

Comments on the types of L:

(i) Here there are two subcases, one of them is: L ∼ 3D+2Γ +Γ ′+Γ1 +Γ2,
with the following configuration:

D

��
��

��
��

Γ Γ ′

Γ1 Γ2

The number of moduli in this subcase is 15, with mildest singularity A2.
In the other subcase L ∼ 3D+2Γ+Γ ′+2Γ0+2Γ1+· · ·+2ΓN+ΓN+1+ΓN+2,
for N ≥ 0 (in general N = 0) with the following configuration:

D Γ Γ ′

Γ0 Γ1
��� ΓN ΓN+2

ΓN+1

The number of moduli in this subcase is 14, with mildest singularity A2 +
2A1.

(ii) The number of moduli of the case {2, 0}c is 15, with mildest singularity
A3.

(iii) The number of moduli of the case (CG2) is 17, with mildest singularity
A1.

(iv) The number of moduli of the cases (CG4), (CG5), (CG6) and (CG7) are
15, 14, 13 and 12 respectively, with mildest singularities A1 + A3, A5, D6

and E7 respectively.
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g = 9

The general projective model is a complete intersection of 4 hyperplanes in
Σ6

16, as described in the beginning of Chapter 10.
The others are as follows:

c D2 scroll type # mod. type of L sing.
1 0 (3, 2, 2) 18 h0(L − 2D) = 4, h0(L − 3D) = 1 sm.
1 0 (3, 3, 1) 17 h0(L − iD) = 4, 2, 0, for i = 2, 3, 4 sm.
1 0 (4, 2, 1) 16 h0(L − iD) = 4, 2, 1, for i = 2, 3, 4(i) A1

1 0 (5, 2, 0) 17 {1, 0}a, A2 = 6 A1

2 0 (2, 2, 1, 1) 18 h0(L − 2D) = 2, h0(L − 3D) = 0 sm.
2 0 (3, 1, 1, 1) 15 h0(L − 2D) = 2, h0(L − 3D) = 1 sm.
2 0 (2, 2, 2, 0) 17 {2, 0}a, A2 = 2, A �> D A1

2 0 (3, 2, 1, 0) 16 {2, 0}a, A2 = 2, A > D (ii) A1

2 0 (3, 2, 1, 0) 16 {2, 0}a, A2 = 2, A > D (iii) A2

2 0 (4, 2, 0, 0) 17 {2, 0}b (L ∼ 4D + 2Γ1 + 2Γ2) or {2, 0}c(iv) 2A1

2 2 (2, 2, 1, 0, 0) 18 h0(L − 2D) = 2, h0(L − 3D) = 0 sm.
2 4 (2, 1, 1, 0, 0, 0) 19 L ∼ 2D sm.
3 0 (1, 1, 1, 1, 1) 18 h0(L − 2D) = 0 sm.
3 0 (2, 1, 1, 1, 0) 17 {3, 0}a, A2 = −2 A1

3 0 (2, 2, 1, 0, 0) 16 {3, 0}b or {3, 0}c, A2 = 0, A �> D (v) 2A1

3 0 (3, 1, 1, 0, 0) 14 {3, 0}b or {3, 0}c, A2 = 0, A > D (vi) 2A2

3 2 (1, 1, 1, 1, 0, 0) 18 h0(L − 2D) = 0 sm.
3 2 (2, 1, 1, 0, 0, 0) 17 {3, 2}a A1

In the cases (c, D2) = (1, 0) OS′ has the following OT -resolution:

0 −→ OT (−3H + 5F) −→ OT −→ OS′ −→ 0.

In the cases (c, D2) = (2, 0) OS′ has the following OT -resolution:

0 −→ OT (−4H + (g − 1)F) −→
OT (−2H + b1F) ⊕OT (−2H + b2F) −→ OT −→ OS′ −→ 0,

with (b1, b2) = (2, 2) or (3, 1) for the scroll type (2, 2, 1, 1); (b1, b2) = (2, 2) for
the scroll types (3, 1, 1, 1), (2, 2, 2, 0) and (3, 2, 1, 0) (A2-sing.); (b1, b2) = (3, 1)
for the scroll type (3, 2, 1, 0) (A1-sing.); and (b1, b2) = (4, 0) for the scroll
type (4, 2, 0, 0). In this latter case S also contains a different perfect Clifford
divisor (by the footnote on page 132), so S′ can also be described as in the
case (c, D2) = (2, 2) (with perfect Clifford divisor 2D + Γ1 + Γ2 or D + ∆0).
(The {2, 0}c case of the table corresponds to (L ∼ 4D + 2∆0)). In the case
(c, D2) = (2, 2) then S′′ is cut out in T0 by a section (which is constant on
the fibers of i) of
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OT0(2H− 3F) ⊕OT0(2H− 2F)2 ⊕OT0(2H).

In the case (c, D2) = (2, 4) then S′′ is cut out in T0 by a section (which is
constant on the fibers of i) of:

OT0(2H− 2F)3 ⊕OT0(2H−F)2 ⊕OT (2H)2.

We also have that S′ is the 2-uple embedding of the quartic ϕD(S) if and
only if D is not hyperelliptic. If D is hyperelliptic, then there is an elliptic
pencil |E| such that E.D = 2. Then E is also a free Clifford divisor for L and
defines a scroll T (2, E) containing S′. The OT (2,E)-resolution of OS′ is given
in Proposition 8.39.

In the cases (c, D2) = (3, 0) we have an OT -resolution of OS′ of the fol-
lowing type:

0 −→ OT (−5H + 8F) −→ ⊕5
i=1OT (−3H + aiF)

−→ ⊕5
i=1OT (−2H + biF) −→ OT −→ OS′ −→ 0,

with ai = 3 − bi, for all i. For the smooth scroll type (1, 1, 1, 1, 1) we have
(b1, b2, b3, b4) = (2, 1, 1, 1, 1) or (2, 2, 2, 0, 0). For the scroll type (2, 1, 1, 1, 0)
we have (b1, b2, b3, b4) = (2, 1, 1, 1, 1), (2, 2, 1, 1, 0) or (2, 2, 2, 0, 0). For the re-
maining two singular scroll types we have (b1, b2, b3, b4) = (2, 2, 1, 1, 0) or
(2, 2, 2, 0, 0).

In the case (c, D2) = (3, 2) with scroll type (1, 1, 1, 1, 0, 0) then S′′ is cut
out in T0 by a section (which is constant on the fibers of i) of:

OT0(2H− 2F) ⊕ OT0(2H−F)5 ⊕ OT0(2H)2 or
OT0(2H−F)7 ⊕ OT0(2H)

In the case (c, D2) = (3, 2) with scroll type (2, 1, 1, 0, 0, 0) then S′′ is cut
out in T0 by a section (which is constant on the fibers of i) of:

OT0(2H− 2F)3 ⊕ OT0(2H−F) ⊕ OT0(2H)4 or
OT0(2H− 2F)2 ⊕ OT0(2H−F)3 ⊕ OT0(2H)3.

Comments on the types of L:

(i) L ∼ 4D + 2Γ1 + Γ2 + Γ3, with the following configuration:

D Γ1 Γ2

Γ3,

or L ∼ 4D + 3Γ1 + · · · + 3ΓN + 2ΓN+1 + ΓN+2 + ΓN+3, for N ≥ 1 (in
general N = 0) with the following configuration:
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D Γ1
��� ΓN ΓN+1 ΓN+2

ΓN+3

(ii) L ∼ 3D + 2Γ + Γ1 + Γ2, with the following configuration:

D

��
��

��
��

Γ

Γ2 Γ1

(iii) L ∼ 3D + 2Γ + Γ1 + Γ2, with the following configuration:

D Γ Γ1

Γ2

or L ∼ 3D + 2Γ + Γ1 + Γ2 + · · · + ΓN+3, for N ≥ 0 (in general N = 0)
with the following configuration:

D

��
��

��
��

Γ2

�
�
�

Γ1 Γ ΓN+3

(iv) The number of moduli of the case {2, 0}c is 16, with mildest singularity
A3.

(v) The number of moduli of the case {3, 0}c is 15, with mildest singularity
A3.

(vi) In the case {3, 0}b we have L ∼ 3D + 2Γ1 +2Γ2 + Γ3 + Γ4 + Γ5, with the
following configuration:

D

��
��

��
��

Γ1 Γ3

Γ5 Γ2 Γ4.

or L ∼ 3D + 2Γ1 + Γ ′
1 + 3Γ2 + · · · + 3ΓN + 2ΓN+1 + ΓN+2 + ΓN+3, with

the following configuration:

D Γ2
���� ΓN ΓN+1 ΓN+2

Γ1 Γ ′
1 ΓN+3.
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In the case {3, 0}c we have L ∼ 3D + Γ + 4Γ0 + 3Γ1 + 2Γ2 + 2Γ3 + Γ4,
with the following configuration:

D Γ0 Γ1 Γ3

Γ Γ2 Γ4.

The mildest singularity of this case is A5.

g = 10

The general projective model is a complete intersection of 2 hyperplanes
in the homogeneous variety Σ5

18, as described in Chapter 10.
The others are as follows:

c D2 scroll type # mod. type of L sing.
1 0 (3, 3, 2) 18 h0(L − 2D) = 5, h0(L − 3D) = 2, h0(L − 4D) = 0 sm.
1 0 (4, 2, 2) 16 h0(L − 2D) = 5, h0(L − 3D) = 2, h0(L − 4D) = 1 sm.
1 0 (4, 3, 1) 17 h0(L − 2D) = 5, h0(L − 3D) = 3, h0(L − 4D) = 1 sm.
1 0 (5, 2, 1) 16 h0(L − 5D) = 1 (i) A2

1 0 (6, 2, 0) 18 {1, 0}a, L ∼ 6D + 3Γ A1

2 0 (2, 2, 2, 1) 18 h0(L − 2D) = 3, h0(L − 3D) = 0 sm.
2 0 (3, 2, 1, 1) 17 h0(L − 2D) = 3, h0(L − 3D) = 1 (ii) A1

2 0 (3, 2, 1, 1) 16 h0(L − 2D) = 3, h0(L − 3D) = 1 (iii) sm.
2 0 (3, 2, 2, 0) 17 {2, 0}a, A2 = 4, h0(A − D) = 1, A �> 2D (iv) A1

2 0 (3, 3, 1, 0) 16 {2, 0}a, A2 = 4, h0(A − D) = 2, A �> 2D (v) A2

2 0 (4, 2, 1, 0) 16 {2, 0}a, A2 = 4, A > 2D (vi) 2A1

2 2 (3, 2, 1, 0, 0) 19 L ∼ 3D sm.
3 0 (2, 1, 1, 1, 1) 18 h0(L − 2D) = 0 sm.
3 0 (2, 2, 1, 1, 0) 17 {3, 0}a, A2 = 0 A1

3 0 (2, 2, 2, 0, 0) 16 {3, 0}b or {3, 0}c, A2 = 2, A �> D (vii) 2A1

3 0 (3, 2, 1, 0, 0) 15 {3, 0}b, A2 = 2, A > D (viii) 2A1

3 0 (3, 2, 1, 0, 0) 15 {3, 0}b, A2 = 2, A > D (ix) A1 + A2

3 0 (3, 2, 1, 0, 0) 14 {3, 0}c, A2 = 2, A > D (x) A3

3 0 (3, 2, 1, 0, 0) 14 {3, 0}c, A2 = 2, A > D (xi) A4

3 2 (2, 1, 1, 1, 0, 0) 18 h0(L − 2D) = 1 sm.
3 4 (2, 1, 1, 0, 0, 0, 0) 18 (E0) A1

4 2 (1, 1, 1, 1, 0, 0, 0) 18 (CG1)’ or (CG2)’ (xii) sm.
4 2 (2, 1, 1, 0, 0, 0, 0) 16 (CG3)’ or (CG4)’ (xiii) 3A1

In the cases (c, D2) = (1, 0) OS′ has the following OT -resolution:

0 −→ OT (−3H + 6F) −→ OT −→ OS′ −→ 0.
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In the cases (c, D2) = (2, 0) OS′ has the following OT -resolution:

0 −→ OT (−4H + (g − 1)F) −→
OT (−2H + b1F) ⊕OT (−2H + b2F) −→ OT −→ OS′ −→ 0,

with (b1, b2) = (3, 2) or (4, 1) for the scroll type (4, 2, 1, 0), (b1, b2) = (3, 2) for
the scroll types (2, 2, 2, 1), (3, 2, 1, 1) (smooth), (3, 2, 2, 0) and (3, 3, 1, 0), and
(b1, b2) = (4, 1) for the scroll type (3, 2, 1, 1) (A1-sing.).

In the case (c, D2) = (2, 2) then S′′ is cut out in T0 by a section (which is
constant on the fibers of i) of

OT0(2H− 4F) ⊕OT0(2H− 3F) ⊕OT0(2H− 2F) ⊕OT0(2H).

or of
OT0(2H− 3F)3 ⊕OT0(2H).

In the cases (c, D2) = (3, 0) we have an OT -resolution of OS′ of the fol-
lowing type:

0 −→ OT (−5H + 9F) −→ ⊕5
i=1OT (−3H + aiF)

−→ ⊕5
i=1OT (−2H + biF) −→ OT −→ OS′ −→ 0,

with ai = 4 − bi for all i.
For the smooth scroll type (2, 1, 1, 1, 1) we have (b1, b2, b3, b4) = (2, 2, 2, 1, 1).

For the scroll type (2, 2, 2, 0, 0) we have (b1, b2, b3, b4) = (2, 2, 2, 1, 1) or
(2, 2, 2, 2, 0). For the remaining two singular scroll types we have
(b1, b2, b3, b4) = (3, 3, 2, 0, 0), (3, 3, 1, 1, 0), (3, 2, 2, 1, 0), (2, 2, 2, 1, 1) or
(2, 2, 2, 2, 0).

In the case (c, D2) = (3, 2) then S′′ is cut out in T0 by a section (which is
constant on the fibers of i) of

OT0(2H− 2F)3 ⊕OT0(2H−F)4 ⊕ 2OT0(H).

In the case (c, D2) = (3, 4) then S′′ is cut out in T0 by a section (which is
constant on the fibers of i) of

OT0(2H− 2F)3 ⊕OT0(2H−F)4 ⊕OT (2H)5.

In the cases (CG1)’ and (CG2)’ then S′′ is cut out in T0 by a section of

OT0(2H− 2F) ⊕ OT0(2H−F)7 ⊕ OT0(2H)5 or
OT0(2H−F)9 ⊕ OT0(2H)4 or
OT0(2H− 2F) ⊕ OT0(2H−F)8 ⊕ OT0(2H)3 ⊕ OT0(2H + F),

where the last option occurs only for the case (CG2)’ (the section is constant
on the fibers of i in the first two cases).

In the cases (CG3)’, (CG4)’ then S′′ is cut out in T0 by a section (which
is constant on the fibers of i) of
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OT0(2H− 2F)2 ⊕ OT0(2H−F)5 ⊕ OT0(2H)6 or
OT0(2H− 2F)3 ⊕ OT0(2H−F)3 ⊕ OT0(2H)7.

Comments on the types of L:

(i) L ∼ 5D + 3Γ1 + 2Γ2 + Γ3, with the following configuration:

D Γ1 Γ2 Γ3

(ii) L is in general of the form L ∼ 3D + 2Γ1 + Γ2, with the following
configuration:

D Γ1 Γ2

(iii) L is in general of the form L ∼ 3D + Γ1 + Γ2 + Γ3, with the following
configuration:

D

��
��

��
��

Γ1

Γ2 Γ3

(iv) L is in general of the form L ∼ 3D + 2Γ + Γ1, with the following config-
uration:

D

��
��

��
�

��
��

��
� Γ

Γ1

(v) L ∼ 3D + E + 2Γ + Γ1, where E is a smooth elliptic curve, with the
following configuration:

D Γ Γ1

E

(vi) L is in general of the form L ∼ 4D + 2Γ + 2Γ1 + Γ2, with the following
configuration:

D Γ1 Γ2

Γ

(vii) The number of moduli of the case {3, 0}c is 15, with mildest singu-
larity A3.
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(viii)L is in general of the form L ∼ 3D + 2Γ1 + 2Γ2 + Γ3 + Γ4, with the
following configuration:

D

��
��

��
��

Γ1

Γ3 Γ2 Γ4

(ix) L is in general of the form L ∼ 3D + 2Γ1 + 2Γ2 + Γ3 + Γ4, with the
following configuration:

D

��
��

��
��

Γ1 Γ4

Γ3 Γ2

(x) L is in general of the form L ∼ 3D + 4Γ0 + 2Γ1 + 2Γ2 + Γ3 + Γ4, with
the following configuration:

D Γ0

��
��

��
� Γ3

Γ4 Γ1 Γ2

(xi) L is in general of the form L ∼ 3D + 4Γ0 + 3Γ1 + 2Γ2 + 2Γ3 + Γ4, with
the following configuration:

D Γ0

��
��

��
� Γ2

Γ4 Γ3 Γ1

(xii) The number of moduli of the case (CG2)’ is 17, with mildest singularity
A1.

(xiii)The number of moduli of the case (CG4)’ is 15, with mildest singularity
A1 + A3.
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Some applications and open questions

The methods developed in the previous sections for studying projective models
of K3 surfaces can be applied and taken further in different directions.

12.1 BN generality

The case g = 12 can be described in basically the same way as we describe
the cases g = 5, . . . , 10 This is a piece of hard computational work, and one
concludes with a table similar to the ones we gave in Chapter 11 for g =
5, . . . , 10. The list is given by Gert M. Hana (unpublished)

As mentioned in Chapter 10 one easily sees that BN generality implies
Clifford generality for all g and we proved that these concepts coincide for
g ≤ 7 and g = 9. Moreover, we found that the concepts do not coincide for
g = 8 and 10. The following result is due to Hana.

Proposition 12.1. For g = 8 and every g ≥ 10 there exist polarized K3
surfaces that are Clifford general, but not BN general.

Proof. By Propositions 1.11 and 1.12, we can find a K3 surface S with Pic S =
ZL ⊕ ZD, with intersection matrix

[
L2 L.D

D.L E2

]

=
[

2(g − 1) � g+7
2 �

� g+7
2 � 2

]

and such that L is nef. If L is not base point free, there exists by Proposition
1.10 a curve B such that B2 = 0 and B.L = 1. An easy calculation shows that
this is impossible. To prove that (S, L) is not BN general, one proves h0(D) ≥
3, and h0(L−D) ≥ (g+2)−� g+7

2 �, and observes that 3((g+2)−� g+7
2 �) ≥ g+1,

for the values of g in question. To prove that (S, L) is Clifford general one first
proves that D is nef. Then one argues by contradiction and assumes that there
exists a decomposition L = M + (L − M) of L with M a free Clifford divisor
inducing a non-general Clifford index. After a long and tedious computation
one finds a numerical contradiction. �

T. Johnsen and A.L. Knutsen: LNM 1842, pp. 155–158, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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It is amusing to note that this result has the following interesting corollary
for curves:

Corollary 12.2. For g = 8 and every g ≥ 10 there exists a smooth curve of
genus g which is Clifford general but not Brill-Noether general.

Moreover, for g = 12, 13, one can show that there are polarized K3 surfaces
which are Clifford general but not BN general with a different Picard lattice
from the ones considered in Theorem 12.1. For all g ≥ 14 one expects such
cases to occur as well.

12.2 Applications to Calabi-Yau threefolds

Recall that a Calabi-Yau threefold is a smooth 3-dimensional variety X with
ωX � OX and h1(OX) = 0. Such a threefold is a 3-dimensional analogue of a
K3 surface.

In recent years Calabi-Yau threefolds have been intensively studied both
by mathematicians and physicists because of their importance in string theory.
In particular a lot of interest has been devoted to studying smooth rational
curves in these threefolds.

Let T be a rational normal scroll of dimension 4 in PN and of type
(e1, . . . , e4), where the ei are ordered in an non-increasing way and e1−e3 ≤ 1.
Hence the subscroll P(OP1(e1) ⊕ OP1(e2) ⊕ OP1(e3)) is of maximally bal-
anced type. In [J-K] we show that for positive a, and d exceeding a lower
bound, depending on a, a general 3 dimensional (anti-canonical) divisor of
type 4H− (N − 5)F will contain an isolated rational curve of bidegree (d, a).
To be more precise, we show:

Theorem 12.3. [J-K, Thm. 4.3] Let T be a rational normal scroll of dimen-
sion 4 in PN with a subscroll of of maximally balanced type of dimension 3
as decribed. Assume this subscroll spans a Pg (so g = e1 + e2 + e3 + 2) Let
d ≥ 1 and a ≥ 1 be integers satisfying:

(a) If g ≡ 1(mod 3), then either (d, a) ∈ {(g−1
3 , 1), (2(g − 1)/3, 2)}; or

d > (g−1)a
3 − 3

a , (d, a) �= (2(g − 1)/3 − 1, 2) and 3d �= (g − 1)a.
(b) If g ≡ 2(mod 3), then either (d, a) ∈ {(g − 1, 3), (2g − 2, 6)}; or

d > (g−1)a
3 − 3

a , (d, a) �∈ {(2(g − 2)/3, 2), ((4g − 5)/3, 4), ((7g − 8)/3, 7)}
and 3d �= (g − 1)a.

(c) If g ≡ 0(mod 3), then either (d, a) ∈ {((g − 3)/3, 1), ((2g − 3)/3, 2)}; or
d ≥ ga/3.

Then the zero scheme of a general section of 4H− (N − 5)F will be a smooth
Calabi-Yau threefold and contain an isolated rational curve of bidegree (d, a).

(Recall that we say a curve C in a variety V is isolated in V if the space
of embedded deformations of C in V is reduced and zero-dimensional. This is
equivalent to h0(NC/V ) = 0.)

The main steps in the proof in [J-K] of Theorem 12.3 are as described:
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(I) Set g := e1 + e2 + e3 + 2. Using lattice-theoretical considerations we find
a (smooth) K3 surface S in Pg with Pic S � ZH ⊕ ZD ⊕ ZΓ , where H
is the hyperplane section class, D is the class of a smooth elliptic curve of
degree 3 and C is a smooth rational curve of bidegree (d, a). Let T = TS be
the 3-dimensional scroll in Pg swept out by the linear spans of the divisors
in |D| on S. The rational normal scroll T will be of maximally balanced
type and of degree e1 + e2 + e3.

The proof of Step I, which is the most difficult one, involves the whole
formalism of Clifford divisors and associated scrolls developed in this book,
and is to a great extent an application of the techniques described in this
book. Indeed the elliptic curve D above will be a Clifford divisor and the
surfaces constructed have Clifford index one.

The other steps are as follows.

(II) Embed T = P(OP1(e1) ⊕OP1(e2) ⊕OP1(e3)) (in the obvious way) in a
4 dimensional scroll T = P(OP1(e1)⊕ · · · ⊕ OP1(e4)) of type (e1, . . . , e4).
Hence T corresponds to the divisor class H−e4F in T , and S corresponds
to a “complete intersection” of divisors of type H − e4F and 3H − (g −
4)F on T . We deform the complete intersection in a rational family (i.e.
parametrized by P1) in a general way. For “small values” of the parameter
we obtain a K3 surface with Picard group of rank 2 and no rational curve
on it.

(III) Take the union over P1 of all the K3 surfaces described in (II). This
gives a threefold V , which is a section of the anti-canonical bundle 4H−
(g − 4 + e4)F = 4H− (N − 5)F on T . For a general complete intersection
deformation the threefold will have only finitely many singularities, none
of them on C. Then C will be isolated on V .

(IV) Deform V as a section of 4H− (g − 4 + e4)F = 4H− (N − 5)F on T .
Then a general deformation W will be smooth and have an isolated curve
CW of bidegree (d, a).

As mentioned in [J-K] this overall strategy is analogous to the one used in
[Cl] to show the existence of isolated rational curves of infinitely many degrees
in the generic quintic in P4, and in [E-J-S] to show the existence of isolated
rational curves of bidegree (d, 0) in general complete intersection Calabi-Yau
threefolds in some specific biprojective spaces.

12.3 Analogies with Enriques surfaces

Let S be an Enriques surface (i.e. S is smooth with KS �= 0, 2KS = 0 and
h1(OS) = 0) and L a base point free divisor on S satisfying L2 > 0. By the
adjunction formula, L2 = 2g − 2, where g is the arithmetic genus of all the
curves in |L| and h0(L) = g.
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A very interesting point is that any Enriques surface carries elliptic pencils,
and one can always find such a pencil |P | of minimal degree with respect to
L, satisfying P.L ≤ 2�

√
L2� [CD, Corollary 2.7.1].

If h0(L − P ) ≥ 2 (and this is easily seen to be satisfied for g ≥ 10), then
the pencil |P | defines a rational normal scroll in Pg−1, into which S is mapped
by the ϕL. This is the scroll which is the union of the linear spans of all the
ϕL(Pi), for the members Pi of |P |.

If g ≥ 6 it is shown in [Co] that ϕL is birational, so in particular we get
that any polarized Enriques surface (S, L) (with L base point free) of genus
g ≥ 10 has a projective model ϕL(S) ⊆ Pg−1 lying in a rational normal scroll
defined by an elliptic pencil of minimal degree (with respect to L). Also note
that the condition h0(L−P ) ≥ 2 is also satisfied for certain g < 10, depending
on the value P.L. Scrolls containing Enriques surfaces are studied in [Han].

Note that the inequality P.L ≤ 2�
√

L2� can somehow be seen as an ana-
logue of the inequality c ≤ � g−1

2 � for the Clifford index of a polarized K3
surface. The pencil P restricted to any member of |L| induces a Clifford index
≤ 2�

√
2g − 2� − 2 on every smooth curve in |L|, and this is actually � g−1

2 �
when g ≥ 29. It will often, but not always, be true that the pencil P induces
the Clifford index of every smooth curve in |L|. Moreover, contrary to the K3
case, it does not always hold that all the smooth curves in |L| have the same
Clifford index.
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