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Preface

This book on integral equations and the calculus of variations is intended for use by senior
undergraduate students and first-year graduate students in science and engineering. Basic fa-
miliarity with theories of linear algebra, calculus, differential equations, and complex analysis
on the mathematics side, and classical mechanics, classical electrodynamics, quantum mecha-
nics including the second quantization, and quantum statistical mechanics on the physics side,
is assumed. Another prerequisite for this book on the mathematics side is a sound understand-
ing of local and global analysis.

This book grew out of the course notes for the last of the three-semester sequence of
Methods of Applied Mathematics I (Local Analysis), Il (Global Analysis) and III (Integral
Equations and Calculus of Variations) taught in the Department of Mathematics at MIT. About
two-thirds of the course is devoted to integral equations and the remaining one-third to the
calculus of variations. Professor Hung Cheng taught the course on integral equations and the
calculus of variations every other year from the mid 1960s through the mid 1980s at MIT.
Since then, younger faculty have been teaching the course in turn. The course notes evolved
in the intervening years. This book is the culmination of these joint efforts.

There will be the obvious question: Why yet another book on integral equations and the
calculus of variations? There are already many excellent books on the theory of integral
equations. No existing book, however, discusses the singular integral equations in detail; in
particular, Wiener—Hopf integral equations and Wiener—Hopf sum equations with the notion
of the Wiener—Hopf index. In this book, the notion of the Wiener—Hopf index is discussed in
detail.

This book is organized as follows. In Chapter 1 we discuss the notion of function space,
the linear operator, the Fredholm alternative and Green’s functions, to prepare the reader for
the further development of the material. In Chapter 2 we discuss a few examples of integral
equations and Green’s functions. In Chapter 3 we discuss integral equations of the Volterra
type. In Chapter 4 we discuss integral equations of the Fredholm type. In Chapter 5 we discuss
the Hilbert—Schmidt theories of the symmetric kernel. In Chapter 6 we discuss singular inte-
gral equations of the Cauchy type. In Chapter 7, we discuss the Wiener—Hopf method for the
mixed boundary-value problem in classical electrodynamics, Wiener—Hopf integral equations,
and Wiener—Hopf sum equations; the latter two topics being discussed in terms of the notion
of the index. In Chapter 8 we discuss nonlinear integral equations of the Volterra, Fredholm
and Hammerstein type. In Chapter 9 we discuss the calculus of variations, in particular, the
second variations, the Legendre test and the Jacobi test, and the relationship between integral
equations and applications of the calculus of variations. In Chapter 10 we discuss Feyn-
man’s action principle in quantum mechanics and Feynman’s variational principle, a system
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of the Schwinger—Dyson equations in quantum field theory and quantum statistical mechanics,
Weyl’s gauge principle and Kibble’s gauge principle.

A substantial portion of Chapter 10 is taken from my monograph, “Path Integral Quanti-
zation and Stochastic Quantization”, Vol. 165, Springer Tracts in Modern Physics, Springer,
Heidelberg, published in the year 2000.

A reasonable understanding of Chapter 10 requires the reader to have a basic understand-
ing of classical mechanics, classical field theory, classical electrodynamics, quantum mecha-
nics including the second quantization, and quantum statistical mechanics. For this reason,
Chapter 10 can be read as a side reference on theoretical physics, independently of Chapters 1
through 9.

The examples are mostly taken from classical mechanics, classical field theory, classical
electrodynamics, quantum mechanics, quantum statistical mechanics and quantum field the-
ory. Most of them are worked out in detail to illustrate the methods of the solutions. Those
examples which are not worked out in detail are either intended to illustrate the general meth-
ods of the solutions or it is left to the reader to complete the solutions.

At the end of each chapter, with the exception of Chapter 1, problem sets are given for
sound understanding of the content of the main text. The reader is recommended to solve all
the problems at the end of each chapter. Many of the problems were created by Professor
Hung Cheng over the past three decades. The problems due to him are designated by the note
‘(Due to H. C.)’. Some of the problems are those encountered by Professor Hung Cheng in
the course of his own research activities.

Most of the problems can be solved by the direct application of the method illustrated in the
main text. Difficult problems are accompanied by the citation of the original references. The
problems for Chapter 10 are mostly taken from classical mechanics, classical electrodynamics,
quantum mechanics, quantum statistical mechanics and quantum field theory.

A bibliography is provided at the end of the book for an in-depth study of the background
materials in physics, beside the standard references on the theory of integral equations and the
calculus of variations.

The instructor can cover Chapters 1 through 9 in one semester or two quarters with a
choice of the topic of his or her own taste from Chapter 10.

I would like to express many heart-felt thanks to Professor Hung Cheng at MIT, who
appointed me as his teaching assistant for the course when I was a graduate student in the
Department of Mathematics at MIT, for his permission to publish this book under my single
authorship and also for his criticism and constant encouragement without which this book
would not have materialized.

I would like to thank Professor Francis E. Low and Professor Kerson Huang at MIT, who
taught me many of the topics within theoretical physics. I would like to thank Professor
Roberto D. Peccei at Stanford University, now at UCLA, who taught me quantum field theory
and dispersion theory.

I would like to thank Professor Richard M. Dudley at MIT, who taught me real analysis
and theories of probability and stochastic processes. I would like to thank Professor Herman
Chernoff, then at MIT, now at Harvard University, who taught me many topics in mathematical
statistics starting from multivariate normal analysis, for his supervision of my Ph. D. thesis at
MIT.
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I would like to thank Dr. Ali Nadim for supplying his version of the course notes and
Dr. Dionisios Margetis at MIT for supplying examples and problems of integral equations
from his courses at Harvard University and MIT. The problems due to him are designated by
the note ‘(Due to D. M.)’. I would like to thank Dr. George Fikioris at the National Technical
University of Athens for supplying the references on the Yagi—Uda semi-infinite arrays.

I would like to thank my parents, Mikio and Hanako Masujima, who made my undergrad-
uate study at MIT possible by their financial support. I also very much appreciate their moral
support during my graduate student days at MIT. I would like to thank my wife, Mari, and my
son, Masachika, for their strong moral support, patience and encouragement during the period
of the writing of this book, when the ‘going got tough’.

Lastly, I would like to thank Dr. Alexander Grossmann and Dr. Ron Schulz of Wiley-VCH
GmbH & Co. KGaA for their administrative and legal assistance in resolving the copyright
problem with Springer.

Michio Masujima

Tokyo, Japan,
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Introduction

Many problems within theoretical physics are frequently formulated in terms of ordinary dif-
ferential equations or partial differential equations. We can often convert them into integral
equations with boundary conditions or with initial conditions built in. We can formally de-
velop the perturbation series by iterations. A good example is the Born series for the potential
scattering problem in quantum mechanics. In some cases, the resulting equations are nonlinear
integro-differential equations. A good example is the Schwinger—Dyson equation in quantum
field theory and quantum statistical mechanics. It is the nonlinear integro-differential equation,
and is exact and closed. It provides the starting point of Feynman—Dyson type perturbation
theory in configuration space and in momentum space. In some singular cases, the resulting
equations are Wiener—Hopf integral equations. These originate from research on the radiative
equilibrium on the surface of a star. In the two-dimensional Ising model and the analysis of
the Yagi—Uda semi-infinite arrays of antennas, among others, we have the Wiener—Hopf sum
equation.

The theory of integral equations is best illustrated by the notion of functionals defined on
some function space. If the functionals involved are quadratic in the function, the integral
equations are said to be linear integral equations, and if they are higher than quadratic in the
function, the integral equations are said to be nonlinear integral equations. Depending on the
form of the functionals, the resulting integral equations are said to be of the first kind, of the
second kind, or of the third kind. If the kernels of the integral equations are square-integrable,
the integral equations are said to be nonsingular, and if the kernels of the integral equations are
not square-integrable, the integral equations are then said to be singular. Furthermore, depend-
ing on whether or not the endpoints of the kernel are fixed constants, the integral equations are
said to be of the Fredholm type, Volterra type, Cauchy type, or Wiener—Hopf types, etc. By
the discussion of the variational derivative of the quadratic functional, we can also establish
the relationship between the theory of integral equations and the calculus of variations. The
integro-differential equations can best be formulated in this manner. Analogies of the theory
of integral equations with the system of linear algebraic equations are also useful.

The integral equation of Cauchy type has an interesting application to classical electro-
dynamics, namely, dispersion relations. Dispersion relations were derived by Kramers in
1927 and Kronig in 1926, for X-ray dispersion and optical dispersion, respectively. Kramers-
Kronig dispersion relations are of very general validity which only depends on the assumption
of the causality. The requirement of the causality alone determines the region of analyticity
of dielectric constants. In the mid 1950s, these dispersion relations were also derived from
quantum field theory and applied to strong interaction physics. The application of the covari-
ant perturbation theory to strong interaction physics was impossible due to the large coupling
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2 Introduction

constant. From the mid 1950s to the 1960s, the dispersion-theoretic approach to strong in-
teraction physics was the only realistic approach that provided many sum rules. To cite a
few, we have the Goldberger—Treiman relation, the Goldberger—-Miyazawa—Oehme formula
and the Adler—Weisberger sum rule. In the dispersion-theoretic approach to strong interac-
tion physics, experimentally observed data were directly used in the sum rules. The situa-
tion changed dramatically in the early 1970s when quantum chromodynamics, the relativistic
quantum field theory of strong interaction physics, was invented by the use of asymptotically-
free non-Abelian gauge field theory.

The region of analyticity of the scattering amplitude in the upper-half k-plane in quantum
field theory, when expressed in terms of the Fourier transform, is immediate since quantum
field theory has microscopic causality. But, the region of analyticity of the scattering ampli-
tude in the upper-half k-plane in quantum mechanics, when expressed in terms of the Fourier
transform, is not immediate since quantum mechanics does not have microscopic causality.
We shall invoke the generalized triangular inequality to derive the region of analyticity of the
scattering amplitude in the upper-half k-plane in quantum mechanics. This region of analytic-
ity of the scattering amplitudes in the upper-half k-plane in quantum mechanics and quantum
field theory strongly depends on the fact that the scattering amplitudes are expressed in terms
of the Fourier transform. When another expansion basis is chosen, such as the Fourier—Bessel
series, the region of analyticity drastically changes its domain.

In the standard application of the calculus of variations to the variety of problems in theo-
retical physics, we simply write the Euler equation and are rarely concerned with the second
variations; the Legendre test and the Jacobi test. Examination of the second variations and the
application of the Legendre test and the Jacobi test becomes necessary in some cases of the
application of the calculus of variations theoretical physics problems. In order to bring the
development of theoretical physics and the calculus of variations much closer, some historical
comments are in order here.

Euler formulated Newtonian mechanics by the variational principle; the Euler equation.
Lagrange began the whole field of the calculus of variations. He also introduced the notion
of generalized coordinates into classical mechanics and completely reduced the problem to
that of differential equations, which are presently known as Lagrange equations of motion,
with the Lagrangian appropriately written in terms of kinetic energy and potential energy.
He successfully converted classical mechanics into analytical mechanics using the variational
principle. Legendre constructed the transformation methods for thermodynamics which are
presently known as the Legendre transformations. Hamilton succeeded in transforming the
Lagrange equations of motion, which are of the second order, into a set of first-order differen-
tial equations with twice as many variables. He did this by introducing the canonical momenta
which are conjugate to the generalized coordinates. His equations are known as Hamilton’s
canonical equations of motion. He successfully formulated classical mechanics in terms of
the principle of least action. The variational principles formulated by Euler and Lagrange
apply only to the conservative system. Hamilton recognized that the principle of least action
in classical mechanics and Fermat’s principle of shortest time in geometrical optics are strik-
ingly analogous, permitting the interpretation of optical phenomena in mechanical terms and
vice versa. Jacobi quickly realized the importance of the work of Hamilton. He noted that
Hamilton was using just one particular set of the variables to describe the mechanical system
and formulated the canonical transformation theory using the Legendre transformation. He
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duly arrived at what is presently known as the Hamilton—Jacobi equation. He formulated his
version of the principle of least action for the time-independent case.

Path integral quantization procedure, invented by Feynman in 1942 in the Lagrangian for-
malism, is usually justified by the Hamiltonian formalism. We deduce the canonical formal-
ism of quantum mechanics from the path integral formalism. As a byproduct of the discussion
of the Schwinger—Dyson equation, we deduce the path integral formalism of quantum field
theory from the canonical formalism of quantum field theory.

Weyl’s gauge principle also attracts considerable attention due to the fact that all forces
in nature; the electromagnetic force, the weak force and the strong force, can be unified with
Weyl’s gauge principle by the appropriate choice of the grand unifying Lie groups as the gauge
group. Inclusion of the gravitational force requires the use of superstring theory.

Basic to these are the integral equations and the calculus of variations.



1 Function Spaces, Linear Operators and Green’s Functions

1.1 Function Spaces

Consider the set of all complex valued functions of the real variable x, denoted by
f(z),g(x),...and defined on the interval (a,b). We shall restrict ourselves to those func-
tions which are square-integrable. Define the inner product of any two of the latter func-
tions by

b
(f,g)E/ [ (x)g(x) du, (1.1.1)

in which f* (x) is the complex conjugate of f (x). The following properties of the inner
product follow from the definition (1.1.1).

(fvg)* = (-g’f)’

(frg+h) = (f.9)+(fh), (1.1.2)
(f’ag) = a(af’g)’
(Oéf7 g) = Oé*(f;g),

with o a complex scalar.

While the inner product of any two functions is in general a complex number, the inner
product of a function with itself is a real number and is non-negative. This prompts us to
define the norm of a function by

2

b
f||z¢<f,f>:[ / £ (@) () dx] , (1.1.3)

provided that f is square-integrable, i.e., || f|| < oco. Equation (1.1.3) constitutes a proper
definition for a norm since it satisfies the following conditions,

(i)  scalar multiplication || f|| = || - || f]l for all complex «,
(ii)  positivity 171l >0, forall f # 0, (1.1.4)
Il =0, ifandonly if f =0, =

(iii) triangular inequality || f + g|| < ||fIl + llg]| -
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6 1 Function Spaces, Linear Operators and Green’s Functions

A very important inequality satisfied by the inner product (1.1.1) is the so-called Schwarz
inequality which says

Il < A1 Nlgll- (1.1.5)
To prove the latter, start with the trivial inequality ||(f + ag)||> > 0, which holds for any
f(x) and g(z) and for any complex number . With a little algebra, the left-hand side of this
inequality may be expanded to yield

(f, f) +a*(g, ) + alf,g9) + aa”(g,9) > 0. (1.1.6)

The latter inequality is true for any «, and is thus true for the value of o which minimizes the
left-hand side. This value can be found by writing o as @ + %b and minimizing the left-hand
side of Eq. (1.1.6) with respect to the real variables a and b. A quicker way would be to treat
« and o* as independent variables and requiring 9/0« and 9/0a* of the left hand side of
Eq. (1.1.6) to vanish. This immediately yields & = —(g, f)/(g, g) as the value of « at which
the minimum occurs. Evaluating the left-hand side of Eq. (1.1.6) at this minimum then yields

(£, 9)
lgll*

which proves the Schwarz inequality (1.1.5).
Once the Schwarz inequality has been established, it is relatively easy to prove the trian-
gular inequality (1.1.4)(iii). To do this, we simply begin from the definition

If+glP=(f+g.f+9) =)+ (f,9)+(9f)+(g.9). (1.1.8)

Now the right-hand side of Eq. (1.1.8) is a sum of complex numbers. Applying the usual
triangular inequality for complex numbers to the right-hand side of Eq. (1.1.8) yields

1£1? > (1.1.7)

Right-hand side of Eq. (1.1.8)] < || £]|* + |(f.9)| + (g, )| + llgll”

(1.1.9)
= (I£1I + llglD*.
Combining Egs. (1.1.8) and (1.1.9) finally proves the triangular inequality (1.1.4)(ii).
We remark finally that the set of functions f (x), g (z), . . . is an example of a linear vector

space, equipped with an inner product and a norm based on that inner product. A similar set
of properties, including the Schwarz and triangular inequalities, can be established for other
linear vector spaces. For instance, consider the set of all complex column vectors u, U, w0, . . .
of finite dimension n. If we define the inner product

(@, ) = (i*)"5 =Y ujox, (1.1.10)

and the related norm

[l = v/ (4, @), (1.1.11)
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then the corresponding Schwarz and triangular inequalities can be proven in an identical man-
ner yielding

(4, 7)| < |l [|7]], (1.1.12)
and

J+ @1l < [1al] + 1] (1.1.13)

1.2 Orthonormal System of Functions

Two functions f(z) and g(z) are said to be orthogonal if their inner product vanishes, i.e.,

b
(f.9) = | F(@g(o) do=0. (121)
a
A function is said to be normalized if its norm equals to unity, i.e.,

1fll=V(f, f)=1. (1.2.2)

Consider now a set of normalized functions {¢1(x), p2(z), #3(z), ...} which are mutually
orthogonal. Such a set is called an orthonormal set of functions, satisfying the orthonormality
condition
1, if i =7,
(¢is ¢j) = dij = { (1.2.3)

0, otherwise,

where §;; is the Kronecker delta symbol itself defined by Eq. (1.2.3).
An orthonormal set of functions { ¢, (z)}is said to form a basis for a function space, or to
be complete, if any function f(z) in that space can be expanded in a series of the form

F@) =" angn(x). (1.2.4)
n=1

(This is not the exact definition of a complete set but it will do for our purposes.) To find
the coefficients of the expansion in Eq. (1.2.4), we take the inner product of both sides with
¢m () from the left to obtain

(¢mv f) = Z (¢m7an¢n)

n=1
[e'S)

= an, (Gms On,) (1.2.5)
n=1

o0
= g AnOmn = Q-
n=1
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In other words, for any n,

= (¢n, ) / &, ( . (1.2.6)
An example of an orthonormal system of functions on the interval (—, ) is the infinite set
1 mmnx
(7)) = —— ex . n=0,%1,£2, ... 127
Pn () o P { 7 } (1.2.7)
with which the expansion of a square-integrable function f(x) on (—I,1) takes the form
> cnexp {mzm] : (1.2.82)
with
1 [ j
en== [ flx)exp|-221 (1.2.8b)
21 ), l

which is the familiar complex form of the Fourier series of f(z).
Finally the Dirac delta function § (x — '), defined with z and 2 in (a, b), can be expanded
in terms of a complete set of orthonormal functions ¢, () in the form

(x —a') Zangbn

with

§(x —a') Z¢ (1.2.9)

The expression (1.2.9) is sometimes taken as the statement which implies the completeness of
an orthonormal system of functions.

1.3 Linear Operators

An operator can be thought of as a mapping or a transformation which acts on a member of
the function space ( i.e., a function) to produce another member of that space (i.e., another
function). The operator, typically denoted by a symbol such as L, is said to be linear if it
satisfies

L(af + Bg) = aLf + BLg, (1.3.1)

where « and 3 are complex numbers, and f and g are members of that function space.
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Some trivial examples of linear operators L are

(i) multiplication by a constant scalar, i.e.,

Lo = ag,
(i1) taking the third derivative of a function, i.e.,
d? d?
Lo= s o0 =0

which is a differential operator, or,

(iii) multiplying a function by the kernel, K (x,2’), and integrating over (a, b) with respect
to z', i.e.,

b
Lé(x) = / K(z,2)g(a") de,

which is an integral operator.

An important concept in the theory of the linear operator is that of the adjoint of the
operator which is defined as follows. Given the operator L, together with an inner product
defined on a vector space, the adjoint L*Y of the operator L is that operator for which

(¢, Lo) = (L', ¢), (13.2)

is an identity for any two members ¢ and v of the vector space. Actually, as we shall see later,
in the case of the differential operators, we frequently need to worry to some extent about the
boundary conditions associated with the original and the adjoint problems. Indeed, there often
arise additional terms on the right-hand side of Eq. (1.3.2) which involve the boundary points,
and a prudent choice of the adjoint boundary conditions will need to be made in order to avoid
unnecessary difficulties. These issues will be raised in connection with Green’s functions for
differential equations.

As our first example of the adjoint operator, consider the liner vector space of n-
dimensional complex column vectors i, ¥, ... with their associated inner product (1.1.10).
In this space, nx n square matrices A, B, ... with complex entries are linear operators when
multiplied by the n-dimensional complex column vectors according to the usual rules of ma-
trix multiplication. Consider now the problem of finding the adjoint A%Y of the matrix A.
According to the definition (1.3.2) of the adjoint operator, we search for the matrix A*Y satis-

fying

(i, AT) = (A, 7). (1.3.3)
Now, from the definition of the inner product (1.1.10), we must have

T (A) Ty = 7T A7,
ie.,

(Aadj)*T — A or Aadj _ A*T. (1.3.4)
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That is, the adjoint A% of a matrix A is equal to the complex conjugate of its transpose, which
is also known as its Hermitian transpose,
A = AT = pAH, (1.3.5)
As a second example, consider the problem of finding the adjoint of the linear integral
operator

b
L:/ dr' K (z,2'), (1.3.6)

on our function space. By definition, the adjoint LY of L is the operator which satisfies
Eq. (1.3.2). Upon expressing the left-hand side of Eq. (1.3.2) explicitly with the operator L
given by Eq. (1.3.6), we find

b

b b
(1, Lop) :/ dx ™ (z) Lp(x) :/ dx’ [/ dl’K(l’,x’)(/)*({E)‘| o(z").  (1.3.7)
Requiring Eq. (1.3.7) to be equal to

b
(L4, 6) = / dz (L ()" ()

necessitates defining

) b
LMigp(z) = / dER* (€, 2)(€).

Hence the adjoint of integral operator (1.3.6) is found to be
' b
L = / de' K* (2, x). (1.3.8)

Note that, aside from the complex conjugation of the kernel K (z,z’), the integration in
Eq. (1.3.6) is carried out with respect to the second argument of K (z,x’) while that in
Eq. (1.3.8) is carried out with respect to the first argument of K*(a’, x). Also, be careful
to note which of the variables throughout the above is the dummy variable of integration.
Before we end this section, let us define what is meant by a self-adjoint operator. An oper-
ator L is said to be self-adjoint (or Hermitian) if it is equal to its own adjoint LY, Hermitian
operators have very nice properties which will be discussed in Section 1.6. Not the least of
these is that their eigenvalues are real. (Eigenvalue problems are discussed in the next section.)
Examples of self-adjoint operators are Hermitian matrices, i.e., matrices which satisfies

A =AY
and linear integral operators of the type (1.3.6) whose kernel satisfy
K(z,2") = K*(2,2),

each on their respective linear spaces and with their respective inner products.
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1.4 Eigenvalues and Eigenfunctions

Given a linear operator L on a linear vector space, we can set up the following eigenvalue
problem

Lép = Adn (n=1,2,3,...). (1.4.1)

Obviously the trivial solution ¢(2:) = 0 always satisfies this equation, but it also turns out that
for some particular values of A (called the eigenvalues and denoted by A, ), nontrivial solu-
tions to Eq. (1.4.1) also exist. Note that for the case of the differential operators on bounded
domains, we must also specify an appropriate homogeneous boundary condition (such that
¢ = 0 satisfies those boundary conditions) for the eigenfunctions ¢,, (z). We have affixed the
subscript n to the eigenvalues and eigenfunctions under the assumption that the eigenvalues
are discrete and that they can be counted (i.e., with n = 1, 2, 3, ...). This is not always
the case. The conditions which guarantee the existence of a discrete (and complete) set of
eigenfunctions are beyond the scope of this introductory chapter and will not be discussed.

So, for the moment, let us tacitly assume that the eigenvalues \,, of Eq. (1.4.1) are discrete
and that their eigenfunctions ¢,, form a basis (i.e., a complete set) for their space.

Similarly the adjoint L of the operator L would posses a set of eigenvalues and eigen-
functions satisfying

LY, = pthm (m=1,2,3,...). (14.2)

It can be shown that the eigenvalues p,,, of the adjoint problem are equal to complex conju-
gates of the eigenvalues \,, of the original problem. (We will prove this only for matrices but
it remains true for general operators.) That is, if \,, is an eigenvalue of L, A} is an eigenvalue
of LY. This prompts us to rewrite Eq. (1.4.2) as

L, = Xotby,  (m=1,2,3,...). (1.4.3)

It is then a trivial matter to show that the eigenfunctions of the adjoint and original operators
are all orthogonal, except those corresponding to the same index ( n = m ). To do this, take
the inner product of Eq. (1.4.1) with 1, from the left, and the inner product of Eq. (1.4.3)
with ¢,, from the right, to find

and

(Ladjq/)nu an) == (A:ind)mv ¢n) = )‘"l (d)m, ¢W) (145)

Subtract the latter two equations and note that their left-hand sides are equal because of the
definition of the adjoint, to get

0= = Am)(Vm, Pn)- (1.4.6)
This implies

(Ym,on) =0 if Ay # A, (1.4.7)
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which proves the desired result. Also, since each ¢,, and 1, is determined to within a multi-
plicative constant (e.g., if ¢,, satisfies Eq. (1.4.1) so does a¢,,), the normalization for the latter
can be chosen such that

1, forn=m,

(V) &n) = Omn = { _ (1.4.8)

0, otherwise.

Now, if the set of eigenfunctions ¢,, (n = 1, 2, ...) forms a complete set, any arbitrary
function f(z) in the space may be expanded as

r) =Y andn(z), (1.4.9)

and to find the coefficients a,,, we simply take the inner product of both sides with ¢ to get

(Q/Jkaf):z ’(/}k7an¢n Zan ’(/}k;¢n

= § an(skn = Qf,
n
i.e.,

an = WUn, f), (n=1,2,3,...). (1.4.10)

Note the difference between Eqgs. (1.4.9) and (1.4.10) and the corresponding formulas
(1.2.4) and (1.2.6) for an orthonormal system of functions. In the present case, neither {¢,, }
nor {1, } form an orthonormal system, but they are orthogonal to one another.

Proof that the eigenvalues of the adjoint matrix are complex conjugates of the eigenvalues of
the original matrix.

Above, we claimed without justification that the eigenvalues of the adjoint of an operator
are complex conjugates of those of the original operator. Here we show this for the matrix
case. The eigenvalues of a matrix A are given by

det(A — \I) = 0. (1.4.11)

The latter is the characteristic equation whose n solutions for A are the desired eigenvalues.
On the other hand, the eigenvalues of A*Y are determined by setting

det(A™ — uI) = 0. (1.4.12)

Since the determinant of a matrix is equal to that of its transpose, we easily conclude that the
eigenvalues of A% are the complex conjugates of \,,. O

1.5 The Fredholm Alternative

The Fredholm Alternative, which may be also called the Fredholm solvability condition, is
concerned with the existence of the solution y () of the inhomogeneous problem

Ly(z) = f(x), (1.5.1)
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where L is a given linear operator and f () a known forcing term. As usual, if L is a differ-
ential operator, additional boundary or initial conditions must also be specified.

The Fredholm Alternative states that the unknown function y(x) can be determined
uniquely if the corresponding homogeneous problem

Log(z) =0 (1.5.2)

with homogeneous boundary conditions, has no nontrivial solutions. On the other hand, if
the homogeneous problem (1.5.2) does possess a nontrivial solution, then the inhomogeneous
problem (1.5.1) has either no solution or infinitely many solutions.

What determines the latter is the homogeneous solution v to the adjoint problem
LNy = 0. (1.5.3)
Taking the inner product of Eq. (1.5.1) with ¢ 5 from the left,

Then, by the definition of the adjoint operator (excluding the case wherein L is a differential
operator, to be discussed in Section 1.7.), we have

(Ladija y) = (z/}Hv f)
The left-hand side of the equation above is zero by the definition of ¢z, Eq. (1.5.3).
Thus the criteria for the solvability of the inhomogeneous problem Eq. (1.5.1) is given by

If these criteria are satisfied, there will be an infinity of solutions to Eq. (1.5.1), otherwise
Eq. (1.5.1) will have no solution.

To understand the above claims, let us suppose that L and L*¥ possess complete sets of
eigenfunctions satisfying

Lép =Mt (n=0,1,2,...), (1.5.4a)

LM, = Xiap,  (n=0,1,2,...), (1.5.4b)
with

(Yms Pn) = Omn. (1.5.5)

The existence of a nontrivial homogeneous solution ¢ (z) to Eq. (1.5.2), as well as ¢y ()
to Eq. (1.5.3), is the same as having one of the eigenvalues \,, in Egs. (1.5.4a), (1.5.4b) to be
zero. If this is the case, i.e., if zero is an eigenvalue of Eq. (1.5.4a) and hence Eq. (1.5.4b),
we shall choose the subscript n = 0 to signify that eigenvalue (A\g = 0 ), and in that case
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¢ and 1 are the same as ¢ and ¢ y. The two circumstances in the Fredholm Alternative
correspond to cases where zero is an eigenvalue of Egs. (1.5.4a), (1.5.4b) and where it is not.

Let us proceed formally with the problem of solving the inhomogeneous problem
Eq. (1.5.1). Since the set of eigenfunctions ¢,, of Eq. (1.5.4a) is assumed to be complete,
both the known function f(z) and the unknown function y(z) in Eq. (1.5.1) can presumably
be expanded in terms of ¢, (x):

f@) =" anon(2), (1.5.6)
n=0

y(@) = Budn(2), (1.5.7)
n=0

where the «,, are known (since f(x) is known), i.e., according to Eq. (1.4.10)

while the (3,, are unknown. Thus, if all the 3,, can be determined, then the solution y(z) to
Eq. (1.5.1) is regarded as having been found.
To try to determine the (3,,, substitute both Egs. (1.5.6) and (1.5.7) into Eq. (1.5.1) to find

> ABubn =Y ardr, (1.5.9)
n=0 k=0

where different summation indices have been used on the two sides to remind the reader that
the latter are dummy indices of summation. Next, take the inner product of both sides with
1y, (with an index which must be different from the two above) to get

Z )\nﬁn(wmv ¢n) == Z Oék(’lﬁm, ¢k)7
k=0

n=0
or
o o
Z )\nﬁnémn = Z ak5mk7
n=0 k=0
ie.,

AmBm = Q. (1.5.10)
Thus, for any m = 0, 1, 2, . . ., we can solve Eq. (1.5.10) for the unknowns 3,,, to get
Bn=an/An (n=0,1,2,...), (1.5.11)

provided that \,, is not equal to zero. Obviously the only possible difficulty occurs if one of
the eigenvalues (which we take to be \g) is equal to zero. In that case, equation (1.5.10) with
m = 0 reads

Aoﬂo = O ()\0 = O) (1512)
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Now if ag # 0, then we cannot solve for Jy and thus the problem Ly = f has no solution.
On the other hand if ag = 0, 1.e., if

(Yo, f) = (Ym, f) =0, (1.5.13)

implying that f is orthogonal to the homogeneous solution to the adjoint problem, then
Eq. (1.5.12) is satisfied by any choice of 3y. All the other §,, (n = 1, 2, ...) are uniquely
determined but there are infinitely many solutions y(x) to Eq. (1.5.1) corresponding to the in-
finitely many values possible for 3y. The reader must make certain that he or she understands
the equivalence of the above with the original statement of the Fredholm Alternative.

1.6 Self-adjoint Operators

Operators which are self-adjoint or Hermitian form a very useful class of operators. They
possess a number of special properties, some of which are described in this section.

The first important property of self-adjoint operators is that their eigenvalues are real. To
prove this, begin with

L¢n = An ¢na
L¢m = )\nz ¢ma

and take the inner product of both sides of the former with ¢,, from the left, and the latter
with ¢,, from the right, to obtain

((bva(bn) = )\n(qua(bn)a

For a self-adjoint operator L = LY, the two left-hand sides of Eq. (1.6.2) are equal and hence,
upon subtraction of the latter from the former, we find

0= (A = A5 ) (D D). (1.6.3)

I

(1.6.1)

(1.6.2)

Now, if 7 = n, the inner product (¢n,, ¢) = [[¢n|* is nonzero and Eq. (1.6.3) implies

An = A0, (1.6.4)
proving that all the eigenvalues are real. Thus Eq. (1.6.3) can be rewritten as

0= (An = Am)(Pms Pn), (1.6.5)

indicating that if \,, # \,,, then the eigenfunctions ¢,,, and ¢,, are orthogonal. Thus, upon
normalizing each ¢,,, we verify a second important property of self-adjoint operators that
(upon normalization) the eigenfunctions of a self-adjoint operator form an orthonormal set.

The Fredholm Alternative can also be restated for a self-adjoint operator L in the following
form: The inhomogeneous problem Ly = f (with L self-adjoint) is solvable for v, if f is
orthogonal to all eigenfunctions ¢ of L with eigenvalue zero (if indeed any exist). If zero is
not an eigenvalue of L, the solution is unique. Otherwise, there is no solution if (¢, f) # 0,
and an infinite number of solutions if (¢, f) = 0.
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Diagonalization of Self-adjoint Operators: Any linear operator can be expanded in some
sense in terms of any orthonormal basis set. To elaborate on this, suppose that the orthonormal
system {e; () };, with (e;, e;) = 0;; forms a complete set. Any function f(x) can be expanded
as

f@)=> ajej(z), ;= (e f). (1.6.6)
j=1

Thus the function f(z) can be thought of as an infinite dimensional vector with components
;. Now consider the action of an arbitrary linear operator L on the function f(x). Obviously

Lf(z)= Z a;Le;(x). (1.6.7)
j=1

But L acting on e;(x) is itself a function of 2 which can be expanded in the orthonormal basis
{ei(x)};. Thus we write

Lej(x) =Y lijei(w), (1.6.8)
=1

wherein the coefficients /;; of the expansion are found to be [;; = (€4, Lej). Substitution of
Eq. (1.6.8) into Eq. (1.6.7) then shows

Lf(z) = 2(2 zijaj)ei(x). (1.6.9)

We discover that just as we can think of f(x) as the infinite dimensional vector with compo-
nents «;, we can consider L to be equivalent to an infinite dimensional matrix with compo-
nents /;;, and we can regard Eq. (1.6.9) as a regular multiplication of the matrix L (components
l;;) with the vector f (components «;). However, this equivalence of the operator L with the
matrix whose components are [;5, i.e., L <> [;;, depends on the choice of the orthonormal set.

For a self-adjoint operator L = LU, the most natural choice of the basis set is the set of
eigenfunctions of L. Denoting these by {¢;(x)};, the components of the equivalent matrix for
L take the form

lij = (¢s, Ldj) = (D, Ajds) = Nj(s, d5) = Xjbij. (1.6.10)

1.7 Green’s Functions for Differential Equations

In this section, we describe the conceptual basis of the theory of Green’s functions. We do this
by first outlining the abstract themes involved and then by presenting a simple example. More
complicated examples will appear in later chapters.

Prior to discussing Green’s functions, recall some of the elementary properties of the so-
called Dirac delta function 6(x — 2’). In particular, remember that if 2’ is inside the domain
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of integration (a, b), for any well-behaved function f(z), we have

b
/ Sz — ) (@) dz = f(2), (7.1
which can be written as

(6(x — ), f(x)) = f(a'), (1.7.2)

with the inner product taken with respect to z. Also remember that §(x — x’) is equal to zero
for any x # 2'.
Suppose now that we wish to solve a differential equation

Lu(x) = f(x), (1.7.3)

on the domain = € (a,b) and subject to given boundary conditions, with L a differential
operator. Consider what happens when a function g(x, 2’) (which is as yet unknown but will
end up being the Green’s function) is multiplied on both sides of Eq. (1.7.3) followed by
integration of both sides with respect to x from a to b. That is, consider taking the inner
product of both sides of Eq. (1.7.3) with g(x, 2’) with respect to z. (We suppose everything is
real in this section so that no complex conjugation is necessary.) This yields

(9(x,2"), Lu(x)) = (9(z,2"), f(x)). (1.7.4)
Now by definition of the adjoint LY of L, the left-hand side of Eq. (1.7.4) can be written as
(g(x,2"), Lu(z)) = (L*Ng(z, x'), u(x)) + boundary terms, (1.7.5)

in which, for the first time, we explicitly recognize the terms involving the boundary points
which arise when L is a differential operator. The boundary terms on the right-hand side of
Eq. (1.7.5) emerge when we integrate by parts. It is difficult to be more specific than this when
we work in the abstract, but our example should clarify what we mean shortly. If Eq. (1.7.5)
is substituted back into Eq. (1.7.4), it provides

(LYg(x,2"),u(z)) = (g(x, "), f(x)) 4+ boundary terms. (1.7.6)

So far we have not discussed what function g(x,2’) to choose. Suppose we choose that
g(z, ") which satisfies

LYg(z,2') = 6(x — o), (1.7.7)
subject to appropriately selected boundary conditions which eliminate all the unknown terms
within the boundary terms. This function g(x, z’) is known as Green’s function. Substituting

Eq. (1.7.7) into Eq. (1.7.6) and using property (1.7.2) then yields

u(z') = (g(z,2"), f(x)) + known boundary terms, (1.7.8)
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S(x)

u(x)

Fig. 1.1: Displacement u(x) of a taut string under the distributed load f(x) with z € (0, 1).

which is the solution to the differential equation since everything on the right-hand side is
known once g(x, ) has been found. More accurately, if we change x’ to x in the above and
use a different dummy variable £ of integration in the inner product, we have

b
u(z) = / g(&, ) (&) d§ + known boundary terms. (1.7.9)

In summary, to solve the linear inhomogeneous differential equation

using Green’s function, we first solve the equation
LYg(z,2') = 6(z — ')

for Green’s function g(x, '), subject to the appropriately selected boundary conditions, and
immediately obtain the solution to our differential equation given by Eq. (1.7.9).
The above will we hope become more clear in the context of the following simple example.

Q Example 1.1. Consider the problem of finding the displacement u(x) of a taut string
under the distributed load f(x) as in Figure 1.1.

Solution. The governing ordinary differential equation for the vertical displacement u () has

the form
2
% = f(z) for z€(0,1) (1.7.10)

subject to boundary conditions
w(0) =0 and wu(l)=0. (1.7.11)

To proceed formally, multiply both sides of Eq. (1.7.10) by g(«, ) and integrate from 0 to 1
with respect to z to find

/01 o2y — /Olg(x,:r’)f(x) dz.

da?
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Integrate the left-hand side by parts twice to obtain

1 d2 ,
— d
| qmeteaute) da

du
+ |:g(1,.’11'/>£

r=1

- / gl o) (@) da. (1.7.12)
0

The terms contained within the square brackets on the left-hand side of (1.7.12) are the bound-
ary terms. In consequence of the boundary conditions (1.7.11), the last two terms therein
vanish. Hence a prudent choice of boundary conditions for g(z, ') would be to set

g(0,2')=0 and ¢g(1,2")=0. (1.7.13)

With that choice, all the boundary terms vanish (this does not necessarily happen for other
problems). Now suppose that g(x, ') satisfies

d*g(z, ")
dx?

subject to the boundary conditions (1.7.13). Use of Egs. (1.7.14) and (1.7.13) in Eq. (1.7.12)
yields

=§(x — ), (1.7.14)

1
u(z”) :/0 g(x,2") f(x) du, (1.7.15)

as our solution, once g(z, 2') has been obtained. Note that, if the original differential operator
d?/dz? is denoted by L, its adjoint L2V is also d? /dx? as found by twice integrating by parts.
Hence the latter operator is indeed self-adjoint.

The last step involves the actual solution of (1.7.14) subject to (1.7.13). The variable x’
plays the role of a parameter throughout. With 2’ somewhere between 0 and 1, Eq. (1.7.14)
can actually be solved separately in each domain 0 < z < 2’ and 2’ < x < 1. For each of
these, we have

d2 /

%:0 for 0<az <, (1.7.16a)

d2 /

% —0 for o' <x<l. (1.7.16b)
X

The general solution in each subdomain is easily written down as
gz, 2"y =Ax+B for 0<x<2a, (1.7.17a)

gz, 2"y =Cax+ D for 2/ <x<1, (1.7.17b)
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involving the four unknown constants A, B, C' and D. Two relations for the constants are
found using the two boundary conditions (1.7.13). In particular, we have

9(0,2")=0— B =0, (1.7.18a)

g(1,2)=0—C+D=0. (1.7.18b)

To provide two more relations which are needed to permit all four of the constants to be
determined, we return to the governing equation (1.7.14). Integrate both sides of the latter
with respect to - from 2’ — ¢ to 2’ + ¢ and take the limit as € — 0 to find

w'+s

z'+e d? /
: g(@,a') , . o
511—I>I(1) . 2 dx = ill% . 0(x — ') du,
from which, we obtain
d /! d /!
dg(w, ') _ Y@, ~1. (1.7.19)
dx =g+ dz r=x'—

Thus the first derivative of g(z,z’) undergoes a jump discontinuity as x passes through x’.
But we can expect g(z, 2') itself to be continuous across z’, i.e.,

=g(z,2") (1.7.20)

r=x't

g(z,2")

r=x'~

In the above, 2’T and z'~ denote points infinitesimally to the right and the left of 2’, respec-
tively. Using solutions (1.7.17a) and (1.7.17b) for g(x, z’) in each subdomain, we find that
Egs. (1.7.19) and (1.7.20), respectively, imply

C—A=1, (1.7.21a)

C2' + D = A2’ + B. (1.7.21b)

Equations (1.7.18a), (1.7.18b) and (1.7.21a), (1.7.21b) can be used to solve for the four con-
stants A, B, C'and D to yield

A=2 -1, B=0, C=2a, D=-2,

from whence our solution (1.7.17) takes the form

-1 f <,
g(x,z') = (@ =Dz for @<z (1.7.22a)
'(x—1) for x>,
x (a+a)) _ |z=a']
<
=z.(x> —1) for , , (1.7.22b)
v~ (ata) | [e=a]
> 2 2

Physically the Green’s function (1.7.22) represents the displacement of the string subject
to a concentrated load §(x — x') at x = 2’ as in Figure 1.2. For this reason, it is also called
the influence function.
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G(x,x")

d(x—x")

Fig. 1.2: Displacement u(z) of a taut string under the concentrated load §(z — z') atx = z'.

Having found the influence function above for a concentrated load, the solution with any
given distributed load f(z) is given by Eq. (1.7.15) as

u() = /0 o(E.2) £(€) de

- / “@ - DEFE©)de+ | ate- s ae (1.723)

T
1

— (1) /0 e de+x [ (€~ 1) de

Although this example has been rather elementary, we hope it has provided the reader
with a basic understanding of what the Green’s function is. More complex, and hence more
interesting examples, are encountered in later chapters.

1.8 Review of Complex Analysis

Let us review some important results from complex analysis.

Cauchy Integral Formula. Ler f(z) be analytic on and inside the closed, positively oriented
contour C. Then we have

1 f©
f(z) = QM.]éC_ZdC- (1.8.1)

Differentiate this formula with respect to z to obtain

LAPYRRE Y G (9 and (LY )= ™ F(©)
@f(z) T 2mi fg (¢ —2)? sy o <d2> o) 27 ]{c (¢ —z)ntl o (L2

Liouville’s theorem. The only entire functions which are bounded (at infinity) are constants.
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Proof. Suppose that f(z) is entire. Then it can be represented by the Taylor series,
1
f(2) = 1(0) + f(0)2 + 5 F2(0)2 + -+

Now consider f() (0). By the Cauchy Integral Formula, we have

- Tm c <n+1

Since f(() is bounded, we have

[F(OF < M.
Consider C to be a circle of radius R, centered at the origin. Then we have
‘f(")(O)’ < %-%:n!-%eo as R — oo.
Thus
f™M0)=0 for n=1,23,....
Hence
f(2) = constant,
completing the proof. U
More generally,

(i) Suppose that f(z) is entire and we know |f(z)| < |2|* as R — oo, with0 < a < 1. We
still find f(z) = constant.

(ii) Suppose that f(z) is entire and we know |f(2)| < |2|* as R — oo, withn —1 < a < n.
Then f(z) is at most a polynomial of degree n. — 1.

Discontinuity theorem. Suppose that f(z) has a branch cut on the real axis from a to b. It
has no other singularities and it vanishes at infinity. If we know the difference between the
value of f(z) above and below the cut,

D(z) = f(x +ie) — f(x —ig), (a<az<Db), (1.8.3)

with ¢ positive infinitesimal, then

b
f(z):i_/ ) e (1.8.4)

2mi (x — 2)
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Fig. 1.3: The contours of the
integration for f(z). Cg is
the circle of radius R cen-
tered at the origin.

Proof. By the Cauchy Integral Formula, we know

1 f(€)
f(z) = %écjdg

where I consists of the following pieces (see Figure 1.3),
IF'=T1+Ty+Ts+ITy+Cr.

The contribution from Cr vanishes since |f(z)| — 0 as R — oo. Contributions from I';
and I'y cancel each other. Hence we have

- ) 15

On I'y, we have
(=xz+ic with z:a—0b, [({)=f(x+ie),
/&d f(x—i—za fx—i—za
I

= as ¢ — 0",
C—zc aa:—z—i—zs T —z

On I'y, we have

(=xz—ic with z:b—a, f(C):f(x—is),

r, (=2 , T —2—iE T —z
Thus we obtain
— y b
b flx +ig) — flz —ie) d — L D(x) iz,
271'@ Tr—z 21 r—z

a

completing the proof. O
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If, in addition, f(z) is known to have other singularities elsewhere, or may possibly be
nonzero as |z| — oo, then it is of the form

1 (" D(x)
211

f(z) = dzx + g(2), (1.8.5)

o T—Z

with g(z) free of cut on [a, b]. This is a very important result. Memorizing it will give a better
understanding of the subsequent sections.

Behavior near the endpoints. Consider the case when z is in the vicinity of the endpoint a.
The behavior of f(z) as z — a is related to the form of D(x) as x — a. Suppose that D(x)
is finite at © = a, say D(a). Then we have

27m/ e x—i e dr

R e

The second integral above converges as z — a as long as D(z) satisfies a Holder condition
(which is implicitly assumed) requiring

(1.8.6)

|D(z) — D(a)| < Alz —al*, A,u>0. (1.8.7)
Thus the endpoint behavior of f(z) as z — a is of the form

f(z)=0(ln(a—=z2)) as z—a, (1.8.8)
if

D(z) finite as z — a. (1.8.9)
Another possibility is for D(x) to be of the form

D(z) = 1/(x —a)® with a<1l as z— a, (1.8.10)

since, even with such a singularity in D(z), the integral defining f(z) is well-defined. We
claim that in that case, f(z) also behaves as

f(z)=01/)(z—a)¥) as z—a, with a<l, (1.8.11)

that is, f(z) is less singular than a simple pole.
Proof of the claim. Using the Cauchy Integral Formula, we have
1 d¢
1/(z—a)" = _./fa
2mi Jp (C—a)” (¢ — 2)

where I consists of the following paths (see Figure 1.4)

r=Ty+Ty+Cg.
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A
CR
X
V4
1—‘l
a »>
I,
Fig.1.4: The contour I' of
the integration for 1/(z—a)®.

The contribution from Cr vanishes as R — oo.
On I'y, we set

(—a=r, and ((—a)* =19,

1 d¢ R e dr
%/1“1 (Cfa)o‘(sz)_Qm'/O re(r+a—2z)

On I'y, we set

C—a=re" and ((—a)® =r*e’™?,

1 / d¢ _ e tme /0 dr
2mi Jp, (C—a)?(C —2) 21 Jio r(r4+a—z)
Thus we obtain
_ —2mia  p+
e = =
which may be written as

e[ A
1/(z—a)* = o l/a (x—a)o‘(x—z)+/b (x_a)a(x—z)].

The second integral above is convergent for z close to a. Obviously then, we have

w0 () = e

A similar analysis can be done as z — b, completing the proof. O




26 1 Function Spaces, Linear Operators and Green’s Functions

Summary of behavior near the endpoints

b
fe) = g | D2
if D(z — a) = D(a), then f(z) = O(ln(a — 2)),
. (1.8.12a)
ifD(x—a)= 4w, (0<a<l), then f(z):O(ﬁ),
if D(x — b) = D(b), then f(z) = O(In(b — 2)),

! 1 ; (1.8.12b)
if D(z = b) = =5, (0<B<1), then f(z)=0 (—<Z_b>ﬂ) :

Principal Value Integrals. We define the principal value integral by

LGN AC)) C))
Pl ?y dr = lim l/a — dzr + — dif‘| . (1813)

e—0t T—Y s B=1

Graphically expressed, the principal value integral contour is as in Figure 1.5. As such, to
evaluate a principal value integral by doing complex integration, we usually make use of
either of the two contours as in Figure 1.6.

Fig. 1.5: The principal value integral
contour.

— — s _
a Y-g Y+e b \ / \J

e

Fig. 1.6: Two contours for the principal value integral (1.8.13).
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Now, the contour integrals on the right of Figure 1.6 are usually possible and hence the
principal value integral can be evaluated. Also, the contributions from the lower semicircle
C_ and the upper semicircle C'; take the forms,

&) s HE) oo iy
o ZTde_Z’/Tf(y)a c. _yd - f(y)a

ase — 0T, as long as f(z) is not singular at y. Mathematically expressed, the principal value
integral is given by either of the following two formulae, known as the Plemelj formula,

A C)) LR (C) 1
—P | —=dr= lim — ———dx — = 1.8.14
2 J, x—y . Eirél+ 2mi /a T — 1y — i€ * 2f(y)7 ( %)
1 I 1
—P S@) g = tim —/ ﬂ dr + = f(y). (1.8.14b)
2 J, v —y e—0+ 2m J, ©—y+ie 2
These are customarily written as
. 1 1 ;
lim - :P( ) +imd(x —y), (1.8.15a)
e—0t & — Yy F i€ x—y
or may equivalently be written as
P ! li ! 1700 ( ) (1.8.15b)
= lim —— Find(z —y). 8.
T—y 5—>0+£C—y:FZ'€q: 4

Then we interchange the order of the limit e — 0T and the integration over z. The principal
value integrand seems to diverge at 2 = y, but it is actually finite at = y as long as f(z) is
not singular at x = y. This comes about as follows;

1 (@—y+tie  (z-y) i L £
r—yFic (z—y)?2+e2 (z—y)?+e? 7 (x —y)2 + &2
) (1.8.16)
T—y ,
= m + 'Lﬂ-ég(l‘ - y),
where 0. (x — y) is defined by
1
bz —y) =~ (1.8.17)

7 (z—y)?+e?’
with the following properties,

Se(x#y)— 0" as e—0T,

11
6g(ac:y):;g—>+oo as ¢ — 0",

+oo
/ Oc(x —y) de = 1.

— 00

and

The first term on the right-hand side of Eq. (1.8.16) vanishes at z = y before we take the limit
¢ — 07T, while the second term §.(x — y) approaches the Dirac delta function, §(x — y), as
¢ — 0T. This is the content of Eq. (1.8.15a).
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1.9 Review of Fourier Transform

The Fourier transform of a function f(z), where —oo < z < 00, is defined as

f(k) = /w dx exp|—ikz] f(z). (1.9.1)

— 00

There are two distinct theories of the Fourier transforms.

(I) Fourier transform of square-integrable functions

It is assumed that

/ dz | f(z)]” < oo. (1.9.2)
The inverse Fourier transform is given by
° dk oz
f(x) = o explikalf (k). (1.9.3)

We note that, in this case, f (k) is defined for real k. Accordingly, the inversion path in
Eq. (1.9.3) coincides with the entire real axis. It should be borne in mind that Eq. (1.9.1) is
meaningful in the sense of the convergence in the mean, namely, Eq. (1.9.1) means that there
exists f(k) for all real k such that

2
00 R
Jim dk | f(k) — / dx exp|—ikz]f(x)| = 0. (1.9.4)
—J -0 —R
Symbolically we write
~ R
f(k) = l.i.m.R_,oo/ dx exp[—ikx] f(x). (1.9.5)
~-R

Similarly in Eq. (1.9.3), we mean that, given f(k), there exists an f () such that

oo R dk _ 2
im [ delf(f) — / I explikal (k)| = 0. (1.9.6)
R—o oo R 2T
We can then prove that
/Oo dk ‘f(k)f - 27r/00 de | f(2)2, (1.9.7)

which is Parseval’s identity for the square-integrable functions. We see that the pair
(f(x), f(k)) defined in this way, consists of two functions with very similar properties. We
shall find that this situation may change drastically if the condition (1.9.2) is relaxed.
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(IT) Fourier transform of integrable functions

We relax the condition on the function f(x) as
/ dz | f(z)] < .
—oo
Then we can still define f (k) for real k. Indeed, from Eq. (1.9.1), we obtain

] F(k: real)’ - ‘ [ O:o dz exp|—ika] f (z)

< /00 dx lexp[—ikx] f(x)| = /OO dx | f(x)] < oo.

— 00 — 00

We can further show that the function defined by

0
P = [ dvexpl-ikalf (o)

— 00

is analytic in the upper half-plane of the complex £ plane, and
fi(k) =0 as |kl — oo with Imk> 0.

Similarly, we can show that the function defined by
(k) = / dx exp[—ikx] f(z)
0
is analytic in the lower half-plane of the complex k plane, and

fo(k)—0 as |k| —oo with Imk <O0.

Clearly we have

We can show that

f(k) =0 as k— +oo, k: real

29

(1.9.8)

(1.9.9)

(1.9.10)

(1.9.11)

(1.9.12)

(1.9.13)

(1.9.14)

(1.9.15)

This is a property in common with the Fourier transform of the square-integrable functions.

U Example 1.2. Find the Fourier transform of the following function,

f(x)251n;ax)’ a>0, —oo<uz<o0.

(1.9.16)
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Solution. The Fourier transform f(k) is given by

S . S . _ o
/ dx explikz] sin(az) = / dx explikz] expliaz] .exp[ iaz]
oo T oo 2ix

HOE

B /oo dxexp[i(k + a)x] — expli(k — a)x] CI(k+a)— I(h—a),

n 2ix

—00
where we define the integral (b) by

I(b)z/_o;dx% =/de%.

% 2ix
The contour I' extends from x = —oo to & = oo with the infinitesimal indent below the

real z-axis at the pole x = 0. Noting x = Re x + ¢ Im « for the complex x, we have

2ix

0, b<O0.

97 - Res [M} — 7, b>0,

Thus we have

Fk) =I(k+a)—I(k—a)
- i 19.17
:/ dwexp[ikw] Sm(ax) _ { m for |k| <a, ( )
0 for |k|l>a,

— 00

while at £ = +a, we have

~ ™

f(k = :l:a) = 57
which is equal to
SUk = a®) 4 f(k = £a7)].

O Example 1.3. Find the Fourier transform of the following function,

sin(ax)

f(x):m, a,b>0, —oo<x<o0. (1.9.18)

Solution. The Fourier transform f(k) is given by

S (SR [ (ST IR
f(k)i/rdz 2i2(22 + b2) /Fd 2i2(22 + b?) =I(k+a)—I(k—a), (1.9.19)

where we define the integral I(c) by

(= explicz] explicz]

oo
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where the contour I' is the same as in Example 1.2. The integrand has simple poles at
z=0 and 2z = +ib.
Noting z = Re z + ¢ Im 2, we have
27i - Res {%} . + 27i - Res {%} i
I(c) =
. explicz]
—2m1 - Res [m} I s
or
(1/2b%)(2 — exp[—bc]), ¢ >0,
I(c) =
(7/2b%) expl[bc], c<0.
Thus we have
f(k) =1I(k+a)—I(k—a)
(7 /b?) sinh(ab) exp[bk], k < —a,
(1.9.21)

(m/b?){1 — exp|—ab] cosh(bk)}, |k| < a,

(7 /b?) sinh(ab) exp[—bk], k> a.

_ We note that f (k) is step-discontinuous at k = +a in Example 1.2. We also note that
f(k) and f'(k) are continuous for real k, while f” (k) is step-discontinuous at k = =+a in

Example 1.3.

‘We note the rate with which

f(x) =0 as |z| — +o0

affects the degree of smoothness of f (k). For the square-integrable functions, we usually have

1 -
flz)=0 (x) as |x| — +oo = f(k) step-discontinuous,

flz)=0 <1> as |z — 400 = { - J)‘(S ) continuous,

2
tep-discontinuous,

0 (1) as || — +oo é{ ]?f(k) , f'(k) continuous,

'(k) step-discontinuous,

8

f(x)

8
3

and so on.
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Having learned in the above the abstract notions relating to linear space, inner product, the
operator and its adjoint, eigenvalue and eigenfunction, Green’s function, and having reviewed
the Fourier transform and complex analysis, we are now ready to embark on our study of
integral equations. We encourage the reader to make an effort to connect the concrete example
that will follow with the abstract idea of linear function space and the linear operator. This
will not be possible in all circumstances.

The abstract idea of function space is also useful in the discussion of the calculus of varia-
tions where a piecewise continuous, but nowhere differentiable, function and a discontinuous
function appear as the solution of the problem.

We present the applications of the calculus of variations to theoretical physics specifically,
classical mechanics, canonical transformation theory, the Hamilton—Jacobi equation, classical
electrodynamics, quantum mechanics, quantum field theory and quantum statistical mecha-
nics.

The mathematically oriented reader is referred to the monographs by R. Kress, and
I. M. Gelfand and S. V. Fomin for details of the theories of integral equations and the cal-
culus of variations.



2 Integral Equations and Green’s Functions

2.1 Introduction to Integral Equations

An integral equation is the equation in which the function to be determined appears in an
integral. There exist several types of integral equations:

Fredholm Integral Equation of the second kind:
b
o) = F@) + A [ Kayowdy  (a<a<b)
a
Fredholm Integral Equation of the first kind:
b
Fo) = [ K@uowdy  (@<z <),
Volterra Integral Equation of the second kind:
o(z) = F(x) + )\/ K(z,y)p(y)dy with K(z,y)=0 for y >z,
0
Volterra Integral Equation of the first kind:

F(z) = /Ow K(z,y)p(y)dy with K(x,y)=0 for y> .

In the above, K (x,y) is the kernel of the integral equation and ¢(z) is the unknown
function. If F'(x) = 0, the equations are said to be homogeneous, and if F(x) # 0, they are
said to be inhomogeneous.

Now, begin with some simple examples of Fredholm Integral Equations.

QO Example 2.1. Inhomogeneous Fredholm Integral Equation of the second kind.

1
p(z) =+ A/ zyo(y) dy, 1<z <1 2.1.1)

-1
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1

Solution. Since / yé(y) dy is some constant, define
1

A= / 11 yo(y) dy. (2.1.2)
Then Eq. (2.1.1) takes the form

o(x) = z(14+ NA). (2.1.3)
Substituting Eq. (2.1.3) into the right-hand side of Eq. (2.1.2), we obtain

1
A :/ (1+XA)y?dy = ;(1 + AA).

-1

Solving for A, we obtain

2 2
1-Zx)A=2.
(1-5)4-3

IfA= %, no such A exists. Otherwise A is uniquely determined to be

—1
A= ; (1 — ;)\) . (2.1.4)

Thus, if A = %, no solution exists. Otherwise, a unique solution exists and is given by

-1
o(z)==x <1 - %A) . (2.1.5)

We shall now consider the homogeneous counter part of the inhomogeneous Fredholm
integral equation of the second kind, considered in Example 2.1.

U0 Example 2.2. Homogeneous Fredholm Integral Equation of the second kind.

o(x) = A/ll wyo(y)dy,  —1<z<1 (2.1.6)
Solution. As in Example 2.1, define

A= [ 11 yo(y) dy. (2.1.7)
Then

o(x) = Nz (2.1.8)

Substituting Eq. (2.1.8) into Eq. (2.1.7), we obtain

1
2
A :/ Ny?dy = 5)\14. (2.1.9)
1
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The solution exists only when A = 2. Thus the nontrivial homogeneous solution exists only

T
5
for A\ = 2, whence ¢(z) is given by ¢(z) = ax with o arbitrary. If A # 2, no nontrivial
homogeneous solution exists.
We observe the following correspondence in Examples 2.1 and 2.2:

Inhomogeneous case. Homogeneous case.
A # 3/2  Unique solution. Trivial solution. (2.1.10)

A =3/2 No solution. Infinitely many solutions.

We further note the analogy of an integral equation to a system of inhomogeneous linear
algebraic equations (matrix equations):

(K—ul)U =F (2.1.11)

where K is an n X n matrix, / is the n X n identity matrix, U and F are n-dimensional vectors,
and p is a number. Equation (2.1.11) has the unique solution,

U= (K—pul) 'F, (2.1.12)
provided that (K — uI) ™! exists, or equivalently that
det(K — ul) #0. (2.1.13)
The homogeneous equation corresponding to Eq. (2.1.11) is
(K—pul)U =0 or KU=uU (2.1.14)

which is the eigenvalue equation for the matrix K. A solution to the homogeneous equa-
tion (2.1.14) exists for certain values of ;1 = p,,, which are called the eigenvalues. If y is
equal to an eigenvalue fi,,, (K — pI)~? fails to exist and Eq. (2.1.11) has generally no finite
solution.

O Example 2.3. Change the inhomogeneous term x of Example 2.1 to 1.

1
Pplz) =1+ A/ ryo(y)dy, —1<z<1. (2.1.15)

-1
Solution. As before, define

1
A= /1y¢(y) dy. (2.1.16)

Then
o(x) =1+ NAz. (2.1.17)

Substituting Eq. (2.1.17) into Eq. (2.1.16), we obtain A = f_ll y(l+ NAy) dy = %)\A. Thus,
for A # 3, the unique solution exists with A = 0, and ¢ (z) = 1, while for A = 2, infinitely
many solutions exist with A arbitrary and ¢ (z) = 1 + 3 Ax.
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The above three examples illustrate the Fredholm Alternative:

e For A\ = %, the homogeneous problem has a solution, given by

¢ (x) = ax forany «.
e For \ # %, the inhomogeneous problem has a unique solution, given by

o) = m when F(z) ==,
1 when F(x)=1.

e For A = % the inhomogeneous problem has no solution when F'(x) = z, while it has
infinitely many solutions when F'(x) = 1. In the former case, (¢, F') = f_ll azr-x dr #
0, while in the latter case, (¢, F') = f_ll ax-1dr=0.

It is, of course, not surprising that Eq. (2.1.15) has infinitely many solutions when
A = 3/2. Generally, if ¢ is a solution of an inhomogeneous equation, and ¢, is a solution
of the corresponding homogeneous equation, then ¢y + a¢; is also a solution of the inhomo-
geneous equation, where a is any constant. Thus, if A is equal to an eigenvalue, an inhomo-
geneous equation has infinitely many solutions as long as it has one solution. The nontrivial
question is: Under what condition can we expect the latter to happen? In the present example,
the relevant condition is j_ll y dy = 0, which means that the inhomogeneous term (which is 1)
multiplied by y and integrated from —1 to 1, is zero. There is a counterpart of this condition
for matrix equations. It is well known that, under certain circumstances, the inhomogeneous
matrix equation (2.1.11) has solutions even if 4 is equal to an eigenvalue. Specifically this
happens if the inhomogeneous term F is a linear superposition of the vectors each of which
forms a column of (K — pI). There is another way to phrase this. Consider all vectors 1%
satisfying

(KT — u)V =0, (2.1.18)

where KT is the transpose of K. The equation above says that V is an eigenvector of KT
with the eigenvalue p. It also says that Vis perpendicular to all row vectors of (KT — pul). If
F is a linear superposition of the column vectors of (K — uI) (which are the row vectors of
(KT — ul)), then Fis perpendicular to V. Therefore, the inhomogeneous equation (2.1.11)
has solutions when p is an eigenvalue, if and only if Fis perpendicular to all eigenvectors of
KT with eigenvalue . Similarly an inhomogeneous integral equation has solutions even when
A is equal to an eigenvalue, as long as the inhomogeneous term is perpendicular to all of the
eigenfunctions of the transposed kernel (the kernel with = < y) of that particular eigenvalue.

As we have seen in Chapter 1, just as a matrix, a kernel and its transpose have the same
eigenvalues. Consequently the homogeneous integral equation with the transposed kernel has
no solution if A is not equal to an eigenvalue of the kernel. Therefore, if A is not an eigen-
value, any inhomogeneous term is trivially perpendicular to all solutions of the homogeneous
integral equation with the transposed kernel, since all of them are trivial. Together with the
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result in the preceding paragraph, we have arrived at the necessary and sufficient condition
for an inhomogeneous integral equation to have a solution: the inhomogeneous term must
be perpendicular to all solutions of the homogeneous integral equation with the transposed
kernel.

There exists another kind of integral equation in which the unknown appears only in the
integrals. Consider one more example of a Fredholm Integral Equation.

U Example 2.4. Fredholm Integral Equation of the first kind.
Case(A)

1
1= / xyo(y) dy, 0<z<1. (2.1.19)
0
Case(B)
1
T = / xyo(y) dy, 0<z<1. (2.1.20)
0

Solution. In both cases, divide both sides of the equations by x to obtain

Case(A)

1 1
== / yo(y) dy. (2.1.21)
€z 0
Case(B)
1
1:/0 yo(y) dy. (2.1.22)

In the case of Eq. (2.1.21), no solution is possible, while in the case of Eq. (2.1.22), infinitely
many ¢(x) are possible. Essentially any function ¢ (x) which satisfies

1
/wa(y)dy#O or oo,

can be made a solution to Eq. (2.1.20). Indeed,
Y(x)

(b(w) =
/0 Yy (y) dy

(2.1.23)

will do.

Therefore, for the kind of integral equations considered in Example 2.4, no solution exists
for some inhomogeneous terms, while infinitely many solutions exist for some other inhomo-
geneous terms.
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Next, we shall consider an example of a Volterra Integral Equation of the second kind with
the transformation of an integral equation into an ordinary differential equation.

O Example 2.5. Volterra Integral Equation of the second kind.

xT
¢ (z) =ax+ )\x/ o(z') da’. (2.1.24)
0

Solution. Divide both sides of Eq. (2.1.24) by z to obtain

@ _ . A/' & (o) da’. (2.1.25)

T 0
Differentiate both sides of Eq. (2.1.25) with respect to x to obtain
d ((x)

——= )= . 2.1.26

dx < x 9(@) ( )
By setting

_ (@)
U(Z‘) - T ’

the following differential equation results,
du(x)
u(z)

By integrating both sides,

= \z dx. (2.1.27)

1
Inu(z) = 5/\332 + constant.

Hence the solution is given by
1 2

u(z) = Ae2*® | or ¢(z) = Azes e, (2.1.28)

To determine the integration constant A in Eq. (2.1.28), note that as + — 0, based on the
integral equation (2.1.24), ¢(x) above behaves as

o(z) — ax + O(x®) (2.1.29)
while our solution (2.1.28) behaves as

é(z) — Az + O(2?). (2.1.30)
Hence, from Eqgs. (2.1.29) and (2.1.30), we identify

A=a.
Thus the final form of the solution is

o(x) = azez? (2.1.31)

which is the unique solution for all \.
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We observe three points:

1. The integral equation (2.1.24) has a unique solution for all values of A. It follows that
the corresponding homogeneous integral equation, obtained from Eq. (2.1.24) by setting
a = 0, does not have a nontrivial solution. Indeed, this can be directly verified by setting
a = 01in Eq. (2.1.31). This means that the kernel for Eq. (2.1.24) has no eigenvalues.
This is true for all square-integrable kernels of the Volterra type.

2. While the solution to the differential equation (2.1.26) or (2.1.27) contains an arbitrary
constant, the solution to the corresponding integral equation (2.1.24) does not. More pre-
cisely, Eq. (2.1.24) is equivalent to Eq. (2.1.26) or Eq. (2.1.27) plus an initial condition.

3. The transformation of the Volterra Integral Equation of the second kind to an ordinary
differential equation is possible whenever the kernel of the Volterra integral equation is a
sum of the factored terms.

In the above example, we solved the integral equation by transforming it into a differential
equation. This is not often possible. On the other hand, it is, in general, easy to transform
a differential equation into an integral equation. However, to avoid any misunderstanding,
let me state that we never solve a differential equation by such a transformation. Indeed,
an integral equation is much more difficult to solve than a differential equation in a closed
form. Only very rarely can this be done. Therefore, whenever it is possible to transform an
integral equation into a differential equation, it is a good idea to do so. On the other hand,
there are advantages in transforming a differential equation into an integral equation. This
transformation may facilitate the discussion of the existence and uniqueness of the solution,
the spectrum of the eigenvalue and the analyticity of the solution. It also enables us to obtain
the perturbative solution of the equation.

2.2 Relationship of Integral Equations with Differential
Equations and Green’s Functions

To provide the reader with a sense of bearing, we shall discuss the transformation of a dif-
ferential equation to an integral equation. This transformation is accomplished by the use of
Green’s functions.

As an example, consider the one-dimensional Schrédinger equation with potential U (x):

(d—2 2 6(e) = U(e)o(o), 2.1

da?

It is assumed that U (x) vanishes rapidly as |z| — oco. Although Eq. (2.2.1) is most usually
thought of as an initial value problem, let us suppose that we are given

#(0)=a, and ¢ (0) =", (2.2.2)

and we are interested in the solution for z > 0.
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Green’s function: First treat the right-hand side of Eq. (2.2.1) as an inhomogeneous term
f(x). Namely, consider the following inhomogeneous problem:
d2
Lo(x) = f(z) with L= 5t k2, (2.2.3)
x

and the boundary conditions specified by Eq. (2.2.2). Multiply both sides of Eq. (2.2.3) by
g(z, x") and integrate with respect to x from 0 to co. Then

| stwazew = [ oo d. @24)
0 0
Integrate by parts twice on the left-hand side of Eq. (2.2.4) to obtain
foe) T=00 dg z, 2 =00
| @otee o) o+ gla)o )| - DL i)
0 =0 x =0
= / glx, ) f(x) da. (2.2.5)
0
In the boundary terms, ¢’(0) and ¢(0) are known. To eliminate unknown terms, we require
AN dg N
g(oco,2’) =0 and d—(oo,m ) =0. (2.2.6)
x

Also, choose g(x, 2') to satisfy
Lg(x,2") = 6(x — ). (2.2.7)
Then we find from Eq. (2.2.5):
!/ !/ dg !/ > /
0
Solution for g(x, x’): The governing equation and the boundary conditions are given by
dx?

2
(d— + k2> g(z,2')=6(x—2') on =z € (0,00) with z’' € (0,00), (2.2.9)

Boundary condition 1,

g(00,2") =0, (2.2.10)
Boundary condition 2,

d

ﬁ(oo,x') —0. 2.2.11)
For x < o/,

g(x,2’) = Asinkx + B cos kx. (2.2.12)
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For x > o/,
g(z,2") = Csinkx + D cos kz. (2.2.13)
Applying the boundary conditions, (2.2.10) and (2.2.11) above, results in C = D = 0. Thus
g(z, 2"y =0 for z>2a'. (2.2.14)

Now, integrate the differential equation (2.2.9) across z’ to obtain
d
(2 +e,a) — d—g(x’ ) =1, (2.2.15)
x

g(a' +e,2') = gla’ —e,2). (2.2.16)

Letting £ — 0, we obtain the equations for A and B.

Asinkz’ + Bcoskx' = 0,
—Acoskz' + Bsinkx! = %
Thus A and B are determined to be
A= %&’W B= Sm:x/, (2.2.17)

and the Green’s function is found to be
sink(z' — x)
RS S 4
glz,a’) = k or T (2.2.18)
0 for x> 2.

Equation (2.2.8) becomes

. , ' I
o(z') = bsmkk‘a? + acos ka' +/ Wf(x) dz.
0

Changing x to £ and 2’ to x, and recalling that f(z) = U(z)¢(z), we find

- % gin (e —
sin kx +/ sink(z — &)
0

9(x) = acoske +b—r U (©)(8) dé, (2.2.19)

which is a Volterra Integral Equation of the second kind.
Next consider the very important scattering problem for the Schrodinger equation:

2
(% + kQ) p(z) =U(z)p(z) on —oo<x< o0, (2.2.20)

where the potential U (z) — 0 as |z| — oo. We might expect that

é(r) — Ae*T 4 Be T as 1 — —o0,
é(r) — Ce*® 4 De 7T as 1 — 4o0.
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Now (with an e ~** implicitly multiplying ¢(z)), the term e?** represents a wave going to the
right while e ~*** is a wave going to the left. In the scattering problem, we suppose that there
is an incident wave with amplitude 1 (i.e., A = 1), a reflected wave with amplitude R, (i.e.,
B = R) and a transmitted wave with amplitude 7" (i.e., C' = T'). Both R and 7" are unknown
still. Also as z — 400, there is no left-going wave (i.e., D = 0). Thus the problem is to solve

d2
(@ + k2> ¢(z) = U(x)¢(z), (2.2.21)
with boundary conditions,
d(r — —o0) = ekT 4 RemthT, 022
¢(z — +o0) = Tetk, o

Green’s function: Multiply both sides of Eq. (2.2.21) by g(x, 2’), integrate with respect to x
from —oo to 400, and integrate by parts twice. The result is

oo d? d d

[ o) (g 1) o) e gt 5 (00) = a(-o0,a) o)
dg / dg ’ e ’

- oeryofoo) + P(-ooa)olo) = [ gl Ui)o(w) do. 2223)
€T X —o0

We require that Green’s function satisfies

d2 2 / !

<d:1:2+k >g(:c,m) =0(x —2a). (2.2.24)

Then Eq. (2.2.23) becomes

d(z') + g(oo, ") Tike™™ — g(—o00,2’) [ike’™™ — Rike "]

_d_g / ikx d_g o / ikx —ikx] __ e !
(00,2 )Te™™ + —=(—00,2) [e"™* + Re™""]| = g(z, 2" YU (z)p(x) du.
dx dx oo
(2.2.25)
We require that terms involving the unknowns 7" and R vanish in Eq. (2.2.25), i.e.,
dg / _ ik ’
{ K (00, ), ! g(c0, 2 )7/ (2.2.26)
%(_00756 ) = —Zkg(—OO,.’L‘ )

These conditions, (2.2.26), are the appropriate boundary conditions for g(x,z’). Hence we
obtain

—+oo

o(2') = [ikg(—oo,x’) — Z—i(—oo,m’)} etk +/ g(z, 2" U (z)p(x) do. (2.2.27)

— 00
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Solution for g(x, z’): The governing equation for g(z, z’) is

d—2 + k) g(x,2') = 6(z — 2')

de ) )

and the boundary conditions are Eq. (2.2.26). The solution to this problem is found to be

, Aletke for x> a',
Ble™* for x <a'.

Atz = 2/, there exists a discontinuity in the first derivative g—g of g with respect to z.

d d
ﬁ(xg_,z’) - ﬁ(x'_,z’) =1, gzl ,2") =g(a",a").
From these two conditions, A’ and B’ are determined to be A’ = e ' /2ik and

B’ = e /2ik. Thus the Green’s function g(z, 2’) for this problem is given by

1

! _

eik|$—ac/|.

Now, the first term on the right-hand side of Eq. (2.2.27) assumes the following form:

d ) o
ikg(—o0,z’) — d—g(—oo,x’) = 2ikB ek = k(@' —2)
x

Hence Eq. (2.2.27) becomes

") = eika’ /+WMU d 2.2.28
P(a) = e + s U @)e(@) dz. (2.2.28)

— 00

Changing z to § and 2’ to « in Eq. (2.2.28), we have

Sa) — et /

— 00

+oo ikl¢—zl

2ik

U(§)o(§) d€. (2.2.29)

This is the Fredholm Integral Equation of the second kind.
Reflection: As © — —oo, |§ — x| = € — x so that

+o00 eikf
2ik

o) — &7 1 e / U(€)6(c) de.

— 00

From this, the reflection coefficient R is found.

+o0 eik:g
R [  SpU@



44 2 Integral Equations and Green’s Functions

Transmission: As ©z — +00, |{ — 2| = 2 — & so that
+oo —iké

ikx €
é(z) — [1+/ o

— 00

U(€)o(&) d¢| -

From this, the transmission coefficient 'I" is found.

+oo p—ikg
-1+ [ G i

These R and T are still unknowns since ¢(¢) is not known, but for |U ()| < 1 (weak po-
tential), we can approximate ¢(x) by e***. Then the approximate equations for R and 7" are
given by

R~ /+Do 627jk5
oo 2tk

Also, by approximating ¢ (&) by e?*¢ in the integrand of Eq. (2.2.29) on the right-hand side,
we have, as the first approximation,

B(x) ~ e + /

— 00

+o<>1

U(€)d¢, and T:l—i—/_ sV de.

+o0 eik|§fac\

2ik

U(&)e™ks de.

By continuing the iteration, we can generate the Born series for ¢(x).
We shall discuss the Born approximation thoroughly in Section 2.5.

2.3 Sturm-Liouville System

Consider the linear differential operator

L= T(lx) [% (p(x)%) - q(w)] 23.1)

where
r(x), p() >0 on 0<uxz <1, (2.3.2)

together with the inner product defined with r(z) as the weight,

(f.9) = / f@)g(z) - () dr. (2.3.3)

Examine the inner product (g, Lf) by integral by parts twice, to obtain,
! 1
020 = [ doer@) g [ (s D) - aorso)

r(z)
=p(W) [/ (V)g(1) = f(1)g'(1)] = p(0) [f'(0)g(0) — f(0)g'(0)] + (Lg, f).

(2.3.4)
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Suppose that the boundary conditions on f(x) are

F(0)=0 and f(1)=0, (2.3.5)
and the adjoint boundary conditions on g(z) are

g(0)=0 and g¢(1)=0. (2.3.6)

(Many other boundary conditions of the type

af(0)+4f'(0)=0 (2.3.7)
also work.) Then the boundary terms in Eq. (2.3.4) disappear and we have
(9,Lf) = (Lg, f), (2.3.8)

i.e., L is self-adjoint with the given weighted inner product.
Now examine the eigenvalue problem. The governing equation and boundary conditions
are given by

Lé(z) = Ad(z), with ¢(0) =0, and ¢(1) =0,

ie.,

= [ 600)]  atwIot0) = wr@rota), 239)

with the boundary conditions
#(0) =0, and ¢(1)=0. (2.3.10)

Suppose that A = 0 is not an eigenvalue (i.e., the homogeneous problem has no nontrivial
solutions) so that the Green’s function exists. (Otherwise we have to define the modified
Green’s function.) Suppose that the second-order ordinary differential equation

% {p(x)%y(x)} —q(z)y(z) =0 (2.3.11)

has two independent solutions y; (2) and y2(2) such that
y1(0) =0 and y»(1) = 0. (2.3.12)

In order for A = 0 not to be an eigenvalue, we must make sure that the only C' and C5 for
which C1y1(0) + Cay2(0) = 0 and C1y1 (1) + Cay2(1) = 0 are not nontrivial. This requires

y1(1) #0 and y2(0) # 0. (2.3.13)

Now, to find the Green’s function, multiply the eigenvalue equation (2.3.9) by G(z, z’)
and integrate from 0 to 1. Using the boundary conditions

G(0,2))=0 and G(1,2') =0, (2.3.14)
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we obtain, after integrating by parts twice,

/o1 ?) LZ: <p<”3)m§fﬂ)) - Q(m)G(az,x’)} da
- A/01 Gz, a')yr(2)p(x) dr. (23.15)

Requiring that the Green'’s function G (z, ') should satisfy

L (s )

e 72 ) —q(x)G(z,2") = 6(x — 2') (2.3.16)

with the boundary conditions (2.3.14), we arrive at the following equation

1
o(x') = )\/0 G(z,2")r(z)¢(z) d. (2.3.17)

This is an homogeneous Fredholm integral equation of the second kind, once G(x,z’) is
known.

Solution for G(x, x’): Recalling Egs. (2.3.12), (2.3.13) and (2.3.14), we have

Ayi(x) + Bya(z) for z <a’,
Cyi(z) + Dys(xz) for x> 2’

G(x,2") = {
From the boundary conditions (2.3.14) of G(z,2’), and (2.3.12) and (2.3.13) of y; () and
y2 (), we immediately have

B=0, and C=0.

Thus we have

A for = <a',
Dys () for x> 2.

In order to determine A and D, integrate Eq. (2.3.16) across x’ with respect to x, and make
use of the continuity of G(x, 2") at = 2’ which results in

dG dG
) | ) = )] =1,

G, 2") =G 2",
or,
Ayr(z") = Dya(a'),

Dyb(2") — Ay (2") = 1/p(2)).
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Noting that

W(y1 (), yg(x)) =y (2)yh(z) — yo (2)y) (2) (2.3.18)

is the Wronskian of the differential equation (2.3.11), we obtain A and D as

- o)

A @) m@)
N yi(2)

D oW @) n@)

Now, it can easily be proved that

p(x)W (y1(z), y2(x)) = constant, (2.3.19)
for the differential equation (2.3.11). Denoting this constant by

p(x)W (y1(z), ya(z)) = C’,

we simplify A and D as

y2(2')
A = o
yi(2')
D = o

Thus the Green’s function G(x, 2’) for the Sturm-Liouville system is given by

!/
n@w) o

G(z,2') = ( ’?/ . (2.3.20)
WO g sy
B (z+2") |z—2a
yi(z<)ya(z>) S 2 2
=——— - f 2.3.21
c’ or B (1:+17’)+\z7x’| ( )
T> = 9 9 .

Thus the Sturm-Liouville eigenvalue problem is equivalent to the homogeneous Fredholm
integral equation of the second kind,

o) = A / G(&, 2)r()6(€) de. (23.22)

We remark that the Sturm—Liouville eigenvalue problem turns out to have a complete set
of eigenfunctions in the space IL2(0,1) as long as p(x) and r(z) are analytic and positive
on (0,1).
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The kernel of Eq. (2.3.22) is
K(&,x) =r(§)G(& ).
This kernel can be symmetrized by defining
P(x) = Vr(x)o(o).

Then the integral equation (2.3.22) becomes

vie) =) [ VG ) rTe) de 2323)
Now, the kernel of Eq. (2.3.23),
Vr(§)G(E x)Vr(z)

is symmetric since G(&, x) is symmetric.

Symmetry of the Green’s function, called reciprocity, is true in general for any self-adjoint
operator. The proof of this fact is as follows: Consider

L,G(x,2") = §(x — ), (2.3.24)

L,G(x,2") = §(x — 2"). (2.3.25)

Take the inner product of Eq. (2.3.24) with G(x,z”) from the left and Eq. (2.3.25) with
G(z,z") from the right.

(G(x, x//)v L,G(z, {E/)) = (G(x, 1’”), 6(z — :C/)),
(L.G(z,2"),G(x,2")) = (§(x — "), G(x,2")).

Since L, is assumed to be self-adjoint, subtracting the two equations above results in
G*(2',2") = G(2", 2). (2.3.26)
If G is real, we have
G2, 2") = G(",2),

ie., G(a/,2') is symmetric.

2.4 Green’s Function for Time-Dependent Scattering
Problem

The time-dependent Schrodinger equation takes the following form after setting A = 1 and
2m =1,

0 o =V 24.1
(i35 + 302 ) ¥(o0) = Vi t)(ort) 4
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Assume
{ limyy| s V(2,t) =0, (242)
limg—, oo expliwpt]tp(x, t) = explikox],
from which, we find
wo = k2. (2.4.3)

Define the Green’s function G(x, t; 2',t’) by requiring

“+o0 “+o0
P(w,t) = exp [i(kox—k‘gt)]—k/ dt'/ da' G(a, t; 2" 1YV (2 )2l ). (2.4.4)

In order to satisfy partial differential equation (2.4.1), we require

(th + ;;) Gz, t; 2/, t) =6t —t')d(z — ). (2.4.5)
We also require that

G(x,t;2',t')=0 for t<t. (2.4.6)
Note that the initial condition at ¢ = —oo is satisfied as well as causality. Note also that the

set of equations could be obtained by the methods we used in the previous two examples. To
solve the above equations, Egs. (2.4.5) and (2.4.6), we Fourier transform in time and space,
i.e., we write

~ +oo +00 ) )
Glkyw;a',t') = / dx/ dt e=* =G (2t 2l 1),
2.4.7)
+o00 dk +o0 d (
Gz, t;2/,t) = / / W etika et Gk, wy ! t).
Taking the Fourier transform of the original equation (2.4.5), we find
o dk [T dw e(a—a’) io(t—t"
Gz, t;2',1) / / - (w " k2> eth(a=al)giw(t=t) (2.4.8)

Where do we use the condition that G(z,¢;2',¢') = 0 for ¢ < t'? Consider the w
integration in the complex w plane as in Figure 2.1,

+oo 1 ) ,
/ dww 7 ewt=t), (2.4.9)

— 00

We find that there is a singularity right on the path of integration at w = —k?. We either have

to go above or below it. Upon writing w as w = w; + twa, we have the following bound,
eiw(tft') _ eiwl(tft')

= gmw2(t=t") (2.4.10)

’efu&(tft/)
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®, o

®,;

Fig. 2.1: The location of the singularity of the integrand of Eq. (2.4.9) in the complex w plane.

o, ()

A,

Fig. 2.2: The contour of the complex w integration of Eq. (2.4.9).

For t < t/, we close the contour in the lower half-plane to carry out the contour integral.
Since we want GG to be zero in this case, we want no singularities inside the contour in that
case. This prompts us to take the contour to be as in Figure 2.2. For ¢ > ', when we close the

contour in the upper half-plane, we get the contribution from the pole at w = —k?.
The result of the calculation is given by
+o0 o ik(z—a)—ik?(t—t') /
1 » / 2 , t>t
/ duwy———eiet=t) = § “TC 2.4.11)
o Wtk 0, t<t.

We remark that the idea of the deformation of the contour satisfying causality is often
expressed by taking the singularity to be at —k? + ic (¢ > 0) as in Figure 2.3, whence we
replace the denominator w + k? with w + k% — ie,

+oo +oo
dk dw -1 ) N ,
Gt t) = [ 5[5 (wMZ %) a1 (2412
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—k?+ i€

Fig. 2.3: The singularity of the integrand of Eq. (2.4.9) at w = —k? gets shifted tow = —k?+ie
(¢ > 0) in the upper half-plane of the complex w plane.

This shifts the singularity above the real axis and is equivalent, as ¢ — 0%, to our previous
solution. After the w integration in the complex w plane is performed, the k integration can
be done by completing the square in the exponent of Eq. (2.4.12), but the resulting Gaussian
integration is a bit more complicated than the diffusion equation.

The result is given by

) i(z—a')?/4(t—t") for t>¢
AT A \ 47r(t—t’)6 ’
Gz, t;2', 1) = . for t<t (2.4.13)

where h = 1 and 2m = 1.
In the case of the diffusion equation,

19 02
(- 55+ ) w01 =0, 2414

Equation (2.4.13) reduces to the Green’s function for the diffusion equation,

%67(I731)2/4D(t7t/) for t > t/’
Gz, t;2',t) = V Ams(t=t7) (2.4.15)

0 for t<t,
which satisfies the following equation,
1 a 62 1 4! / /
—_———t — ; =0(t — — 24.1
( Dat—i-axz)G(x,t,x,t) O(t —t")o(x — 2, ( 6)

Gz, t;2', ') =0 for t<t,
where the diffusion constant D is given by

K (thermal conductivity)

D=_ = .
Cp  (specific heat) x (density)
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These two expressions, Eqgs. (2.4.13) and (2.4.15), are related by the analytic continuation,
t — —it. The diffusion constant D plays the role of the inverse of the Planck constant 7.

We shall devote the next section for the more formal discussion of the scattering problem,
namely the orthonormality of the outgoing and incoming wave and the unitarity of the S
matrix.

2.5 Lippmann-Schwinger Equation

In a nonrelativistic scattering problem of quantum mechanics, we have the

Macroscopic causality of Stueckelberg. When we regard the potential V (t,r) as a function
of t, we have no scattered wave, Vscqn(t,r) =0, for t < T, if V(t,r) =0 for t <T.

We employ the

Adiabatic switching hypothesis. We can take the limit T — —oo after the computation of
the scattered wave, Vseqn(t, ).

We derive the Lippmann—Schwinger equation, and prove the orthonormality of the outgo-
ing wave and the incoming wave and the unitarity of the S matrix.

Lippmann-Schwinger Equation We shall begin with the time-dependent Schrodinger equa-
tion with the time-dependent potential V' (¢, r),

ot x) = [Ho + V(Lm0 T).

In order to use the macroscopic causality, we assume

Vit 1) V(r) for ¢t>T,
)=
0 for t<T.

For t < T, the particle obeys the free equation,

m%w, r) = Hyb(t,r). @2.5.1)

We write the solution of Eq. (2.5.1) as 9;,.(¢,r). The wave function for the general time ¢ is
written as

¢(t7 I‘) - winc(t7 I‘) + ¢scatt(t7 I‘),

where we have

<zh% . H0> Yseat(t, 1) = V (£, 1)9)(L,r). (2.5.2)

We introduce the retarded Green’s function for Eq. (2.5.2) as

{ (ih(D/0t) — Ho)Kre(t, x5t ,x') = 8t —t))8%(r — '), (25.3)

Kret(t7 r;t/7 rl) - 0 for t< t/.
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The formal solution to Eq. (2.5.2) is given by
Ysear(t,T) = / /K}et(t, vt e YV (' o)t ') dt dr’. (2.5.4)

We note that the integrand of Eq. (2.5.4) survives only for ¢ > t' > T. We now take the limit
T — —o0, thus losing the ¢-dependence of V' (¢, 1),

Yrean(t,T) = / / Kot vt ¥)V () (¢ ') dt'd’.

When Hj has no explicit space—time dependence, we have from the translation invariance that
Kre(t,r5t',v') = Ky (t — t'57 — 17).

Adding 1inc (¢, ) to Ysean (¢, r), Eq. (2.5.4), we have
w( ) wlnc( + 1pscall t I'

= 1;[}1nc / /Kret t I' —r )V( )w(t/’ r/) dt'dr/. (255)

This equation is the integral equation determining the total wave function, given the incident
wave. We rewrite this equation in a time-independent form. For this purpose, we set

(tr) = oxp| T2 vt
vier) = e | 0 i
Then, from Eq. (2.5.5), we obtain
P(r) = Yinc(r /G r— 1/ E)V (' )y(r') dr'. (2.5.6)
Here G(r — '; E) is given by
Gir—-1;E)= /OO dt' exp {ZE(th_t/)] Ke(t —t';r —1'). (2.5.7)

Setting

3 ip(r—1")—1 o
Kf@t(t—t’%r—r’):/%ﬁ)fex [{p( )h 2

3 ip(r —r') —iE(t —t'
6(t_t/)63(r_rl):/Cigj)fexp l:{ p( )h E(t t)}:|7

substituting into Eq. (2.5.3), and writing Hy = p?/2m, we obtain

(E —~ %) K(E,p)=1.

} K(E,p),
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The solution consistent with the retarded boundary condition is

1

K(E,p)=£— pZom) T i’ with € positive infinitesimal.
Namely
Kt —t ! ! dEd® P {{ip(rir )%ZE(H 5
ret( - ’rr)(271‘)4/ p E—(p2/2m)+i5

Substituting this into Eq. (2.5.7) and setting E = (hk)?/2m, we obtain

fo 1 explip(r —r')/h]  m exp[ik|r —1’[]
Gl —r'iB) = gy [ =

In Eq. (2.5.6), since the Fourier transform of G(r — r’; E) is written as
1
E — Hy + i€’

the equation (2.5.6) can be written formally as

1

V=bt+—— VU,
tE_Hyti

E >0, (2.5.8)

where we wrote U = ¢(r), ® = i, (r), and the incident wave ® satisfies the free particle
equation,

(E— Hp)® = 0.
Operating (E — Hj) on Eq. (2.5.8) from the left, we obtain the Schrodinger equation,
(E— Hp)VU =VU. (2.5.9)

We note that equation (2.5.9) is the differential equation whereas equation (2.5.8) is the inte-
gral equation, which embodies the boundary condition.

For the bound state problem (F < 0), since the operator (E — Hj) is negative definite and
has a unique inverse, we have

1

Q:
E — Hp

Vv, E<O. (2.5.10)

We call Egs. (2.5.8) and (2.5.10) the Lippmann—Schwinger equation (the L-S equation in
short). The +ie in the denominator of Eq. (2.5.8) makes the scattered wave the outgoing
spherical wave. The presence of the +i¢ in Eq. (2.5.8) enforces the outgoing wave condition.
It is mathematically convenient also to introduce the —ic into Eq. (2.5.8), which makes the
scattered wave the incoming spherical wave and thus enforces the incoming wave condition.
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We construct two kinds of wave functions:

1

\Ilgf) =&, + mv\llff), outgoing wave condition, (2.5.11.+)
1
) =@, + ——— VW) incoming wave condition. (2.5.11.—)
Ea - HO — 1€

The formal solution to the L-S equation was obtained by G. Chew and M. Goldberger. By
iteration of Eq. (2.5.11.4), we have

1
v, +— (1 V— .. |V
a T B T Hytie VB —Hytie a
=, + : 1-V ! 71V<I> =, + 1 Vo
Y E,— Hy+ie E, — Hy + ie ¢« T B, —H+is “

Here we have used the operator identity A~'B~! = (BA)~! and H = H, + V represents
the total Hamiltonian.
‘We write the formal solution for \112“ and \IISJ) together as:

1

v =0, + —— Vo, 2.5.12.
e o E,— H +i¢ ( )
) =0, + ;V@a. (2.5.12.-)
g E,— H —ic

Orthonormality of \Il,(1+): We will prove the orthonormality only for \I/fl+):

(BSD,wH) = (@, U + ( Vb, qu+>)

Ey, — H + e

A
Eb—H—iE e
1

— (%, vy
+Eb—Ea—i5( b7 Fa )

1 (2.5.13)
= (D, P, Py, ————— VW)
(s, )+(bEa—Ho+i5 @

= (03, (M) + (q’b, Vv

= ((I)bv \IIELJF))

1
- (& V\If(+))
+E;,—Ea—is<b’ a

1 1
= O (cb V\If<+>)
b+(Ea—Eb+i5+Eb—Ea—i5> bV ¥

= 61)(1-

Thus \I/ff) forms a complete and orthonormal basis. The same proof applies for \I!((f) also.

Frequently, the orthonormality of \Ilgi) is assumed on the outset. We have proved the or-

thonormality of \Il((li)

M. Goldberger.

using the L-S equation and the formal solution due to G. Chew and
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In passing, we state that, in relativistic quantum field theory in the L.S.Z. formalism, the

outgoing wave \Il<(1+) is called the in-state and is written as \I!,(lin), and the incoming wave \I!,(l_)

is called the out-state and is written as \1153”‘). There exists some confusion on this matter.

Unitarity of the S matrix: We define the S matrix by
Spa = (U, WD) = (Bl glim), (2.5.14)

This definition states that the S matrix transforms one complete set to another complete set.
By first making use of the formal solution of G. Chew and M. Goldberger first and then using
the L. — S equation as before, we obtain

1 1
Shpa = Oba (@ ,V\II(+))
’ b+(Ea,Eb+is+EbEa+z‘s> b F Ta

(2.5.15)
= Opa — 2mi0(Ey — B (% vw)) .

We define the 7" matrix by

Ty = (@b,vw)) . (2.5.16)
Then we have

Sha = Opa — 20 (Ep — Eo)Tha. (2.5.17)
If the S matrix is unitary, it satisfies

StS =88t =1. (2.5.18)

These unitarity conditions are equivalent to the following conditions in terms of the 7" matrix:

2mi S T §(Ep — Ey)Tna,
T —Tpy = 702 Ton O (B ) with Ej, = E,. (2.5.19, 20)
2710 3, Tynd(Ey — En)T

na’

In order to prove the unitarity of the S matrix, Eq. (2.5.18), it suffices to prove Egs. (2.5.19)
and (2.5.20), which are expressed in terms of the 7" matrix.
We first note

T =Th = (2., V) = (v, @,) = (17, Va,).

Then
Tf =Ty = (U7 VE,) — (@, VE(D).

Inserting the formal solution of G. Chew and M. Goldberger to \I'fz+) and \I/£+) above, we have

1
=T = 0 V8 + (g Vo v

1
— (D, VB,) — By, VoV,
(@, V0a) <bVEa—H+z€V >

1 1
— (Ve - Vo
< b’<Eb—H—i5 Eb—H—H’a) “)

= (V®y, 2mid(E, — H)V®,),

(2.5.21)
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where, in the one line above the last line of Eq. (2.5.21), we used the fact that F, = FE,.
Inserting the complete orthonormal basis, \I'(’), between the product of the operators in
Eq. (2.5.21), we have

T = Tha = Y (VO W))2mi0 (B, — B, )(US), VE,)

n

=2mi Y T} 6(Ey — En)Tha.

This is Eq. (2.5.19).
If we insert the complete orthonormal basis, ¥(+), between the product of the operators
in Eq. (2.5.21), we obtain

T, = Tha = Y _(VE,, WD)2mid (B, — E,) (VD VD,)

n

=210y Tynd(Ey — En)T},.

This is Eq. (2.5.20). Thus the .S matrix defined by Eq. (2.5.14) is unitary. The unitarity of the

(+

S matrix is equivalent to the fact that the outgoing wave set {¥ )} and the incoming wave

set {‘I’z(;)} form the complete orthonormal basis, respectively.
In fact the S matrix has to be unitary since the S matrix transforms one complete or-
thonormal set to another complete orthonormal set.

2.6 Problems for Chapter 2

2.1. (Due to H. C.) Solve

1
wm:1+AA<w+m@%mw@.

a) Show that this is equivalent to a 2 x 2 matrix equation.
b) Find the eigenvalues and the corresponding eigenvectors of the kernel.
¢) Find the solution of the inhomogeneous equation if \ # eigenvalues.

d) Solve the corresponding Fredholm integral equation of the first kind.

2.2. (Due to H. C.) Solve

p(x) =1+ A/ zyo(y) dy.
0
Discuss the solution of the homogeneous equation.

2.3. (Due to H. C.) Consider the integral equation,

¢m=fm+A/W¥@“ﬁam@,_m<x<m

— 00
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2.4.

2.5.

2.6.

2 Integral Equations and Green’s Functions

a) Solve this equation for

f(z) =0.

For what values of )\, does it have non-trivial solutions?

b) Solve this equation for
flx)y=2a™, with m=0,1,2,....

Does this inhomogeneous equation have any solutions when \ is equal to an eigen-
value of the kernel?

Hint: You may express your results in terms of the Gamma function,

(o)
I'(z) :/ t*~le7tdt, Rez>0.
0

(Due to H. C.) Solve the following integral equation,
2
mm=1+x/jsmw—em@m¢ 0<0<onm
0

where u(0) is periodic with period 27r. Does the kernel of this equation have any real
eigenvalues?

Hint: Notice

sin(¢ — 0) = sin ¢ cos § — cos ¢ sin 6.

(Due to D. M.) Consider the integral equation,

xn_yn

dy)dy, 0<z<1.

¢(x)=1+x/01

a) Solve this equation for n = 2. For what values of )\, does the equation have no
solutions?

b) Discuss how you would solve this integral equation for arbitrary positive integer n.

(Due to D. M.) Solve the integral equation,

1
¢(x):1+/(1—|—a:+y—|—a:y)”(b(y)dy, 0<x<1, wv:real
0
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2.7.

2.8.

2.9.

2.10.

Hint: Notice that the kernel,
(1+z+y+ay)”,
can be factorized.

In the Fredholm integral equation of the second kind, if the kernel is given by

N
[((I’7 y) == Zgn (I)hﬂ(y)v

show that the integral equation is equivalent to an N x N matrix equation.

(Due to H. C.) Consider the motion of an harmonic oscillator with a time-dependent
spring constant,

d2
2% +wlr = —A(t)z,

where w is a constant and A(t) is a complicated function of ¢. Transform this differential
equation together with the boundary conditions,

z(T;) =x; and x(Ty) =y,

to an integral equation.

Hint: Construct a Green’s function G(¢, t') satisfying
G(T;,t') = G(Ty,t") = 0.

Generalize the discussion of Section 2.4 to the case of three spatial dimensions and
transform the Schrodinger equation with the initial condition,

lim e™'y(Z,t) = ™,
t——o0

to an integral equation.
Hint: Construct a Green’s function G(¢,t') satisfying
(i% + 62) Gt 1) =0(t—t")*(Z—7), G&t;&,¢')=0 for t<t.
(Due to H. C.) Consider the equation
+ 92 m2] oz, t) = Uz, t)p(x,t).
If the initial and final conditions are

¢(z,=T) = f(z) and ¢(z,T) = g(x),

transform the equation to an integral equation.



60

2.11.

2.12.

2 Integral Equations and Green’s Functions
Hint: Consider the Green’s function

et = —m?| Gz, t; 2 V) = 6(x — 2")o(t — ).
T

(Due to D. M.) The time-independent Schrédinger equation with the periodic potential,
V(z) = —(a® + k? cos® z), reads as
d2
@1/)(%) + (a® + k2 cos? z)ap(x) = 0.

Show directly that even periodic solutions of this equation, which are even Mathieu
functions, satisfy the homogeneous integral equation,

Y(x) = )\/7r explk cos x cos y|Y(y) dy.

—T

Hint: Show that ¢(z) defined by

o(x) = /7r explk cos x cos y|Y(y) dy

—T

is even and periodic, and satisfies the above time-independent Schrodinger equation.
Thus, ¥ (x) is a constant multiple of ¢(x),

Y(x) = Ag(x).
(Due to H. C.) Consider the differential equation,

d2

ﬁgb(t) =Xe'p(t), 0<t<oo, A= constant,

together with the initial conditions,

¢(0)=0 and ¢ (0)=1.

a) Find the partial differential equation for the Green’s function G (¢, ¢’). Determine the
form of G(t,t") when t # t'.

b) Transform the differential equation for ¢(t), together with the initial conditions, to
an integral equation. Determine the conditions on G(¢, ).

¢) Determine G(¢,t').

d) Substitute your answer for G(¢,t') into the integral equation and verify explicitly
that the integral equation is equivalent to the differential equation together with the
initial conditions.

e) Does the initial value problem have a solution for all A? If so, is the solution unique?
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2.13.

2.14.

In the Volterra integral equation of the second kind, if the kernel is given by

N
K(I’, y) - Zgn (I)hﬂ(y)v

show that the integral equation can be reduced to an ordinary differential equation of
N order.

Consider the partial differential equation of the form,

82 62 62 0
(57— 50z ) #0000 = last) = X3 (e) 50l

where
—o<xr<oo, t>0,

and A is a constant, with the initial conditions specified by

0
o(x,0) = a(x), and &qﬁ(x,O) = b(x).

This partial differential equation describes the displacement of a vibrating string under
the distributed load p(x, t).

a) Find the Green’s function for this partial differential equation.

b) Express this initial value problem in terms of an integral equation using the Green’s
function found in a). Explain how you would find an approximate solution if A were
small.

Hint: By applying the Fourier transform in z, find a function ¢ (x,t) which satisfies
the wave equation,

0? 0?
(@ - @) ¢0(xat) = 07

and the given initial conditions.
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3.1 [Iterative Solution to Volterra Integral Equation of the
Second Kind

Consider the inhomogeneous Volterra integral equation of the second kind,

¢W%€N@+A[:KWWW@M% 0<zy<h B.LD)

with f (z) and K (x,y) square-integrable,

WQij@FM<w (3.12)

K| = /Oh dz /OI dy | K (z,y)]* < . (3.1.3)
Also, define

Az) = /OGE K (z,y)| dy. (3.1.4)

Note that the upper limit of y integration is x. Note also that the Volterra integral equation is
a special case of the Fredholm integral equation with the kernel

K(x,y)=0 for x<y<h. (3.1.5)

We will prove in the following that, for Eq. (3.1.1),
(1) A solution exists for all values of \,
(2) The solution is unique for all values of A,
(3) The iterative solution is convergent for all values of .

We start our discussion with the construction of an iterative solution. Consider a series solu-
tion of the usual form,

b () = do () + APy (x) + N2 () + -+ + ANy, () + -+ . (3.1.6)

Applied Mathematics in Theoretical Physics. Michio Masujima
Copyright © 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-40534-8
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Substituting the series solution (3.1.6) into Eq. (3.1.1), we have

Z)\k¢k (1’) = f(x) + )\/IK({E,y)Z)\jgbj(y) dy.
k=0 0 §=0

Collecting like powers of A\, we have

qbn(:c):/o K(z,y)pn-1(y)dy, n=1,2,3---. (3.1.7)

We now examine convergence of the series solution (3.1.6). Applying the Schwarz inequality
to Eq. (3.1.7), we have

o) = [ " Ko, y) () dy

=101 @F <A@ [ W dy <A@ 17IE,
0

6 (2) = / " K (e y)éi () dy

= 162 (@) < Alx) / W) dy < Aa) / " dm Al 1]

and

bs(x) = /0 " K, y)baly) dy

= |¢ (x)|2 < 4(3;) /:l dxz |Z)2(Jj2)‘ < — 4(m) / 4(1: ) H.} ||
In general, we haVe

1
(n—

T n—1
@ < i@ | [ vaw)| WP n=12se 1

Define
B(x)z/o dy A(y). (3.1.9)

Thus, from Egs. (3.1.8) and (3.1.9), we obtain the following bound on ¢,, (),

6 (2)] <~ JA@) B V2 Fl, n=1,2,3,-- . (3.1.10)

(n—1)!
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We now examine the convergence of the series solution (3.1.6).

6(2) = f@)] = | 3_A"en (2) szwﬁ AQ) [B@] "2 11
= VA IS " B e G.LID
n=1 :
Letting
g (n—1)/2 1
@ = " [B@]" T ———s,

and applying the ratio test on the right-hand side of Eq. (3.1.11), we have
Ap41 o

(A B@? =1t
w {ArB@" R Val)

B(x)
= Al ;
Jn
whence we have,
lm &L 0 for all A (3.1.12)

n—oo (O

Thus the series solution (3.1.6) converges for all A, provided that || f||, A(z) and B(z) exist
and are finite.

We have proved statements (1) and (3) under the condition that the kernel K (x, y) and the
inhomogeneous term f(x) are square-integrable, Eqs. (3.1.2) and (3.1.3).

To show that Eq. (3.1.1) has a unique solution which is square-integrable (||¢|| < o0), we
shall prove that

R,(z) -0 as n— oo, (3.1.13)

where

k=n
X R, 1 (2) = ¢la) — > Mon(a), (3.1.14)
k=0
and
Ro(x) = /O K@) Rua()dy, Ro(x) = o(a).

Repeating the same procedure as above, we can establish

2 ||¢||2A($)[B(I)}”*1'
- (n—1)!

[Rn(z)] (3.1.15)
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Thus R,,11(2)/ Ry (z) vanishes as n — oo. Returning to Eq. (3.1.14), we see that the iterative
solution ¢(x), Eq. (3.1.6), is unique.

The uniqueness of the solution of the inhomogeneous Volterra integral equation implies
that the square-integrable solution of the homogeneous Volterra integral equation

Yu(z) = A/' K (2, y)¢u(y) dy (3.1.16)
0
is trivial,
@/JH(ZL') =0

Otherwise, ¢(x) + cyu(z) would also be a solution of the inhomogeneous Volterra integral
equation (3.1.1), in contradiction to our conclusion that the solution of Eq. (3.1.1) is unique.
The result above can be used to prove the existence and uniqueness of the solution of a
differential equation. As noted in Chapter 2, a differential equation can always be transformed
into an integral equation. Consider the following second-order ordinary differential equation:

d2

{ao(x)ﬁ + al(m)% + ag(x)] u(z) = f(x). (3.1.17)

We shall transform this equation together with some initial conditions into a Volterra integral
equation. We first perform a transformation to ¢(x) by setting

u(z) = exp {; / ’ Z;EZ% dy} 6(2),

to reduce Eq. (3.1.17) into the form

2
[z 4] o) = Fla).
Moving the term g(x)¢(x) to the right-hand side, we can immediately convert this differential
equation into a Volterra integral equation of the second kind. Hence the existence and the
uniqueness of the solution for the differential equation (3.1.17) can be deduced.

When the coefficient functions a;(z) (i = 0, 1,2) of Eq. (3.1.17) depend on some param-
eter, say (3, and are analytic in 3, what can we say about the analyticity of the solution as a
function of 5?7 All the terms in the iteration series (3.1.6) are analytic in 3 by construction.
The iteration series is absolutely convergent so that the solution to Eq. (3.1.17) is analytic in [3.

3.2 Solvable cases of Volterra Integral Equation

We list a few solvable cases of the Volterra integral equation.

Case (1): The kernel is equal to a sum of n factorized terms.
We demonstrated the reduction of such an integral equations into an n™ order ordinary
differential equation in Problem 6 in Chapter 2.
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Case (2): The kernel is translational.

K(z,y) = K(x —y). (3.2.1)
Consider
6@) = f@)+A [ K@-p)ot)dy on 055 <oc, (322)
0

We note that the second term on the right-hand side of Eq. (3.2.2) is a convolution integral.
We shall use the Laplace transform,

L{F(x)}=F(s) = /OOO dxF(x)e™ ", (3.2.3)

Taking the Laplace transform of the integral equation (3.2.2), we obtain

G (s)=f(s)+AK (s)(s). (3.2.4)
Solving Eq. (3.2.4) for ¢ (s), we obtain

O 16,

b (s) = m 3.2.5)

Applying the inverse Laplace transform to Eq. (3.2.5), we obtain

_ [ ds o, (9)
¢($)—L %6 m, (3.2.6)

—100

where the inversion path (v &= 700) in the complex s plane lies to the right of all singularities
of the integrand as indicated in Figure 3.1.

Before we solve an example, we first recall the Laplace transform and some of its proper-
ties.

Definition: Suppose F'(t) is defined on [0, c0) with F'(t) = 0 for ¢ < 0. Then the Laplace
transform of F'(¢) is defined by

F(s)=L{F ()} = /ooo F(t)e stdt. (3.2.7)

The inversion is given by
1 [ortiee _ _
F(t)= / F(s)eds=L""{F(s)}. (3.2.8)
Y

218 Jy oo

Properties:

L {%F(t)} =sF (s)— F(0). (3.2.9)
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Y+ ioo

Yoo

Fig. 3.1: The inversion path of the Laplace transform ¢(s) in the complex s plane from
s =y — 100 to s = 7y 4 200, which lies to the right of all singularities of the integrand.

The Laplace transform of convolution

t t
H(t) = / Gt—-t)F({)dt = / G F(t—t")dt (3.2.10)
0 0
is given by
H(s) =G (s)F(s), (3.2.11)

which is already used in deriving Eq. (3.2.4).
The Laplace transforms of 1 and ¢" are respectively given by

1
S )

L{1} = (3.2.12)

and

I'(n+1)

L{t"} = gnt1

(3.2.13)

The Gamma Function: T (z) is defined by

I'(2) = / t*~tetdt. (3.2.14)
0
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Properties of the Gamma Function:

r(1) =1, (3.2.152)
r(1)=vr, (3.2.15b)
T(z+1)=2I(2), (3.2.15¢)
T(n+1)=nl (3.2.15d)
F'(z)T(1-2z)=mx/sin(rz), (3.2.15¢)
I'(z) issingularatz = 0,—1,—2,.... (3.2.15%)

Derivation of the Abel integral equation: The descent time of a frictionless ball on the side
of a hill is known as a function of its initial height x. Let us find the shape of the hill. Starting
with initial velocity zero, the speed of the ball at height y is obtained by solving

S = mgle —y),

from which v = 1/2¢g(x — y). Let the shape of the hill to be given by £ = f(y). Then the arc
length is given by

ds = /(dy)? + (d€)2 = /1 + (f'(y))*|dy| -

The descent time to height y = 0 is given by

/dt / ds_/ds/dt /dS: h \/H( |d|

Since y is decreasing, dy is negative so that |dy| = —dy. Thus the descent time is given by
)
T(x) = / dy (3.2.16)
() Ve
with
o) = /1T ()2 (3.2.17)
V29

So, given the descent time 7'(x) as a function of the initial height =, we solve the Abel integral
equation (3.2.16) for ¢ (), and then solve (3.2.17) for f’(y) which gives the shape of the curve
£=f(y)

We solve an example of the Volterra integral equation with the translational kernel derived
above, Eq. (3.2.16).

O Example 3.1. Abel Integral Equation.

/OJC \Z(f_ll, da' = f(z), with f(0)=0. (3.2.18)
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Solution. Take the Laplace transform of 7z,

Then the Laplace transform of Eq. (3.2.18) is

266 =76

Solving for ¢ (s), we obtain

= Zr

Unfortunately /s is not the Laplace transform of anything since, for any function g(t), we
must have g (s) — 0 as s — oc. (Recall the definition (3.2.7) of the Laplace transform.)
Thus we rewrite

y+ioco
¢w=i/ e (F () v/ v/m) ds

27 ico

1 vHico
= 5= d \/7f e’ ds

AT s (3.2.19)
_ L,

{f o)
_ / d’

7rdx m

where the convolution theorem, Eqgs. (3.2.10) and (3.2.11), has been applied.
As an extension of Case(2), we can solve a system of Volterra integral equations of the
second kind with the translational kernels,

j=1"0

where K;;(x) and f;(z) are known functions with Laplace transforms K;;(s) and f(s). Tak-
ing the Laplace transform of (3.2.20), we obtain

Gi(s) = fi(s) + Y _Kij(s)d;(s), i=1,---,n. (3.2.21)

Equation (3.2.21) is a system of linear algebraic equations for $i(s). We can solve (3.2.21)
for ¢;(s) easily and apply the inverse Laplace transform to ¢;(s) to obtain ¢;(x).
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3.3

3.1.

3.2.

3.3.

3.4.

3.5.

Problems for Chapter 3

Consider the Volterra integral equation of the first kind,

fa) = / “K(ey)ély)dy, 0<z<h

Show that, by differentiating the above equation with respect to x, we can transform
this integral equation to a Volterra integral equation of the second kind as long as

K(z,x) #0.

Transform the radial Schrédinger equation

[d2 (1+1)

dr? r2

+ k2 — V(r)} Y(r) =0, with ¥(r)~r*t as r—0,

to a Volterra integral equation of the second kind.

Hint: There are two ways to define the homogeneous equation.

)
2 1(l+1) 2] krji(kr)
— — +k ry=0 = r) = ,
[drz r2 Vu(r) Yu(r) krhy(kr)
where ji; (kr) is the [""-order spherical Bessel function and h,;(kr) is the ["-order
spherical Hankel function.
(ii)
d  U(l+1) 1+1 i
[W T2 Un(r)=0 = ¢n(r)=r" andr~".

There exist two equivalent Volterra integral equations of the second kind for this
problem.

Solve the generalized Abel equation,

) ~ e N
/O(x—y)ady_f( ) 0<a<l

Solve

| otwmie iy = @), v 0) =0,
Solve

d(x) =1+ / h TGy dy,  a>0.

Hint: Reduce the integral equation to the ordinary differential equation.
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3.6. Solve
o) =12 [ oty dy
0
3.7. (Due to H. C.) Solve
T
(z) =1 +/1 :c—er(b(y) dy, x>1.

Find the asymptotic behavior of ¢(z) as z — oo.

3.8. (Due to H. C.) Solve the integro-differential equation,

0 . e .
oot =~z )+ A [ g)olwdy, with 9(z.0) = (o)
where f(z) and g(z) are given. Find the asymptotic form of ¢(z,t) as t — oo.
3.9. Solve
T 1 1
oy dy+/ 2zyo(y) dy = 1.
|, =gt || 2o
3.10. Solve
[ s s
3.11. Solve
1
A [ Kot =1
0
where

(x—y) V4 zy for 0<y<z<I,
Ty for 0<z<y<l.

K(z,y) = {
3.12. (Due to H. C.) Solve

)\/ Jo(zy)o(y) dy,

where Jy () is the zeroth-order Bessel function of the first kind.
3.13. Solve
0 for pu>1,
2¢M / K(u) Y y)éf’u( )dy = { 2 .
—x° for p=0,

where

Koy (z,y) = —z — (2% — p®)(z — y).



3.3 Problems for Chapter 3

3.14.

3.15.

3.16.

3.17.

Hint: Setting

(bu(x) = Za;u)xn’
n=0

find the recursive relation of ¢ and solve for o',

Solve a system of the integral equations,

o1(2) =12 /0 " expl2(e — y)ln(y) dy + /0 " baly) dy,

oa(0) =t~ [ orwdy+4 [ (o= oaty) dy
0 0
Solve a system of the integral equations,

61(2) + dalz) - / “(@ — y)én(y) dy = az,

61(2) — balz) — /0 " — 9)2baly) dy = ba?,

(Due to D. M.) Consider the Volterra integral equation of the second kind,

o(x) = f(2) + A / " expli? — 12)0(y) dy, x> 0.

73

a) Sum up the iteration series exactly and find the general solution to this equation.

Verify that the solution is analytic in A.

b) Solve this integral equation by converting it into a differential equation.

Hint: Multiply both sides by exp[—x?] and differentiate.

(Due to H. C.) The convolution of fi(x), fa(x), - -, fn(x) is defined as

Clz) = oodxn..- Oodxlﬁfi(zi)(i xfzn:xi .
[ e [ T (+- 3o0)

a) Verify that for n = 2, this is the convolution defined in the text, and that
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b) If f1(z) = f(2), and fo(z) = f3(x) = ---

integral of f (). Show also that

C(s) = fs)s' ™,

and hence

ca) = [y

(n—1)

3 Integral Equations of Volterra Type

fn(x) = 1, show that C(x) is the n™

c¢) With the result in b), can you define the “one-third integral” of f(xz)?



4 Integral Equations of the Fredholm Type

4.1 Iterative Solution to the Fredholm Integral Equation of
the Second Kind

Consider the inhomogeneous Fredholm Integral Equation of the second kind,

h
o(x) = f(z) + A / o' K (2.2)o(2),  0<a<h @10

and assume that f(x) and K (x, 2’) are both square-integrable,
1£1% < oo, 4.12)

and
h h )
HKHQE/ da:/ dz' |K (x,2")|° < oc. (4.1.3)
0 0
Suppose that we look for an iterative solution in A,
d(z) = ¢o(2) + Ap1 () + N2 () + -+ + N (z) + -+ -, 4.1.4)
which, when substituted into Eq. (4.1.1), yields
¢o(x) = f(2),
h h
$1(z) = / dyr K(z,y1)¢0(y1) = / dyr K(z,y1)f(y1),
0 0

h h h
b () = / dyn K (2, 32) 61 (32) = / dyo / dys K (2, y2) K (y2,11) f ().

In general, we have

h h h h
én(x) :/0 dynK(:ayn)%fl(yn):/o dyn/o dynfl"'/o dy: @15)
X K<$ayn)K(ynayn—1) o 'K(y27y1)f(y1)'

Applied Mathematics in Theoretical Physics. Michio Masujima
Copyright © 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-40534-8



76 4 Integral Equations of the Fredholm Type

Bounds: First, in order to establish the bound on |¢,, ()], define

h
A(x) E/O dy|K(sc,y)|2. (4.1.6)

Then the square of the norm of the kernel K (x,y) is given by

h
||K||2:/O dr A(z). (4.1.7)

Examine the iteration series (4.1.4) and apply the Schwarz inequality. Each term in the itera-
tion series (4.1.4) is bounded as follows:

h
¢1(7) :/0 dyy K(z,y1) f(y1)
= |¢1(2)]* < A(@) |1 £]1?,
h
bo(r) = /0 dys K (2, 92)n (32)
= |ga(x)|* < A(z) |o1]|* < A=) |1 £17 1K1,
and

h
¢3($):/0 dys K(z,y3)p2(ys3)

= |s(2)]* < A(x) [lg2]” < Ax) |1 £I° 1K*-
In general, we have
[6n(@) < A) £ 1K
Thus the bound on | ¢, ()| is established as
|on(@)] < VA@) IFINIEN", n=1,2,3,-. (4.1.8)

Now examine the whole series (4.1.4).

d(x) — f(x) = A1 () + N2 o () + N33 (z) + -+ - .

Taking the absolute value of both sides, applying the triangular inequality on the right-hand
side, and using the bound on |¢,, ()| established as in Eq. (4.1.8), we have

[6(z) = f ()] < A |g1(2)] + A [@a(@)| + -
=D A" [¢n(2)

(4.1.9)

<D VAR AL
n=1
= IALVA@) - A1) I K™
n=0



4.1 Iterative Solution to the Fredholm Integral Equation of the Second Kind 77

Now, the series on the right-hand side of the inequality (4.1.9)

o
DMK
n=0

converges as long as
A< — (4.1.10)
I K]
converging to
1
L= A [ K|
Therefore, in that case, (i.e., for Eq. (4.1.10)), the assumed series (4.1.4) is a convergent

series, giving us a solution ¢(x) to the integral equation (4.1.1), which is analytic inside the
disk (4.1.10).

Symbolically the integral equation (4.1.1) can be written as if it is an algebraic equation,
¢=f+AKo = (1-AK)p = f

— f — 2772
= 0= 175 = LHAK XK 4+,

which converges only for [A\K| < 1.

Uniqueness: Inside the disk, Eq. (4.1.10), we can establish the uniqueness of the solution by
showing that the corresponding homogeneous problem has no nontrivial solutions. Consider
the homogeneous problem,

h
o) = [ Ka.0)on(w). @.L1)
0
Applying the Schwarz inequality to Eq. (4.1.11),
|pr()* < [N A(e) llor ]

Integrating both sides with respect to 2 from 0 to h,

h
ozl < AP ||¢H||2/O Alz) da = [N - 1K) - lon”,

i.e.,

ozl (1= A7 - 1K]1*) < 0. (4.1.12)
Since || - | K| < 1, the inequality (4.1.12) can only be satisfied if and only if

lfmll =0
or

¢ =0. (4.1.13)

Thus the homogeneous problem has only a trivial solution, so the inhomogeneous problem
has a unique solution.
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4.2 Resolvent Kernel

Returning to the series solution (4.1.4), we find that after defining the iterated kernels as
follows,

Ki(z,y) = K(z,y), 4.2.1)
h

K2($7y):/ dy2 K(xaQQ)K(y27y)7 (422)
0
h h

K3(967y)=/ dy3/ dyz K(z,y3) K (y3, y2) K (y2,9), (4.2.3)
0 0

and generally

h

we may write each term in the series (4.1.4) as

h

b1 (z) = /0 dy K1 (2,9) £ (9), 4.2.5)
h

$a() = /0 dy K, ) (1), 4.2.6)
h

$a(x) = /0 dy K, ) (). 42.7)

and generally

h
= / dy Ky (z,y)f(y)- (4.2.8)
0
Therefore, we have
) + ZA" / dy K (z,y) f(y). (4.2.9)

Now, define the resolvent kernel H(x,y; \) to be

_H(xvy; >‘) = Kl(xay) + )\KQ(I',:U) + A2K3($7y) +oee
= Z)\nilKn(wvy)
n=1

Then the solution (4.2.9) can be expressed compactly as,

(4.2.10)

h
o(z) = f(z) — A /0 dy H (z, 3 )1 (), 4.2.11)
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with the resolvent H (z, y; \) defined by Eq. (4.2.10). We have in effect shown that H (x, y; \)
exists and is analytic for

1
A < —. (4.2.12)
| K]

QO Example 4.1. Solve the Fredholm Integral Equation of the second kind,
1
p(x) = flz) + A/ e Yo(y) dy. (4.2.13)
0

Solution. We have, for the iterated kernels,

Ki(z,y) = K(z,y) =¢e"7Y,
1
Kala,y) = / d¢ K (2, K (€.y) = &7,

1
K3(z,y) = / d€ Ky (7, ) Ka(§,y) =Y,
0
and hence
K,(x,y)=¢""Y for all n. (4.2.14)

Then we have as the resolvent kernel of this problem,

oo

—H(z,yA) =3 NV ="+ A+ A A ), (4.2.15)
n=1
For
Al <1, (4.2.16)
we have
Hry\) = -5 42.1
('ray7)__1_)\- (7)
Thus the solution to this problem is given by
A 1
o(z) = f(z) + ﬁ/ dye” Y f(y). (4.2.18)
—AJo

We note that, in this case, not only do we know the radius of convergence for the series
solution (or for the resolvent kernel) as in Eq. (4.2.16), but we also know the nature of the
singularity (a simple pole at A = 1). In fact, our solution (4.2.18) is valid for all values
of A, even those which have |[A\| > 1, with the exception of A = 1. The question we now
wish to address is whether, in general, we can say more about the nature of the singularity in
H(x,y; A\), than simply knowing the radius of the disk in which we have a convergence.
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Properties of the resolvent: We now derive some properties of the resolvent H (z,y; \)
which will be useful to us later. Consider the original integral operator written as

h
f(:/ dy K (z,v), (4.2.19)
0

and the operator corresponding to the resolvent as

h
H= / dy H(z,y; \). (4.2.20)
0

Note the integrals are with respect to the second argument in Egs. (4.2.19) and (4.2.20). Now,
the operators K 2 or H?, or KH, or HK are defined in the usual way:

K*¢ = K(K¢) = (/ dyr K (2,1 ¢(y1)>

:/ dng(m,yg)/ dy1 K (y2,y1)9(y1),
0 0

i.e.,

h h
K2:/ dyg/ dyy K (z,y2) K (y2,91). 4.2.21)
0 0

We wish to show that the two operators K and H commute, i.e.,

KH = HK. (4.2.22)
The original integral equation can be written as

b=Ff+I\Ko (4.2.23)
while the solution obtained by the resolvent takes the form

¢=f—\Hf. (4.2.24)

Defining I to be the identity operator

h
I= / dydé(z —y), (4.2.25)
0
Eqgs. (4.2.23) and (4.2.24) can be written as
f=-XK)g, (4.2.26)
¢=(—A\H)f. (4.2.27)

Then, combining Egs. (4.2.26) and (4.2.27), we obtain
f=I—-AK)I—-MXH)f and ¢ = (I—)\H)(I—\K)¢.
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In other words, we have
(I-MK)I—-XH)=1 and (I-XH)(I-MXK)=1.
Thus we obtain
K+H=MKH and K+ H=MHK.
Hence we have established the identity
KH = HK, (4.2.28)

i.e., K and H commute. This can be written explicitly as

h h h h
/ dyz/ dyy K (x,y2)H(y2,y1) Z/ dy2/ dyy H(z,y2) K (y2,y1)-
0 0 0 0

Let both of these operators act on the function §(y; — y). Then we find

h h
| ax@oney - [ aneorc. 42.29)
Similarly the operator equation
K+H=\KH (4.2.30)
may be written as
h
HlziN) = ~K(og) + ) [ K QHE 50 e (42.31)
0

We will find this to be a useful relation later.

4.3 Pincherle-Goursat Kernel

Let us now examine the problem of determining a more explicit formula for the resolvent
which points out more clearly the nature of the singularities of H(x,y; A) in the complex A
plane. We do this for two different cases. First, we look at the case of a kernel which is given
by a finite sum of separable terms (the so-called Pincherle-Goursat kernel). Secondly we
examine the case of a general kernel which we decompose into a sum of a Pincherle—-Goursat
kernel and a remainder, which can be made as small as possible.

Pincherle-Goursat kernel: Suppose that we are given the kernel which is a finite sum of
separable terms,

N
K(z,y) = gn(@)hn(y), @3.1)
n=1



82 4 Integral Equations of the Fredholm Type

i.e., we are given the following integral equation,

h N
oa) = @)+ [ 3 0u@hal)oto) d.
n=1
Define 3, to be
h
b = ho, dy.
5.= [ by
Then the integral equation (4.3.2) takes the form,
N
o(2) = F(2) + 2> g0 (@) .
k=1

Substituting Eq. (4.3.4) into the expression (4.3.3) for (3,,, we have

h n N
b= [ dyta@ )+ [ dylaw)- XY 0n )5
0 0 1
Hence, upon letting

h
<Ankzzjﬁ dy b ()95 (v),

and

h
an=/0 dy b (y) f (),

Equation (4.3.5) takes the form

N
ﬁn =a, + AZAnkﬁlw
k=1

or

] =

(5nk - )‘Ank)ﬁk = Qp,

>
Il

1

which is equivalent to the N x N matrix equation

(I -3 =4,

(4.3.2)

(4.3.3)

(4.3.4)

(4.3.5)

(4.3.6)

(4.3.7)

(4.3.8)

(4.3.9)

where the as are known and the (s are unknown. If the determinant of the matrix (I — AA) is

denoted by D()\)
D(\) = det(I — M\A),
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the inverse of (I — AA) can be written as

(I —XA) = ;-D,

D(X)

where D is a matrix whose 7j-th element is the cofactor of the ji-th element of I — \A.
(We recall that the cofactor of a;; is given by (—1)"™/ det M;;, where det M;; is the minor
determinant obtained by deleting the row and column to which a;; belongs.) Therefore,

1
n — = N Dn, c . 4.3.1
B 50) Z:: kUL, (4.3.10)

From Egs. (4.3.4) and (4.3.10), we obtain the solution ¢(x) as

o(z) = f(x)

ZZgn Dok 4.3.11)

nlkl

Ur

Writing out «ay, explicitly, we have

h
ZZ% ) D dyhk(y)f(y)~ 4.3.12)

(nlkl

Ux

Comparing Eq. (4.3.12) with the definition of the resolvent H (z, y; \)
h
6@) = 1) = [ dy By N Fw) (43.13)
0
we obtain the resolvent for the case of the Pincherle—~Goursat kernel as

—H(x,y; A

Doihi(y). (4.3.14)
n 1k=1

Note that this is a ratio of two polynomials in A.

We note that the cofactors of the matrix (I — AA) are polynomials in A and hence have
no singularities in A. Thus the numerator of H (z,y; A) has no singularities. Then the only
singularities of H (x,y; \) occur at the zeros of the denominator

D(\) = det(I — M\A),
which is a polynomial of degree N in A. Therefore, H (z,y; \) in this case has, at most, N

singularities which are poles in the complex A plane. At the poles of H(x,y;\) in )\, the
homogeneous problem has nontrivial solutions.
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General kernel: By approximating a general kernel as a sum of a Pincherle-Goursat kernel
(plus a small remainder term), we can now prove that in any finite region of the complex A
plane, there can be, at most, a finit number of singularities. Consider the integral equation

¢(z) )+ A/ K(z,y)o(y) dy, (4.3.15)
with a general square-integrable kernel K (z,y). Suppose we are interested in examining the
singularities of H (x,y; A) in the region |A| < 1/¢ in the complex A plane (with ¢ possibly

quite small). For this purpose, we can always find an approximation to the kernel K (x,y) in
the form (with N sufficiently large)

Zgn )+ R(z,y) (4.3.16)

with
[R]| <e. (4.3.17)

The integral equation (4.3.15) then becomes

o(x) = / Zgn oot dy+ A | R(z,9)6(y) dy.

F(z)=f@)+ A [ Y gn(@)ha(y)d(y) dy. (43.18)
Then
h
0(@) = F@) A [ Rla.p)otu) dy
Let Hgr(z,y; \) be the resolvent kernel corresponding to R(z, y),

*HR(l',y,)\) = R(Ivy) + ARQ(‘Tay) + )\2R3(‘Tay) +e

whence we have

h
6(x) = F(z) — A /0 Hila, y: N (y) dy. (4.3.19)

Substituting the given expression (4.3.18) for F'(x) into Eq. (4.3.19), we have
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Define

F(z) = f(z) - A / Hel,y: N £ (4) dy.

Then

h N
o@) = Fa) 2 [ 3 g, @ha(w)o(w
n=1

= [y [z Hnta) (Zgn<y>hn<z>> o(2).

In the above expression (4.3.20), interchange y and z in the last term on the right-hand side,

¢(x)

h
F( / dy [ZS%L n *)\/0 dZHR l’ zZ3 >\ Zgn n ] (y)

Then we have

~ h N
¢(x) = F(x) + A/0 dy (ZGn(x;A)hn(y)> ¢(y)
n=1

(4.3.20)

where

h
Gr(x; N) = gn(x) — /\/0 dz Hr(z,z; \)gn(2).

We have thus reduced the integral equation with the general kernel to one with a Pincherle—
Goursat type kernel. The only difference is that the entries in the new kernel

N
PENEPI

n=1

also depend on X through the dependence of G, (x; A) on A. We know, however, that for
ARl < 1,

the resolvent Hp(x,y; A) is analytic in A. Hence G, (z; ) is also analytic in A. Therefore,
the singularities in the complex A plane are still found by setting

det(I — AA) =0

where the kn-th element of A is given by

h
Apn = / Ay hio()Gon (4 2) = A ().
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Since the entries Ay, depend on \ analytically, the function det(I — AA) is an analytic func-
tion of A (but not necessarily a polynomial of degree /V) and hence it has finitely many zeros
in the region |A| - || R|| < 1, or

||<1< 1
IR]

This concludes the proof that in any disk |A| < 1/e, there are a finit number of singularities
of A for the integral equation (4.3.15).

4.4 Fredholm Theory for a Bounded Kernel

We now consider the case of a general kernel as approached by Fredholm. We shall show
that the resolvent kernel can be written as a ratio of the entire functions of A, whence the
singularities in A occur when the function in the denominator is zero.

Consider

o(x) +)\/ K(z,y)p(y)dy, 0<z<h. (4.4.1)
Discretize the above equation by letting
Ty = iE, Y; = jE,
,j=0,1,2,... N.
Also let
bi=(xi),  fi=f(2),  Kiy=K(z,y)).
The discrete version of the integral equation (4.4.1) takes the form
N
¢ = fi+ )\ZKij%E,
j=1
i.e.,
N
Z —X\eKij)p; = fi (4.4.2)
j=1
Define D()) to be

D(\) = det(I — \eK).
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Writing out D()) explicitly, we have

1— /\&‘KH, —/\EK12, L. —/\€K1N

7A€K217 1-— )\€K22, . . . 7>\€K2N
D()\) =

7/\€KN1, 7)\€KN2, N )\E‘KNN

This determinant can be expanded as

- - - 22 . AN L
D(X) = D(0) + AD'(0) + 57 D"(0) ++++ + 5 D™M(0),
Using the fact that
\ahaz, -, aN| = ‘—al,az, 75N’
+|a id’ an|+---+|a, a i&'
lvdA 2y s UN 1,02, ’dA N| »

we finally obtain (after considerable algebra),

22NN

N
D()\) =1- )\EZKM + ol ZZ
=1

i=1j5=1

777

J“ KJJ

5.3 N N N K, Ky, K

ZZZ Ky, K, Kp |+ .

i=1 1k=1
= Kyi, Kij, Kk

In the limit as n — oo, each sum, when multiplied by ¢, is approximates a corresponding
integral, i.e.,

N h
ZSK“- — / K(z,z)dx
i=1 0

h h
H/ dx/ dy
0 0

iy

K

Jis

i=1j=1
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Define
K(z1,y1), K(z1,92), - - - K(z1,yn)
K(IQayl)v : o K(Z‘Qayn)
1, To, ..., Tnp
K ! 2 =
Y1, Y2, cees Yn
K(In,m), : K(znayn)

Then, in the limit as N — oo, we find (on renaming D as D)
D\ =1+ ZTDn

n=1

h h h
X T2 In
Dnz/ d:cl/ dx2-~-/ dr, K ’ ’ ’ )
0 0 0 L1y, T2, ... T

b

with

We expect singularities in the resolvent H (z,y; A) to occur only when the determinant D (\)
vanishes. Thus we hope to show that H (x, y; A) can be expressed as the ratio,

D(z,y; \)

H(z,y; \) = DOy

(4.4.3)

So we need to obtain the numerator D(x, y; \) and show that it is entire. We also show that the
power series given above for D()\) has an infinite radius of convergence and thus represents
an analytic function.

To this end, we make use of the fact that K (x,y) is bounded (by assumption) and also
invoke the Hadamard inequality which says

|det [0, T, -+, On]| < [[On | (|52 ][ - - - [T -

This has the interpretation that the volume of the parallelepiped whose edges are v through
Uy, is less than the product of the lengths of those edges. Suppose that |K (x,y)| is bounded
by Aonz,y € [0, h]. Then

K(le,xl), ey K(ml,xn)
1, .., In

1, ..., Inp

is bounded by

K L1y ++vy Iy
1, ..., Ip
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since the norm of each column is less than \/nA. This implies

h h ...
D,| = / dx1-~-/ deo K[ 70 7 T )| < hnpn/2an,
0 0 .]:17 s, xn
Thus
> —1)n\" > /\nhnnn/QAn
>SS, < Y P @)
= nl — n!
Letting
IN™ hPnm/2 A
an =~

n!

and applying the ratio test to the right-hand side of the inequality (4.4.4), we have

n+l;n41 (n+1)/2 gAn+1 _ |
im Y i (A" Rt (n+ 1) A n!)

n—oo A, n—00 (|)\|nh"n”/2A"~(n+1)!)
N\"? 1
— lim |[MrA(14+2) ———|=
nl—>ngo | | ( n) vn+1

Hence the series converges for all . We conclude that D(\) is an entire function of \.

The last step we need to take is to find the numerator D(x, y; \) of the resolvent and show
that it, too, is an entire function of \. For this purpose, we recall that the resolvent itself,
H(x,y; \), satisfies the integral equation,

h
H(z,y;\) = =K (z,y) + )\/ K(x,2)H(z,y; \) dz. (4.4.5)
0

Therefore, upon multiplying the integral equation (4.4.5) by D()\) and using the definition
(4.4.3) of D(x,y; \), we have

h
D(z,y;\) = —K(z,y)D(\) + /\/ K(z,2)D(z,y; \) dz. (4.4.6)
0

Since D(A) has the expansion

o0 7)\ n
D) = Z( n,) D, with Dy =1, (4.4.7)
n=0 :

we seek an expansion for D(x, y; A) of the form

D(z,y;\) = (_s)ncn(a;, Y). (4.4.8)

n=0
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Substituting Egs. (4.4.7) and (4.4.8) into the integral equation (4.4.6) for D(x, y; \), we find

oo

SV ) = Z( A DK (a,9)

n=0 nl
n+1
. Z/ K(z,2)Cp(z,y) dz.

Collecting like powers of A, we get

OO('ray) = 7K(‘T’y) for TL:O,

h
Cn(z,y) = —D,K(x,y) — n/ K(z,2)Cph_1(z,y)dz for n=1,2....
0
Let us calculate the first few of these:
CO(:C, y) = 7K(‘T’ y)

From this, we have
h
Ciler.y) =~ K@)Dr + [ K(w,2)K(z,0) dz
0
h
— [ o (o) K 1,9) ~ Koy K (,3)
0
h xr, I
= —/ dl’lK s
0 Y, T1
from which, we obtain
h h
_/ d.’L‘l / d.’l?g |:K($,y)K BRI
0 0 T, )
~K@aKk | " )+ K@k [ T ]
Y, ) Y, s
h h xr, x1, X2
— dl’l dl’gK .
0 0 Y, Ti, X2
In general, we have
h h h €T, Ti, X2, -, Tp
=— dxq drg--- dr, K .
0 0 0 Yy, L1, X2, --- Tn
Therefore, we have the numerator D(x, y; A) of H(x,y; \),
o (=A)"

D(z,4:0) = > ——Cn(,y), (4.4.9)

n=0
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with
h h
T, T1, T2, ..., T
Cn<x,y>=—/ dw1-~-/ dz, K o ",
0 0 Y, T1, T2, ..., Tn
n=12..., (44.10)
and

Co(z,y) = —K(x,y). (4.4.11)

We prove that the power series for D(z,y; A) converges for all A. First, by the Hadamard
inequality, we have the following bounds,

ol & oz o T
Y, Ti, ..., Tn

since K above is a (n + 1) x (n + 1) determinant with each entry less than A, i.e.,

< (Vn+ 14"

K (z,y)| < A.
Then the bound on C,,(x, y) is given by
|Gy (2, y)| < R"(Vn + 1A)™ T,

Thus we have the bound on D(x, y; \) as

(oo} n
A
|D(z,y; \)| < § Qh”(\/n +1A)" (4.4.12)
n:
n=0
Letting
)\ n
ay, = Qh"(vn +14)"
n:

we apply the ratio test to the right-hand side of inequality (4.4.12).

(|A|n hn(n + 1)(n+1)/2An+1(n _ 1)|)

Qp

lim = lim
n—co Gy q  n—oo (I =tz Amt)
n/2
RV 1 1
— lim N pAYE ("+ )
n— oo n n
n/2
Vi 1 1
— lim M AAYTE (1+—>
n—00 n n

=0.
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Hence the power series expansion for D(x,y; A) converges for all \, and D(x,y; \) is an
entire function of \.

Finally, we can prove that whenever H (z,y; \) exists (i.e., for all A such that D(\) # 0),
the solution to the integral equation (4.4.1) is unique. This is best done using the operator
notation introduced in Section 4.2. Consider the homogeneous problem

on = AK dy. (4.4.13)
H acts on both sides to give
Hoy = NHK ¢y.
Use the identity
MK =K+ H
to get
Hoy = K¢y + Hoy.
Hence we get
Koy =0,
which implies
¢u = AK¢y = 0. (4.4.14)

Thus the homogeneous problem has no nontrivial solutions and the inhomogeneous problem
has a unique solution.

Summary of the Fredholm theory for a bounded kernel
The integral equation
h
(@) = f@) £ [ Kle.poto) dy

has the solution

h
o(x) = f(z) — A / H (. y: N () dy

with the resolvent kernel given by

D(z,y; \)

H(z,y;\) = DO
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in which

|
= nl
h h x1, ) Tn
Dn:/ dxq /dwnK i Dp=1
0 0 T, , Ip
and
0o )"
D(z,y; \) = Z( n,) Cr(2,y),
n=0 :
h h
Colwy) = — [ du el A
0 Y, X1, , Ip
Co(xvy)fiK(xvy)
where
K(zwy), K(zi,ws2), ..., K(z1,wp)
K(zp,w1), K(za,w2), ..., K(z2,wy,)
K 21, Z2, ce.y  Zn —
wy, W2, ey W
K(zp,w1), K(zp,wa), ..., K(zn,wy)

4.5 Solvable Example

Consider the following homogeneous integral equation.

U Example 4.2. Solve

x o
6@ = [ dye o) 13 [yl 0<e<oc (45.0)
0 x
Solution. This is a Fredholm integral equation of the second kind with the kernel
“@Y) for 0<y<a<
K(ry) =4 o mYEEEs 4.5.2)
1 for 0<ax<y<oo.

Note that this kernel (4.5.2) is not square-integrable. Differentiating both sides of
Eq. (4.5.1) once, we find after a little algebra

v (x) = f/\/o dy e?o(y). (4.5.3)
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Differentiate both sides of Eq. (4.5.3) once more to obtain the second-order ordinary differen-

tial equation of the form

¢" () + ¢/ (z) + A (z) = 0.

We try a solution of the form

o(x) = Ce™.
Substituting Eq. (4.5.5) into Eq. (4.5.4), we obtain
a?+a+ =0,
or,
g L V1I—4X
—

In general, we obtain
P(x) = Cre™™ + Cre™”,
with

s V4 DY —1—VI—4X

(65) D) Qo = B

Now, the expression for ¢’ (z) given above, Eq. (4.5.3), indicates that
#(0) = 0.
This requires

a1C1+asCy=0 or Cy= —ﬂCl.
(6%)

Hence the solution is

eoclzr ea2z:|

o) =C |

851 Q2

However, in order for the integral equation to make sense, we must require the integral

/w " dyo(y)

to converge. This requires
Rea <0,
which in turn requires

A>0.

(4.5.4)

(4.5.5)

(4.5.6)

(4.5.7)

(4.5.8)

(4.5.9)
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Thus, for A < 0, we have no solution, and for A > 0, we have

eoq:z: eagw:|
b

Pp(z)=C [ (4.5.10)

g Q2

with o1 and iy given by Eq. (4.5.7).

Note that, in this case, we have a continuous spectrum of eigenvalues (A > 0) for which
the homogeneous problem has a solution. The reason the eigenvalue is not discrete is that
K (z,y) is not square-integrable.

4.6 Fredholm Integral Equation with a Translation Kernel

Suppose x € (—oo, +00) and the kernel is translation invariant, i.e.,
K(z,y) = K(z — y). (4.6.1)

Then the inhomogeneous Fredholm integral equation of the second kind is given by

+oo
() = f(z) + A K(z —y)o(y) dy. (4.6.2)

—0o0

Take the Fourier transform of both sides of Eq. (4.6.2) to find
(k) = F(k) + AK (k) (k).
Solve for ¢(k) to find

. f(k)

B(k) = - Nk (4.6.3)

Solution ¢(z) is provided by inverting the Fourier transform ¢(k) obtained above. It seems
very simple, but there are some subtleties involved in the inversion of qAb(k:) We present some
general discussion of the inversion of the Fourier transform.

Suppose that the function F'(x) has the asymptotic forms

e’ as x— —oo (b>a>0).

Namely F'(z) grows exponentially as z — +o00, and decays exponentially as x — —oo. Then
the Fourier transform F'(k)

+o00
F(k) = / e %P (2) da (4.6.5)

— 00

exists as long as

—b<TImk < —a, (4.6.6)
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since the integrand has magnitude

—ikx e(k2+a):z as  x — 400,
le= " F(z)] ~ ot h
elh2tb)r a5 2 —o0,

where we set

k = ki + ikg, with kqand ko real.
With

—b < ko < —a,

the magnitude of the integrand vanishes exponentially at both ends.
The inverse Fourier transformation then becomes

1 +oo—1iy o
F(x) / e*F(k)dk  with a <7y <b. (4.6.7)

2 —oo—1y

Now if b = a such that F'(z) ~ € for || — oo (a > 0), then the inversion contour is on
v = a and the Fourier transform exists only for ks = —a.

Similarly, if the function F'(x) decays exponentially as © — o0 and grows as  — —00,
we are able to continue defining the Fourier transform and its inverse by proceeding in the
upper half-plane.

As an example, a function like

F(z) = el (4.6.8)

which decays exponentially as x — =00 has a Fourier transform which exists and is analytic
in

—a<ky <a. (4.6.9)

With these qualifications, we should be able to invert qg(k) to obtain the solution to the
inhomogeneous problem (4.6.2).
Now follows the homogeneous problem,

+oo
() = A K(x —y)ou(y) dy. (4.6.10)

— 00

By Fourier transforming Eq. (4.6.10), we obtain
(1= MK (K))éu(k) = 0. (4.6.11)
If 1 — AK (k) has no zeros for all k, then we have

ou(k) =0 = ¢u(z) =0, (4.6.12)
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ie., no nontrivial solution exists for the homogeneous problem. If, on the other hand,
1 — MK (k) has a zero of order n at k = «, ¢y (k) can be allowed to be of the form

- d d\""
k) = Colk — ) + Ca ok — o) + -+ C, (dk) 500k — ).
On inversion, we find
ou(z) = C1e"%% 4 Coxe™™® 4 ... 4 Cpa™ e = eia‘T/ZC’jxjfl. (4.6.13)
j=1

For the homogeneous problem, we choose the inversion contour of the Fourier transform based
on the asymptotic behavior of the kernel, a point to be discussed in the following example.

O Example 4.3. Consider the homogeneous integral equation,

+o00
du(z) = A/ e~ 1" Vgu(y) dy. (4.6.14)

Solution. Since the kernel vanishes exponentially as e™¥ as y — oo and as e as y — —oo0,
we need not require ¢y (y) to vanish as y — £o0, rather, more generally we may permit

(1-2)y
e as Yy — 00,
¢H(y) - { (71+6)y
e as Yy — —o9,
and the integral equation still makes sense. So in the Fourier transform, we may allow
-1 <ky <1, (4.6.15)

and still have a valid solution.
The Fourier transform of e~*!*| is given by

too 2
—ikx ,—alz| _
e e dx = . (4.6.16)
/_DO k%2 4+ a2
Taking the Fourier transform of the homogeneous equation with o = 1, we find
A 2\~
k)= —5—— k
Ou(k) = =g bu (k).
from which, we obtain
k2 +1-2X.
——ou(k) =0.
EE il

So there exists no nontrivial solution unless k& = +i1/1 — 2. By the inversion formula,
éu(x) is a superposition of T terms with amplitude ¢y (k). But ¢y (k) is zero for all but
k = +iv/1 — 2. Hence we may conclude tentatively that

Ou(x) = Cre VTP 4 etV

However, we can at most allow ¢y (z) to grow as fastas e asx — ooandase™* asx — —o0,
as we discussed above. Thus further analysis is in order.



98 4 Integral Equations of the Fredholm Type

Case (1) 1-2X<0, or A>3
¢u(x) is oscillatory and is given by

fu(x) = Cre™VPTIe | OyetiviA—Ta, (4.6.17)

Case (2) 0<1-2A<1, or 0<A<3.

du(x) grows less fast than el as || — oo.
() = Cre”VIT2AT 4 ChetViz2ie, (4.6.18)

Case (3) 1—-2\>1, or A<O.

No acceptable solution for ¢y(z) exists, since e*V1=22* grows faster than el*! as
|z| — oo.

Case (4) =1
¢u(x) = Cy + Ch. (4.6.19)

Now consider the corresponding inhomogeneous problem.

U0 Example 4.4. Consider the inhomogeneous integral equation,

+oo
6(z) = ae=olel 1 ) / el o y) dy. (4.6.20)

Solution. On taking the Fourier Transform of Eq. (4.6.20), we obtain

. P N -
ok) = 1z iaa2 t o

Solving for ¢(k), we obtain
- 2ac(k?® + 1
bk = )
(k2 4+1—=2)\)(k% + a?)
To invert the latter transform we note that, depending on whether A is larger or smaller than

1/2, the poles k = £+/2\ — 1 could lie on the real or imaginary axis of the complex k plane.
What we can do is to choose any contour for the inversion within the strip

—min(e, 1) < kg < min(a, 1) (4.6.21)

to get a particular solution to our equation and we may then add any multiple of the homo-
geneous solution when the latter exists. The reason for choosing the strip (4.6.21) instead
of

—1<ky<1

in this case is that, in order for the Fourier transform of the inhomogeneous term e~*l to
exist, we must also restrict our attention to

—a < ky < a.

Consider the first three cases given in Example 4.3.
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Cases (2) and (3) A< 3

In these cases, we have 1 — 2\ > (0. Hence é(k) has simple poles at k& = =+ia and
k = %iv/1 — 2. To find a particular solution, use the real k£ axis as the integration contour
for the inverse Fourier transformation. Then ¢p () is given by

2a0 [T ; (k? +1)
== dk e :
op (@) = 5o /_Oo T2k +a?)

For x > 0, we close the contour in the upper half-plane to obtain

2aa

op (x) = Ty 27 [Res (ia)) + Res (zmn

_ a (1 _ 042) e T _ 2 o e*\/172)\z )
1—-2\—a? vV1—2\
For x < 0, we close the contour in the lower half-plane to get an identical result with z
replaced by —z.
Thus our particular solution ¢p () is given by

S 2 NN P D 2 PRV >y
op () T a2 [(1 a’)e me . (4.6.22)

For Case (3), this is the unique solution because there exists no acceptable homogeneous
solution, while for Case (2) we must also add the homogeneous part given by

¢H (I) — Cleimm 4 026+\/m:v'

Case (1) A> 1.

In this case, we have 1 — 2\ < 0. Hence é(k) has simple poles at k& = =+ia and
k = ++/2X\ — 1. To do the inversion for the particular solution, we can take any of the con-
tours (1), (2), (3) or (4) as displayed in Figures 4.1 through 4.4, or Principal Value contours
which are equivalent to half the sum of the first two contours or half the sum of the latter two
contours.

Any of these differs by a multiple of the homogeneous solution. Consider a particular
choice (4) for the inversion. For z > 0, we close the contour in the upper half-plane. Then
our particular solution ¢p () is given by

2
o (z) = Qi: - omi [Res(—\/Z)\ 1)+ Res(—f—ia)}
a 2 i .
_ 1— 2\ —ax —iV2A—1z )
1-2\—a? [( e e

For z < 0, we close the contour in the lower half-plane to get an identical result with x
replaced by —x.
So, in general, we can write our particular solution with the inversion contour (4) as,

a 2 i ,
dp (1) = 7oy 3 [(1 —a?) el 4 \/ﬁe_w”_ll"cl] , (4.6.23)

to which must be added the homogeneous part for Case (1) which reads,

d)H (.’E) _ Cle—i\/Qk—lw + C2€+i\/2/\—1;v.
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k

4 Integral Equations of the Fredholm Type

(1) ke
@ K
io .
1o
Vo -1 oy ky
,(1
—a2h -1 N2Ah -1
—io —io
k k
®) K ) K
io i
N2h -1 X —2A -1 B
-2 -1 Vah -1
—io —io

Fig. 4.1: The inversion contour (1)—(4) for Case (1)-Case (4).

4.7 System of Fredholm Integral Equations of the Second

Kind

We solve the system of Fredholm integral equations of the second kind,

b n
a j=1

4.7.1)

where the kernels K;(x,y) are square-integrable. We first extend the basic interval from

[a,b] to [a,a + n(b — a)], and set

r+(—-1)b-—a)=X<a+i(b—a),
y+(G—-1)b—-a)=Y <a+jb—a),

K(X,)Y) = Kij(z,y),

(4.7.2)

f(X) = fi(z). (4.7.3)

We then obtain the Fredholm integral equation of the second kind,

a+n(b—a)
H(X) — A / K(X,Y)o(Y)dY = f(X),

(4.7.4)
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where the kernel K (X,Y") is discontinuous in general but is square-integrable on account of
the square-integrability of K;;(x, y). The solution ¢(X) to Eq. (4.7.4) provides the solutions
¢:() to Eq. (4.7.1) with Egs. (4.7.2) and (4.7.3).

4.8 Problems for Chapter 4

4.1. Calculate D(\) for

ry, Y=<,
a) K(x,y)=
@) { 0, otherwise.

b) K(z,y)= zy, 0<az,y<l.
g(@)h(y), y<u,

9 Kizg)= { (2)h(y) |
0, otherwise.

d K(zy)= g@hly), 0<zy<l.
Find zero of D()\) for each case.

4.2. (Due to H. C.) Solve

P u 400
‘W):A{/o e () + dy<y¢+(y1)>2} el

Find all eigenvalues and eigenfunctions.

4.3. (Due to H. C.) Solve the Fredholm integral equation of the second kind, given that

) >O7
K-y =elo v, fay=4 " 7
0, x<0.

4.4. (Due to H. C.) Solve the Fredholm integral equation of the second kind, given that
K(x_y):e—lw—yl’ f(z)=2 for —oo<x< +o0.

4.5. (Due to H. C.) Solve

+1 1—y?
o@)+A [ K@yowdy=1, -1<a<1l Ky =y;{—3
-1

Find all eigenvalues of K (x,y). Calculate also D(\) and D(z,y; \).

4.6. (Due to H. C.) Solve the Fredholm integral equation of the second kind,

+oo
s = tex [ L )y

oo COsh(z — 1)
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4.17.

4.8.

4.9.

4 Integral Equations of the Fredholm Type

Hint:
/+oo ezka: T
—dr = ——FF—.
oo coshz cosh(mk/2)
(Due to H. C. and D. M.) Consider the integral equation,

+oo
)\/ dy ’“’(ﬁ() —00 < T < 0.

a) Show that there are only four eigenvalues of the kernel (1/+/27) exp[izy]. What are
these?

b) Show by an explicit calculation that the functions,

0u(0) = exp |~ | ),

where
— n d" 2
Hy(z) = (=1)" expla®] —— exp[—a?],
are Hermite polynomials, are eigenfunctions with the corresponding eigenvalues,
(4)™, (n = 0,1,2,...). Why should one expect ¢, (x) to be Fourier transforms of
themselves?
Hint: Think of the Schrodinger equation for the harmonic oscillator.

¢) Using the result in b) and the fact that {¢,, (x) },, form a complete set, in some sense,
show that any square-integrable solution is of the form,

$(z) = f(z) + Cf(x),

where f () is an arbitrary even or odd, square-integrable function with Fourier trans-
form f(k), and C' is a suitable constant. Evaluate C' and relate its values to the
eigenvalues found in a).

d) From c), construct a solution by taking f(x) = exp[—axz?/2], a > 0.
(Due to H. C.) Find an eigenvalue and the corresponding eigenfunction for

K(z,y) = exp [—(amQ + 2bxy + cy2)] , —oo < x,y <oo, a-+c>0.

Consider the homogeneous integral equation,

[T Kot —e<w<o
where
1 2 2 2 2 _9 ¢
K(xay): 1t2exp{$ ‘;y]exp[—l,—’—:ly_—ﬁxy , tﬁxed7 0<t<1
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(a) Show directly that ¢g(z) = exp|[—x?2/2] is an eigenfunction of K (z,y) corre-
sponding to eigenvalue A = Ao = 1//7.

(b) Let

Pn(x) = exp {2] H,(z).

Assume that ¢,, = A\, K¢,,. Show that ¢,11 = A\ 1K dp1 with N, = tA,41.
This means that the original integral equation has eigenvalues \,, = t~"//7, with
the corresponding eigenfunctions ¢,, ().

4.10. (Due to H. C.) Find the eigenvalues and eigenfunctions of the integral equation,
6(0) = [ expl-wyloly) dy.
0
Hint: Consider the Mellin transform,

@(p):/o xip7%¢>(x)dx with  ¢(x) = QL/ xiiP*%q)(p) dp.

T J—

4.11. (Due to H. C.) Solve
x 1
vie) =+ x [ oy [ oy

4.12. Solve
+1

o) =2 [ K)ot dy—
—1

+1
o(y)dy with ¢(£1) = finite,
1

where

K(z,y) = lln (ﬂ) 7

2 1_.’11'>

1 1 1 1
w<=—(w+y)—§\$—y| and w>=§(w+y)+§\m—y|~

2
4.13. Solve
“+o0o

o) =2 [ K(wp)oly)dy with (o) = fnite,

where
« a2 2 o< 2 e 2
K(z,y) = \/j{exp [5(30 +y )] / exp[—ar|dr / exp[—ar ]dr},
7T —00 T

1 1 1 1
x<=§(x+y)—§\w—y| and x>=§(x+y)+5\w—y|~
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4.14.

4.15.

4.16.

4 Integral Equations of the Fredholm Type

Solve

o(x) = A / " Ko, y)o(y) dy

with
lp(z)| < o0 for 0 <z < oo,
where
exp[—B |z — yl]
K(z,y) = ZPIP 2 701
(z,y) 25y

(Due to D. M.) Show that the non-trivial solutions of the homogeneous integral equa-
tion,

1 1
—(z—y)® - 5 lz—ul| o(y) dy,

o) =2 [ |4

—T

are cos(ma) and sin(mx), where A = m? and m is any integer.

Hint for Problems 4.12 through 4.15 : The kernels change their forms continuously
as x passes through y. Differentiate the given integral equations with respect to x and
reduce them to the ordinary differential equations.

(Due to D. M.) Solve the inhomogeneous integral equation,
o0
o(x) = f(x)+ )\/ cos(2zy)o(y) dy, x>0,
0

where A2 # 4/7.

Hint: Multiply both sides of the integral equation by cos(2z¢) and integrate over .
Use the identity,

cos(2xy) cos(2x) = %{cos[Qx(y + &)] + cos[2z(y — €)]},

and observe that

h cos(az) dx = w(exp[iam} + exp[—iazx]) dx
J J,

/ explic] dx

— 00

1
2
1
2
1
3 2mé(a) = wo ().
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4.17.

4.18.

(Due to D. M.) In the theoretical search for “supergain antennas”, maximizing the di-
rectivity in the far field of axially invariant currents j(¢) that flow along the surface of
infinitely long, circular cylinders of radius a, leads to the following Fredholm integral
equation for the current density j(¢),

27 d ¢,

§(¢) = explikasin ] — a / do’ ) (mm ¢
o 2m

/

¢ )j<¢>'), 0<6<om

where ¢ is the polar angle of the circular cross-section, k is a positive wave number, o
is a parameter (Lagrange multiplier) which expresses a constraint on the current magni-
tude, a > 0, and Jy(z) is the zeroth-order Bessel function of the first kind.

a) Determine the eigenvalues of the homogeneous equation.

b) Solve the given inhomogeneous equation in terms of the Fourier series,

j(@)= > fnexpling].

n=-—oo

Hint: Use the formulas,

explikasin ¢] = i Jn(ka) expling],

n=—oo

and

/

¢ ) - Z Jm(ka)? explim(¢ — ¢'))],

m=—0o0

Jo <2ka sin o~

where J,, () is the n-order Bessel function of the first kind. Substitution of the Fourier
series for j(¢),

i(@)= > fnexpling],

n=-—oo
yields the decoupled equation for f,,

~ Jnp(ka)
1+ ady(ka)?’

—o0 < n < 00.

fn

(Due to D. M.) Problem 4.17 corresponds to the circular loop in two-dimensions. For
the circular disk in two dimensions, we have the following Fredholm integral equation
for the current density j(¢),

2 27 dé @
j(naﬁ)exp[ikrsin@;/o Q(i/o !

x Jo (k\/r2 + 7’2 — 21’ cos(¢ — d)’)) J(r' 9",
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4.19.

4 Integral Equations of the Fredholm Type

with
0<r<a, 0<¢<2m.
Solve the given inhomogeneous equation in terms of the Fourier series,
n=oo
j(r@) = Y falr)expling].
n=—oo

Hint: By using the addition formula,

Jo (k‘\/?”Q +7'2 —2rr’ cos(¢p — (b’)) = i T (k) Ty (k") explim(d—¢')],
it is found that f,, (r) satisfy the following integral equation,
fn(r) _ {1 - i_g /Oa r’dr'fn(T/)Jn(krl)} Jn(kr), —o00 < n < oo.
Substitution of

fu(r) = X dn(kr)

yields
-1

2c @ 77 N2
Ay = {1+a2/0 r'dr' J, (kr') ]
= [1+ alJu(ka)® = T (ka) T (ka))]

(Due to D. M.) Problem 4.17 corresponds to the circular loop in two dimensions. For
the circular loop in three dimensions, we have the following Fredholm integral equation
for the current density j(¢),

27 d /
i(0) = esplikasing —a [ K@= @), 0<o<m
with
sinw  cosw  sinw
K(9) = w * w2 wd
1
= [ eexpliugde
and

w = w(¢p) = 2kasin %

Solve the given inhomogeneous equation in terms of Fourier series,

@)= 3 fuexpling].

n=—oo
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Hint: Following the step employed in Problem 4.17, substitute the Fourier series into
the integral equation. The decoupled equation for f;,,

In(ka)

Ju = 14+ aUp(ka)’

—o0 < n < oo,
results, where

U (ka) = / " 99 () expl—ind]

o 2m

1 T
- 5/71 dé(1 +§2)/ﬂd¢exp[iw(¢)ﬂ cos(no)

1 1
- 5/0 dE(1 + £2) Jon (2kal).

The integral for U,,(ka) can be further simplified by the use of Lommel’s function
S,.v(x), and Weber’s function E, (z).

Reference for Problems 4.17, 4.18 and 4.19:

We cite the following article for the Fredholm integral equations of the second kind in
the theoretical search for “supergain antennas”.

Margetis, D., Fikioris, G., Myers, J.M., and Wu, T.T.: Phys. Rev. ES8., 2531, (1998).

We cite the following article for the Fredholm integral equations of the second kind for
the two-dimensional, highly directive currents on large circular loops.

Margetis, D. and Fikioris, G.: Jour. Math. Phys. 41., 6130, (2000).

We can derive the above-stated Fredholm integral equations of the second kind for the
localized, monochromatic, and highly directive classical current distributions in two and
three dimensions by maximizing the directivity D in the far field while constraining
C = N/T, where N is the integral of the square of the magnitude of the current density
and T is proportional to the total radiated power. This derivation is the application of
the calculus of variations. We derive the homogeneous Fredholm integral equations of
the second kind and the inhomogeneous Fredholm integral equations of the second kind
in their general forms in Section 9.6 of Chapter 9.



S Hilbert-Schmidt Theory of Symmetric Kernel

5.1 Real and Symmetric Matrix

We would now like to examine the case of a symmetric kernel (self-adjoint integral operator)
which is also square-integrable. Recalling from our earlier discussions in Chapter 1 that self-
adjoint operators can be diagonalized, our principal aim is to accomplish the same goal for
the case of symmetric kernels.

For this purpose, let us first examine the corresponding problem for an n x n real and
symmetric matrix A. Suppose A has eigenvalues \; and normalized eigenvectors v, i.e.,

Aﬁk:/\kﬁk, kil,?,”' , T (511&)

T T = O (5.1.1b)

We may thus write

A0y, Uy ..., Up] = [MU1, AU, .oy Ay U]
(A0 S0
0 A
L ? (5.12)
= [vh, ..., U]
0
0 0 A\,
Define the matrix S by
S = [171,’(72,"' ,’17,1] (513&)
and consider ST
oy
ST=1: . (5.1.3b)
’UT

Applied Mathematics in Theoretical Physics. Michio Masujima
Copyright © 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-40534-8
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Then we have

0 0
oy
0 1
STs = : [U1, -, Uy] = . =1, (5.1.4a)
T
0 0 1
since we have Eq. (5.1.1b). Hence we have
ST _ S*l. (515)
Define
A O 0
0 X
D= _ . (5.1.6)
0 0 A
From Eq. (5.1.2), we have
AS = SD. (5.1.7a)
Hence we have
A=SDS™ ' =8DST. (5.1.7b)
The above relation can also be written as
A= N T, (5.1.8)
k=1

which represents the diagonalization of a symmetric matrix. Eq. (5.1.7b) is really convenient
for calculation of functions of 4, e.g.,

A2 0 0
0 .
A= (SDS7') (SDS™!) = SD*S ' = § S
S
0 0 A2
eM 0 0
0
A—TrAr iy sy o5 s
2 3! 0
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f() 0 0
0 .

f(A) =S 0 St (5.1.9)
0 0 f(An)

Finally we have
det A =det SDS™' = det Sdet Ddet S™! = det D = H/\k, (5.1.10a)
k=1
tr(A) =tr (SDS™") = tr (DS™'S) =tr (D) = > Ay (5.1.10b)

k=1

5.2 Real and Symmetric Kernel

Symmetric kernels have the property that when transposed they remain the same as the original
kernel. We denote the transposed kernel KT by

K'(z,y) = K(y, z), (5.2.1)
and note that when the kernel K is symmetric, we have
K'(z,y) = K(y,2) = K(z,y). (5.2.2)
The eigenvalues of K (x,y) and eigenvalues of KT (x,y) are the same. This is because an
eigenvalue \,, is a zero of D(\). From the definition of D(\), we find that, since a determinant
remains the same as we exchange its rows and columns,
D(\) for K(z,y) = D(\) for K (7). (5.2.3)
Thus the spectrum of K (z,y) coincides with that of KT (z,y).

We will need to make use of the orthogonality property held by the eigenfunctions belong-
ing to each eigenvalue. To show this property, we start with the eigenvalue equations,

h
¢7L (l’) =M /0 K(I, y)¢7z(y) dya (5.2.4)

h
Pu(z) = A / K™ (2, y)¢n(y) dy, (52.5)

and from the definition of K™ (z,y),

h
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Multiplying Eq. (5.2.4) by t,,,(z) and integrating over x, we get

h h h
/0 () () dr = Ao / 4 o () /0 K(2,y)én(y) dy

0
A h
=32 [ oot as
so then
(1 - ;—m> / " () () d = . (52.7)
If
-

then we have

h
/ Y (X)pn(x)dr =0 for A, # A (5.2.8)
0

In the case of finite matrices, we know that the eigenvalues of a symmetric matrix are
real and that the matrix is diagonalizable. Also, the eigenvectors are orthogonal to each other.
We shall show that the same statements hold true in the case of square-integrable symmetric
kernels.

If K is symmetric, then

Then, by Eq. (5.2.8), the eigenfunctions of a symmetric kernel are orthogonal to each other,

h
/ Gm(2)pn(z)dz =0 for Ay # Am. (5.2.9)
0

Furthermore, the eigenvalues of a symmetric kernel must be real. This is seen by suppos-
ing that the eigenvalue \,, is complex. Then we have

An # AL

The complex conjugate of Eq. (5.2.4) is given by

h
oh(z) = A, / K(2,y)67(y) dy, (5.2.10)

implying that A} and ¢ (x) are an eigenvalue and eigenfunction of the kernel K (z,y). But,
Eq. (5.2.9) with

An # AE
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then requires that

h h
/ ()05 (z) dz = / 60 ()| dz = 0, 52.11)
0 0

implying then that

which is a contradiction. Thus the eigenvalue must be real,
An = A0,

to avoid this contradiction. Therefore the eigenfunctions of a symmetric kernel are orthogonal
to each other and the eigenvalues are real.

We now, rather boldly, expand the symmetric kernel K (x,y) in terms of ¢,,(x),
K(z,y) =Y andn(x). (5.2.12)

We then normalize the eigenfunctions such that

h
/ On(2) P () dT = O, (5.2.13)
0

(even if there is more than one eigenfunction belonging to a certain eigenvalue, we can choose
linear combinations of these eigenfunctions to satisfy Eq. (5.2.13)). From the orthogonality
(5.2.13), we find

h 1
an = /0 dx ¢ () K (2, y) = /\—qbn(y), (5.2.14)

and thus obtain

2.1
A, (5.2.15)

Hilbert-Schmidt Theorem: K (z,) = »

n

There is a problem though. We do not know if the eigenfunctions {¢,(x)},, are complete.
In fact, we are often sure that the set {¢,,(x)}, is not complete. An example is the kernel
in the form of a finite sum of factorized terms. However, the content of the Hilbert—Schmidt
Theorem (which will be proved shortly) is to claim that Eq. (5.2.15) for K (x,y) is valid
whether or not {¢,, ()}, is complete. The only conditions are that K (z, y) be symmetric and
square-integrable.
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We calculate the iterated kernel,
h
Kalo) = [ KoK () ds
0

" 90 (@)D (2) <= D ()P ()
- D D Dl W

1 (5.2.16)
= zn: %: m¢n($)5nm¢m(y)
= 7/\% ,
and in general, we obtain
On(2)Pnly .
Kj(x»y):Z%()y J=2,3,---. (5.2.17)
Now the definition for the resolvent kernel
becomes
L én(2)Pn(y) AN J
H(x,y,A)——; ™ ottty
- Z ¢n(x)¢n(y) 1
n An 1- -
i.e.,
, Pn()dn(y)
H(z,y;\) = zn: Sox (5.2.18)

This elegant expression explicitly shows the analytic properties of H(x,y; \) in the complex
A plane. We can use this resolvent to solve the inhomogeneous Fredholm Integral Equation of
the second kind with a symmetric and square-integrable kernel.

h
o(x) = f(2) + A / K, 9)6(y) dy
h
= f(z) — A/O H(z,y; \) f(y) dy (5.2.19)

h
=f@) =AY f"(ﬁl /O 0n () (v) dy.
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Denoting

fo= / 6 (9)f () dy, (52.20)

we have the solution to the inhomogeneous equation (5.2.19),
fn d)n
o(x) Z (5.2.21)

At A\ = )\, the solution does not exist unless f,, = 0, as usual.
As an another application of the eigenfunction expansion (5.2.15), we consider the Fred-
holm Integral Equation of the first kind with a symmetric and square-integrable kernel,

h
T) = /0 K(z,y)p(y) dy. (5.2.22)
Denoting
On = / n(y)o(y) dy, (5.2.23)
we have
)=y ¢’;(x) On- (5.2.04)

Immediately we encounter the problem. Equation (5.2.24) states that f(x) is a linear com-
bination of ¢,,(z). In many cases, the set {¢,(x)}, is not complete, and thus f(x) is not
necessarily representable by a linear superposition of {¢,,(z)},, and Eq. (5.2.22) has no solu-
tion.

If f(x) is representable by a linear superposition of {¢, ()}, it is easy to obtain ¢,,.
From Egs. (5.2.20) and (5.2.24),

" ¢
fa= / On () f(x) de = A—" (5.2.25)
0 n
and so
On = fnin. (5.2.26)
A solution to Eq. (5.2.22) is then given by
Z Pnn (@ Z A fnton (2 (5.227)

If the set {¢,,(x)},, is not complete, the solution (5.2.27) is not unique. We can add to it any
linear combination of {«;(x)}; that is orthogonal to {¢,, ()},

2) = Anfatn(z) + Z Ciy (), (5.2.28)
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where
h
/ Yi(x)dn(z)der =0 for alliandn. (5.2.29)
0

If the set {¢n ()}, is complete, the solution (5.2.27) is the unique solution. It may, however,
still diverge since we have \, in the numerator, unless f,, vanishes sufficiently rapidly as
n — oo to ensure the convergence of the series (5.2.27).

We will now prove the Hilbert—Schmidt expansion, (5.2.15), in order to exhibit its effi-
ciency, but, to avoid getting too mathematical, we will not be completely rigorous.

We will outline a plan of the proof. First, note the following lemma.

Lemma. For a non-zero normed symmetric kernel,
o> ||K|| >0 and K(z,y) = K'(z,y), (5.2.30)

there exists at least one eigenvalue A\ and one eigenfunction ¢1(x) (which we normalize to

unity).

~ Toprove Eq. (5.2.15), once this lemma has been established, we can construct a new kernel
K(z,y) by

K(z,y) = K(z,y) — %(fl(y) (5.2.31)

Now ¢1 () cannot be an eigenfunction of K (x,7) because we have

b o b1(2)p (1)
[ E@powa- [ [K(m)—% o () dy

. ) (5.2.32)
= )\—1(?1(30) - )\—1(?1(56) =0,
which leaves us two possibilities,
(A) ||[K| = o0.
We have an equality
K(z,y) = %ﬁbl(y), (5.2.33)

except over a set of points  whose measure is zero. A proof for this case is shown.

B) ||K]| #o.
By the Lemma, there exists at least one eigenvalue A2 and one eigenfunction ¢o(x) of a
kernel K (z,y).

h
" /0 R (2, 9)¢2(y) dy = ba(x), (5.2.34)
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ie.,

h
Ao / [Ku,y) - SO 40) dy = (o). (5.235)

We then show that ¢o(z) and Ay are an eigenfunction and eigenvalue of the original
kernel K (z, y) orthogonal to ¢ (x).

To demonstrate the orthogonality of ¢o () to ¢1(x), multiply Eq. (5.2.35) by ¢ (z) and
integrate over x.

h h h
[ oo =ra [ [ |G - 2E20 o) ay
0 0 0 1
h
=7 [Ailasl(y) - Ailasl(y)] pa(y) dy = 0,
ie.,
h
/ o1(x)d2(x) dz = 0. (5.2.36)
0
From Eq. (5.2.35), we then have

h
A / K(z,4)b2(y) dy = da(2). (5.2.37)

Once we find ¢ (), we construct a new kernel K (, ) by

K(z,y) = K(z,y) — 7%(92@@) = K(z,y)— Y 7‘1)"(?%@). (5.2.38)
2 n=1 n

We then repeat the argument for K (x,y). Ultimately either we find after N steps,

N
On () Pn(y)
K(z,y) = ; S w— (5.2.39)
or we find the infinite series,
= On(@)dn(y)
K(z,y) ~ nz::l B w— (5.2.40)

and can show that the remainder R(x,y), which is defined by

R(z,y) = K(z,y) = ) M (5.2.41)
n=1 n
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cannot have any eigenfunction. If 1)(z) is the eigenfunction of R(x,y),

h
Mo /0 R(z, y)$(y) dy = ¥ (x), (52.42)

we know that

(1) v(x) is distinct from all {¢,, ()},

and that

(2) 9 (x) is orthogonal to all {¢,, (x)}n,
h
/ b(z)pn(x)dz =0 for n=1,2,---. (5.2.44)
0

Then, substituting the definition (5.2.41) of R(x,y) into Eq. (5.2.42) and noting the orthogo-
nality (5.2.44), we find

h
X / K (2, y)$(y) dy = $(2), (5.2.45)

which is a contradiction of Eq. (5.2.43). Thus we must have

h h
IR||* = / / R2(z,y) dedy = 0, (5.2.46)
0 0

which is the meaning of the ~ in Eq. (5.2.40). Therefore, the formula (5.2.15) holds in the
sense of the mean square convergence.

Proof of Lemma: So we only have to prove the Lemma stated with the condition (5.2.30)
and the proof of the Hilbert—Schmidt Theorem will be complete. To do so, it is necessary to
work with the iterated kernel Ko (x, y), which is also symmetric.

h h
Ko(x,y) z/ K(x,2)K(z,y)dz :/ K(z,2)K(y, 2) dz. (5.2.47)
0 0
This is because the trace of Ks(x,y) is always positive.
h h h
/ Ky(z,x)de = / dz/ dz K*(z,2) = | K||* > 0. (5.2.48)
0 0 0

First, we will prove that if K5(z,y) has an eigenvalue, then K (z,y) has at least one
eigenvalue equalling one of the square-roots of the former.
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Recall the definition of the resolvent kernel of K (x,y),

H(z,y;—A) = —K(z,y) + AKa(2,y) — - — (=N Kj 1 (2,y) —--- . (5.2.50)

Taking the difference of Egs. (5.2.49) and (5.2.50), we find
[H(z,y; ) — H(z, y; =)

= A [Ka(2,y) + N2 Ky(z,y) + N Ko (2, y) + -] (5.2.51)
= AHa(z,y; \%),

N =

which is the resolvent for K5 (, y). The equality (5.2.51), which is valid for sufficiently small
A where the series expansion in A is defined, holds for all A by analytic continuation.

If ¢ is an eigenvalue of Ky(x,vy), Ha(x,y; A?) has a pole at A> = ¢. From Eq. (5.2.51),
either H(z,y; \) or H(z,y; —\) must have a pole at A\ = +,/c. This means that at least one
of +./c is an eigenvalue of K (z,y).

Now we prove that Ko (x,y) has at least one eigenvalue. We have

/Dgxxsdx/Dg /ngxs
A2+SA4+82A6+ )

(5.2.52)

where
h
= / K (x,z)dz, m=2,3---. (5.2.53)
0

If K5(xz,y) has no eigenvalues, then Ds(s) has no zeros, and the series (5.2.52) must be
convergent for all values of s. To this end, consider

Ay = / A Ko (2, 7) = / dx / dz Ky (2, 2) Ko (2, 2)

/ d:c/ dz Ky (2, 2) Ky (2, 2).
Applying the Schwarz inequality,

A2, < V dm/ dz K2 ( xz] V d:c/ dz K2( :Cz]
/0 dezm(x,a:)] l /0 hdegn(a:,x)]

= A2mA2n7

(5.2.54)
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i.e., we have
A2 < A2mA2n .

m—+n —

Setting
m — n-—1
{ n — n-+l1,
in the inequality (5.2.55), we have
A3, < Aoy 2Aspia.

Recalling that

A2m > 07

which is precisely the reason we consider K (x,y), we have

A2n < A2n+2
Agp—o = Aoy

Successively, we have

A2n+2 > A2n > A2n—2

Aoy~ Aop—o T Asp_a

so that
Ay = Ry As,
Ag > R A,
Ag > R} Ay,
and generally

Ag, > R A,

Thus we have

Ay +sAy+ 8% Ag + 53 Ag + - > As(1 + sRy + s*R2 + s°R3 + - - -).

The right-hand side of the inequality (5.2.61) diverges for those s such that

1 Ao
§> — = —.
Ry Ay
Thus
h
Hy(x,x;s) dx

0

5 Hilbert—Schmidt Theory of Symmetric Kernel

(5.2.55)

(5.2.56)

(5.2.57)

(5.2.58)

(5.2.59)

(5.2.60)

(5.2.61)

(5.2.62)
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is divergent for those s satisfying the inequality (5.2.62). Then K»(x,y) has the eigenvalue s
satisfying

and K (z,y) has the eigenvalue \; satisfying

A
IA| < ,/A—Q. (5.2.63)

This completes the proof of the Lemma and completes the proof of the Hilbert-Schmidt
Theorem. O]

The Hilbert—Schmidt expansion, (5.2.15), can be helpful in many problems where a sym-
metric and square-integrable kernel is involved.

U Example 5.1. Solve the integro-differential equation,

0

h
Gotat) = [ Ke.y)ol.0)dy (5.2.642)
0

with the initial condition,
P(z,0) = f(x), (5.2.64b)

where K (x,y) is symmetric and square-integrable.

Solution. The Hilbert—Schmidt expansion, (5.2.15), can be applied giving

2o =3 [ g ot 1)y (5265

8t b ~ )\n 0 n y y7 . 4N
Defining A, (t) by

h
4= [ onwoly.0)dy (5.2.66)
0

and changing the dummy index of summation from n to m in Eq. (5.2.65), we then have

9 Pm ()

—_ el . .2.

0@ 1) ; T An(t) (5.2.67)

Taking the time derivative of Eq. (5.2.66) yields

d

h
0
A0 = [ o) ot (5:2:68)

ot
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Substituting Eq. (5.2.67) into Eq. (5.2.68) and, observing that the orthogonality of {¢,, ()}
means that only the m = n term is left, we get

d An(t)

%An(t) = N (5.2.69)
The solution to Eq. (5.2.69) is then
An(t) = An(0) exp H} , (5.2.70)
with
h
A, (0) = / dz ¢p(x) f(x). (5.2.71)
0

We can now integrate Eq. (5.2.67) from 0 to ¢, with A,,(¢) from Eq. (5.2.70),

t o s bn(a) t
/Odtaqb(m,t)—/o dtzn:TAn(O) exp Ln] (5.2.72)

The left-hand side of Eq. (5.2.72) is now exact, and we obtain
t
Lz exp 5~ | — 1
o(x,t) — ¢(x,0) = ﬂ—”&(@w : (5.2.73)

From the initial condition (5.2.64b) and Eq. (5.2.73), we get finally

d(x,t) = f(z) + > An(0) <exp [%} - 1) b (). (5.2.74)
As t — oo, the asymptotic form of ¢(z, t) is given either by

$(x,t) = f(x) = Y An(0)gn(x) if all X, <0, (5.2.75)
or by

d(a,t) = A;(0)¢ () exp [ﬂ if 0 < \; < all other \,. (5.2.76)

5.3 Bounds on the Eigenvalues

In the process of proving our Lemma in the previous section, we managed to obtain the upper
bound on the lowest eigenvalue,
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A better upper bound can be obtained as follows. If we call

Ag
Ry = —
2 A4 )
we note that
Ry > Ry,
or
1 1
_— < —
Ry ™ Ry

Furthermore, we find
Ao+ sAy + 52 A + s3Ag + s* Ao + - -
= Ay + sAy [1—&—5(1:—2) + 52 <§—i> +}
> Ag+ sA4[l +sRy + s*R3 + - -]
which diverges if
sRy > 1.

Hence we have a singularity for

1 1
s < — < —.
~ Ry T Ry

We therefore have an improved upper bound on Aj,

Ay As
< — < —.
|/\1|_\/A6_VA4

So, we have the successively better upper bounds on |\],

[A2 - [As - [As
A47 A67 A87 )

for the lowest eigenvalue, each better than the previous one, i.e.,

A A A
|A1|§---§\/A—ZS\/A—2§\/A—3 (5.3.1a)

Recall also that with a symmetric kernel, we have

Agm = [ Kl (53.2)
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The upper bounds (5.3.1a), in terms of the norm of the iterated kernels, become

Ml << Ml I
Il = 1K) =

(5.3.1b)

Now consider the question of finding the lower bounds for the lowest eigenvalue \;. Con-
sider the expansion of the symmetric kernel,

K(z,y) ~ Z%ﬁw (5.3.3)

This expression (5.3.3) is an equation in the mean, and hence there is no guarantee that it is
true at any point as an exact equation. In particular, on the line y = = which has zero measure
in the square 0 < z,y < h, it need not be true. The following equality

e~ S0

therefore need not be true. Hence

h
/ K(x,z)ds = Z% (5.3.4)
0 n n

need not be true. The right-hand side of Eq. (5.3.4) may not converge.
However, for

h
Ko(o,y) :/0 K(2,2)K (2,y) dz = ZM

since we know K (x,y) to be square-integrable,

h
1
Ay = / Ky(z,x)de = Zﬁ (5.3.5)
0 n n

must converge, and, in general, for m > 2, we have
1
Am, = ;w; m:2537"‘ ) (536)

and we know that the right-hand side of Eq. (5.3.6) converges.
Consider now the expansion for Ay, namely

1 1 1 1

2 )\%—F)\%—F)\g—i- 32

i.e.,

A > (5.3.7)
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Hence we have a lower bound for the eigenvalue \q,

1

P >
K]

or |\ (5.3.8)

1
VA
This is consistent with our early discussion of the series solution to the Fredholm integral
equation of the second kind for which we concluded that when

1

Al < 527 (5.3.9)
[ K]

there are no singularities in A, so that the first eigenvalue A = A\; must satisfy the inequality
(5.3.8).
We can obtain better lower bounds for the eigenvalue \;. Consider Ay,

PR SR T SRS T FENY U R .1 RN P
T T MM BBy, Ao A3 = ar
ie.,
1

This is an improvement over the previously established lower bound since we know from
Egs. (5.3.1a) and (5.3.8) that

1 AQ 1/2
< < [ ==
Aé/z <l < <A4> ’

so that
A4 S A%7

ie.,

1 < 1
(A4)1/4 - (A2)1/2.

Thus 1/ (144)1/4 is a better lower bound than 1/ (A2)1/2.
Proceeding in the same way with Ag, As, - - -, we get increasingly better lower bounds,

1 - 1 - 1

< <Nl (5.3.11)

Putting both the upper bounds (5.3.1a) and lower bounds (5.3.11) together, we have for the
smallest eigenvalue A1,
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1 1 1
@7 A g

1/2 1/2 1/2
...§|)\1|§...§ ﬁ < é < é i
Ag Ag Ay

Strength permitting, we calculate Ag, As, - - -, to obtain successively better upper bounds and
lower bounds from Eq. (5.3.12).

(5.3.12)

5.4 Rayleigh Quotient

Another useful technique for finding the upper bounds for eigenvalues of self-adjoint operators
is based on the Rayleigh quotient. Consider the self-adjoint integral operator,

h
f(:/ dy K (x,y) with K(z,y) = K(y, ), (5.4.1)
0

with eigenvalues \,, and eigenfunctions ¢,,(x),

1

3 P (5.4.2)

(¢n7 ¢m) = 6nm7

where the eigenvalues are ordered such that

i(gbn:

Al < A2 < [Asf <-- -
Consider any given function g(z) such that

lgll # 0. (5.4.3)

Consider the series

> budn (x)  with b, = (¢, 9). (5.4.4)

This series expansion is the projection of g (x) onto the space spanned by the set {¢,, ()},
which may not be complete.
We can easily verify the Bessel inequality, which says

> b2 < gl (5.4.5)

Proof of the Bessel inequality:

g - an ¢n

2
>0

3
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which implies

(9:9) =D b9 m) =D bu(dnr9) + D> bubm(dns bm) >0

m

Thus we have

m

which states
2
> 2 <lgll?.
n

completing the proof of the Bessel inequality (5.4.5).

Now, consider the quadratic form (g, Kg),

(g,ffg)=/0hdxg / d:f/ dy g(x) K (,9)g(y).

Substituting the expansion
Pn(2)Pn(y)
K ~ RSl SEASIALES
(2,y) Zn: N
into Eq. (5.4.6), we obtain

(9 Kg) = /d/ dyg(@ (%(if”())g(y): i_

Then, taking the absolute value of the above quadratic form (5.4.7), we obtain

b2 b3 b2 }

+ 24 B
|)\1 |Az| P\3|
b2 + }

1 A1
b2
|)\1\ {

Ao
|M{b2+b2+b2 -~}

97K9 (—‘Z

At

b2
Az

lglI* -
|A |

Hence, from Eq. (5.4.8), the Rayleigh quotient (), defined by

(9.Kg)

="

127

(5.4.6)

(5.4.7)

(5.4.8)

(5.4.9)
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is bounded above by
o Ko
[F7—ST

i.e., the absolute value of the lowest eigenvalue \; is bounded above by

| < = (5.4.10)

\QI

To find a good upper bound on |\ ], choose a trial function g(x) with adjustable parameters

and obtain the minimum of | clg| Namely, we have

[A1| < min <|Q|> (5.4.11)

with @) given by Eq. (5.4.9).

U Example 5.2. Find an upper bound on the leading eigenvalue of the symmetric kernel
K(z,y) =
using the Rayleigh quotient.

Solution. Consider the trial function g(x) = az which is probably not very good. We have

1 a2
(gag):/ dza2x2:77
0 3

and

(9,Kg) = /dw/ dy g(z)K (z,y)9(y)

= /0 dx ax L/O dy(1 — z)yay + /: dy(1 — y)xay]

1 2
=a’ [ dea®(1-27)/6= .
a/o rx(l—a%)/ 30

So, the Rayleigh quotient () is given by

_(9,Kg) 1
©= (9,9) 10’

and we get

min = 10.
(1) -
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Thus, from Eq. (5.4.11), we obtain
[A1] < 10,

which is a reasonable upper bound. The exact value of \; turns out to be
A\ = 72 ~ 9.8696,

s0 it is not too bad, considering that the eigenfunction for \; turns out to be A sin(7wz), not
well approximated by ax.

5.5 Completeness of Sturm-Liouville Eigenfunctions

Consider the Sturm—Liouville eigenvalue problem,

= [P 0)| ~ a@)oa) = Mr(@o(e) on (0.1, (551
with

#(0) = ¢(h) =0,
and

p(z) >0, r(x)>0, for z€][0,h]
We proved earlier that, using the Green’s function G(z, y) defined by

| 60| - a6 = 56 ) (5:52)

with
G(0,y) =0, G(h,y) =0,

Eq. (5.5.1) is equivalent to the integral equation

b(z) = A / Gy, 2)r(4)é(y) dy. (5.53)

Further, we have shown that, since the Sturm-Liouville operator is self-adjoint and symmetric,
we have a symmetric Green’s function,

G(x,y) = Gy, x). (5.5.4)
Now, define

¥ (z) = /r(z)¢ (2), (5.5.5a)
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and

z,y) = /7(@)G(z,y)\V/1(Y). (5.5.5b)

Then v (z) satisfies

= )\/ K(z,y)v(y) dy, (5.5.6)

which has a symmetric kernel. Applying the usual Hilbert—Schmidt theorem, we know that
K (z,y) defined above is decomposable in the form,

K(z,y) ZM Z\/ ¢" On (5.5.7)

with A, real and discrete, and the set {1, (x) },, orthonormal, i.e.,

h h
/ Pn (I)¢7"(x) dr = / T(I)an(z)d)m(l') dx = Sy, (5.5.8)
0 0

Note the appearance of the weight function r(x) in the middle equation of Eq. (5.5.8).

To prove the completeness, we will establish that any function f(x) can be expanded in a
series of {¢,,(x)},, or {¢n(x)},. Let us do this for the differentiable case (which is stronger
than square-integrable), i.e., assume f(x) is differentiable. Therefore, given any f(z), we
can define g(z) by

g(x) = Lf(x), (5.5.9)

where

— 2 o] - @, 55,10

Take the inner product of both sides of Eq. (5.5.9) with G(z,y) to get

(G(x,y),9(x)) = f(y), (5.5.11a)

_ " Ky
/Ga:y y)dy = / < r(x)r(y))g(y)dy' (5.5.11b)

Substituting the expression (5.5.7) for K (z,y) into Eq. (5.5.11b), we obtain

ro=[ S (250 ) g = 3 (%57 o
2 (5) e

i.e.,

(5.5.12)
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where we set

h
ﬁnz(%,g):/o n(y)g(y) dy. (5.5.13)

Since the above expansion of f(z) in terms of ¢, (x) is true for any f(z), this demonstrates
that the set {¢,, ()}, is complete.

Actually, in addition, we must require that f(z) satisfies the homogeneous boundary con-
ditions in order to avoid boundary terms. Also, we must make sure that the kernel for the
Sturm-Liouville eigenvalue problem is square-integrable. Since the set {¢, ()}, is com-
plete, we conclude that there must be an infinite number of eigenvalues to the Sturm—Liouville
system. Also, it is possible to prove the asymptotic results,

A, =O0(n?) as n— oo.

5.6 Generalization of Hilbert—-Schmidt Theory

In this section, we consider the generalization of Hilbert—Schmidt theory in five directions.

Direction 1: So far in our discussion of Hilbert—Schmidt theory, we assumed that K (z,y) is
real. It is straightforward to extend to the case when K (z,y) is complex. We define the norm
||| of the kernel K (z,y) by

h h
1K = / da / dy | K (2, ). 5.6.1)
0 0

The iteration series solution to the Fredholm integral equation of the second kind again con-
verges for

1
A< ——. (5.6.2)
A< T

Also, the Fredholm theory still remains valid. If K (x,y) is, in addition, self-adjoint, i.e.,
K(z,y) = K*(y,x), (5.6.3)

then the Hilbert—Schmidt expansion holds in the form,
Pn ()05 (y)
K = —_— 564
(z,y) En N (5.64)
where

h
/ O ()P () dz = Opm, (5.6.5)
0
and

An = real, and n is an integer. (5.6.6)
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Direction 2: Next we note that, in all the discussion so far, the variable x is restricted to a
finite basic interval,

z € [0,h). (5.6.7)

As the second generalization, we extend the basic interval [0, k] to [0, c0). We want to solve
the following integral equation,

—+oo

¢ (x) = f(x)+ A | K(z,y)0(y) dy, (5.6.8)

with
400 400 +o0
/ da:/ dy K*(z,y) < oo, / dx f*(z) < occ. (5.6.9)
0 0 0

By a change of the independent variable x, it is always possible to transform the interval
[0, 00) of z into [0, h] of ¢, i.e.,

x €[0,00) =t € [0,h] (5.6.10)

For example, the following transformation will do,

x=g(t) = ( . (5.6.11)

Then, writing

o(t) = ¢(g(1)), et

we have
~ ~ h ~ ~
G0 =F0)+x [ Ke.t)s)d()ar.
0
By multiplying +/¢’(¢) on both sides of the equation above, we have
h
VID) = VIDFO ) [ TOR 0OV TONTD ) dr

Defining 1 (t) by

b (t) =g [0)d(t),

we obtain

h
b () = Vg (0 f (1) + A/O Vo' (DKt 1)/ g ()] (1) dt'. (5.6.12)
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If the original kernel K (z,y) is symmetric, then the transformed kernel is also symmetric.
Furthermore, the transformed kernel +/¢’(¢t) K (¢,t')/¢’(¢') and the transformed inhomoge-
neous term /¢’ (t) f (t) are square-integrable if K (x,y) and f(x) are square-integrable, since

“+o0 “+o0
/ dt/ dt'g' () K2(t,t')g / dx/ dy K*(z,y) < oo,  (5.6.13a)

h _ +oo
/ dtg'(t) f2(t) = / dz f2(z) < oo. (5.6.13b)
0 0

and

Thus, under appropriate conditions, the Fredholm theory and the Hilbert—Schmidt theory both
apply to Eq. (5.6.8). Similarly we can extend these theories to the case of infinite range.

Direction 3: As the third generalization, we consider the case where we have multi-
dimensional independent variables.
+oo
$@) = f@+A | K(&§s) dy. (5.6.14)
0

As long as the kernel K (&, ) is square-integrable, i.c.,
+o00 +o00
/ K2(&,9) dZdij < oo, (5.6.15)
0 0

all the arguments for establishing the Fredholm theory and the Hilbert—Schmidt theory apply.

Direction 4: As the fourth generalization of the theorem, we will relax the condition on the
square-integrability of the kernel. When a kernel K (x, y) is not square-integrable, the integral
equation is said to be singular. Some singular integral equations can be transformed into one
with a square-integrable kernel. One method which may work is to try to symmetrize them
as much as we can. For example, a kernel of the form H (z, y) with H(x,y) bounded can be
made square-integrable by symmetrizing it into H () /(xy)3. Another way is to iterate the
kernel. Suppose the kernel is of the form,

1
= e 5 <a<l, (5.6.16)
where H (z,y) is bounded. We have the integral equation of the form,

h
o(x) = f(2) + A / K, 9)8(y) dy. (5.6.17)

Replacing ¢(y) in the integrand with the right-hand side of Eq. (5.6.17) itself, we obtain

¢(z) =

+)\/K:ry y) dy

+ A2 / Ko(z,y)é(y) dy. (5.6.18)
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The kernel in Eq. (5.6.18) is K5(x, y), which may be square-integrable since
h
1 1 1
o |z —2z"[z—yl |z —yl
Indeed, for those « such that
1
2 4

Ks(x,y) is square-integrable. If « is such that

3

- 1

g=o<h
then K5(x,y), Ka4(z,y), - -, etc. may be square-integrable. In general, when « lies in the
interval

1 1
l-—-—<a<l——, 5.6.20
2n—1) = m (56.20)

K, (x,y) will be square-integrable. Thus, for those « such that

1

3 <a<l, (5.6.21)

we can transform the kernel into a square-integrable kernel by the appropriate number of
iterations. However, when o > 1, we have no hope whatsoever of transforming it into a
square-integrable kernel in this way.

For a kernel which cannot be made square-integrable, which properties remain valid?
Does the Fredholm theory hold? Is the spectrum of the eigenvalues discrete? Does the Hilbert—
Schmidt expansion hold? The following example gives us some insight into these questions.

U Example 5.3. Suppose we want to solve the homogeneous equation

—+o0
z) =\ / e~ 17l p(y) dy. (5.6.22)
0

The kernel in the above equation is symmetric, but not square-integrable; even so, this
equation can be solved in the closed form.

Solution. Writing out Eq. (5.6.22) explicitly, we have

+oo
_/\/ (=) ¢ dy+/\/ ~W= g (y) dy.

Multiplying both sides by e~ *, we have

xT +oo
e T Pp(x) = Ne / eYo(y) dy + )\/ e Yo(y)dy. (5.6.23)
0 T
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Differentiating the above equation with respect to x, we obtain

e (0la) + (@) =2 [ () dy.
0
Multiplying both sides by €%, we have
(~ola) + ¢ (a)) = -2 | oty) dy

0

135

(5.6.24)

Differentiating the above equation with respect to « and cancelling the factor e*, we obtain

¢ (x) + (2A — 1)¢p(x) = 0.
The solution to the above equation is given by
i 1-2Xx>0,
$(x) = CreVIm2e 4 CheVIZPAe
and,
i) 1-2X<0,
¢ (x) = CleV2A 1T 4 O emivRA-Tr,

These solutions satisfy the equation (5.6.22) only if
¢'(0) = ¢(0),

which follows from the once-differentiated equation (5.6.24). Thus we have
V1=2XC) — Cy) = Cy + Cs.

In order to satisfy Eq. (5.6.23), we must require that the integral

+oo
/ eVé(y) dy

(5.6.25)

converges. If % > X\ > 0, ¢ (x) grows exponentially but the integral in Eq. (5.6.25) converges.
If A > L, ¢ (x) oscillates and the integral in Eq. (5.6.25) converges. If A\ < 0, however, the

2
integral in Eq. (5.6.25) diverges and no solution exists.

In summary, a solution exists for A > 0, but no solution exists for A < 0. We note that:

1. the spectrum is not discrete;

2. the eigenfunctions for \ > % alone constitute a complete set (very much like a Fourier
sine or cosine expansion). Thus not all of the eigenfunctions are necessary to represent

an L, function.
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Direction 5: As the last generalization of the theorem, we shall retain the square-integrability
of the kernel, but consider the case of the non-symmetric kernel. Since this generalization is
not always possible, we shall illustrate the point by presenting one example.

QO Example 5.4. We consider the following Fredholm integral equation of the second kind,

1
o) = 1)+ A [ K(.)oly) dv (5.6.26)
0
where the kernel is non-symmetric,

2, 0<y<z<l,
1, 0<z<y<l1,

K(z,y) = { (5.6.27)

but is square-integrable.

Solution. We first consider the homogeneous equation.

o) = [ 20y [ o) dy = / o) dy+ | oy 62
Differentiating Eq. (5.6.28) with respect to , we obtain

' (x) = \op(x). (5.6.29)
From this, we obtain

o(x) =Cexp[Az], 0<z<1, C#N0. (5.6.30)

From Eq. (5.6.28), we get the boundary conditions,

6(0) = A / o(y) d,
1

= ¢(1) = 2¢(0). (5.6.31)
6(1) = 2 /0 o(y) dy,

Hence, we require that
Cexp[A] = 2C = exp[\] = 2 = exp[In(2) + i2n7], n integer.
Thus we should have the eigenvalues,
A=A, =In(2)+2nm, n=0,+1,4+2,--- (5.6.32)
The corresponding eigenfunctions are
¢n(x) = Cpexp[Anz], C), real.
Finally,
on(x) = Cpexpl{In(2) + i2nm}z], n integer. (5.6.33)



5.6 Generalization of Hilbert—Schmidt Theory 137

Clearly, the kernel is non-symmetric, K (z,y) # K (y, x). The transposed kernel K (z,y) is
given by

K'(z,y) = K(y,z) =

2, 0<x<y<l,
{ =rsy= (5.6.34)

1, 0<y<z<l.

We next consider the homogeneous equation for the transposed kernel K™ (x,y).

s =2 [vwaren [ vwa=2 [ s [ v w66
Differentiating Eq. (5.6.35) with respect to , we obtain

P (x) = =\p(x). (5.6.36)
From this, we obtain

Y(x) = Fexpl—Az], 0<ax<1, F#O0. (5.6.37)

From Eq. (5.6.35), we get the boundary conditions,

0

1
b(0) =2 [ w(y)dy.

1 :
(1) = A /0 (y) dy,

Y(1) = 9(0). (5.6.38)

Hence, we require that
Fexp[-A] = %F = exp[\] = 2 = exp[In(2) 4+ i2nx|, n integer.
Thus we should have the same eigenvalues,
A=\, =In(2) +2nw, n=0,+1,4+2,--- (5.6.39)
The corresponding eigenfunctions are
Yn(x) = F, exp[—Anz]|, F, real.
Finally,
n(x) = F, exp[—{In(2) +i2n7}z], n integer. (5.6.40)

These 1, () are the solution to the transposed problem. For n # m, we have

1 1
/ On () (z) dx = C’nFm/ expli2m(n —m)z]de =0, n #m.
0 0
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The spectral representation of the kernel K (x, y) is given by

— On(@)¥n(y) o~ exp[{In(2) +i2nm}(z —y)]
K = — " = .6.41
(@9) n;w A n;@ In(2) + i2nm 004D
C,=F,=1,
which we obtain from the following orthogonality,
1
/ O () () dx = Opn- (5.6.42)
0
In establishing Eq. (5.6.41), we first write
(o)
¢7l (I)/Lbﬂ (y)
R =K — — = 5.6.43
(z,y) = K(z,y) ; W (5.6.43)

and demonstrate the fact that the remainder R(x,y) cannot have any eigenfunctions, by ex-
hausting all of the possible eigenfunctions. By explicit solution, we already know that the
kernel has at least one eigenvalue.

Crucial to this generalization is the fact that the original integral equation and the trans-
posed integral equation have the same eigenvalues and that the eigenfunctions of the trans-
posed kernel are orthogonal to the eigenfunctions of the original kernel. This last generaliza-
tion is not always possible for the general nonsymmetric kernel.

5.7 Generalization of Sturm-Liouville System

In Section 5.5, we have shown that, if p(x) > 0 and r(x) > 0, the eigenvalue equation

% {p(x)(chﬁ(x)} —q(z)p(x) = Mr(z)d(x) where x € [0, h], (5.7.1)

with appropriate boundary conditions has the eigenfunctions which form a complete set
{¢n(x)}, belonging to the discrete eigenvalues \,,. In this section, we shall relax the condi-
tions on p(x) and r(z). In particular, we shall consider the case in which p(x) has simple or
double zeros at the end points, which therefore may be regular singular points of the differen-
tial equation (5.7.1).

Let L, be a second-order differential operator,

d2

d
e +ai(z)— +az(x), where z € [0,h], (5.7.2)

L, = ap(x) ir

which is, in general, non self-adjoint. As a matter of fact, we can always transform a second-
order differential operator L, into a self-adjoint form by multiplying p(z)/a¢(x) on L,, with

s=eo] [ 2.




5.7 Generalization of Sturm—Liouville System 139

However, it is instructive to see what happens when L., is non self-adjoint. So, we shall not
transform the differential operator L, (5.7.2), into a self-adjoint form. Let us assume that
certain boundary conditions are given at x = 0 and x = h.

Consider the Green’s functions G(x,y) and G(z, y; A) defined by

L,G(x,y) =d(z —y),
(Lo = NG (z,y3A) = d(z —y), (5.7.3)
G(z,y; A =0) = G(z,y).

We would like to find a representation of G(x, y; A) in a form similar to H (x, y; \) given by
Eq. (5.2.9). Symbolically, we write G(x, y; A) as

G(z,y;\) = (L, — N) 7L (5.7.4)

Since the defining equation of G(x, y; \) depends on X analytically, we expect G(z,y; ) to
be an analytic function of A by the Poincaré theorem. There are two possible exceptions: (1)
At a regular singular point, the indicial equation yields an exponent which, considered as a
function A\, may have branch cuts; (2) For some value of )\, it may be impossible to match the
discontinuity at x = y.

To elaborate on the second point (2), let ¢; and ¢, be the solution of

(Ly — Ngi(z:0) =0 (i =1,2). (5.7.5)

We can construct G(x, y; A) to be

G(z,y; \) o Pr(z; M) pa(y; A), 0 <w <y, (5.7.6)
G2(x; N)o1(y;A), y <z <h,

where ¢ (x; \) satisfies the boundary condition at z = 0, and ¢2(x; A) satisfies the boundary
condition at x = h. The constant of proportionality of Eq. (5.7.6) is given by

C
Wi(o1(y; A), ¢2(y; A)) .

When the Wronskian vanishes as a function of A\, G(z, y; \) develops a singularity. It may be
apole or a branch point in A. However, the vanishing of the Wronskian W (¢1 (y; A), ¢2(y; A))
implies that ¢o (2; A) is proportional to ¢ (z; A) for such A; namely, we have an eigenfunction
of L,. Thus the singularities of G(z,y; \) as a function of A are associated with the eigen-
functions of L,. Hence we shall treat G(z, y; A) as an analytic function of A, except at poles

(5.7.7)

located at A = \; (¢ =1, ---, n, - - -) and at a branch point located at A\ = Ap, from which a
branch cut is extended to —oo. Assuming that G(z, y; \) behaves as
G(x,y; \) =0 (i) as |\ — oo, (5.7.8a)
we obtain
fm ¢ C@uA) 0, (5.7.8b)

R—oo 271 Cr N =X
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where C, is the circle of radius R, centered at the origin of the complex A plane. Invoking
the Cauchy Residue Theorem, we have

) 1 G(z,y; N) R, (z,y)
1 _ - = : _
im : j{ d\N' = G(z,y; \) + En WY

R—oo 270 Jo, N — A
1 (22 G,y N +ie) = Gla,y; N —ie)
~ 5 - S d\', (5.7.9)
where
Ru(x,y) = Res Gz, y; N[y —y, - (5.7.10)
Combining Egs. (5.7.8b) and (5.7.9), we obtain
. Ry (z,y)
Gz, y; M) = —;m
A S/ . o VA
L L PGy bie) -GN i) o

27 ) _ o A=A

Let us concentrate on the first term in Eq. (5.7.11). Multiplying the second equation in
Eq. (5.7.3) by (A — \,,) and letting A — A,

lim (A= X,) (Le — A) G(z,y; \)

Jlim = T (A= A0z —y),

n

from which we obtain
(Ly — M) Ry (x,y) = 0. (5.7.12)
Thus we obtain

Ry (z,y) o< Y (y)Pn(T), (5.7.13)

where ¢, (x) is the eigenfunction of L, belonging to the eigenvalue )\, (assuming that the
eigenvalue is not degenerate),

(Ly — Ap) () = 0. (5.7.14)
We claim that 1), (z) is the eigenfunction of LT, belonging to the same eigenvalue \,,,

(LY = An)ton(z) =0, (5.7.15)
where L} is defined by

d? d
LT = @ao(x) - %al(x) + as(x). (5.7.16)

Suppose we want to solve the following equation,

(LY — Nh(z) = f(z). (5.7.17)
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We construct the following expression,

h h
/ dz G, y; (LT — M) = / dz G,y N f (), (5.7.18)
0 0

and perform the integral by parts on the left-hand side of Eq. (5.7.18). We obtain,

h h
[ del(L = NG Nhe) = [ de Gy f(o). (57.19)
0 0

The expression in the square bracket on the left-hand side of Eq. (5.7.19) is §(z — y), and we
have (after exchanging the variables = and y)

) = [ "ty Gl N f (). (5.7.20)
Operating (LT — X\) on both sides of Eq. (5.7.20), recalling Eq. (5.7.17), we have

@) = (Ly = Mh(z) = /0 " ay(LT — NG5 N (). (5.7.21)
This is true if and only if

(L} = NGy, x5 ) = 6(x —y). (5.7.22)
Multiplying (A — A,,) on both sides of Eq. (5.7.22), and letting A — \,,,

A@;ﬂ(x — ALY = NGy, z3)) = Ali}n)f\l”(/\ — )z —y), (5.7.23)

from which, we obtain

(Ly = M) Ru(y, ) = 0. (5.7.24)
Since we know from Eq. (5.7.13),

R (y, ) o< P (7)Pn(y), (5.7.13b)

equation (5.7.24) indeed demonstrates that v, () is the eigenfunction of LT, belonging to the
eigenvalue )\, as claimed in Eq. (5.7.15). Thus R, (x,y) is a product of the eigenfunctions
of L, and LI, i.e., a product of ¢, (z) and v, (y). Incidentally, this also proves that the

eigenvalues of LT are the same as the eigenvalues of L.
Let us now analyze the second term in Eq. (5.7.11),

1 /AB Gz, y; N +ie) — G(x,y; N — ie)

/!
T N

2mi J_ o

In the limit ¢ — 0, we have, from Eq. (5.7.3),

(Ly — NGz, y; A+ ig) = 6(z — ), (5.7.252)
(Ly — NG (z,y; A — i) = 0(x — y). (5.7.25b)
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Taking the difference of the two expressions above, we have
(Ly — N) [G(z,y; A+ te) — G(z,y; A —ie)] = 0. (5.7.26)

Thus we conclude

G(z,y; A +ig) — G(z,y; A — 1e) o< YA(y)oa (). (5.7.27)
Hence we finally obtain, by choosing proper normalization for 1), and ¢,,,
¥ (y)dn () /*B Xy (y) o (z)
TA) = — —_— = 1.2
G(z,y; \) +Z o ) T oen (5.7.28)

The first term in Eq. (5.7.28) represents a discrete contribution to G(x,y; \) from the poles
at A = \,, while the second term represents a continuum contribution from the branch cut
starting at A = Ap and extending to —oo along the negative real axis. Equation (5.7.28)
is the generalization of the formula, Eq. (5.2.9), for the resolvent kernel H (z,y; A). Equa-
tion (5.7.28) is consistent with the assumption (5.7.8a). Setting A = 0 in Eq. (5.7.28), we
obtain

/\B !

which is the generalization of the formula, Eq. (5.2.7), for the kernel K (x, y).

We now anticipate that the completeness of the eigenfunctions will hold with minor mod-
ification to take care of the fact that L, is non self-adjoint. In order to see this, we operate
(Ly — A) on G(z,y; \) in Eq. (5.7.28).

(Le = NG (2,95 \) = (Lo — A)Z%

A ANy (y) o ()
s [ TR

from which, we obtain

AB

AN (y) o (). (5.7.30)

Sz =) = S ba(w)nle) + [

This is a statement of the completeness of the eigenfunctions; discrete eigenfunctions
{¢n(x), ¥, (y)} and continuum eigenfunctions {@y (x), ¥y (y)} together form a complete
set.

We further anticipate that the orthogonality of the eigenfunctions will survive with minor
modification. We consider first the following integral,

h h h
/0 U (2) Lo () d = Ay / (@) (2) dt = / (LT (2)) o ()

0
h
:>\n n m d )
| @@ da
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from which, we obtain

h

Hence we have

h
/ Y (2)pm(x)dz =0 when A, # Ap. (5.7.32)
0

Thus the eigenfunctions { ¢, (z), ¥, ()} belonging to the distinct eigenvalues are orthogonal
to each other. Secondly we multiply v, () on the completeness relation (5.7.30) and integrate
over x. Since A\, # X', we have by Eq. (5.7.32),

h h
| dwn@ite =) = Sbno) [ drtn@on (o)

0 0

ie.,

Then we must have

h
/ U () () d = Oppe.- (5.7.33)
0

Thirdly, we multiply the completeness relation (5.7.30) by ¥, (x) and integrate over x. Since
N 2 X\, we have by Eq. (5.7.32),

A h
I (4) = / AN (y) /0 0 s ()b ().

— 00

Then we must have
h
/ D () (@) dae = SN — \). (5.7.34)
0

Thus the discrete eigenfunctions {¢,,(z), ¥n(x)} and the continuum eigenfunctions
{dx(x), P¥rr(x)} are normalized respectively as Egs. (5.7.33) and (5.7.34).

The statement of the completeness of the discrete and continuum eigenfunctions (5.7.30) is
often assumed at the outset in the standard treatment of Nonrelativistic Quantum Mechanics in
the Schrodinger Picture. The discrete eigenfunctions are identified with the bound state wave
functions, whereas the continuum eigenfunctions are identified with the scattering state wave
functions. For some potential problems, there exist no scattering states. Simple harmonic
oscillator potential is such an example.
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5.8 Problems for Chapter 5

5.1.

5.2.

5.3.

5.4.

5.5.

(Due to H. C.) Find an upper bound and a lower bound for the first eigenvalue of

(1-2)y, 0<y<z<l,
(1-y)z, 0<z<y<l.

K(l‘,y) :{

(Due to H. C.) Consider the Bessel equation
(zu) + Azu =0,

with the boundary conditions

Transform this differential equation into an integral equation and find approximately the
lowest eigenvalue.

Obtain an upper limit for the lowest eigenvalue of
V2u + Mru =0,
where, in three dimensions,

0<r<a, and u=0 on 7r=a.

(Due to H. C.) Consider the Gaussian kernel K (x,y) given by
K(x,y) = e‘xz_yz, —00 <,y < +oo.

a) Find the eigenvalues and the eigenfunctions of this kernel.
b) Verify the Hilbert—Schmidt expansion of this kernel.
¢) By calculating A5 and Ay, obtain the exact lowest eigenvalue.

d) Solve the integro-differential equation
0 oo

a (l‘,t) = - K(Jt, y)qb(y, t) dy, with (15(.23, 0) = f(.i?)

Show that the boundary condition (5.5.2) of the Sturm—Liouville system can be replaced
by

Cklgb(O) + O[2¢/(0) =0 and 51¢(h) + ﬁ2¢/(h) =0

where a1, as, 31 and 35 are some constants and the corresponding boundary condition
(5.5.5) on G(x, y) is replaced accordingly.
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5.6.

5.7.

5.8.

5.9.

Verify the Hilbert—Schmidt expansion for the case of Direction 1 in Section 5.6, when
the kernel K (z,y) is self-adjoint and square-integrable.

(Due to H. C.) Reproduce all the results of Section 5.7 with the Green’s function
G(x,y; \) defined by

(Ly — Mr(2))G(x,y; X)) = 6(x — y),
by the weight function,

r(z) >0 on x€][0,h]

(Due to H. C.) Consider the eigenvalue problem of the fourth-order ordinary differential
equation of the form,

(ﬁ + 1) o(x) = —dxo(x), O0<z<l,

da?
with the boundary conditions,
¢(0) = ¢'(0) = 0,
¢(1) = ¢'(1) = 0.
Do the eigenfunctions form a complete set?

Hint: Check whether or not the differential operator L, defined by

d4
Ly=—(-—+1
=)
is self-adjoint under the specified boundary conditions.

(Due to D. M.) Show that, if X is an eigenvalue of the symmetric kernel K (z,y), the
inhomogeneous Fredholm integral equation of the second kind,

N b
o(x) = f(z) + X / K(z.y)éy)dy, a<z<b,

has no solution, unless the inhomogeneous term f(x) is orthogonal to all of the eigen-
functions ¢(z) corresponding to the eigenvalue A.

Hint: You may suppose that {\,, } is the sequence of the eigenvalues of the symmetric
kernel K (x,y) (ordered by increasing magnitude), with the corresponding eigenfunc-
tions {¢,, (x)}. You may assume that the eigenvalue A has multiplicity 1. The extension
to the higher multiplicity &, k > 2, is immediate.
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5.10.

5.11.

5.12.

5 Hilbert—Schmidt Theory of Symmetric Kernel

(Due to D. M.) Consider the integral equation,

1
60) = f(a) A [ sntlro - ploly) s, 0=z <1,
0
a) Solve the homogeneous equation by setting

f@)=o.
Determine all the eigenfunctions and the eigenvalues. What is the spectral representa-
tion of the kernel?
Hint: Express the kernel,

l

sin?[r(z — ),

which is translationally invariant, periodic and symmetric, in terms of the powers of

exp(r(z — y)].

b) Find the resolvent kernel of this equation.

c) Is there a solution to the given inhomogeneous integral equation when
f(z) = explimmz], m integer,
and A = 27

(Due to D. M.) Consider the kernel of the Fredholm integral equation of the second
kind, which is given by

3, 0<y<a<1,

2, 0<z<y<l.

K(xvy) :{

a) Find the eigenfunctions ¢,,(x) and the corresponding eigenvalues \,, of the kernel.

b) Is K(z,y) symmetric? Determine the transposed kernel K7 (z,y), and find its
eigenfunctions ¢, (x) and the corresponding eigenvalues \,,.

¢) Show by an explicit calculation that any ¢,, (z) is orthogonal to any v,,, (x) if m # n.
d) Derive the spectral representation of K (x,y) in terms of ¢, (x) and ¥, ().

(Due to D. M.) Consider the Fredholm integral equation of the second kind,

o) = fla)4 A [ |3+ = 5lo vl oty 0<as<i.

a) Find all non-trivial solutions ¢,, (x) and corresponding eigenvalues \,, for f(z) = 0.
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5.13.

5.14.

Hint: Obtain a differential equation for ¢(x) with the suitable conditions for ¢(x)
and ¢(z)".

b) For the original inhomogeneous equation (f () # 0), will the iteration series con-
verge?

¢) Evaluate the series Y, . 2 by using an appropriate integral.

If |h| < 1, find the non-trivial solutions of the homogeneous integral equation,

A [T 1—h?
(@) = 2 /_7T 1 —2hcos(z —y) + h? 9(y) dy.

Evaluate the corresponding values of the parameter \.

Hint: The kernel of this equation is translationally invariant. Write cos(z — y) as
a sum of two exponentials, express the kernel in terms of the complex variable
¢ = expli(y — x)], use the partial fractions, and then expand each fraction in powers
of C.

If |h| < 1, find the solution of the integral equation,

AT 1 h?
f@) = %/ﬂ T Zheos(e —g) 1720 W

where f(z) is the periodic and square-integrable known function.



7 Wiener—-Hopf Method and Wiener—-Hopf Integral
Equation

7.1 The Wiener—-Hopf Method for Partial Differential
Equations

In Sections 6.3, 6.4 and 6.5, we reduced the singular integral equations of Cauchy type and
their variants to the inhomogeneous Hilbert problem by the introduction of the function ®(z)
appropriately defined. We found that the boundary values ®* () across the cut [a, b] satisfy a
linear equation,

Ot (2) = R(x)® (z) + f(z), a<ax<b,

which we are able to solve using the argument in Sections 6.1 and 6.2.
Suppose now we are given one linear equation involving two unknown functions, ¢_ (k)
and ¢ (k), in the complex k plane,

6 (k) = ¥y (k) + F(k), (7.1.1)

where ¢_ (k) is analytic in the lower half-plane (Imk < 7_) and 1, (k) is analytic in the
upper half-plane (Im k£ > 7). Can we solve Eq. (7.1.1) for ¢_ (k) and 14 (k)? As long as
¢_ (k) and ¢4 (k) have a common region of analyticity as in Figure 7.1, namely

T+ < T, (7.1.2)

we can solve for ¢_(k) and ¢ (k). In the most stringent case, the common region of an-
alyticity can be an arc below which (excluding the arc) ¢_ (k) is analytic and above which
(including the arc) v (k) is analytic.

We proceed to split F'(k) into a sum of two functions, one analytic in the upper half-plane
and the other analytic in the lower half-plane,

F(k) = Fy (k) + F_(k). (7.1.3)

This sum-splitting can be carried out either by inspection or by the general method utiliz-
ing the Cauchy integral formula, to be discussed in Section 7.3. Once the sum-splitting is
accomplished, we write Eq. (7.1.1) in the following form,

o (k) = F_(k) = ¥y (k) + Fy. (k) = G(k). (7.1.4)

Applied Mathematics in Theoretical Physics. Michio Masujima
Copyright © 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-40534-8
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<

A ka

Ty

Fig. 7.1: The common region of analyticity for ¢_ (k) and 1+ (k) in the complex k plane.
Y4 (k) and F4 (k) are analytic in the upper half-plane, Imk > 7o. ¢_(k) and F_(k) are
analytic in the lower half-plane, Im k& < 7_. The common region of analyticity for ¢_ (k) and
1+ (k) is inside the strip, 7+ < Im k < 7_ in the complex k plane.

We immediately note that G(k) is entire in k. If the asymptotic behavior of Fy (k) as |k| — oo
is such that

Fi(k)—0 as |kl — oo, (7.1.5)
and on physical grounds,

o_(k), Y1 (k) =0 as |k — oo, (7.1.6)
then the entire function G (k) must vanish by Liouville’s theorem. Thus we obtain

o_(k) = F_(k), (7.1.7a)

by (k) = —F (k). (7.1.7b)

We call this method the Wiener—Hopf method.

In the following two examples we apply this method to the mixed boundary value problem
of a partial differential equation.



7.1  The Wiener—Hopf Method for Partial Differential Equations 179
QO Example 7.1. Find the solution to the Laplace Equation in the half-plane.

0?9
- 4+ = > - 1.
<8x2+8y2)¢(x’y) 0, y>0, —oo<z< o0, (7.1.8)

subject to the boundary condition on y = 0, as displayed in Figure 7.2,
o(x,0) =e™ ", x>0, (7.1.9a)

by(2,0) = ce™, b>0, z<0. (7.1.9b)

We further assume

Pz, y) — 0 as 2 +y* — occ. (7.1.9¢)

/ !

%(x,o) = ceb” ¢(x,0) =e™"

dy

Fig. 7.2: Boundary conditions of ¢(x,y) for the Laplace Equation (7.1.8) in the half-plane,
y > 0and —oco0 < x < o0.

Solution. Since —oco < x < 0o, we may take the Fourier transform with respect to z, i.e.,

+o0

ok, y) E/ drv e *¢(z,y), (7.1.10a)
1 [T o

d(x,y) = %/ dk e*p(k, y). (7.1.10b)

So, if we can obtain qAﬁ(k, y), we will have the solution. Taking the Fourier transform of the
partial differential equation (7.1.8) with respect to =, we have

N
(—k +a—y2) d(k,y) = 0,
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i.e.,

o . .
a—y2¢(k,y) = k¢(k,y), (7.1.11)

from which we obtain

b(k,y) = Cr(k)e™ + Co(k)e v,
The boundary condition at infinity,

Slk,y) =0 as y— +oo,

implies

Ci(k)=0 for k>0,
Cy(k) =0 for k<O.

We can write more generally
b(k,y) = A(k)e v, (7.1.12)

To obtain A(k), we need to apply the boundary conditions at y = 0, but this is not trivial.
Take the Fourier transform of ¢(z, 0) to find

~ +OO .
o(k,0) E/ dx e_lk%)(m,O)
o . (7.1.13)
:/ da:e_ik%)(m,O)—i—/ dp e e,
—o00 0

where the first term is unknown for z < 0, while the second term is equal to 1/(1 + ik).
Recall that

lemikr| = ettika)z) — oham with k= ky + iko,

which vanishes in the upper half-plane (ko > 0) as ¢ — —oo. So, define
0 .
o4 (k) E/ dx e *2p(x,0), (7.1.14)

which is a + function. (Assuming that ¢(z,0) ~ O(e?®) as x — —o0, ¢, (k) is analytic for
ko > —b. So, we have from Eqgs. (7.1.12) and (7.1.13),

1 1
Alk) = b (k) + ——.
T O AR =)+

o(k,0) = ¢4 (k) + (7.1.15)
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Also, take the Fourier transform of d¢(x, 0) /0y to find

a(ﬁ — e —ikx a¢($, 0)

3 (7.1.16)
0 +o00

=/ dxe_imcebx—f—/ dxe—ik’mM’
o 0

dy

where the first term is equal to ¢/(b — ik), and the second term is unknown for 2 > 0. Then
define
e ke 002, 0
W_(k) = / dz e*“”M, (7.1.17)
0 dy
which is a — function. Assuming that 9¢(x,0)/dy ~ O(e™") as x — oo, 1b_ (k) is analytic
for ko < 1. Thus we obtain

c
— [kl A(K) = ==+ - (k).
or we have
e (k)
A(k) = (6= i) ] (7.1.18)

Equating the two expressions (7.1.15) and (7.1.18) for A(k), (assuming that they are both
valid in some common region, say ko = 0), we get

1 —c Y- (k)

o ey e

(7.1.19)

Now, the function | k| is not analytic and so we cannot proceed with the Wiener—Hopf method
unless we express |k| in a suitable form. One such form, often suitable for application, is

[k = Tim (K 4%/ = lim (k+ie)"/2(k — ie) /2, (7.1.20)

where, in the last expression, (k + ic)'/? is a + function and (k — ic)'/? is a — function, as
displayed in Figure 7.3.
We can verify that on the real axis,

VE2+e2=1k| as e—07. (7.1.21)

We thus have

i —ci B Y_(k)
P T vk ) P — il (et ie) (- g2 O

Since (k + ig)'/? is a + function (i.e., is analytic in the upper half-plane), we multiply the
whole equation (7.1.22) by (k 4 ig)'/? to get
i(k + ig)t/? —ci _(k)

- \1/2 - _
(k +ie) /"o (k) e GT oG9 G
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Fig. 7.3: Factorization of |k| into a + function and a — function. The points, k = +ie, are
the branch points of v/k2 + &2, from which the branch cuts are extended to +ico along the
imaginary k axis in the complex & plane.

where the first term on the left-hand side is a + function and the second term on the right-hand
side is a — function. We shall decompose the remaining terms into a sum of the 4 function and
the — function. Consider the second term of the left-hand side of Eq. (7.1.23). The numerator
is a + function but the denominator is a — function. We rewrite

i(k+ie)t/?  —i(k+ie)V? +i(i+ie)/?  i(i+ie)'/?
k—i k—i k—i
where, in the first term on the right-hand side of the above, we removed the singularity at
k = i by making the numerator vanish at k& = 4 so that it is a + function. The second term on

the right-hand side has a pole at & = i so that it is a — function. Similarly, the first term on the
right-hand side of Eq. (7.1.23) is rewritten in the following form,

—ci = 1 _ 1
(k+1ib)(k —ie)t/2  k+idb [ (k—ie)V/2  (—ib—ig)l/?
ci

(k + ib)(—ib — ie)1/2’

where the first term on the right-hand side of the above is no longer singular at £k = —:b, but
has a branch point at £ = ic so that it is a — function. The second term on the right-hand side
has a pole at k = —2b so that it is a + function.
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Collating all this, we have the following equation,

, —i(k +ie)Y? 4+ i(i + ig)'/? ci

]{3 1/2 k Z(

(ki) 7o (k) + ki T ET )b o)

(k) 1 B 1

 (k—ie)V2  (k+ib) [ (k—ie)l/2  (—ib—ig)l/2
e s \1/2
Z(zzi)_, (7.1.24)

—1

where each term on the left-hand side is a + function while each term on the right-hand side
is a — function. Applying the Wiener—Hopf method, and noting that the left-hand side and the
right-hand side both go to 0 as |k| — oo, we have

B i (i+i€)1/2 ct
¢+ (k) = +— [1 - (k+i5)1/2]  (k +ib)(—ib — ie) /2 (k + ie) /2

We can simplify somewhat,

(i4ie)/? = (1 + &) /2™t = ¢i™/4 a5 & — 0.
Similarly

(—ib—ie)Y/? = Vbt ee” ™/t = Vhe I/t as £ — 0F.

Hence we have

i €i7r/4 c \/B Z'eiﬂ'/4
o4 (k) = T 1- —173| — ( / ) —173- (7.1.25)
—i (k +ie)t/ (k +ib)(k + ie)'/
So finally, we obtain A(k) from Egs. (7.1.15) and (7.1.25) as,
—jeim/4 c 1
A(k) = , +—, 7.1.26
9= e v ] 720

where we note

k for k>0,
(k + i€)1/2 _ \/— | or
[kle’™/2 = i\/]k] for k <O.

Therefore,
d(k,y) = A(k)e Ky

can be inverted with respect to k to obtain ¢(x, y).
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We now discuss another example.

O Example 7.2. Sommerfeld diffraction problem.
Solve the wave equation in two space dimensions:

2
wu(z,y,t) = *V2u(x,y,t) (7.1.27)

with the boundary condition,
0
a—u(a:,y,t) =0 at y=0 for z<O0. (7.1.28)
Y

The incident, reflected, and diffracted waves are shown in Figure 7.4.

Reflected waves Incident waves

»X
T 0
Semi—-infinite . /
obstacle Diffracted
waves

Fig. 7.4: Incident wave, reflected wave and diffracted wave in the Sommerfeld diffraction prob-

lem.

Solution. We look for the solution of the form,

u(z,y,t) = ¢(x,y)e L. (7.1.29)
Setting

p=w/c, (7.1.30)
the wave equation assumes the following form,

V3¢ + p°¢ = 0. (7.1.31)

Letting the forcing increase exponentially in time (so that it is absent as ¢ — —o0), we must
have

Imw >0,
which requires

p=p1+ic, e—0f. (7.1.32)
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So, ¢(x,y) satisfies

Vi + e =0, (7.133)
g—i:o at y=0 for z<O0. o

Consider the incident waves,
i (- F—wt —iwt .
Uine = 61(p F-wt) = ¢ince w 5 with |ﬁ| =D,

so that u;, also satisfies the wave equation. The u;,. is a plane wave moving in the direction
of p. We take

p=—pcosh-e, —psinf - é,,
and assume

0<8<m/2
Then ¢ (, y) is given by

bine (1, y) = e~ PEcosO+ysin0) (7.1.34)
We seek a disturbance solution

U(z,y) = o(2,y) = dine(,y). (7.1.35)

Thus the governing equation and the boundary condition for ¢ (z, y) become

V2 + p*p = 0, (7.1.36)
subject to
0p(2,0) _  Odune(®,0) _ ipsin@ . e~ PEs0)  for 2 <0 at y=0. (7.1.37)

y dy

Asymptotic behavior: We replace p by p; + ie,

p=p1t+ie. (7.1.38)
In the reflection region, we have

Y(x,y) ~ e PEeosI=ysind) for 450z — —o0.
We note the change of sign in front of 3. Near y = 0T, we have

P(x,07) ~ e TSt g 1 o0,
or,

[z, 07)] ~ eres? as 1 —oc.
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In the shadow region (y < 0, z — —00),
P(—00,y) = 0= ¢ = —inc,
so that
(2,07) ~ _eipwcost
or,
‘w(3€70_)| ~ et ag g —o0.
In summary,
[(z,y)| ~ e as 2z — —oco, y=0%F. (7.1.39)

Although ¢ (x, y) might be discontinuous across the obstacle, its normal derivative is contin-
uous as given by the boundary condition. On the other side, as © — +o0, both t(z,0) and
OY(x,0)/0x are continuous, but the asymptotic behavior at infinity is obtained by approxi-
mating the effect of the leading edge of the obstacle as a delta function,

V2 + p*h = —4md(x)6(y). (7.1.40)

From Eq. (7.1.40), we obtain

b(z,y) = miH (pr), v =22+ 42, (7.1.41)

where H él) (pr) is the zeroth-order Hankel function of the first kind. It behaves as
H(gl)(pr) L exp(ipr) as 1 — o0,
\/77.

which implies that

1
[1(x,0)] ~ ﬁe_“ as x — oo near y=0. (7.1.42)
Now, we try to solve the equation for ¢ (z, y) using the Fourier transforms,

~ +OO .

b(k,y) = / dx e y(z,y), (7.1.43a)
— 00
S

U(z,y) = 9 / dk e (k, y). (7.1.43b)
T — 00

We take the Fourier transform of the partial differential equation,

V2 +p*p =0,
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-P —it

Fig. 7.5: Branch cuts of (k* — p?)'/? in the complex & plane. The points, k = +(p1 + ic), are
the branch points of \/k? — p2, from which the branch cuts are extended to +(p1 + i00).

resulting in the form,

0? ~

a_y2¢(k7y) = (k2 _PQ)?/J(kay)

Consider the following branch of

(k2 —]92)1/2 = lim [(k —p1 —ie)(k + 1 —&—2'5)]1/27

e—0*t

where the branch cuts are drawn in Figure 7.5.
Then we have

(k2 — (p1 +ie)*]"/? = \frirge’ (919202

so that

Re[k? — (p1 + 2'6)2]1/2 = /717y COS (¢1 + ¢2) )

2

On the real axis above,
—m < ¢1+ ¢ <0,

so that

0 < cos (¢1;¢2> < 1.

(7.1.44)

(7.1.45)
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Thus the branch chosen has
Re[k? — (p1 + i€)*]/? > 0 (7.1.46)

on the whole real axis. We can then write the solution to

aa—yQWk, y) = [k2 — (p1 +ie) e (k, y) (7.1.47)
= { At VBT >4
’ B(k) exp(++/k% — (p1 + i2)%y), y <O.

But since v (x, y) is not continuous across y = 0 for x < 0, the amplitudes A(k) and B(k)
need not be identical. However, we know 0 (x, y) /0y is continuous across y = 0 for all x.
We must therefore have

O 9

from which we obtain

Thus we have

A { A(k) exp(—/k? — (p +ic)%y), y >0,

k,y) = 7.1.48
vk y) —A(K) exp(++/F2 = (pFie)%y), y<O0. (7.1.48)

If we can determine A(k), we will have arrived at the solution.
Let us recall everything we know. We know that ¢(z, y) is continuous for x > 0 when
y = 0, but is discontinuous for x < 0. So, consider the function,

Yz, 0%) —(z,07) = { 0 for #>0, (7.1.49)

unknown for x < 0.
But from one earlier discussion, we know the asymptotic form of the latter unknown function

to be like e °% as - — —o0. Take the Fourier transform of the above discontinuity (7.1.49)
to obtain

0
Bk, 0F) — $(k,07) = / dr e~ % (i, 07) — p(,07)),

the right-hand side of which is a + function, analytic for ko > —e cos 6. We define

Uy (k) = (k,07) —4(k,07), analytic for ky > —ecosé. (7.1.50)
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Now consider the derivative Jv(x,y)/Jy. This function is continuous at y = 0 for all x
(—o0 < x < o0). Furthermore, we know what it is for x < 0. Namely,

insin 6 - —ipx cos 6 f
gw(%o): { ipsinf - e or x <0, (7.1.51)
Y

unknown for = >0.

But we know the asymptotic form of the latter unknown function to be like e™** as x — oo.
Taking the Fourier transform of Eq. (7.1.51), we obtain

0

9 - / T » P /+°° ik O
—(k,0) = dx e ipsin @ - TPTSY dx e """ —ap(x,0).
8yw< ) . P i ayw( )

Thus we have

—psinf

Tt peost) L_(k), (7.1.52)

0 -
—(k,0) =
5,V :0)
where in the first term on the right-hand side of the above,
p=p1+ie,

and the second term represented as L_ (k) is defined by

+oo ) bl
L_(k)= /0 dx e_’ma—yz/)(x,O).

L_ (k) is a — function, analytic for ks < e.
We shall now use Egs. (7.1.50) and (7.1.52), where U (k) and L_ (k) are defined, together
with the Wiener—Hopf method to solve for A(k). We know

5 A(k) exp(—+/k? — p?y) for y >0,
Y(k,y) =
—A(k)exp(\/k? — p?y) for y<O.
Inserting these equations into Eq. (7.1.50), we have
2A(k) = Uy (k).
Inserting these equations into Eq. (7.1.52), we have

—psinf

— 2 _p2 = —
W= p2Ak) (k+pcost)

L_(k).

Eliminating A(k) from the last two equations, we obtain the Wiener—-Hopf problem,

_ —psinf
k2= p2U,(k)/2 = (k+p00759) + L_(k), (7.1.53)

{ L_(k) analytic for ko <ce, (7.154)

Uy (k) analytic for kg > —ecosf.
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We divide through both sides of Eq. (7.1.53) by v/k — p, obtaining

—VEk+pUp(k)  L_(k) psin 6
2

E—p (k+pcost)Vk—p

The term involving U, (k) is a + function, while the term involving L_ (k) is a — function.
We decompose the last term on the right-hand side.

psinf psinf 1 1

(k+pcost)/k—p k+pcosf |VE—p /—pcosO—p
psinf

(k +pcosf)y/—pcos —p’

where the first term on the right-hand side is a — function and the second term a + function.
Collecting the + functions and the — functions respectively, we obtain by the Wiener—Hopf
method,

Uy (k) _ psinf (7.155)
2 VEk+p(k+pcos@)y/—pcosd —p’ o
and hence we finally obtain
in 6
A(k) = P (7.1.56)

(k + pcos )k + py/—pcosh —p’

Singularities of A(k) in the complex k plane are drawn in Figure 7.6.

A kz '

Inversion contour

Fig. 7.6: Singularities of A(k) in the complex k plane. A(k) has a simple pole at k = —p cos 6
and a branch point at £ = —p, from which the branch cut is extended to —p — ico.
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The final solution for the disturbance function +(z, %) in the limit as € — 07, is given by

W(z,y) = Sg;‘frw /C dk A(k) exp(—/E2 — p2 |y| + k), (7.1.57)

where C' is the contour specified in Figure 7.7.

A kz .

X <

\

Fig. 7.7: The contour of the complex k integration in Eq. (7.1.57) for ¢)(z, y). The integrand has
a simple pole at K = —p cos # and the branch points at k = £p. The branch cuts are extended
from k = +p to +oo along the real k axis.

We note that the choice of
p=p1+ic, >0
is based on the requirement that
Uine (T, 1) — 0 as ¢t — —o0
but it grows exponentially in time, i.e.,
Uine = €' P~ Tm e > 0,

which is known as ‘turning on the perturbation adiabatically’.

7.2 Homogeneous Wiener—-Hopf Integral Equation of the
Second Kind

The Wiener—Hopf integral equations are characterized by translation kernels, K(x,y) =
K (x — y), and the integral is on the semi-infinite range, 0 < x,y < oo. We list the Wiener—
Hopf integral equations of several types.
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Wiener—Hopf integral equation of the first kind:
00
F(x) = K(x —y)o(y) dy, 0 <z <o0.
0
Homogeneous Wiener—Hopf integral equation of the second kind:
—+o0
o(x) = A K(x—y)o(y) dy, 0<z<o0.
0
Inhomogeneous Wiener—Hopf integral equation of the second kind:
“+oo
p(x) = flz) + A K(z—y)¢(y)dy, 0<a<oco.
0
Let us begin with the homogeneous Wiener—Hopf integral equation of the second kind.
+o0
d(z) = A K(z—y)p(y)dy, 0<z< 0. (7.2.1)
0

Here, the translation kernel K (z — y) is defined for its argument both positive and negative.
Suppose that

as xr — —o0,

as ,
K(z) — { € A s, (7.2.2)

so that the Fourier transform of K (), defined by

A +OO .
K(k) = / dz e " K (z), (7.2.3)
—00
is analytic for
—a <Imk <b. (7.2.4)

The region of analyticity of K (k) in the complex k plane is displayed in Figure 7.8.
Now, define

(7.2.5)
0 for x < 0.

¢(x) givenfor x>0,
-
But then, although ¢(z) is only known for positive z, since K (z — y) is defined even for
negative x, we can certainly define ¢ (x) for negative x,

+oo

()= K(x —y)p(y)dy for z <O. (7.2.6)
0
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Fig. 7.8: Region of analyticity of K (k) in the complex k plane. K (k) is defined and analytic

inside the strip, —a < Im k < b.

Take the Fourier transforms of Eqgs. (7.2.1) and (7.2.6). Adding up the results, and using the

convolution property, we have

+OO . O . ~ ~
[ e o+ [ dre i) = AR (- (1),
0 —00

i.e., we have

or, we have

[1 = AK (k)] ) (k) =~ (),

where we have defined

+oo
b_(k) = / dz e~ (),

0
i) = [ deetu)

— 00

Since we have

e™"| = €eM", k= ky + ik,

(7.2.7)

(7.2.8)

(7.2.9)

we know that ¢_ (k) is analytic in the lower half-plane and v (k) is analytic in the upper
half-plane. Thus, once again, we have one equation involving two unknown functions, ¢_ (k)
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and zﬁ+ (k), one analytic in the lower half-plane and the other analytic in the upper half-plane.
The precise regions of analyticity for ¢_ (k) and ¢, (k) are each determined by the asymptotic
behavior of the kernel K (z) as 2 — —oc.

In the original equation, Eq. (7.2.1), at the upper limit of the integral, we have y — oo so
that z — y — —oo as y — oo. By Eq. (7.2.2), we have

Kx—y)~e?™% we™® a5 y— 0.

To ensure that the integral in Eq. (7.2.1) converges, we conclude that ¢(x) can grow as fast as
p(z) ~ ™97 with e>0 as z — oo.

By definition of ¢_ (k), the region of the analyticity of ¢_ (k) is determined by the requirement
‘e*i’”%(x)‘ ~elkta=e)z 0 a5z — oo,

Thus ¢_ (k) is analytic in the lower half-plane,
Imk=ky<—-a+e, >0,

which includes
Imk < —a.

As for the behavior of ¢(x) as  — —oo, we observe that z — y — —oo as © — —o0, and
K(x—y)~e™ Y a5 22— —oc0.

By definition of ¢ (x), we have
+oo “+ o0
vla)=A [ K- pot)dy~re [ e o)y as w o oo,
0 0

where the integral above is convergent due to the asymptotic behavior of ¢(x) as x — oo.
The region of analyticity of ¢ (k) is determined by the requirement,

‘6_””1/1(16” ~ektT 0 a5 g — —oo.
Thus 1&+(kz) is analytic in the upper half-plane,
Imk = ky > —a.

To summarize, we know

{ o(z) — el@=97 as 1 — oo, (72.10)

P(z) — e as T — —o0.
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A kz '

Y ky=—a

Fig. 7.9: Region of analyticity of ¢_(k), ¢, (k) and K (k). ¢_ (k) is analytic in the lower
half-plane, Im k < —a + ¢. 9 (k) is analytic in the upper half-plane, Im k > —a. K (k) is

analytic inside the strip, —a < Im k < b.

Hence we have

~ +Cx> .
o_(k) = / dee *p(z) analytic for Imk=ky < —a+e, (7.2.11a)
0

Uy (k) = (7.2.11b)

Various regions of the analyticity are drawn in Figure 7.9.
Recalling Eq. (7.2.7), we write 1 —\K (k) as the ratio of the — function and the + function,

0
—/ dre”*y(z) analytic for Imk =k, > —a.

— 00

) Y. (k)
1-)AK(k) = . 7.2.12
From Eqgs. (7.2.7) and (7.2.12), we have
(7.2.13)

Yo (k)b (k) = =Yy (k)i (k) = F(k),
where F'(k) is an entire function. The asymptotic behavior of F'(k) as |k| — oo will determine

F (k) completely.
We know that

Gp_(k)y =0 as |kl — oo,
¥ =0 (7.2.14)

(
(F) as  |k| — oo,

+
(k) =0 as k] — oo.
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By Eq. (7.2.12), we know then

Y (k)
Yy (k)

—1, as |kl — occ. (7.2.15)

We only need to know the asymptotic behavior of Y_ (k) or Y, (k) as |k| — oo in order to
determine the entire function F'(k). Once F'(k) is determined we have, from Eq. (7.2.13),
: F(k)
(k)= —=~ 7.2.16
6-(h) = 3ok (12.16)
and we have finished.

We note that it is convenient to choose a function Y_ (k) which is not only analytic in the
lower half-plane, but also has no zeros in the lower half-plane, so that F'(k)/Y_ (k) is itself a
— function for all entire F'(k). Otherwise, we need to choose F'(k) so as to have zeros exactly
at zeros of Y_ (k) to cancel the possible poles in F'(k)/Y_ (k) and to yield the — function
b (k). A

The factorization of 1 — MK (k) is essential in solving the Wiener—Hopf integral equation
of the second kind. As noted earlier, it can be done either by inspection or by the general
method based on the Cauchy integral formula.

As a general rule, we assign

Any pole in the lower half-plane (k = p;) to k),

(k)

(),

7.2.17

) ( )
)

Any pole in the upper half-plane (k = p,) to k),

Yy
Any zero in the lower half-plane (k = z;) to Y,
Y_
Y_ (k).

Any zero in the upper half-plane (k = z,) to

We first solve the following simple example where the factorization is carried out by in-
spection and illustrate the rationale of this general rule for the assignment.

O Example 7.3. Solve

o(z) = A/:X> el Yg(y)dy, x>0 (7.2.18)
Solution. Define

Y(z) = A/Om e PVl dy,  x<O0. (7.2.19)
Also, define

¢(x) for x>0,
0 for = <O0.
Take the Fourier transform of Egs. (7.2.18) and (7.2.19) and add the results together to obtain

- - 2

¢ (k) + by (k) = A- B2l ¢ (k). (7.2.20)
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Now,

—x

e as T — 00,

(7.2.21)

x

€ as ¥ — —OQ.

K(x) = e el {
Therefore, ¢(y) can be allowed to grow as fast as e(! =)V as 3y — oco. Thus ¢_ (k) is analytic
for ks < —1 + . We also find that ¢)(z) — e” as © — —oo. Thus 4 (k) is analytic for
ko > —1.

To solve Eq. (7.2.20), we first write

K2+1-2), )
%ﬂw(k) =~ (k) (7.2.22)

and then decompose

E24+1—2)

2.2
k2 +1 (7.2.23)

into a ratio of a — function to a + function. The common region of analyticity of gis_(k),
¥4 (k) and K (k) of this example are drawn in Figure 7.10.

bk, .

k2 =—1l+¢

A, k2= _

A\

Fig. 7.10: Common region of analyticity of ¢_ (k), ¢4 (k) and K (k) of Example 7.3. ¢_ (k)
is analytic in the lower half-plane, Imk < —1 + ¢. ¢4 (k) is analytic in the upper half-plane,
Imk > —1. K (k) is analytic inside the strip, —1 < Im k < 1.

The designations, the lower half-plane, and the upper half-plane, must be made relative to
a line with

A <Imk=rhy < —1+e. (7.2.24)
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Referring to Eq. (7.2.23),
k> 4+ 1= (k+1i)(k—1i)

so that £ = 4 is a pole of Eq. (7.2.23) in the upper half-plane and ¥ = —i is a pole of
Eq. (7.2.23) in the lower half-plane. Now look at the numerator of Eq. (7.2.23),

k2 41— 2\
Case 1. A<0.=1-2\>1.
E2 41 -2\ = (k+ivV1—2\)(k —ivV1—2)\) (7.2.25)

The first factor corresponds to a zero in the lower half-plane, while the second factor corre-
sponds to a zero in the upper half-plane.

Case 2. 0<A<l/2.=20<1-2X< L

k2 +1 -2\ = (k+ivV1—2X\)(k —iV1—2)) (7.2.26)
Both factors correspond to a zero in the upper half-plane.
Case 3. A>1/2.=1-2X<0.

B +1-2 = (k+vV2\—1)(k—v2\-1) (7.2.27)

Both factors correspond to a zero in the upper half-plane.
Now, in general, when we write

= AR (k) = ;E:;

since we will end up with

Yo (R)d_ (k) = ~Yi (k)b (k) = G(k)

which is entire, we wish to have

analytic in the lower half-plane. So, Y_ (k) must not have any zeros in the lower half-plane.
Hence we assign any zeros or poles in the lower half-plane to Y, (k) so that Y_ (k) has neither
poles nor zeros in the lower half-plane.

Now we have

1—)\f((k):%

(k+iv1 = 2X)(k — iv/1 — 2X)
(k+14)(k—1) '
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Case 1. A <O0.

k+1iy/1—2X = zeroin the lower half-plane = Y, (k)
k —iy/1—2X = zerointhe upper half-plane = Y_(k)
k+i = pole in the lower half-plane = Y, (k)
k—i = pole in the upper half-plane = Y_ (k)

Thus we obtain

Yok - (k—iyV1 - 2X) 7
(k—1)
(7.2.28)
B (k +1)
Y (k) (k+iv1—2\)

Hence, in the following equation,

Yo (k)b (k) = =Yy (k)i (k) = G(k),
we know

Y_(k)—1, ¢_(k)—0, as k— oo,
so that

G(k)—0 as k— oo.
By Liouville’s theorem, we conclude

G(k) =0,
from which it follows that

¢_(k)=0, o (k)=0. (7.2.29)
So, there exists no nontrivial solution, i.e.,

o(x) =0, for A<O.

Case 2. 0<A<1/2
With a similar analysis as in Case 1, we obtain

Y- — (k+i\/1—2/\)(k—i\/1—2/\)7

(k—1)
Yi(k) = (k+9).

(7.2.30)

Noting that

Y_(k) =k as k— oo,
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and
Y- (k)b (k) = G(k),

we find that G (k) grows less fast than k as k — oo. By Liouville’s theorem, we find
G(k) = A, constant,

and thus conclude that

- Ak —1)
_(k) = . 7.2.31
¢~ (k) (k4 iv1 =2\ (k —iv1—2)\) ( )
Case 3. A>1/2.
With a similar analysis as in Case 1, we obtain
k 2 -1 (k—v2Xx -1
y (o= FEEVRA-DE-VA-D o
(k—1) (7.2.32)
Yi(k)=(k+14) —k as k— oo.
Again, we find that
G(k) = A, constant,
and thus conclude that
- A(k —1)
_(k) = . 7.2.33
¢~ (k) (k+vV22—1)(k—v2Xx-1) ( )
To summarize, we find the following.
For A < 0= ¢(x) =0. (7.2.34)
For A\ > 0 = ¢(z) = QL / dk e A(k — ) /(K> + 1 — 2)\), (7.2.35)
T Jc

where the inversion contour C'is indicated in Figure 7.11.

For z > 0, we close the contour in the upper half-plane and get the contribution from
both poles in the upper half-plane in either Case 2 or Case 3. The result of inversions are the
following.

Case 2. 0<A<1/2

¢(x) =C (cosh V1—2X\z + Smh? 1;;“) ., x>0 (7.2.36)
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Kk7
“ I

case 2
case 3
i1-2)
—-\V2A -1
.k,
W2A -1
—i1-2A

\ /

/

contour C

Fig. 7.11: The inversion contour for ¢(x) of Eq. (7.2.35). Simple poles are located at k =
+iv/1 — 2\ for Case 2 and at k = ++/2\ — 1 for Case 3.

Case 3. A>1/2.

sinv/2\ — 1z
o(x)=C (005 V2N — 1z + ﬁ) , x> 0. (7.2.37)

We shall now consider another example where the factorization also is carried out by
inspection after some juggling of the gamma functions.

O Example 7.4. Solve

+oo 1
P(r) = /\/0 m(ﬁ(:g) dy, x> 0. (7.2.38)

Solution. We begin with the Fourier transform of the kernel K (z).

1 1
K(z)= —r— — 2721l as x| — oo.
cosh (595)

Then K (k) is analytic inside the strip,
1 1
—5 < Imk =ky < 3 (7.2.39)

We calculate K (k) as follows.

N +oo ) 1 +oo —ikx %a:
K(k) = / dre=b  — __ — 2/ dr &
o cosh (%x) . (e*+1)



202 7 Wiener—Hopf Method and Wiener—Hopf Integral Equation

Setting
dt
e’ =1, x = lInt, da::?,
we have
Ry —2 [ e
(k) = A t+1)
A further change of variable
1 1-— —d,
. = ( p)7 gt = _2p
(t+1) P p
results in

1
K(k) = 2/0 dpp™* =3 (1 - p) k3,

Recalling the definition of the Beta function B(n,m),

1
_ _ T'(n)(m)
B , _ d n—1 1— m—1 _ ,
nm) = [ o1t = FEE
we have
) 2T (ik + )T (—ik + 3
K(k) — (Z _ 22 ( ¢ - 2)
F(Zk+§—2k+§)
1 1
=2 (ik+ - | T —k+< ).
<z + 2> < 1k + 2)
Recalling the property of the gamma function,
7r
I'z)Ir'it-z) = 7.2.4
(A0(1 - 2) = ——, (72.40)

we thus obtain the Fourier transform of K () as

K(k) = CO:}L% (7.2.41)
Defining ¢(z) by
oo 1
P(x) = )\/0 m¢(y) dy, =<0, (7.2.42)

we obtain the following equation as usual,

(1= AK(k))o— (k) = =14 (K), (7.2.43)



7.2 Homogeneous Wiener—Hopf Integral Equation of the Second Kind 203

where
. 27 Y_ (k)
1-AK(k)=1- = 7.2.44
(k) coshmk Y, (k) ( )
and the regions of the analyticity of ¢_ (k) and ¥ (k) are such that
i) o (k) is analytic in the lower half-plane (Im k& < —1/2), (72.45)
(i) ¢ (k) is analytic in the upper half-plane (Im k > —1/2). o
Rewriting Eq. (7.2.43) in terms of Y. (k), we have
Yo (k) (k) = =Yy (k)iby (k) = G(k), (7.2.46)
where G (k) is entire in k.
Factorizing 1 — AK (k):
Y_ (k) 2 coshk — 2w\
=1- = . 7.2.47
Y (k) cosh 7k cosh 7k ( )
Case 1. 0<2rA < 1.
Setting
1
cosTa = 2T\, 0<ax< 2’ (7.2.48)
we have
Y_(k)  cos(irk) — cosma
Y. (k)  sinw (ik + 3)
(7.2.49)

_ 2sin [3 (o + ik)] sin [Z (o — k)]
sinm (ik + 1) '

Replacing all sine functions in Eq. (7.2.49) with the appropriate product of the gamma func-
tions by the use of the formula

. B T
sinmz = 7F(z)F(1 ey (7.2.50)

we obtain

27T (3 +1ik) I (3 — ik)

= - : : ., 7.2.51
F(a-gzk)r\(a—;k)r(lia-glk)r\(lia—;k) ( )
We note that
I'(z) has a simple pole at z2=0,—-1,-2,---, (7.2.52)
I'(1 — z) has asimple pole at z=1,2,3,---.
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(1) T (% + ik) has simple poles at k = i$,i2,i3,iZ .-, all of which are assigned to Y_ (k).

2 T (7 — k) has simple poles at k = —i, —i3, —i2 —iZ ... all of which are assigned
to Y5 (k).

3 r (a“k) has simple poles at k = ia,i(2 4+ «),i(4 + a), - - -, all of which are assigned to
Y_(k)

@) T (25%) has simple poles at k = —icr, —i(2 + a), —i(4 + @), - -. Since 0 < o < 1/2,
the first pole at k = —ia is assigned to Y_ (k), while the remaining poles are assigned to
(Z+1)

Y. (k). Using the property of the gamma function, I'(z) = , We rewrite

o — ik 2 o — ik
T = I'(1
< 2 ) o — ik < + 2 )’

where (o — ik)/2 is assigned to Y_ (k) while I' (1 + 25%) is assigned to Y, (k).

(5) I'(1 — 25 has simple poles at k = —i(2 — o), —i(4 — @), —i(6 — ), - - -, all of which
are assigned to Y (k).

(6) T'(1 — 25) has simple poles at k = i(2 — o), i(4 — a),i(6 — @), - - -, all of which are
assigned to Y_ (k).
Then we obtain Y. (k) as follows.
—2nT (5 + ik)

D (5) T (—23%)

Y_(k) = (7.2.53)

(k)
Now follows the determination of G(k), which is determined by the asymptotic behavior of
Y, (k) as k — oco. Making use of the Duplication formula and the Stirling formula,

Yi(k) =

(7.2.54)

2%2710(2)T (2 + 3)

I'(2z2) = 7.2.55
(22) o (7255)
. Tz+p)
lim —— ~ 27, (7.2.56)
we find the asymptotic behavior of Y_ (k) to be given by
Y_ (k) ~ —z\/g 2k k. (7.2.57)

Defining

Zi(k)=27*% . Yi(k), (7.2.58)
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we find
Zo (k) ~ —i gk (7.2.59)

since
Z_(k) B Y_(k)
Zy (k) Yi(k)

=1-AK(k)—1 as k— oo.

Then Eq. (7.2.46) becomes

Z_ (kK)o (k) = =Zy (k)iy (k) = 27*G(k) = g(k), (7.2.60)
where g(k) is now entire. Since

¢ (k), (k) =0 as k— oo,

and Eq. (7.2.59) for Z.(k), g(k) cannot grow as fast as k. By Liouville’s theorem, we then
have

g(k) =C’', constant.

Thus we obtain

D (%) 1 (~o5%)

(k) = = "2k 2 7.2.61
o-() Z_(k) [ (5 +ik) ( )
We now invert ¢_ (k) to obtain ¢(z),
+o0 dk . T (a-‘rik) F(_a—ik)
_ C/// v zka:2zk 2 2 , > 0’ 72.62

¢(x) =0, x<0.

For x > 0, we close the contour in the upper half-plane, picking up the pole contributions from

I (25%) and T (—25™%). Poles of I' (25) are located at k = i(2n + a),n = 0,1,2,- - -.

Poles of I' (—25) are located at k = i(2n — @), n=0,1,2,---. Since

Res. T(2) oy = (4)”%, (7.2.63)

we have

2

P(z) = C//i {e(2n+a)$2(2”+a) L7 _Tion—e) ) + (v — Oé)} . (7.2.64)

1
= n! F(——Qn—a

Since

T 1
sinTz (1 —2)’

I'(z) =
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we have

(=) Hix 1

F— — —
(=n—a) sinar T'(n+1+a)’

and with the use of the Duplication formula,

1
Fl+9+n)T(E+9+n)

1
I‘<__2n—a) = \2m2Cnte)
2 CcoS T

we have
Dn—a) (' ey cosar T(143 )T (34540
I'(i-2n-a) V2or sin am Nl+a+n) ’

Our solution ¢(z) is given by

ote) — 0 (201

sin o

S [ ) TG N G g
n! Fl+a+n)

—(a— a)} . (7.2.65)

n=0

We recall that the hypergeometric function F'(a, b, c; z) is given by

ZT(aw+n) T(b+n) I'(c) 2™
Flab o) = . . N 2.
(a,5,¢2) ; T'(a) () T(ctn) nl (7.:2.66)
Setting
1 « 3«
= — — = — - - 1
a=7 + 5 b 1 + 5 c + a,
we have
s ¢ (2207 [ LG (5
sin a 1+«

1 3
'F(+§74+(;71+a762a:> (OLHO[):|. (7'2‘67)

Vi T(E+e) (1) 1 a3 L
1 = . 2 TQ F — — 1 .
Qo) = 07 T7a) e (7.2.68)
L TE+8)TE+S) (34a) 1 a3 «a o
Z. ety p 24 2 24 2 cy2
2 T(l+a) - (4+2’4+2’ taz
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so that our solution given above can be simplified as

6(@) = C" (=) € {Qu-3 (") = Qa3 (e}

sin o

Recall that the Legendre function of the first kind P3(z) is given by

Pl = 1 (S50 (@)~ Qa4
so that
Pas ()=~ (Grar ) {0010 - @y 0

So, the final expression for ¢(z) is given by

¢(m):C-(exp%)-Pa7;(eI), x>0, 0<a<1/2,

2

207

(7.2.69)

(7.2.70)

(7.2.71)

2w\ = cosam. (7.2.72)

A similar analysis can be carried out for the cases, 27 A > 1, and A < 0. We only list the final

answers for all cases.

Summary of Example 7.4
Case 1. 0<2rA <1, 2rA=cosar, 0<a<1/2

T

p(z) = Ch - (eXp 5) “P,_1(e"), z > 0.

Case 2. 2nA > 1, 27\ =cosham, o > 0.

o) =Co- (exp3) Py (). 220,

Case 3. 27 < 0.

7.3 General Decomposition Problem

In the original Wiener—Hopf problem we examined, in Section 7.1,
¢ (k) = ¢y (k) + F(k),

we need to make the decomposition,

F(k) = F(k) + F_(k).

(7.3.1)

(7.3.2)
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In the problems we just examined in Section 7.1, i.e., the homogeneous Wiener—Hopf integral
equation of the second kind, we need to make the decomposition,
Y_ (k)

1—\K(k) = Vb (7.3.3)

Here we discuss how this can be done in general, rather than by inspection.
Consider the first problem (sum-splitting) first. (Figure 7.12.)

6 (k) = v (k) + F(k).
Assume that

o_(k), ¥y (k), F(k) =0 as k— oo. (7.3.4)

k,
o

-k,

T

Y

Fig. 7.12: Sum-splitting of F'(k). ¢_(k) is analytic in the lower half-plane, Imk < 7_.
14 (k) is analytic in the upper half-plane, Imk > 7. F(k) is analytic inside the strip,
T+ <Imk <7_.

Examine the decomposition of F'(k). Since F'(k) is analytic inside the strip,
T <Imk =k <7_, (7.3.5)

by the Cauchy integral formula, we have

1 F(¢)
F(k) =5~ /C ﬂdg (7.3.6)

where the complex integration contour C' consists of the following path as in Figure 7.13,

C=Ci+Cy+Cy +C). (7.3.7)



7.3 General Decomposition Problem 209

" ko

k=T
CZ

»k,
CL cT

C
1

ky=1,

Fig. 7.13: Sum-splitting contour C' of Eq. (7.3.6) for F'(k) inside the strip, 7+ < Im k < 7_.

The contributions from C'; and C| vanish as these contours tend to infinity, since

|F'(¢)| is bounded (actually — 0),

’—>O as (¢ — oo.

‘(C k)

Thus we have
1 F(Q) F(¢)
F(k) = 271 Jo C—k d¢ + 5 Z/C = de, (7.3.8)

where the contribution from Cy is a + function, analytic for Imk = ko > 7, while the
contribution from C is a — function, analytic for Imk = ko < 7_, i.e.,

+ootiTy
Fy (k)= 1 / LlO) dc, (7.3.9a)

2m co+iT4 C k
- 1 +ootiT— F(C)
Fo(k) = 5~ /_ o T dc. (7.3.9b)

Consider now the factorization of 1 — AK (k) into a ratio of the — function to the + func-
tion. The function 1 — AK (k) is analytic inside the strip,

—a<Imk=Fky <, (7.3.10)
and the inversion contour is somewhere inside the strip,

—a<Imk=ky < —a+e. (7.3.11)
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The analytic function 1 — AK (k) may have some zeros inside the strip,
—a <Imk==Fky <b.

Choose a rectangular contour, as indicated in Figure 7.14, below all zeros of 1 — AK (k)
inside the strip,

—a <Imk==Fky <b.

Ak, .
k,=b
x X
.k,
X X
>< >< Cz
A
C C
L T ;k2=A
C
1 1 .
k,=—a

Fig. 7.14: Rectangular contour for the factorization of 1 — AK (k). This contour is chosen below
all the zeros of 1 — AK (k) inside the strip, —a < Im k < b.

Note if 1 — )\K(k) has a zero on k; = —a, it is all right, since it just remains in the
lower half-plane. The inversion contour k3 = A will be chosen inside this rectangle. Now,
1 — MK (k) is analytic inside the rectangle

Ci+Cr+Co+C

and has no zeros inside this rectangle. Also since
K(k) -0 as k— oo,

we know
1-AK(k) =1 as k— oo.

In order to express 1 — AK (k) as the ratio Y_ (k) /Y, (k), we take the logarithm of (7.3.3) to
find

Y (k)
Yy (k)

[l - AK(k)] =In { } =InY_(k) - In Y (k). (7.3.12)
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Now, In[1 — AK (k)] is itself analytic in the rectangle (because it has no branch points since
1 — MK (k) has no zeros there), so we can apply the Cauchy integral formula

[l — AK (k)] = ﬁ /C %dc,

with k inside the rectangle and C' consisting of C 4+ Cy + C + C'|. Thus we write

In[1 - AK (k)] =InY_(k) — InY, (k)

1 In[1 - AK(¢)] 1 In[1 - AK(Q)]
"~ 27 Je, (—k dc_%/_cz (—k a6 (7.3.13)
1 In[1—AK(Q)] ac.

2mi Jorie) C—k

In Eq. (7.3.13), it is tempting to drop the contributions from C and (| altogether. It is,
however, not always possible to do so. Because of the multivaluedness of the logarithm, we
may have, in the limit || — oo,

In[1 - AK(¢)] — Ine®™™ = 2rin, (n=0,+1,42,.--) (7.3.14)

and we have no guarantee that the contributions from C' and C| cancel each other. In other
words, 1 — AK(¢) may develop a phase angle as ¢ ranges from —oo + i A to +oo + i A.

Definition of Wiener—Hopf index. Let us define the index v of 1 — AK (¢) by

{=+4oco+iA

v= % In [1 - Af((g)} ‘ (1.3.15)

C=—ocotiA

Graphically we do the following: Plot z = [1—AK ()] as ¢ ranges from —co-+iA to +oo+iA
in the complex z plane, and count the number of counter-clockwise revolutions z makes about
the origin. The index v is equal to the number of these revolutions.

We shall now examine the properties of the index v; in particular, a relationship between
the index v and the zeros and the poles of 1 — AK (k) in the complex k plane. Suppose
1 — MK (k) has a zero in the upper half-plane, say,

1— )\f((k) =k—2,, Imz, > —a.

Then the contribution from this z,, to the index v is

V(z0) = —— [0 — (—im)] = %

211
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Similar analysis yields the following results:

zero in the upper half-plane = »(

pole in the upper half-plane = v(p,) = —3, (7.3.16)

zero in the lower half-plane = v(z -
= ¥
K

pole in the lower half-plane

In many cases, the translation kernel K (x — y) is of the form

K(z—y)=K(lz —yl). (7.3.17)
Then K (k) is even in k,
K(k) = K(—k), (7.3.18)

so that 1 — AK (k) (which is even) has an equal number of zeros (poles) in the upper half-plane
and in the lower half-plane,

number of z,, = number of z;, number of p, = number of p;.

Thus the index of 1 — AK (k) on the real line is equal to zero (v = 0) for K (k) even.

Suppose we now lift the path above the real line (Im k£ = 0) into the upper half-plane. As
the path C' (Im k = A) passes by a zero of 1 — AK (k) in Im k > 0, the index v of 1 — AK (k)
with respect to the path C' (Im k£ = A) decreases by 1. This is because the point k& = z is the
zero in the upper half-plane with respect to the path C. (Im k = A™) while it is the zero in
the lower half-plane with respect to the path Cs. (Im k = A7), and hence

1

Av=v(z) —v(z) = —5 5= —1. (7.3.19a)

1
2
Likewise, for a pole of 1 — AK (k) in Im k > 0, we find
1 1
Av=v(p) —v(p,) = +§ + 5= +1. (7.3.19b)
Consider first the case when the index v is equal to zero,

v =0. (7.3.20)

Then we choose a branch so that In[1 — AK ()] vanishes on C; and C|. We then have

InY_(k) — InYy (k)

L[ Wm[1=)K(©O)] 1/ 1 2K (Q)]
_C.

“omi)e =k % om op % @32
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In the first integral on the second line of Eq. (7.3.21), we may let k£ be anywhere above C
where C is arbitrarily close to Imk = ko = —a from above. Then we conclude that the
integral

1 In[1 - AK(¢)]
— ——=d(, Imk =ky > —a,
2ri /C =k o mk=k>-a

is analytic in the upper half-plane, and hence is identified to be a + function,

1 In[1 - AK(¢)]

111Y+(l€):—% . C—k

d¢,  Imk=ky> —a. (7.3.22)

It also vanishes as |k| — oo in the upper half-plane (Im k& > —a). In the second integral on the
second line of Eq. (7.3.21), we may let k£ be anywhere below —C'y where —CY is arbitrarily
close to Im k = k3 = —a from above. Then we conclude that the integral

1 In[1 — AK(C)]

— d Imk =k, < —
ori e C_k Cv m 2 > —a,

is analytic in the lower half-plane, and hence is identified to be a — function,

InY_ (k) = —% /_C ln[lg—”k{(m ¢, Imk=ky < —a. (7.3.23)

It also vanishes as |k| — oo in the lower half-plane (Im & < —a). Thus

3 1 In[1 — AK(¢)]
B 1 In[1 - AK(¢)]
We also note that
) Imk > —a,
Yi(k) =1 as |k] > o0 in { fmk < —a. (7.3.26)

Then the entire function G (k) in the following equation,

Y_(k)o- (k) = =Yy (k)i (k) = G(k),
must vanish identically, by Liouville’s theorem. Hence

¢ (k)=0 or ¢(z)=0 when v=0. (7.3.27)
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Consider next the case when index v is positive,
v>0. (7.3.28)

Instead of dealing with C'} and C| of the integral (7.3.13), we construct the object whose index
is equal to zero,

- k—zl(i)> . Z_(k)
—= | 1 = AK(k)| = —=, (7.3.29)

11 (hey) 1 A0 = 7
where z;(4) is a point in the lower half-plane (Im k& < A) which contributes — 5 in its totality
(t = 1, -+, v) to the index and p,(¢) is a point in the upper half-plane (Im k£ > A) which
contributes — ¢ in its totality (¢ = 1, - - -, v) to the index. Then the expression (7.3.29) has the

index equal to zero with respect to Im k = A,

—g(from 2(i)'s) — g(from pu(i)'s) + v(from 1 — AK(k)) = 0. (7.3.30)

By factoring of Eq. (7.3.29), using Egs. (7.3.24) and (7.3.25), we obtain

In la RO]] (é_ﬁii?))]

i=1

1
7Z_(k) = exp o /_02 T dac |, (7.3.31)

Zy(k)=exp | —— =1 |, (7.3.32)

with the properties,
(1) ZL(k) — 1 as |k| — oo,

(2) Z_(k) (Z4(k)) is analytic in the lower (upper) half-plane,
(3) Z_(k) (Z+(k)) has no zero in the lower (upper) half-plane. We write Eq. (7.3.29) as
Vo) Zo() Tk = pald)

1—\K(k) = = = ey 7.3.33
W=V = Zeth) T,k - 2) (7339
By the formula stated in Eq. (7.2.17), we obtain
Yo (k) = Z_(k) - [[(k = pu(d)), (7.3.34)
=1
Yy (k) = Zy (k) - [J(k — (i) (7.3.35)
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We observe that
Yi(k) — kY as [|k] — occ. (7.3.36)

Thus the entire function G(k) in the following equation,

Yo (k)p— (k) = =Yy (k)i (k) = G(k),

cannot grow as fast as k£ as k — oo. By Liouville’s theorem, we have
(k)=> _Cik?, 0<j<v-—1, (7.3.37)

where the C} are arbitrary v constants. Then we obtain

1 .
b_(k) = Gk) _ Zof_ﬂ(k;) Imk < A. (7.3.38)
=

Inverting this expression along Im k = A, we obtain

1 +oo+iA k
o) = o /_DOHA 4 ( Zqub (@), when »>0,  (7.3.39)
where
1 +oo+iA eik’mk,j
dk j=0,---,v—1. 7.3.40
(b(J)( ) 27_” /—oo+iA Y_(k)v J ) sV ( )
We have v independent homogeneous solutions, ¢(j)(x), 7 =0, -+, v—1, which are

related to each other by differentiation,

d
(—i@) oG (@) = ¢gp(),  0<j<v-2.

Thus it is sufficient to compute ¢ o) (),

¢y () = (—Z—) $o)(x),  j=0,1--v—1L (7.3.41)
Note that the differentiation under the integral, Eq. (7.3.40), is justified by
ki1 fi+1
WH?HO as k}*)OO7 jSI/*Q,

so that the integral converges.
Consider thirdly the case when the index v is negative,

v < 0. (7.3.42)
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As before, we construct the object whose index is equal to zero.

v \

Z_(k)

: (1= 2K (k)] = , 7.3.43
Ek PG W=7 (7343

which does indeed have an index of zero as shown below.
‘ | 5 (from 2,(i)'s) + L] 5 (from py(i)'s) + v(from 1 — MK (E)) = 0. (7.3.44)
We apply the factorization to the left-hand side of Eq. (7.3.43). Then we write

Yo(k) _ Z_(k) TIY, (k= (i)

)\K(k) = . (7.3.45)
Yo(k)  Zi(k) 1M (k = z4(i)
By the formula stated in Eq. (7.2.17), we obtain
Z_
Y_(k) = M—W, (7.3.46)
[[i=: (k — zu(4))
[1i: (k = pu(2))
Then we have
1
Zi(k) —1 and Yi(k)— P k — 0. (7.3.48)
Thus the entire function G(k) in the following equation,
Y (k)d— (k) = —Ya (k)i (k) = G(k),
must vanish identically by Liouville’s theorem. Hence we obtain
¢(x) =0, when v <O. (7.3.49)

7.4 Inhomogeneous Wiener—Hopf Integral Equation of the
Second Kind

Let us consider the inhomogeneous Wiener—Hopf integral equation of the second kind,

“+oo

() = f(z) + A ; K(z —y)o(y)dy, x>0, (7.4.1)

where we assume, as in Section 7.3, that the asymptotic behavior of the kernel K(z) is
given by

K(z) ~ { Ofe™) as w—-co, 4y (14.2)
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and the asymptotic behavior of the inhomogeneous term f(z) is given by
flx) = O(e®) as x— +oo. (7.4.3)

We define ¢ (z) for x < 0 as before

“+oo

Y(x) = A ; K(x—y)o(y)dy, =x<O. (7.4.4)

We take the Fourier transform of ¢(z) and ¢ (x) for x > 0 and z < 0 and add the results
together,

(k) + by (k) = F-(k) + AK (k) d— (k) (7:4.5)
where K (k) is analytic inside the strip,
—a<Imk=Fky <b. (7.4.6)

Trouble may arise when the inhomogeneous term f () grows too fast as x — oo so that there
may not exist a common region of analyticity for Eq. (7.4.5) to hold. The Fourier transform

f— (k) is defined by

fo(k) = / - dz e~ f(2), (7.4.7)
0

where

]e_““”f(x)‘ ~eF2 AT g v oo with k= ky + iks.
That is, f_ (k) is analytic in the lower half-plane,

Tmk = ky < —c. (7.4.8)
We require that a and c satisfy

a > c. (7.4.9)
In other words, f(x) grows at most as fast as

flx) ~ ele=e)r £ >0, as x— oo.
We try to solve Eq. (7.4.5) in the narrower strip,

—a <Imk = ko < min(—c,b). (7.4.10)
Writing Eq. (7.4.5) as

(1= AK(k))p—(k) = f- (k) — i (k), (7.4.11)
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we are content to obtain one particular solution of Eq. (7.4.1). We factorize 1 — AK (k) as
before,

Y. (k)

1— \K(k 7.4.12
=5 (1412
Thus we have from Eqgs. (7.4.11) and (7.4.12),

Yo (k) (k) = Yo (k) f- (k) = Yy (k) (R), (7.4.13)

where Y_(k)¢_ (k) is analytic in the lower half-plane and Y (k)i (k) is analytic in the
upper half-plane. We split Y. (k) f_ (k) into a sum of two functions, one analytic in the upper
half-plane and the other analytic in the lower half-plane,

Yo (k) () = (Ve (k) f () + (V4 (R) - (K)—
In order to do this, we must construct Y, (k) such that

Yy (k)f_(k) =0 as k— oo,
or,

Y. (k) — constant as k — oo. (7.4.14)
Suppose F'(k) is analytic inside the strip,

—a <Imk = ko < min(—c,b). (7.4.15)

By choosing the contour C'inside the strip as in Figure 7.15, we can then apply the Cauchy
integral formula.

F(k) = i/ wdgf i/ m - 27”/ F(Q) dc. (7.4.16)

21 Jo C—k 27 Jo, ¢ — k e, C— Kk
By the same argument as in the previous section, we identify

: 1 £(¢)
F_(k)=—— d 7.4.17
0 =50 [ o 74.17)

L [ F©Q

Ey(k d 7.4.18
(k) = 2 Jo Tk C. ( )

Thus, under the assumption that the Y. (k) satisfy the above-stipulated condition (7.4.14), we
obtain
; 1 (O/-(Q)
Yi(k)f-(k))- = —=— dc, (7.4.19)
(V4 (R (k) - = =5~ CQ[ o

VB = C[ (( )JI- )( )] Q. (7.4.20)
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kkz
[
k=b
;kl
k= —¢
C7
* 1
C, C;
¢
k,=—a

Fig. 7.15: Region of analyticity and the integration contour C' for ﬁ'(k) inside the strip,
—a < Imk < min(—c,b).

Then we write

Yo (k)— (k) = (Vi (k)= (k)= = (Vi (k) f- (k)4 = Ya (k)i (k) = G(k), (7:4.21)

where G(k) is entire in k. If we are looking for the most general homogeneous solutions,
we set f_(k) = 0 and determine the most general form of the entire function G(k). Now
we are just looking for one particular solution to the inhomogeneous equation, so that we set

G(k) = 0. Then we have

) (Vi (k) /- (k))-

(k) = = Ol (7.4.22)
oy (Y (R)f- (k)

Uy (k) s D) u (7.4.23)

Choices of Y. (k) for an inhomogeneous solution are different from those for an homogeneous
solution. In view of Eqs. (7.4.22) and (7.4.23), we require that

(1) 1/Y_(k) is analytic in the lower half-plane,
Imk <, —a<dc <b, (7.4.24)
and 1/Y7 (k) is analytic in the upper half-plane,
Imk >c", —a<d <b. (7.4.25)

)

(k) =0, thy(k)—0 as k— oo. (7.4.26)
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According to this requirement, Y_ (k) for an inhomogeneous solution can have a pole in
the lower half-plane. This is all right because then 1/Y_ (k) has a zero in the lower half-plane.
Once requirements (1) and (2) are satisfied, ¢_ (k) and ¢ (k), given by Eq. (7.4.22) and
(7.4.23), are analytic in the respective half-plane. Then we construct the following expression
from Eqgs. (7.4.22) and (7.4.23).

(1= AK (k)] (k) = f- (k) — by (K). (7.4.27)
Inverting for « > 0, we obtain

+oo

p(z) — A | K(z —y)o(y)dy = f(x), z=0.

Thus ¢_ (k) and 1) (k) derived in Eqs. (7.4.22) and (7.4.23) under the requirements (1) and
(2) do provide a particular solution to Eq. (7.4.1).

Case 1. Index v = 0.

When the index v of 1 — AK (k) with respect to the line Im k = A is equal to zero, no
nontrivial homogeneous solution exists. From Eqs. (7.3.22) and (7.3.23), we have

X Y_ (k)
1-AK(k) = —2, 7.4.28
(k) Y. (k) ( )
where
Y_(k) = exp <—2im [c dg%) . Imk<A, (7.4.29)
Y, (k) = exp (—Zim /C dg%) . Imk> A, (7.4.30)
and
Yi(k) =1 as k| — occ. (7.4.31)

Since Y4 (k) (Y_(k)) has no zeros in the upper half-plane (the lower half-plane), 1/Y, (k)
(1/Y_(k)) is analytic in the upper half-plane (the lower half-plane). Then we have

Yi(k)f_(k) =0 as k— oo,

so that Y. (k)f_ (k) can be split up into the -+ part and the — part as in Eqgs. (7.4.19) and
(7.4.20).

Using Y (k) given for the v = 0 case, Eqs. (7.4.29) and (7.4.30), we construct a resolvent
kernel H(x,y). Since 1/Y_ (k) is analytic in the lower plane and approaches 1 as k — oo,
we define y_ (z) by

! 1= +ood —ikz 7.4.32
m* :/o €T e y—(z), (7.4.32)
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where the left-hand side is analytic in the lower half-plane and vanishes as k — oc. Inverting
Eq. (7.4.32) for y_ (), we have

y_(z) = / e %e“” {L - 1] for >0 (7.4.33)
—ootiA 2T Y_ (k) -
y—(z)=0 for z<0. (7.4.34)
Similarly we define y, (x) by
0
Yi(k)—1= / dz e *y  (2), (7.4.35)

where the left-hand side is analytic in the upper half-plane and vanishes as kK — oo. Inverting
Eq. (7.4.35) for y; (z), we have

+oco+iA dk .
Yy () = / —e*ely, (k) —1] for <0, (7.4.36)
—ootiA 2T
yr(x)=0 for z>0. (7.4.37)
We define 34 (k) by
1 too
Aok 1 +/0 dee ™y _(2)=1+g_(k), (7.4.38)
0 .
Yo(k)=1+ / dee”™® 0y (2) =1+ g4 (k). (7.4.39)

Then ¢_ (k) given by Eq. (7.4.23) becomes
1

b (k) = m(er(k)ff(k)), = (149 (k) (f_ (k) + 9 (k) f_(k))_ (7.4.40)

= [ (k) + 9 (k) f- (k) + (54 () f- (k) — + 0 (k) (94 (k) f- (k) -
Inverting Eq. (7.4.40) for z > 0,

400 +oo
#(z) = f(z) + / y_ (e — y)f(y) dy + / yi (& — 9)f @) dy

+oo “+o0
s /0 y—(z — z) dz/o y+(z —y)f(y) dy (7.4.41)
+oo
= f(2) + : H(z,y)f(y)dy, = =0,

where

+oo
H(z,9) = y— (& — 4) + 94z — 9) + / y(@—ypla—y)ds.  (1442)
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It is noted that the existence of the resolvent kernel H (z,y) given above is solely due to
the analyticity of 1/Y_ (k) in the lower half-plane and that of Y. (k) in the upper half-plane.
Thus, when the index v = 0, we have a unique solution, solely consisting of a single particular
solution to Eq. (7.4.11).

Case 2. Index v > 0.

When the index v is positive, we have v independent homogeneous solutions given by
Eq. (7.3.40). We observed in Section 7.3 that

Yi(k) — K as k— oo, (7.4.43)

where Y. (k) are given by Egs. (7.3.34) and (7.3.35). On the other hand, in solving for a
particular solution, we want Y2 (k) to be such that:

(1) 1/Y_(k) (Yy(k)) is analytic in the lower half-plane (the upper half-plane),
Yi(k)—1 as |k — co. (7.4.44)
We construct W (k) as

Y (k)

W) = I k- ()

Impy(j) <A, 1<j<v, (7.4.45)

where the locations of the p;(j) are quite arbitrary as long as Im p;(j) < A. We notice
that the W (k) satisfy requirements (1) and (2):

2)

1 I (k= m(h))
Wok) . Y_(k)

is analytic in the lower half-plane, while

Yi (k)

W) = 1 - )

is analytic in the upper half-plane;
3)
Wi(k) —1 as |k] — oc. (7.4.46)

Thus we use W4 (k), Eq. (7.4.45), instead of Y (k), in the construction of the resolvent
H(z,y).
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Case 3. Index v < 0.

When index v is negative, we have no nontrivial homogeneous solution. From
Egs. (7.3.46) and (7.3.47), we have

1
Yi(k) — T A |k| — 0. (7.4.47)
Then we have
kM as k] — oo (7.4.48)
Y_ (k) ’
while
Yi(k)f_(k) =0 as |k| — oco. (7.4.49)

By Liouville’s theorem, ¢_ (k) can grow, at most, as fast as k*I=1 as |k| — oo,

b_(k) = % ~EMEY s |k — oo, (7.4.50)

In general, we have
d_(k)»0 as |k — oo,

so that a particular solution to the inhomogeneous problem may not exist. There are some
exceptions to this. We analyze (Y. (k) f_(k))_ more carefully. We know

Ve0f- ) =5 [ O (7.4.51)

2mi

Expanding 1/(¢ — k) in power series of ¢ /k,

L (1 ¢ ¢ ¢t ¢
(Ck)__(E>(1+E+E++kV|1+)7 ’E’<L

we write

R > 3 () R AGTAGY™
s (7.4.52)
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In view of Eqgs. (7.4.22) and (7.4.52), we realize that

b_(k) = % —0 as |k| — oo, (7.4.53)
if and only if
1 . ~
omi |, SO =0, j=0 ]| -1 (7.4.54)

If this condition is satisfied, we get from the j = |v| term onwards,

- C

so that ¢_ (k) can be inverted for ¢(z), which is the unique solution to the inhomogeneous
problem. To understand this solvability condition (7.4.54), we first recall the Parseval identity,

“+o0 R +oo
/ dk h(k)g(—k) = 2m / h(w)gy) dy, (7.4.56)

— 00 —00

where h(k) and (k) are the Fourier transforms of h(y) and g(y), respectively. Then we
consider the homogeneous adjoint problem. Recall that for a real kernel,

Kadj(xvy) = K(%x)

Thus, corresponding to the original homogeneous problem,
+oo
o(z) = A K(z —y)o(y) dy,
0
there exists the homogeneous adjoint problem,
o) =X | Ky —a)¢"(y)dy, (7.4.57)
0

whose translation kernel is related to the original one by
KY(¢) = K(=€). (7.4.58)

Now, when we take the Fourier transform of the homogeneous adjoint problem, we find
{1 - Af{(—k)} FI(k) =~ (k), (7.4.59)

where the only difference from the original equation is the sign of k inside K (—k). However,
since 1—AK (—F) is just the reflection of 1 — AK (k) through the origin, a zero of 1—\K (k) in
the upper half-plane corresponds to a zero of 1 — MK (—k) in the lower half-plane, etc. Thus,
when the original 1 —AK (k) has a negative index v < 0 with respect to aline, Im k = ky = A,
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the homogeneous adjoint problem 1 — AK (—Fk) has a positive index |v/| relative to the line,
Imk = ks = —A. So, in that case, although the original problem may have no solutions, the
homogeneous adjoint problem has |v/| independent solutions. Now 1 — AK (k) was found to
have the decomposition,

. Y_(k
skt = 28
with
Yi(k) — L as k — oo,
kv
we conclude that
. Yo (- v (k
1—-AK(—k) = Y+E—:§ = Yidjgk;’ (7.4.60)

from which, we recognize that

YA(k) = is analytic in the lower half-plane, — k!"!,

1
Y (—h)

Yidj(k) = is analytic in the upper half-plane, — k!"!.

1
Y_(—k)
Thus the homogeneous adjoint problem reads

VIR () = —YIO (R)950 (k) = G (), (7460
with
G(k) = Co+ Cik + - - +C|l,|,1k|”‘_1. (7.4.62)

We then know that the || independent solutions to the homogeneous adjoint problem are of
the form,

adj B 1 k Llvi—1
e {Y*‘“’rk)’ Y¥(R) Y (k) } ’

which is equivalent to
G (k) = {Yi (=), kY3 (k) - - BTV (<) ) (7.4.63)

Therefore, to within a constant factor, which is irrelevant, we can write the solvability condi-
tion (7.4.54) as

3 FYL(OFf-(Qd¢=0, j=0,1,---,|v| -1, (7.4.64)
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which is equivalent to

3 N (=OF(QdC =0, j=0,1,-- v -1, (7.4.65)
—C2
where
éaii{j)(C) = (Y4 (=), Jj=0,1,--- v -1 (7.4.66)
By the Parseval identity (7.4.56), the solvability condition (7.4.65) can now be written as
too
| @@ =0,  §=01- -1, (7.4.67)

where

di 1 +oo—1A icw 2adi )
¢2(ljj)(x) = % /—oo—iA € S ¢a,J(J)(C) dCa J = 0, ]-7 T ‘V| - ]-7 z 2> 0. (7468)

Namely, if and only if the inhomogeneous term f(x) is orthogonal to all of the homogeneous
solutions ¢°Y(z) of the homogeneous adjoint problem, the inhomogeneous equation (7.4.1)
has a unique solution, when the index v is negative.

Summary of Wiener-Hopf integral equation

wwzxﬁwK@—wmw@, £>0,
$9(0) =) [ Kl - 20y dy 530,
0

M®ﬂ®+AAwK@me@7 +30.

1. Index v = O:
The homogeneous problem and its homogeneous adjoint problem have no solutions.

The inhomogeneous problem has a unique solution.

2. Index v > 0:

The homogeneous problem has v independent solutions and its homogeneous adjoint
problem has no solutions.

The inhomogeneous problem has nonunique solutions (but there are no solvability con-
ditions).
3. Index v < 0:

The homogeneous problem has no solutions, and its homogeneous adjoint problem has
|| independent solutions.

The inhomogeneous problem has a unique solution, if and only if the inhomogeneous
term is orthogonal to all || independent solutions to the homogeneous adjoint problem.
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7.5 Toeplitz Matrix and Wiener-Hopf Sum Equation

In this section, we consider the application of the Wiener—Hopf method to the infinite system
of the inhomogeneous linear algebraic equation,

MX = f, (7.5.1)
or,

where the coefficient matrix M is real and has the Toeplitz structure,
My = My — - (7.5.3)
We solve Eq. (7.5.1) for two cases.

Case A. Infinite Toeplitz matrix.
Let M be an infinite matrix. Then the system of the infinite inhomogeneous linear alge-
braic equation (7.5.1) becomes

i My X = [, —o0o < n < 0. (7.5.4)
We look for the solution {X,,};7>° _ assuming the uniform convergence of { X, };t°_
and {M,, }.t>° .
i | Xm| < oo, and i |M,,| < oc. (7.5.5)
Multiplying £™ on Eq. (7.5.4), and summing over n, we have
D My Xy =Y " (75.6)

Assuming uniform convergence, Eq. (7.5.5), the left-hand side of Eq. (7.5.6) can be expressed
as

ZgﬂMnmem = an_m nfngme = M(&)X(§>a

with the interchange of the order of the summations, where X (£) and M (&) are defined by

X)) = Z X", (7.5.7)
M=) Mg (7.5.8)

n=—oo
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We also define

fO=3 e

n=-—oo

Thus Eq. (7.5.6) takes the following form,

We assume the following bounds on M,, and f,,,

O(a=") as n — —oo,

|Mn‘ - a,b > 0,
Oob™™) as n— +oo,
O(c—Inl .

Ifn={ e m s

O(d™™) as n— +oo,
Then M (&) is analytic in the annulus in the complex & plane,
1
- < ‘£| < ba
a
provided that 1 < ab, and f(&) is analytic in the annulus in the complex ¢ plane,
1
- < |§| < d7
c

provided that 1 < cd. Hence we obtain
(o)
X(©) =120 = Y Xn&" provided M(€) #0.

X (£) is analytic in the annulus

11
max (—, —) < €] < min(b, d).
a’c

By the Fourier series inversion formula on the unit circle, we obtain
1 2m ) . 1 I
n= df exp[—inb] X (exp[if]) = — dgg X (¢),
2w 0 271 |€]=1
with

M(&) A0 for |¢|=1,

which solves Eq. (7.5.4).

(7.5.9)

(7.5.10)

(7.5.11a)

(7.5.11b)

(7.5.12a)

(7.5.12b)

(7.5.13)

(7.5.12¢)

(7.5.14)

(7.5.15)
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Next, consider the eigenvalue problem of the following form,

[ee]
> My X = pXo. (7.5.16)

m=—0o0

We try

X, =E&m. (7.5.17)
Then we obtain

M(&) = p. (7.5.18)
The roots of Eq. (7.5.18) provide the solutions to Eq. (7.5.16). For ;x = 0, we obtain

X = (&)™, (7.5.19)

where & is a zero of M (§).

Case B. Semi-infinite Toeplitz matrix.
Consider now the system of the semi-infinite inhomogeneous linear algebraic equations,

oo
Y MymXim = fo, 120, (7.5.20)
m=0
which is the inhomogeneous Wiener—Hopf sum equation.
We let
[ee]
M@= > My",  0<arg{ <2m, (7.5.21)

n—=—oo

be such that
M (expl[if]) # 0, for 0<0<2r.

We assume that

D |l < o0, (7.5.22)
n=0
and
[Xm| < (1+e)™™, m=>0, £>0. (7.5.23)
We define
o0
Yn = ZM”—me for n<-1, and y,=0 for n >0, (7.5.24a)

m=0
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fm=0 for n< -1, (7.5.24b)

GED PP S (7.5.25)
n=0

F& =Y fat" (7.5.26)
n=0
—1

Y€)= ) yns" (7.5.27)

We look for the solution which satisfies

D Xl < 0. (7.5.28)

n=0

Then Eq. (7.5.20) is rewritten as

Z Mn—me = fn + Un for —00 < n < o0. (7520b)

m=—0o0

‘We note that

oo (oo}

Dol =Y

n—=—oo n—=—oo

< MY X < o0,

n=-—oo m=0

i Mn—m,Xm,

m=0

where changing the order of the summation is justified since the final expression is finite.
Multiplying exp[inf] on both sides of Eq. (7.5.20b) and summing over n, we obtain

M(§X (&) = F()+Y(&). (7.5.29)

Homogeneous problem : We set

Jn=0 or f(f)zo

The problem we will solve first is

M(&)X (&) =Y(¢), (7.5.30)

where

X(¢) analytic for [£] <1 +e,

. (7.5.31)
Y (§) analytic for || > 1.
We define the index v of M () in the counter-clockwise direction by
L it (explio)]| 2
U= n[M (exp[if])] oy (7.5.32)
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Suppose that M (&) has been factorized into the following form,
M(&) = Nin(€)/Now(E), (7.5.33a)
where

Nip analytic for < 14 ¢, and continuous for <1,
{ (&) analy €< 1+ €] (7.5.33b)

Now(€) analyticfor || > 1,  and continuous for [¢] > 1.
Then Eq. (7.5.30) is rewritten as
Nin(§)X(€) = Now(§)Y (€) = G(8), (7.5.34)
where G(§) is entire in the complex £ plane. The form of G(§) is now examined.

Case 1. the index v = 0.
By the now familiar formula, Eq. (7.3.25), we have

In[M(¢)] de' _ &) de'
. 5 = (j{C ]{C)[ ¢ %J, (7.5.35)

where the integration contours, C'y and C, are displayed in Figure 7.16.

&/

Fig. 7.16: Integration contour of In[M (¢’)] when the index v = 0.

Thus we have

Nal€) =exp | § ZERATE o1 a1l - oo, (7536w
Nou(§) = exp [?(C mg\{(i)];zi] —1 as |¢] — oo. (7.5.36b)

We find, by Liouville’s theorem,
G(§) =0, (7.5.37)

and hence we have no nontrivial homogeneous solution when v = 0.
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Case 2. the index v > 0 (positive integer).
We construct the object with the index zero, M (£)/£", and obtain

O=cen(f ~f ) [T

from which, we obtain

M&hemﬂéﬁ%ﬁgﬁgﬂeﬁw €] = oo,

mmhwﬂiﬂﬁﬂﬁﬂﬁ}nasaew

& —¢ 2mi
By Liouville’s theorem, G(€) cannot grow as fast as £. Hence we have
v—1
= Z Gmgma
m=0

where th G, are v arbitrary constants. Thus X () is given by

. mém
B

(7.5.38)

(7.5.39)

(7.5.39b)

(7.5.40)

(7.5.41a)

from which, we obtain v independent homogeneous solutions X, by the Fourier series inver-

sion formula on the unit circle,

X, =2 dee in6] X (explif]) = — g X
=g, el X el = oo f eI

Case 3. the index v < 0 (negative integer).
We construct the object with the index zero, M (£)¢¥!, and obtain

M(€) = §|  exp (}1{@ 7{@) [hl & — f—m ;lfr;] )

from which, we obtain

m&)lemm;mmmwﬁﬁ}»lasmﬂm

3 g-¢ om| g
_ In[M (&) ()] dg’
Now(§) = exp [jli WQ_TF’L] —1 as [¢ — oo.
By Liouville’s theorem, we have

G(&) =0,

and hence we have no nontrivial solution.

(7.5.41b)

(7.5.42)

(7.5.43a)

(7.5.43b)

(7.5.44)
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Inhomogeneous problem: We restate the inhomogeneous problem below,

M(§)X(&) = f(&+Y(8), (7.5.45)

where we assume that f(¢) is analytic for |¢| < 1+ . Factoring M (&) as before,

M (&) = Nin(€)/Now(§), (7.5.46)

and multiplying Ny (€) on both sides of Eq. (7.5.45), we have

X (&)Nin(&) = F()Now(&) + Y () Now(£), (7.5.47a)

or, splitting f (&) Now (&) into a sum of the in function and the out function,

X(&)Nin(&) = [F(E)Now(E)in = [() Now(&)Jow + Y () Now(§) = F (&), (7.5.47b)

where F'(£) is entire in the complex £ plane. Since we wish to obtain one particular solution
to Eq. (7.5.45), in Eq. (7.5.47b) we set

F(§) =0, (7.5.48)

resulting in the particular solution,

Xpaﬂ(g) = [f () Now(&)]in/Nin (€), (7.5.49a)

Y(f) = _[.f(é)Nout(§>]oul/Nout(§>- (7.5.49b)

The fact that Eqgs. (7.5.49a) and (7.5.49b) satisfy Eq. (7.5.47a) can be easily demonstrated.
From Eq. (7.5.49a), the particular solution, X, pa, can be obtained by the Fourier series
inversion formula on the unit circle.

We note that in writing Eq. (7.5.47b), the following property of Ny (&) is essential,

Now(§) — 1 as [§] — . (7.5.50)

Case 1. The index v = 0.
Since the homogeneous problem has no nontrivial solution, the unique particular solution,
X part» 18 obtained for the inhomogeneous problem.

Case 2. The index v > 0 (positive integer).
In this case, since the homogeneous problem has v independent solutions, the solution to
the inhomogeneous problem is not unique.

Case 3. The index v < 0 (negative integer).
In this case, consider the homogeneous adjoint problem,

s .
ZMm_nx;;iJ =0. (7.5.51)

m=0
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Its M function, M9 (¢), is defined by

+o00o +oo
M€= Y M "= > M{"=M (2) . (7.5.52)
The index 29 of M (¢) is defined by
w1 adi L aq(0=27 1 ™
v = o In[M*¥ (explif])] =0 = 5. In[M (exp[—i6])]|,— o= ; 2559
1 . 110=27 1 - e
= o M (explif])} 523 = o WM (explid]) =" = -

The factorization of M (¢) is carried out as in the case of M (), with the result,

MM(€) = N2(€) /N2 (€) = M(1/€) = Nua(1/€) /Now(1/€). (7.5.54)

From this, we recognize that

NM(e) = 0;}(1/5) analyticin |¢| < 1, and continuous for |¢] <1, (75.55)
N2I(€) = N71(1/¢) analyticin  |¢| > 1, and continuous for |¢] > 1. o
Then, in this case, the homogeneous adjoint problem has || independent solutions,
XM =1y, m>0. (7.5.56)

Using an argument similar to the derivation of the solvability condition for the inhomoge-
neous Wiener—Hopf integral equation of the second kind, discussed in Section 7.4, noting
Eq. (7.5.50), we obtain the solvability condition for the inhomogeneous Wiener—Hopf sum
equation as follows:

meX;‘,‘,‘J 7 j=1,--,|v. (7.5.57)

Thus, if and only if the solvability condition (7.5.57) is satisfied, i.e., the inhomogeneous
term fy, is orthogonal to all the |v| independent solutions X D) 10 the homogeneous ad-
joint problem (7.5.51), then the inhomogeneous Wiener—Hopf sum equation has the unique
solution, X, part.

From this analysis of the inhomogeneous Wiener—Hopf sum equation, we find that the
problem at hand is the discrete analogue of the inhomogeneous Wiener—Hopf integral equation
of the second kind, not of the first kind, despite its formal appearance.

For an interesting application of the Wiener—Hopf sum equation to the phase transition of
the two-dimensional Ising model, the reader is referred to the article by T.T. Wu, cited in the
bibliography.

For another interesting application of the Wiener—Hopf sum equation to the Yagi—
Uda semi-infinite arrays, the reader is referred to the articles by W. Wasylkiwskyj and
A.L. VanKoughnett, cited in the bibliography.
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The Cauchy integral formula used in this section should actually be Pollard’s theorem
which is the generalization of the Cauchy integral formula. We avoided the mathematical
technicalities in the presentation of the Wiener—Hopf sum equation.

As for the mathematical details related to the Wiener—Hopf sum equation, Liouville’s the-
orem, the Wiener—Lévy theorem, and Pollard’s theorem, we refer the reader to Chapter IX of
the book by B. McCoy and T.T. Wu, cited in the bibliography.

Summary of the Wiener-Hopf sum equation

iMn—me - fn7 n Z 07

m=0

> My X =0, nxo0.
m=0
1) Index v = 0.
The homogeneous problem has no nontrivial solution.
The homogeneous adjoint problem has no nontrivial solution.

The inhomogeneous problem has a unique solution.

2) Index v > 0.
The homogeneous problem has v independent nontrivial solutions.
The homogeneous adjoint problem has no nontrivial solution.

The inhomogeneous problem has non-unique solutions.

3) Index v < 0.
The homogeneous problem has no nontrivial solution.
The homogeneous adjoint problem has |v| independent nontrivial solutions.

The inhomogeneous problem has a unique solution, if and only if the inhomogeneous term
is orthogonal to all || independent solutions to the homogeneous adjoint problem.

7.6 Wiener—Hopf Integral Equation of the First Kind and
Dual Integral Equations

In this section, we re-examine the mixed boundary value problem considered in Section 7.1
with some generality and show its equivalence to the Wiener—Hopf integral equation of the
first kind and to the dual integral equations. This demonstration of equivalence by no means
constitutes a solution to the original problem; rather it provides a hint for solving the Wiener—
Hopf integral equation of the first kind, and the dual integral equations, by the methods we
developed in Sections 7.1 and 7.3.
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QO Example 7.5. Solve the mixed boundary value problem of two-dimensional Laplace
equation in the half-plane:

0? 0?
_ - = > .0.
(8:52 + ay2> d(x,y) =0, y=>0, (7.6.1)

with the boundary conditions specified on the z axis,

¢(z,0) = f(z), x>0, (7.6.2a)
¢y(z,0) =g(z), <0, (7.6.2b)
oz, y) — 0 as 2% +y* — oo. (7.6.2¢)

Solution. We write

+oo R
¢(x,y) = lim b gika—VETEuG (1) >0, (7.6.3)

e—0t J_ 2

Setting y = 0 in Eq. (7.6.3),

[ { 10, 5
Thus we have

d(k) = /_ :O dr e " ¢(x,0) = gy (k) + [ (k), (1.6.5)
where

by (k) = /_ OOO dx e g(z,0), (7.6.6)

ﬁxk)zbé+ulme‘*?ﬂx) (7.6.7)

We know that ¢4 (k) (f_(k)) is analytic in the upper half-plane (the lower half-plane). Dif-
ferentiating Eq. (7.6.3) with respect to y, and setting y = 0, we have

o 2T g(x), x < 0.

“+o0
/ 9 gike (/R 5 22) (k) = { A (7.6.8)

Then, by inversion, we obtain

(—VE2 +e2) (k) = g (k) + 19— (k), (7.6.9)
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where
O .
gy (k) = / dx e *%g(x), (7.6.10)
—o0
~ +OO .
(k) :/ dre ¢, (x,0). (7.6.11)
0

As before, we know that § (k) (1)_(k)) is analytic in the upper half-plane (the lower half-
plane). .
Eliminating ¢(k) from Egs. (7.6.5) and (7.6.9), we obtain

b (k) + f- (k) = <—ﬁ) 9+ (k) + (—ﬁ> b (k). (7.6.12)

Inverting Eq. (7.6.12) for = > 0, we obtain

| e (04 0+ )

PN 2T ]{;2—|—5
—/m%ei’“ S _(k) >0, (7.6.13)
) 27 V2 +e2) o
where
too gk
/ 2—e“mqb+(k):0, for x>0, (7.6.14)
oo 2T

because <£+ (k) is analytic in the upper half-plane and the contour of the integration is closed
in the upper half-plane for = > 0. The remaining terms on the left-hand side of Eq. (7.6.13)
are identified as

e dk ikx £
oo 2m
e dk ikx 1 ~ _
/_Do w Jmeairk =6, >0 (7.6.16)

The right-hand side of Eq. (7.6.13) is identified as

gk 1 e K d 0, (7.6.17
| e (c o) b= [ smKe - o0, 0610

where ¢ (z) and K (z) are defined by

Y(x) = ¢y(x,0), x>0, (7.6.18)

— e dk ikx 1
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Thus we obtain the integral equation for ¢)(x) from Eq. (7.6.13),

“+o0

; K(x —y)¢Y(y)dy = f(x) + G(z), x>0. (7.6.20)
This is the integral equation with a translational kernel of semi-infinite range and is called the
Wiener—Hopf integral equation of the first kind. As noted earlier, this reduction of the mixed
boundary value problem, Eqgs. (7.6.1) through (7.6.2c), to the Wiener—Hopf integral equation
of the first kind, by no means constitutes a solution to the original mixed boundary value
problem.

In order to solve the Wiener—Hopf integral equation of the first kind

+oo
K(z —y)y(y)dy = F(x), x>0, (7.6.21)
0

we work backwards. Equation (7.6.21) is reduced to the form of Eq. (7.6.12). Defining the
left-hand side of Eq. (7.6.21) for z < 0 by
“+o0
Kz —y)¥(y)dy = H(z), z<0, (7.6.22)
0

we consider the Fourier transforms of Eqs. (7.6.21) and (7.6.22),

“+o00 +oo o0
/ dx e~ ke / dyK (x — y)(y) = / dee ™% F(z) = F_(k), (7.6.23a)
0 0 0

0

0 ) +o0 ) R
/ dx ek / dyK (z — )¢ (y) = / dee ™ H(z) = Hi(k), (7.6.23b)
0

— 00 — 00

where F_(k) (H, (k)) is analytic in the lower half-plane (the upper half-plane). Adding
Egs. (7.6.23a) and (7.6.23b) together, we obtain

+oo ) +oo ) . .
/ dye™ ") (y) / dwe MK (@ — y) = F_(k) + Hy (k).
0 —00

Hence we have

O_(k)K (k) = F_(k) 4+ H(k), (7.6.24)

where ¢_ (k) and K (k), respectively, are defined by

+oo
O (k) = / e~ Ry (x)da, (7.6.25)
0
A +OO .
K(k) = / e K (2)da. (7.6.26)
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From Eq. (7.6.24), we have
N 1 ~ N
(k)= —=——| (F_(k)+ Hy(k)). 7.6.27
V- (k) (K(k)>( (k) + H(k)) ( )

Carrying out the sum-splitting on the right-hand side of Eq. (7.6.27) either by inspection or by
the general method discussed in Section 7.3, we can obtain z/AJ, (k) as in Section 7.1.

Returning to Example 7.5, we note that the mixed boundary value problem we examined
belongs to the general class of the equation,

Sy (k) + f- (k) = K (k)(g4 (k) + (k). (7.6.28)

If we directly invert for 1/3_ (k) for > 0 in Eq. (7.6.28), we obtain the Wiener—Hopf integral
equation of the first kind (7.6.20). Instead, we may write Eq. (7.6.28) as a pair of equations,

O(k) = g4 (k) + 0 (k), (7.6.292)
K(k)®(k) = ¢, (k) + f_ (k). (7.6.29b)

Inverting Eqgs. (7.6.29a) and (7.6.29b) for x < 0 and = > 0 respectively, we find a pair of
integral equations for ® (k) of the following form,

+o00

/ %ei’m@(k‘) =g(z), x<0, (7.6.30a)
+oo

/ %e“ﬂf((k)@(k) =f(z), x>0. (7.6.30b)

Such a pair of integral equations, one holding in some range of the independent variable and
the other holding in the complementary range, are called the dual integral equations. This pair
is equivalent to the mixed boundary value problem, Eqgs. (7.6.1) through (7.6.2c). A solution
to the dual integral equations is again provided by the methods we developed in Sections 7.1
and 7.3.

7.7 Problems for Chapter 7

7.1. (Due to H. C.) Solve the Sommerfeld diffraction problem in two dimensions, with the
boundary condition,

¢ (x,0) =0 for x<O0.
7.2. (Due to H. C.) Solve the half-line problem,

82 82
(W + a—yQ p2> o(x,y) =0 with ¢(z,0) =€ for z <0,

and
oz, y) =0 as 2°+19? — oo.

It is assumed that ¢(x,y) and ¢, (x,y) are continuous except on the half-line y = 0
with z < 0.
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7.3.

7.4.

7.5.

7.6.

7 Wiener—Hopf Method and Wiener—Hopf Integral Equation
(Due to D. M.) Solve the boundary value problem,

0? 0? -
<83€2 + a7 p2> o(z,y) =0 with ¢y(z,0) =e"** for x>0,

and
p(z,y) =0 as a2 +y? — oo,

by using the Wiener—Hopf method. In this problem, the point (x,y) lies in the region
stated in the previous problem. Note that the Sommerfeld radiation condition is now
replaced by the usual condition of zero limit. Compare your answer with the previous
one.

(Due to H. C.) Solve
V2¢(x,y) =0,
with a cut on the positive x axis, subject to the boundary conditions,
o(x,0) =€ ** for x>0,
é(x,y) =0 as z?+y? — oco.
(Due to H. C.) Solve
V2¢(z,y) =0, 0<y<l,
subject to the boundary conditions,
¢(x,0) =0 for x>0,

o(x,1)=e " for x>0,

and

¢oy(x,1)=0 for =z <0.

(Due to H. C.) Solve

V2¢(z,y) =0, 0<y<l,
subject to the boundary conditions,

¢Oy(x,0) =0 for —oo<xz<oo, ¢y(x,1)=0 for =<0,
and

¢(z,1)=e"" for z>0.
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7.7. (Due to H. C.) Solve

0,0 0

with the boundary conditions,
o(x,0)=e"* for x>0, ¢y(z,0)=0 for z<0,
and

d(x,y) =0 as 2z +y? — oco.

7.8. (Due to H. C.) Solve

+oo

P(z) = A ; K(z—y)oy)dy, x>0,

with

+oo
K(z) E/ e*i’”#% and A > 1.
oo VEk2+127

Find also the resolvent H (x, y) of this kernel.

7.9. (Due to H. C.) Solve
+oo R
ole) = /\/ eV g(y)dy,  0<a< oo
0
7.10. Solve

A

+oo
o) =5 [ Bille-ahotdy wx0. 0<A<l

o= [ (5)

7.11. (Due to H. C.) Consider the eigenvalue equation,

with

o(x) =\ - K(z—y)é(y)dy where K(z)=a2"".
0

a) What is the behavior of ¢(x) so that the integral above is convergent?

b) What is the behavior of ¥(x) as + — —oo (where () is the integral above for
2 < 0)? What is the region of analyticity for ¢ (k)?
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7.12.

7.13.

7.14.

7.15.

7.16.

7 Wiener—Hopf Method and Wiener—Hopf Integral Equation

¢) Find K (k). What is the region of analyticity for K (k)?

d) It is required that ¢(x) does not blow up faster than a polynomial of x as z — 0.
Find the spectrum of A and the number of independent eigenfunctions for each eigen-
value \.

Solve

+o0o
s = in [ el sy, a0
0

Hint:

g ik 12l 2
/ dree :k2~+1'

— 00

(Due to H. C.) Solve

“+o0
Blx) = cosh 5 + X / gy dy, @0,
0

Hint:

/+OO ezkm J T
T = .
oo CoOshx cosh (ZF)

(Due to H. C.) Solve

1
d(z) =1+ )\/0 o(x')da', 0<z<1.

T+ x

Hint: Perform the change of variables from = and 2’ to ¢ and ¢/,

r=exp(—t) and 2’ =exp(—t') with ¢t €0,+00).

Solve
e 1
¢(I)/\/O m¢(y)dy+f(x)a r>0, a>0.
Solve
Thi1(2) + Tho1(2) = 22T,(2), n>1, —-1<z<1,
with

To(z) =1, and Ti(z)=z.

Hint: Factorize the M (£) function by inspection.
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7.17.

7.18.

7.19.

7.20.

Solve
Upni1(2) + Up—1(2) =22U,(2), n>1, —-1<z<1,
with

Up(2) =0, and U;(z)=+V1-— 22

Solve
> .
Zexp[lp ‘j - k|]€k - Ag] = qj’ .7 = 07 17 2a )
k=0
with
Imp >0, and |g <1

(Due to H. C.) Solve the inhomogeneous Wiener—Hopf sum equation which originates
from the two-dimensional Ising model,

iMnmem - fna n > 0;

m=0

with

R

n=—oo
Consider the following five cases,
a) o <1< as,
b) a1 < as <1,
C) a; < ag =1,
d) 1 <a; <as,

e) a1 = Q9.

Hint: Factorize the M () function by inspection for the above five cases and determine
the functions, Ni,(€) and Noy ().

Solve the Wiener—Hopf integral equation of the first kind,
+oo 1
[ aRolale—sholyay =1, a>0,
0 us

where the kernel is given by

+o0 k 1 +o0 ikx
Ko(x) = ﬂdk — _/ _c
0 Vk2+1 2 —o0 k2+1
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7.21. (Due to D. M.) Solve the Wiener—Hopf integral equation of the first kind,
(oo}
| Ka-weway=1. o=
0

where the kernel is given by

K(x) = || exp[—[z].

7.22. Solve the Wiener—Hopf integral equation of the first kind,
+o00o

0

1
K()EE[ (k:\z| —l—H(l) kv d? + 2?)

where H (k |z|) is the zeroth-order Hankel function of the first kind.
7.23. Solve the Wiener—Hopf integral equation of the first kind,
+oo

0

1
K(z) = 5[ Yk |z)) = HY (kv + 22)]
where H (k; |z|) is the zeroth-order Hankel function of the first kind.

7.24. Solve the integro-differential equation,

o2 o
<52+k2> K(z—¢)¢(s)ds =0, z>0,
0

K(2)

[Ho”(k\ )+ HP (/@ + )]
where H0 (k |z|) is the zeroth-order Hankel function of the first kind.

7.25. Solve the integro-differential equation,

5?2 +o00
(ﬁ+k2> K(z—¢)¢(s)ds =0, z>0,
0

K(2) = o [HO (k]al) - HO (Ve 1 2)]

2

where H (k |z|) is the zeroth-order Hankel function of the first kind.
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7.26.

Hint: for Problems 7.23 through 7.26:
The zeroth-order Hankel function of the first kind Hél) (kD) is given by

[e%e] : 2 2
H (kD) = %/ eXpEl/kDi VZD;f ]df, D >0,
e +

and hence its Fourier transform is given by
1 [ ' D
5/ Hél)(k\/ D? + 22) expliwz]dz = M7 v(w) = V% —w?,
—00

Imwv(w) > 0.

The problems are thus reduced to factorizing the following functions,
P(w) =1+ expliv(w)d] = 4 (w)-(w),

p(w) =1 —expliv(w)d] = o1 (w)p—(w),
where ¢4 (w) (¢4 (w)) is analytic and has no zeroes in the upper half-plane, Imw > 0,
and ¢_ (w) (p—_(w)) is analytic and has no zeroes in the lower half-plane, Imw < 0.

For the integro-differential equations, the differential operator

82
- 4 k2
0z2 +

can be brought inside the integral symbol and we obtain the extra factor,
vi(w) = K — w?,

for the Fourier transforms, multiplying onto the functions to be factorized. The func-
tions to be factorized are given by

s Pw) p(w)
K = K =
(W)Prob. 7.23 v(w) y (W)Prob. 7.24 v(w) y
0(w) K (w)prob, 725 = 0(@) (W),  0(w) K (w)prob. 726 = v(w)p(w).
Solve the Wiener—Hopf integral equation of the first kind,

—+oo
K(z=q)¢(s)ds =0,  22>0,

K(z)= - /00 Jl(v(w)a)Hfl)(v(w)a) expliwz] dw,

— 00

with
v(w) = VEk2 — w2,

where J; (va) is the 1% order Bessel function of the first kind and H 1(1) (va) is the first-
order Hankel function of the first kind.
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7.27.

7.28.

7.29.

7 Wiener—Hopf Method and Wiener—Hopf Integral Equation

Solve the integro-differential equation,

82 +oo
(— + k2> K(z—¢)¢(s)ds =0, z >0,
0

K(z) = g/oo Jo(v(w)a)Hél)(v(w)a) expliwz] dw,
with
v(w) = VEk? —w?,

where Jo(va) is the 0 order Bessel function of the first kind and H(gl)(va) is the
zeroth-order Hankel function of the first kind.

Hint: for Problems 7.27 and 7.28:
The functions to be factorized are

K (w)prob. 707 = maJ; (va)Hl(l)(va), V2 K (W)prop. 7.08 = waUZJO(va)H(()l)(va).
The factorization procedures are identical to those in the previous problems.

For the details of the factorizations for Problems 7.23 through 7.28, we refer the reader
to the following monograph.

Weinstein, L.A.: “The theory of diffraction and the factorization method”, Golem Press,
(1969). Chapters 1 and 2.

Solve the dual integral equations of the following form,

/ yf(y)Jn(yz)dy =" for 0<z <1,
0

/ fW)dp(yz)dy =0 for 1<z < oo,
0

where n is the non-negative integer and .J,, (yz) is the n"-order Bessel function of the
first kind.

Hint: Jackson, J.D.:“Classical Electrodynamics”, 3" edition, John Wiley & Sons, New
York, (1999). Section 3.13.

Solve the dual integral equations of the following form,

(oo}
/ f)Jn(yz)dy = 2™ for 0<z<1,
0

0
where n is the non-negative integer and J,,(yz) is the n™-order Bessel function of the
first kind.

Hint: Jackson, J.D.:“Classical Electrodynamics ”, 3" edition, John Wiley & Sons, New
York, (1999). Section 5.13.
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7.30. Solve the dual integral equations of the following form,

/0 Y ()T (yx) dy = g(x) for 0<z <1,

/ fly)Ju(yz)dy=0 for 1<z < oco.
0

Hint: Kondo, J.: “Integral Equations”, Kodansha Ltd., Tokyo, (1991). p412.



8 Nonlinear Integral Equations

8.1 Nonlinear Integral Equation of Volterra type

In Chapter 3, the integral equations of Volterra type, all of which are linear, are examined.
We applied the Laplace transform technique for a translation kernel. As an application of the
Laplace transform technique, we can solve a nonlinear Volterra integral equation of convolu-
tion type:

@) = F@) 1 [ ow)ote —v) dy. 811
Taking the Laplace transform of Eq. (8.1.1), we obtain
#(s) = f(s) + Alo(s)]*. (8.1.2)

Hence we have

_ 1+ (1—4Xf(s))Y/2

soy— LE= )
2

We assume that f(s) — 0 as Res — oo, and require that ¢(s) — 0 as Re s — oo. Then only

one of the two solutions survives. Specifically it is

ey - L= ()2

(s) ) , (8.1.3a)

and

o) = 11 (1= 0= )

) _ 8.1.3b
-/ TR s 1- (11— AA(s) (8:1:30)
vy

211 2\ ’

—100

where the inversion path is to the right of all singularities of the integrand. We examine two
specific cases.

0 Example 8.1. f(z) =0.

Solution. In this case, Eq. (8.1.3b) gives
p(x) = 0.

Thus there is no nontrivial solution.

Applied Mathematics in Theoretical Physics. Michio Masujima

Copyright © 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-40534-8
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Fig. 8.1: Branch cut of the integrand of Eq. (8.1.5a) from s = 0 to s = 4.

O Example 8.2. f(z)=1.

Solution. In this case,

= 1
f(s) = " (8.1.4)
and Eq. (8.1.3b) gives
1 [rtieegs s —4A
¢($) = ﬁ i %6 [1 — S ‘| . (8153)

The integrand has a branch cut from s = 0 to s = 4\ as in Figure 8.1.
Let A > 0, then the branch cut is as illustrated in Figure 8.2. By deforming the contour,

we get
1 ds s —4A\ 1 ds s —4A\
— = . =—— ¢ —e* 8.1.5b
@)= famic ( s ) o floam© Vs @1

where C' is the contour wrapped around the branch cut, as shown in Figure 8.2. By evaluating
the values of the integrand on the two sides of the branch cut, we get

1 f[ax—s 2 [! 1—t
- ds e5% — dt 4A\tx - v 1.
o(x) A se . 7T/o 2 T (8.1.6)

where we have made the change of variable,

s=4X, 0<t<1.
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any -

A\
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Fig. 8.2: The contour of integration C' wrapping around the branch cut of Figure 8.1 for A > 0.

The integral in Eq. (8.1.6) can be explicitly evaluated.

2 a)r [Tt 2 ()T
ony =13 [Lane [t = T

where we have made use of the formula,

R m-1_ L(n)L(m)
/odtt (1—-1) = )

Now, the confluent hypergeometric function is given by

az aa+12? = T'(c)
Flae:z)=1+ -2+ 2 T —
(a5 ¢; 2) AP TR i ;JF(a)

From Eqgs. (8.1.7) and (8.1.8), we find that

1
o(x)=F (2;2;4/\:17>
satisfies the nonlinear integral equation,

o(x) = 1+ A / "oz — y)o(y) dy.

(n+3)T(3)
r( (8.1.7)

n+2) 7

) 2"

+n
7‘*‘”)5' (8.1.8)

(8.1.9)

(8.1.10)

Although the above is proved only for A > 0, we may verify that it is also true for A < 0
by repeating the same argument. Alternatively, we may prove this in the following way. Let
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us substitute Eq. (8.1.9) into Eq. (8.1.10). Since F (3;2;4Az) is an entire function of A, each

side of the resulting equation is also an entire function of A. Since this equation is satisfied
for A > 0, it must be satisfied for all A by analytic continuation. Thus the integral equation
(8.1.10) has the unique solution given by Eq. (8.1.9), for all values of \.

In closing this section, we classify the nonlinear integral equations of Volterra type in the
following manner:

(1) The kernel part is nonlinear,
o)~ [ G0 dy = 1(0) (VN.1)
(2) The particular part is nonlinear,
xT
Go() — [ Klwy)otw)dy = ) (VN2)
(3) Both parts are nonlinear,
xT
G(o(a)) ~ [ Hw.p.0()) dy = f(o). (VN3)
(4) The nonlinear Volterra integral equation of the first kind,

/ " Hay, oly) dy = [(2). (VN4)

(5) The homogeneous nonlinear Volterra integral equation of the first kind, where the kernel
part is nonlinear,

o) = [ " H(e.y, 6ly)) dy. (VN.5)

(6) The homogeneous nonlinear Volterra integral equation of the first kind where the particu-
lar part is nonlinear,

Glo(a)) = [ K)ol dy (VN.6)

(7) Homogeneous nonlinear Volterra integral equation of the first kind where the both parts
are nonlinear,

Glota) = | " Ha,y, oly)) dy. (VN.T)
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8.2 Nonlinear Integral Equation of Fredholm Type

In this section, we give a brief discussion of the nonlinear integral equation of Fredholm type.
Let us recall that the linear algebraic equation

o= f+AK¢ (8.2.1)
has the solution
6= (1—-AK)"'f. (8.2.2)

In particular, the solution of Eq. (8.2.1) exists and is unique as long as the corresponding
homogeneous equation

b= \K¢ (8.2.3)

has no nontrivial solutions.
Nonlinear equations behave quite differently. Consider, for example, the nonlinear alge-
braic equation obtained from Eq. (8.2.1) by replacing K with ¢,

¢=f+A" (8.2.42)
The solutions of Eq. (8.2.4a) are,
1+£+1 -4\
¢ = Tf (8.2.4b)

We first observe that the solution is not unique. Indeed, if we require the solutions to be real,
then Eq. (8.2.4a) has two solutions if

1—4\f >0, (8.2.5)
and no solution if
1—4)\f <0. (8.2.6)

Thus the number of solutions changes from 2 to 0 as the value of \ passes 1/4f. The point
A = 1/4f is called a bifurcation point of Eq. (8.2.4a). Note that at the bifurcation point,
Eq. (8.2.4a) has only one solution.

We also observe from Eq. (8.2.4b) that another special point for Eq. (8.2.4a) is A = 0. At
this point, one of the two solutions is infinite. Since the number of solutions remains to be two
as the value of A passes A = 0, the point A = 0 is not a bifurcation point. We shall call it a
singular point.

Consider now the equation

¢ = A7, (8.2.7)

obtained from Eq. (8.2.4a) by setting f = 0. This equation always has the nontrivial solution
1

¢ =— (8.2.8)
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provided that
A # 0. (8.2.9)

There is no connection between the existence of the solutions for Eq. (8.2.4a) and the absence
of the solutions for Eq. (8.2.4a) with f = 0, quite unlike the case of linear algebraic equations.

Nonlinear integral equations share these properties. This is evident in the following exam-
ples.

O Example 8.3. Solve

p(z) =1+ /01 *(y) dy. (8.2.10)
Solution. The right-hand side of Eq. (8.2.10) is independent of x. Thus ¢(z) is constant. Let

o(x) = a.
Then Eq. (8.2.10) becomes

a=1+ N\’ (8.2.11)
Equation (8.2.11) is just Eq. (8.2.4.a ) with f = 1. Thus

14T —4)
o(a) = —o— (8.2.12)

There are two real solutions for A < 1/4, and no real solutions for A > 1/4. Thus A = 1/4 is
a bifurcation point.

O Example 8.4. Solve

1
Plx) =1+ /O ¢*(y) dy. (8.2.13)

Solution. The right-hand side of Eq. (8.2.13) is independent of . Thus ¢(x) is constant.
Letting

o(x) = a,
we get
a=1+ \d>. (8.2.14a)

Equation (8.2.14a) is cubic, and hence has three solutions. Not all of these solutions are real.
Let us rewrite Eq. (8.2.14a) as

1
a4 — =, (8.2.14b)
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and plot (a — 1)/ as well as a® in the figure. The points of intersection between these two
curves are the solutions of Eq. (8.2.14a). For A negative, there is obviously only one real
root, while for \ positive and very small, there are three real roots (two positive roots and one
negative root). Thus A = 0 is a bifurcation point. For X large and positive, there is again only
one real root. The change of numbers of roots can be shown to occur at A = 4/27, which is
another bifurcation point.

We may generalize the above considerations to

6(z) = c+ A /0 K (6()) dy. (8.2.150)
The right-hand side of Eq. (8.2.15a) is independent of x. Thus ¢(z) is constant. Letting

¢(z) = a,
we get

(a - ) _ K(a). (8.2.15b)

The roots of the equation above can be graphically obtained by plotting K (a) and (a — ¢)/\.
Obviously, with a proper choice of K (a), the number of solutions as well as the number of
bifurcation points may take any value. For example, if

K(¢) = ¢sinmo, (8.2.16)
there are infinitely many solutions as long as || < 1. As another example, for
sin ¢
K(¢) = ———, 8.2.17

there are infinitely many bifurcation points.
In summary, we have found the following conclusions for nonlinear integral equations.

(1) There may be more than one solution.
(2) There may be one or more bifurcation points.

(3) There is no significant relationship between the integral equation with f # 0 and the one
obtained from it by setting f = 0.

The above considerations for simple examples may be extended to more general cases.
Consider the integral equation

1
@) = F@)+ [ Koy o). o) dn (82.18)
If K is separable, i.e.,
K(z,y,¢(z), 9(y)) = g(x, ¢(z))h(y, 9(y)), (8.2.19)
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then the integral equation (8.2.18) is solved by

¢(z) = f(z) + ag(z, p(z)), (8.2.20)

with

1
a= / h(z, ¢(x)) dx. (8.2.21)
0

We may solve Eq. (8.2.20) for ¢(z) and express ¢(x) as a function of = and a. There may
be more than one solution. Substituting any one of these solutions into Eq. (8.2.21), we may
obtain an equation for a. Thus the nonlinear integral equation (8.2.18) is equivalent to one or

more nonlinear algebraic equations for a.
Similarly, if K is a sum of the separable terms,

N
K(z,y,6(2),0(y) = Y _gn(@, 6(x))hn(y, (1)), (8.2.22)

then the integral equation is equivalent to one or more systems of N coupled nonlinear alge-
braic equations.

In closing this section, we classify the nonlinear integral equations of Fredholm type in
the following manner:

(1) The kernel part is nonlinear,

o) - | " ey, o)) dy = (). (FN.1)
(2) The particular part is nonlinear,

Glota)) - [ " Ko m)oly) dy = F(z). (FN2)
(3) Both parts are nonlinear,

Gota)) - [ "l o)) dy = F(2). (FN3)
(4) The nonlinear Fredholm integral equation of the first kind,

/ " H (e, 0(0) dy = £(2). (FN.4)

(5) Homogeneous nonlinear Fredholm integral equation of the first kind where the kernel part
is nonlinear,

b
o(z) = / H(z,y, 6(y)) dy. (EN.5)



8.3 Nonlinear Integral Equation of Hammerstein type 257

(6) The homogeneous nonlinear Fredholm integral equation of the first kind where the partic-
ular part is nonlinear,

b
G(d(x) = / K(z,9)8(y) dy. (EN.6)

(7) The homogeneous nonlinear Fredholm integral equation of the first kind where both parts
are nonlinear,

b
G(6(x)) = / H(z,y,4(y)) dy. (EN.7)

8.3 Nonlinear Integral Equation of Hammerstein type

The inhomogeneous term f () in Eq. (8.2.18) is not particularly meaningful. This is because
we may define

Y(x) = ¢(x) — f(x), (8.3.1)
then Eq. (8.2.18) is of the form
1
b(z) = / Ky, 0() + F(@),6(y) + 1(4)) dy. (832)

The nonlinear integral equation of Hammerstein type is a special case of Eq. (8.3.2),

() = / K () £ (9, () dy. (8.33)

For the remainder of this section, we discuss this latter equation, (8.3.3). We shall show that
if f uniformly satisfies a Lipschitz condition of the form

[f(y,u1) = fly, u2)| < Cly) [ur —ual, (8.3.4)

and if
1
/ A(y)C?(y) dy = M* < 1, (8.3.5)
0

then the solution of Eq. (8.3.3) is unique and can be obtained by iteration. The function A(x)
in Eq. (8.3.5) is given by

1
A(x) = / K?(x,y) dy. (8.3.6)
0
We begin by setting

Yo(z) =0 (8.3.7)
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and
1

Ynlz) = /0 K (. 9) f (g s (4)) dy. 838)
If

f(y,0) =0, (8.3.9)
then Eq. (8.3.3) is solved by

Y(z) = 0. (8.3.10)
If

f(y,0) #0, (8.3.11)
we have

1

V3(z) < A(2) / F2(.0)dy = A) [ £, 83.12)

where
1
1712 = / £2(5.0) dy. 83.13)

Also, as a consequence of the Lipschitz condition (8.3.4),

1
() — s ()] < / 1K (2,9)] CW) dn1(y) — Yn2(y)| dy.

Thus

1
[¥n(@) = tn-1(2)]* < A(2) /0 C?(y)[n-1(y) — Yn-2(y))* dy. (8.3.14)
From Eqgs. (8.3.4) and (8.3.5), we get
[a(2) — 1 (2)]* < A(z) || f]|* M>.
By induction,

[ () — Y1 (@)]? < A=) ||f]1? (M) (8.3.15)

Thus the series

VY1(z) + [2(2) — 1(2)] + [3(x) — a(2)] + - -

is convergent, due to Eq. (8.3.5).
The proof of uniqueness will be left to the reader.
k * %

The most typical nonlinear integral equations in quantum field theory and quantum sta-
tistical mechanics are Schwinger—Dyson equations, which are actually the coupled nonlinear
integro-differential equations. Schwinger—Dyson equations in quantum field theory and quan-
tum statistical mechanics can be solved iteratively. These topics are discussed in Sections 10.3
and 10.4 of Chapter 10.
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8.4 Problems for Chapter 8

8.1. (Due to H. C.) Prove the uniqueness of the solution to the nonlinear integral equation of
Hammerstein type,

b(z) = / K(z,9)f(y, () dy.

8.2. (Due to H. C.) Consider

d? 1,
with the initial conditions,

dx

= =1
dt

t=0

a) Transform this nonlinear ordinary differential equation into an integral equation.

b) Obtain an approximate solution, accurate to a few percent.

8.3. (Due to H. C.) Consider

8_2+8_2 o )fiqs?( ), zi4yi<1
axQ 8y2 z,Y) = 7T2 z,Y), x Yy )

with
d(z,y) =1 on z?+y>=1.

a) Construct a Green’s function satisfying

0? 0? ., , ,
922 T a2 Gz, y;2',y') = d(x —2")d(y — ¢/),

with the boundary condition,

G(z,y;2,9') =0 on z?+¢*=1.
Prove that

G(z,y;2',y) = G2, y; 2, y).

Hint: To construct the Green’s function G(x, y; «’,y’) which vanishes on the unit
circle, use the method of images.

b) Transform the nonlinear partial differential equation above to an integral equation,
and obtain an approximate solution accurate to a few percent.
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8.4. (DuetoH.C.)

a) Discuss a phase transition of p(#) which is given by the nonlinear integral equation,

27
o) =2 exp |0 [ costo - apiorae] . 5=

, 0<6<2m,
BT

where Z is the normalization constant such that p(6) is normalized to unity,

/OZW p(0)d0 = 1.

b) Determine the nature of the phase transition.
Hint: You may need the following special functions,

Io() gml,)g (™.

0

o0

Ii(z) = Zm (§)2m+15

and generally

1

I,(2) ;/0 e* %9 (cos nf) db.

For |z| — 0, we have

Io(Z) — 1,

I(z) — g

8.5. Solve the nonlinear integral equation of Fredholm type,
0.1
gb(:v)—/ zy[l+ ¢*(y)] dy = = + 1.
0
8.6. Solve the nonlinear integral equation of Fredholm type,
1
o(x) — 60/ zyd?(y) dy = 1 + 20z — z2.
0
8.7. Solve the nonlinear integral equation of Fredholm type,

o(x) — /\/0 zy[l1+ ¢*(y)] dy =z + 1.
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8.8.

8.9.

8.10.

8.11.

8.12.

8.13.

8.14.

8.15.

8.16.

Solve the nonlinear integral equation of Fredholm type,
1
() — / ryd(y) dy = 4 + 10z + 922
0
Solve the nonlinear integral equation of Fredholm type,
1
¢*(z) — A/ zyp(y) dy =1+ 2°.
0
Solve the nonlinear integral equation of Fredholm type,
2
P+ [ P)dy=1-20 43"
0

Solve the nonlinear integral equation of Fredholm type,

5

1
¢*(x) = 5/0 zyo(y) dy.

Hint for Problems 8.5 through 8.11: The integrals are, at most, linear in x.

Solve the nonlinear integral equation of Volterra type,

¢* () — /0 (z—y)oy)dy =1+ 3z + %xQ — %x?’,

Solve the nonlinear integral equation of Volterra type,
@)+ [ sine —y)ots) dy = explal.
0
Solve the nonlinear integral equation of Volterra type,
x
6@ - [ @y dy =
0
Solve the nonlinear integral equation of Volterra type,
P~ [ -y =1+ 2,
0
Solve the nonlinear integral equation of Volterra type,

20(0) - [ 9o~ 1)oly) dy = sin,

Hint for Problems 8.12 through 8.16: Take the Laplace transform of the given nonlinear
integral equations of Volterra type.
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8.17. Solve the nonlinear integral equation,

1
0@ =) [ ey =1

In particular, identify the bifurcation points of this equation. What are the non-trivial
solutions of the corresponding homogeneous equations?



9 Calculus of Variations: Fundamentals

9.1 Historical Background

The calculus of variations was first found in the late 17™ century soon after calculus was in-
vented. The main people involved were Newton, the two Bernoulli brothers, Euler, Lagrange,
Legendre and Jacobi.

Isaac Newton (1642—-1727) formulated the fundamental laws of motion. The fundamental
quantities of motion were established as momentum and force. Newton’s laws of motion state:

1. In the inertial frame, every body remains at rest or in uniform motion unless acted on by
a force F. The condition F' = ( implies a constant velocity v and a constant momentum
7= mu.

2. In the inertial frame, the application of force F alters the momentum P by an amount
specified by
d

F=_4p 9.1.1
prid ( )

3. To each action of a force, there is an equal and opposite action of another force. Thus if
F5; is the force exerted on particle 1 by particle 2, then

ﬁ21 = —ﬁm, 9.1.2)

and these forces act along the line separating the particles.

Contrary to the common belief that Newton discovered the gravitational force by observing
that the apple dropped from the tree at Trinity College, he actually deduced Newton’s laws
of motion from the careful analysis of Kepler’s laws. He also invented the calculus, named
methodus fluxionum in 1666, about 10 years ahead of Leibniz. In 1687, Newton published his
“Philosophiae naturalis principia mathematica”, often called “Principia”. It consists of three
parts: Newton’s laws of motion, the laws of the gravitational force, and the laws of motion of
the planets.

The Bernoulli brothers, Jacques (1654—1705) and Jean (1667—-1748), came from a family
of mathematicians in Switzerland. They solved the problem of Brachistochrone. They estab-
lished the principle of virtual work as a general principle of statics with which all problems
of equilibrium could be solved. Remarkably, they also compared the motion of a particle in
a given field of force with that of light in an optically heterogeneous medium and tried to
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provide a mechanical theory of the refractive index. The Bernoulli brothers were the forerun-
ners of the theory of Hamilton which has shown that the principle of least action in classical
mechanics and Fermat’s principle of shortest time in geometrical optics, are strikingly anal-
ogous to each other. They used the notation, g, for the gravitational acceleration for the first
time.

Leonhard Euler (1707-1783) grew up under the influence of the Bernoulli family in
Switzerland. He made an extensive contribution to the development of calculus after Leib-
niz, and initiated the calculus of variations. He started the systematic study of isoperimetric
problems. He also contributed in an essential way to the variational treatment of classical
mechanics, providing the Euler equation

% _ % (%) _o, 9.1.3)
for the extremization problem

5125/I2 flz,y,y')dx =0, 9.1.4)
with

0y(x1) = dy(as) = 0. 9.1.5)

Joseph Louis Lagrange (1736—1813) provided the solution to the isoperimetric problems
by the method presently known as the method of Lagrange multipliers, quite independently of
Euler. He started the whole field of the calculus of variations. He also introduced the notion
of generalized coordinates, {q,,(t)}ff:l, into classical mechanics and completely reduced the
mechanical problem to that of the differential equations now known as the Lagrange equations
of motion,

d (O0L(qs,qs,t OL(qs, qs,t . . d
—( (8,4 )>— (g5, ):O, r=1,---,f, with q,,EEqr7 9.1.6)

dt gy gy

with the Lagrangian L(g,(t), ¢,(t), t) appropriately chosen in terms of the kinetic energy and
the potential energy. He successfully converted classical mechanics into analytical mechanics
using the variational principle. He also carried out research on the Fermat problem, the general
treatment of the theory of ordinary differential equations, and the theory of elliptic functions.

Adrien Marie Legendre (1752-1833) announced his research on the form of the planet in
1784. In his article, the Legendre polynomials were used for the first time. He provided the
Legendre test in the maximization—minimization problem of the calculus of variations, among
his numerous and diverse contributions to mathematics. As one of his major accomplishments,
his classification of elliptic integrals into three types stated in “Exercices de calcul intégral”,
published in 1811, should be mentioned. In 1794, he published “Eléments de géométrie, avec
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notes”. He further developed the method of transformations for thermodynamics which are
currently known as the Legendre transformations and are used even today in quantum field
theory.

William Rowan Hamilton (1805-1865) started his research on optics around 1823 and
introduced the notion of the characteristic function. His results formed the basis of the later
development of the concept of the eikonal in optics. He also succeeded in transforming the
Lagrange equations of motion (of the second order) into a set of differential equations of
the first order with twice as many variables, by the introduction of the momenta {pr(t)}ff:l
canonically conjugate to the generalized coordinates {qr(t)}f:1 by

8L S .S’t
pe(t) = %7 r=1,...,f. 9.1.7)

His equations are known as Hamilton’s canonical equations of motion:

d o OH(qs(t),ps(t),t)
%qr(t) B 8pr(t) )
%pr( ) = _8H(q58(?’(]t))s(t)vt)’ r=1,...f (9.1.8)

He formulated classical mechanics in terms of the principle of least action. The variational
principles formulated by Euler and Lagrange apply only to conservative systems. He also
recognized that the principle of least action in classical mechanics and Fermat’s principle of
shortest time in geometrical optics are strikingly analogous, permitting the interpretation of
the optical phenomena in terms of mechanical terms and vice versa. He was one step short of
discovering wave mechanics by analogy with wave optics as early as 1834, although he did
not have any experimentally compelling reason to take such a step. On the other hand, by
1924, L. de Broglie and E. Schrodinger had sufficient experimentally compelling reasons to
take this step.

Carl Gustav Jacob Jacobi (1804—1851), in 1824, quickly recognized the importance of the
work of Hamilton. He realized that Hamilton was using just one particular choice of a set of
the variables {q,(t)}/_, and {p,(t)}/_, to describe the mechanical system and carried out
the research on the canonical transformation theory with the Legendre transformation. He
duly arrived at what is now known as the Hamilton—Jacobi equation. His research on the
canonical transformation theory is summarized in “Vorlesungen iiber Dynamik”, published in
1866. He formulated his version of the principle of least action for the time-independent case
and provided the Jacobi test in the maximization—-minimization problem of the calculus of
variations. In 1827, he introduced the elliptic functions as the inverse functions of the elliptic
integrals.

From our discussions, we may be led to the conclusion that the calculus of variations is
the completed subject of the 19th- century. We note, however, that from the 1940s to 1950s,
there was a resurgence of the action principle for the systemization of quantum field theory.
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Feynman’s action principle and Schwinger’s action principle are the main subject matter. In
contemporary particle physics, if we begin with the Lagrangian density of the system under
consideration, the extremization of the action functional is still employed as the starting point
of the discussion (See Chapter 10). Furthermore, the Legendre transformation is used in the
computation of the effective potential in quantum field theory.

We now define the problem of the calculus of variations. Suppose that we have an un-
known function y(z) of the independent variable = which satisfies some condition C. We
construct the functional I[y] which involves the unknown function y(x) and its derivatives.
We now want to determine the unknown function y(x) which extremizes the functional I[y]
under the infinitesimal variation dy(z) of y(z) subject to the condition C. A simple example
is the extremization of the following functional:

I[y] :/ L(z,y,y')dz, C:y(x1)=y(xz)=0. 9.1.9)

1

The problem is reduced to solving the Euler equation, which we discuss later. This problem
and its solution constitute the problem of the calculus of variations.

Many basic principles of physics can be cast in the form of the calculus of variations. Most
of the problems in classical mechanics and classical field theory are of this form, with certain
generalizations, and the following replacements:
for classical mechanics, we replace

x  with t,
y with q(t), (9.1.10)
L dq(t)
d th ¢(t) =
v owith 4t = L,
and for classical field theory, we replace
x  with (t,7),
y with (¢, 7), (9.1.11)

y' with <8wéi’ﬁ,ﬁ¢(t,ﬁ).

On the other hand, when we want to solve some differential equation, subject to the condition
C', we may be able to reduce the problem of solving the original differential equation to that
of the extremization of the functional I[y] subject to the condition C, provided that the Euler
equation of the extremization problem coincides with the original differential equation we
want to solve. With this reduction, we can obtain an approximate solution of the original
differential equation.

The problem of Brachistochrone, to be defined later, the isoperimetric problem, to be
defined later, and the problem of finding the shape of the soap membrane with the minimum
surface area, are the classic problems of the calculus of variations.
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9.2 Examples

We list examples of the problems to be solved.

U Example 9.1. The shortest distance between two points is a straight line: Minimize

I= /z V1+ ()2 da. 9.2.1)

O Example 9.2. The largest area enclosed by an arc of fixed length is a circle: Minimize

= /ydm, 9.2.2)

subject to the condition that

/ VI+ (W) 2dr  fixed. 9.2.3)

QO Example 9.3. Catenary. The surface formed by two circular wires dipped in a soap
solution: Minimize

/ /IF @R de. 9.2.4)

O Example 9.4. Brachistochrone. Determine a path down which a particle falls under
gravity in the shortest time: Minimize

/ 1/ H;y/)Z dx. (9.2.5)

U Example 9.5. Hamilton’s Action Principle in Classical Mechanics: Minimize the ac-
tion integral I defined by

ta
IE/ L(q,q)dt with gq(t1) and q(t2) fixed, (9.2.6)

t1
where L(q(t), (t)) is the Lagrangian of the mechanical system.

The last example is responsible for beginning the whole field of the calculus of variations.

9.3 Euler Equation

We shall derive the fundamental equation for the calculus of variations, the Euler equation.
We shall extremize

I= /.702 flz,y,y) dz, (9.3.1)
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with the endpoints
y(x1), y(ze) fixed.

We consider a small variation in y(x) of the following form,
y(x) — y(z) +ev(z),

y'(z) = ¢ () +ev'(2),
with

v(z1) =v(xz) =0, e = positive infinitesimal.

Then the variation in [ is given by
“rof of
oI = / (5V(x) + eu'(x)) dx
s \OY 9y’
of e = rof  d [Of
= 5 e B d
oy Y / (ay iz \ay ) ) V@) de
2 rof  d ( of ))
= — —— = | )ev(z)dz =0,
/3:1 (63/ dx \ 0y’
for v(z) arbitrary other than the condition (9.3.3c).
We set
0 d (0
s (01
Oy dx \ Oy
We suppose that J(x) is positive in the interval [z1, 22],
J(x) >0 for z € [xy,zs).
Then, by choosing
v(z) >0 for =z € [r1,z2],
we can make 0/ positive,
oI > 0.
We now suppose that .J(z) is negative in the interval [z, 2],
J(xz) <0 for x € [x1,x2].

Then, by choosing

v(iz) <0 for =z € [xy,2s],

(9.3.2)

(9.3.3a)

(9.3.3b)

(9.3.3¢)

9.34)

(9.3.5)

(9.3.6)

(9.3.7)

(9.3.8)

9.3.9

(9.3.10)



9.3 Euler Equation 269

we can make 0/ positive,

51> 0. (9.3.11)
We lastly suppose that .J(x) alternates its sign in the interval [, 22]. Then by choosing

v(zr) 20 wherever J(x) =0, (9.3.12)
we can make 0/ positive,

01 > 0. (9.3.13)

Thus, in order to have Eq. (9.3.4) for v(x) arbitrary, together with the condition (9.3.3c),
we must have J(x) identically equal to zero,

of d (Of
L _——([ZZL ) =@ 9.3.14
5 (ar)—° O34
which is known as the Euler equation.

We now illustrate the Euler equation by solving some of the examples listed above.
U Example 9.1. The shortest distance between two points.

In this case, f is given by

f= \/W (9.3.15a)

The Euler equation simply gives

/

Y

T(/)Q = constant, = 3 = c. (9.3.15b)
Y

In general, if f = f(y’), independent of = and y, then the Euler equation always gives

1y = constant. (9.3.16)

U Example 9.4. The brachistochrone problem.

In this case, f is given by

[ = \/H;WZ. (9.3.17)

The Euler equation gives

L [lvwp 4

2\ de Oy )y

This appears somewhat difficult to solve. However, there is a simple way which is applicable
to many cases.




270 9 Calculus of Variations: Fundamentals

Suppose
f = f(y,y'), independent of x, (9.3.18a)

then

if /24, //i+£
dxiyay y@y’ ox

where the last term is absent when acting on f = f(y,y’). Thus

%—F I/af

d,_

Making use of the Euler equation on the first term of the right-hand side, we have

A d (O, (405 _d (08
dc’ ~ Y dz oy’ dz” oy dx yay’ ’

d OF N _
(7 -v57) =0

Hence we obtain

7= y’% = constant. (9.3.18b)
Y

1.€.,

Returning to the Brachistochrone problem, we have

1+ (y)? ’

o Y
N SR

= constant,

y(1+(y)*) = 2R.

Solving for 3/, we obtain

d [oR —
d—y _y = Y (9.3.19)
w y

Hence we have

/Yy
/dy 2R—y_x'

We set

y = 2Rsin? (g) = R(1 — cosf). (9.3.20a)
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Then we easily get
.o (0 :
x=2R [ sin 3 d0 = R(0 — sin6). (9.3.20b)

Equations (9.3.20a) and (9.3.20b) are the parametric equations for a cycloid, the curve traced
by a point on the rim of a wheel rolling on the x axis. The shape of a cycloid is displayed in
Figure 9.1.

Fig. 9.1: The curve traced by a point on the rim of a wheel rolling on the x axis.

We state several facts for Example 9.4:

1. The solution of the fastest fall is not a straight line. It is a cycloid with infinite initial
slope.

2. There exists a unique solution. In our parametric representation of a cycloid, the range of
6 is implicitly assumed to be 0 < 6 < 2x. Setting § = 0, we find that the starting point
is chosen to be at the origin,

(z1,91) = (0,0). (9.3.21)

The question is that, given the endpoint (2, y2), can we uniquely determine a radius of
the wheel R? We put yo = R(1 — cosbp), and x5 = R(6y — sin by), or,

1-— 0
cosbo _ 42 9p 2
O0p —sinfy a9

T 1—cosfy sin?(0p/2)’
which has a unique solution in the range 0 < 6y < .

3. The shortest time of descent is

B @2 1+ ()2 B /90/2 B 0o
T = /0 dx \/ 7@/ =2V2R | df = \/y_zisin(eo/Z)' (9.3.22)
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O Example 9.5. Hamilton’s Action Principle in Classical Mechanics.

Consider the infinitesimal variation d¢(t¢) of ¢(t), vanishing at ¢t = ¢ and t = ¢o,

Then Hamilton’s Action Principle demands that

51 = 5/t " L(q(t), d(t), £) dt = /t 2 (5‘1(“% +5q<t>%€5)) “

= /t1 dt (5q(t)% + <%5q(t)> %)
- [0z ... e (st~ (o)
= o (5 = (i) =

where dq(t) is arbitrary other than the condition (9.3.23). From this, we obtain the Lagrange
equation of motion,

d oL OL
z (o) ~ 2 =° 032

which is nothing but the Euler equation (9.3.14), with the identification,

(9.3.24)

t=mz, qt)=>y(x), L) q@),t) = f(z,y.9).
When the Lagrangian L(q(t), ¢(t),t) does not depend on ¢ explicitly, the following quantity,

oL
q(t) 5 — L(q(t),q(t
(1) gaz ~ Lat0),d(0)
is a constant of motion and is called the energy integral, which is simply Eq. (9.3.18b). Solving
the energy integral for ¢(¢), we can obtain the differential equation for q(t).

E, (9.3.26)

9.4 Generalization of the Basic Problems

QO Example 9.6. Free endpoint: y, arbitrary.

An example is to consider, in the Brachistochrone problem, the dependence of the shortest
time of fall as a function of ys. The question is: What is the height of fall y5 which, for a
given x2, minimizes this time of fall? We may, of course, start by taking the expression for
the shortest time of fall:

0o 0o
Y R P —
\/ZESIH(H()/Q) 2 \/90 — sin 90 ’
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which, for a given x5, has a minimum at §y = 7, where T' = /2mx5. We shall, however, give
a treatment for the general problem of free endpoint.
To extremize

1:/ f@,y.y) da, (9.4.1)
with
y(z1) =y1, and yo arbitrary, (9.4.2)
we require
_of “fof _d (of _
6l = ay/sy(x) . +s/m [3y o (ay)] v(z)dx = 0. (9.4.3)

By choosing v(z3) = 0, we get the Euler equation. Next we choose v(23) # 0 and obtain in
addition,

of

3y =0. (9.4.4)

T=xTo

Note that y- is determined by these equations.
For the Brachistochrone problem of arbitrary y», we get

of
oy’

/

T=z5 1+ W)y

Thus 6y = 7, and y = wg(%), as obtained previously.
0 Example 9.7. Endpoint on the curve y = g(x):

An example is to find the shortest time of descent to a curve. Note that, in this problem,
neither 25 nor ys are given. They are to be determined and related by yo = g(x2).
Suppose that y = y(x) is the solution. This means that if we make a variation

y(x) — y(z) + ev(w), 9.4.5)

which intersects the curve at (xo + Az, yo + Ays), then y(zo + Axs) + ev(zg + Axs) =
g(xa + Axs), or,

ev(zg) = (¢ (x2) — ¥ (x2)) Axa, (9.4.6)

and that the variation §1 vanishes:

To+Axo To
51 = / fay+eny +evVd— | fay.y)ds
xT

1 1

= #8024 g—;em]m [ (E -t ama=o
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Thus, in addition to the Euler equation, we have
0
f('ra yvy/)AxQ + —f,&‘y(qj) = Oa
dy S
or, using Eq. (9.4.6), we obtain

B
[f (z,y,9") + 8—5,(9’ - y’)} L = 0. 9.4.7)

Applying the above equation to the Brachistochrone problem, we get

i

yg =—1
This means that the path of fastest descent intersects the curve y = g(x) at a right angle.

O Example 9.8. The isoperimetric problem: Find y(z) which extremizes

To
I :/ flz,y,y) dx (9.4.8)
T
while keeping
T2
J:/ F(x,y,y')dx fixed. (9.4.9)

An example is the classic problem of finding the maximum area enclosed by a curve of
fixed length.

Let y(z) be the solution. This means that if we make a variation of y which does not
change the value of J, the variation of I must vanish. Since J cannot change, this variation is
not of the form ev(z), with v(x) arbitrary. Instead, we must put

y(z) = y(z) + e1vi(z) + eava (), (9.4.10)

where ¢, and €5 are so chosen that

"2 (OF d OF
0J = /061 (8_3/ o Ea_y/) (e1v1(x) + eavp(x)) dw = 0. (9.4.11)

For these kinds of variations, y(x) extremizes I:

0l = /QE1 (g—z — %%) (e1v1(w) + e2v2()) dz = 0. 9.4.12)

Eliminating €5, we get

) d
o [N = AR () de = 0413

1
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where

U, (o ivy) =]
L G -aay) o]

Thus (f + AF) satisfies the Euler equation. The A is determined by solving the Euler equa-
tion, substituting y into the integral for .J, and requiring that .J takes the prescribed value.

A= (9.4.13b)

U Example 9.9. The integral involves more than one function:

Extremize
T2
I= / flzy, v, 2, 2) de, (9.4.14)
1

with ¢ and z taking prescribed values at the endpoints. By varying y and z successively,
we get

aof d of

o o =0 9.4.15

Oy  dx Oy ’ ( a)
and

of d of

o5, =0 9.4.15b

Jdz  dx 07 ( )

QO Example 9.10. The integral involves y’’:
T
I:/ fla gy, y") de (9.4.16)
x1

with y and ¢’ taking prescribed values at the endpoints. The Euler equation is

of dof & of

9y dwdy T d oy (9.4.17)
U Example 9.11. The integral is the multi-dimensional:
I= /dxdtf(a:,t,y,yz,yt), (9.4.18)
with y taking the prescribed values at the boundary. The Euler equation is
g—iﬁ—iﬁzo. (9.4.19)
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9.5 More Examples

O Example 9.12. Catenary:

(a) The shape of a chain hanging on two pegs: The gravitational potential of a chain of
uniform density is proportional to

I= /m yv/ 1+ (y)2dx. (9.5.1a)

The equilibrium position of the chain minimizes I, subject to the condition that the length
of the chain is fixed,

J = / VI+ (/)2de  fixed. (9.5.1b)

Thus we extremize I + A\J and obtain

A
ﬁ = ¢ constant,
1+ (y)?
or,
d
/ 4 - / da. 9.5.2)
Vy+A)?/a? =1
We put
YA osho, 95.3)
«
then
x—f=ab, (9.5.4)
and the shape of chain is given by
Yy = a cosh (%) -\ (9.5.5)

The constants, « 3 and ), are determined by the two boundary conditions and the require-
ment that J is equal to the length of the chain.

Let us consider the case
y(—=L) =y(L)=0. (9.5.6)

Then the boundary conditions give

L
8 =0, A= acosh . (9.5.7)
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The condition that .J is constant gives

L l
Zsinh= = 7, (9.5.8)
where 21 is the length of the chain. It is easily shown that, for [ > L, a unique solution is
obtained.

(b) A soap film formed by two circular wires: The surface of the soap film takes a minimum
area as a result of surface tension. Thus we minimize

T2
1= / yv/ 1+ (y')?de, (9.5.9)
T
obtaining as in (a),
y = a cosh (?) , (9.5.10)

where « and /3 are constants of integration, to be determined from the boundary conditions
atx = £L.

Let us consider the special case in which the two circular wires are of equal radius R.
Then

y(—L)=y(L) = R. (9.5.11)
We easily find that § = 0, and that « is determined by the equation

R « L

Z = Z cosh E, (9512)

which has zero, one, or two solutions depending on the ratio R/L. In order to decide if
any of these solutions actually minimizes I, we must study the second variation, which
we shall discuss in Section 9.7.

O Example 9.5. Hamilton’s Action Principle in Classical Mechanics.
Let the Lagrangian L(q(t), ¢(t)) be defined by

L(q(t),4(t)) = T(q(t), 4(t)) = V(a(t),4(t)), (9.5.13)

where 1" and V' are the kinetic energy and the potential energy of the mechanical system,
respectively. In general, 7" and V' can depend on both ¢(¢) and ¢(¢). When T and V' are given
respectively by

1

T =5md(t)*, Vv =V(q), (9.5.14)
the Lagrange equation of motion (9.3.25) provides us with Newton’s equation of motion,
. d . . d?
mg(t) = ———=V(q(t)) with §(t) = ——5q(t). (9.5.15)

dq(t) dt?
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In other words, the extremization of the action integral I given by

I- / i = V(a(e)a

with dq(t1) = dq(t2) = 0, leads us to Newton’s equation of motion (9.5.15). With 7" and V
given by Eq. (9.5.14), the energy integral I given by Eq. (9.3.26) assumes the following form,

1
E= quz(t)2 +V(q(t)), (9.5.16)
which represents the total mechanical energy of the system, very appropriate for the terminol-
ogy, “the energy integral”.

O Example 9.13. Fermat’s Principle in Geometrical Optics.
The path of a light ray between two given points in a medium is the one which minimizes
the time of travel. Thus the path is determined from minimizing

2 a2\ 2
/ \/ (%) n(x,y, z), (9.5.17)

where n(x,y, z) is the index of refraction. If n is independent of x, we get

n(y, z)

i+ (8) @)

From Eq. (9.5.18), we easily derive the law of reflection and the law of refraction (Snell’s
law).

= constant. (9.5.18)

9.6 Differential Equations, Integral Equations, and
Extremization of Integrals

We now consider the inverse problem: If we are to solve a differential or an integral equation,
can we formulate the problem in terms of one which extremizes an integral? This will have
practical advantages when we try to obtain approximate solutions for differential equations
and approximate eigenvalues.

O Example 9.14. Solve

d d

. {p(w)%y(w)} —q(z)y(z) =0, @z <z <, 9.6.1)
with

y(z1), yl(ze) specified. (9.6.2)

This problem is equivalent to extremizing the integral

=1 / ? @)W @) + @) ()] de. 9.63)

2 1
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Q Example 9.15. Solve the Sturm-Liouville eigenvalue problem

% {p(x);;y(x)} —q(x)y(z) = Ar(x)y(z), =1 <z <9, 9.6.4)
with
y(r1) = y(z2) = 0. 9.6.5)

This problem is equivalent to extremizing the integral

-3/ [p() (4 (@)% + a() (w())?] da, 9.6.6)
while keeping
Jf = %/:2 r(x)(y(z))*dr fixed. (9.6.7)

In practice, we find the approximation to the lowest eigenvalue and the corresponding
eigenfunction of the Sturm-Liouville eigenvalue problem by minimizing 7/.J. Note that an
eigenfunction, good to first order, yields an eigenvalue which is good to second order.

O Example 9.16. Solve
d2

Y@ =—Ayle),  0<az<l, 9.6.8)
with
y(0) = y(1) =0. 9.6.9)

Solution. We choose the trial function to be the one in Figure 9.2. Then I = 2 - h?/e,
J = h*(1 — 3e),and I/J = 2/ [¢(1 — 3¢)], which has a minimum value of 22 at e = 2.
This is compared with the exact value, A\ = 72. Note that A = 72 is a lower bound for [ /J.If
we choose the trial function to be

y(@) = 2(1 - ),

we get I/J = 10. This is accurate to almost one percent.

In order to obtain an accurate estimate of the eigenvalue, it is important to choose a trial
function which satisfies the boundary condition and looks qualitatively like the expected so-
lution. For instance, if we are calculating the lowest eigenvalue, it would be unwise to use a
trial function which has a zero inside the interval.

Let us now calculate the next eigenvalue. This is done by choosing the trial function y(x)
which is orthogonal to the exact lowest eigenfunction ug(x), i.e.,

1
/0 y(x)ug(z)r(x) de =0, (9.6.10)
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A\

<— € 1-2¢ < £ —>

Fig. 9.2: The shape of the trial function for Example 9.16.

and find the minimum value of I/J with respect to some parameters in the trial function. Let
us choose the trial function to be

y(z) =z(l —2)(1 — az),

and then the requirement that it is orthogonal to (1 — z), instead of ug(«) which is unknown,
gives a = 2. Note that this trial function has one zero inside the interval [0, 1]. This looks
qualitatively like the expected solution. For this trial function, we have

1
— =142
J b

and this compares well with the exact value, 472
U0 Example 9.17. Solve the Laplace equation
V24 =0, (9.6.11)
with ¢ given at the boundary.

This problem is equivalent to extremizing

I= / (V)2 dV. (9.6.12)



9.6 Differential Equations, Integral Equations, and Extremization of Integrals 281

O Example 9.18. Solve the wave equation

V3 = k*¢, (9.6.132)
with
b =0 (9.6.13b)

at the boundary.

This problem is equivalent to extremizing

/ Vo . (9.6.14)

/¢2 av

O Example 9.19. Estimate the lowest frequency of a circular drum of radius R.

Solution.

/ (V)2 dV
R (9.6.15)

/¢2 av

Try a rotationally symmetric trial function,
qﬁ(r):l—%, 0<r<R (9.6.16)

Then we get

i 2
/ (¢r-(1r))*27r dr 6

2
K2 < 20 = - 9.6.17)

/ (é(r))*27r dr

0

This is compared with the exact value,
5.7832

R2
Note that the numerator on the right-hand side of Eq. (9.6.18) is the square of the smallest
zero in magnitude of the zeroth-order Bessel function of the first kind, Jy(kR).

k2 = (9.6.18)

The homogeneous Fredholm integral equations of the second kind for the localized,
monochromatic, and highly directive classical current distributions in two and three dimen-
sions can be derived by maximizing the directivity D in the far field while constraining
C = N/T, where N is the integral of the square of the magnitude of the current density
and 7T is proportional to the total radiated power. The homogeneous Fredholm integral equa-
tions of the second kind and the inhomogeneous Fredholm integral equations of the second
kind are now derived from the calculus of variations in general terms.
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O Example 9.20. Solve the homogeneous Fredholm integral equation of the second
kind,

h
o(x) =\ | K(z,2')o(z')da, (9.6.19)
0

where the square-integrable kernel is K (x, z"), and the projection is unity on ¢ (),
h
/ Y(x)p(x) de = 1. (9.6.20)
0
This problem is equivalent to extremizing the integral
h o ph
II= / / Y(2)K (z, 2" )p(x") dedx’, (9.6.21)
o Jo
with respect to v(z), while keeping
h
J— / W(z)b(z)dp =1 fixed, 9.622)
0

The extremization of Eq. (9.6.21) with respect to ¢(x), while keeping J fixed, results in the
homogeneous adjoint integral equation for ¥ (z),

h
Y(z) = )\/0 (2K (2, z) dx’. (9.6.23)

With the real and symmetric kernel, K (x,z’) = K(a',x), the homogeneous integral equa-
tions for ¢(x) and ¢ (), Egs. (9.6.19) and (9.6.23), become identical and Eq. (9.6.20) provides
the normalization of ¢(z) and ¢ () to unity, respectively.

U Example 9.21. Solve the inhomogeneous Fredholm integral equation of the second
kind,
h
o(x) — )\/ K(z,2") (") dx’ = f(x), (9.6.24)
0

with the square-integrable kernel K (z,2'), 0 < | K|* < cc.

This problem is equivalent to extremizing the integral

h h
I= /0 H %cb(x) - A/O K(z,2)o(z') dx'} o(x) + F(x)%qb(x)] dz, (9.6.25)
where F'(z) is defined by

F(z) = / f(a)da'. (9.6.26)
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9.7 The Second Variation

The Euler equation is necessary to extremize the integral, but it is not sufficient. In order to
find out whether the solution of the Euler equation actually extremizes the integral, we must
study the second variation. This is similar to the case of finding an extremum of a function.
To confirm that the point at which the first derivative of a function vanishes is an extremum of
the function, we must study the second derivatives.

Consider the extremization of

x2
I=/ f(z,y,y) dr, 9.7.1)
1
with
y(z1), and y(ze) specified. 9.7.2)

Suppose y(z) is such a solution.
Let us consider a weak variation,

yo) — ) +evla), 073
y' (@) — y(x)+e(2),
as opposed to a strong variation in which y’(x) is also varied, independent of e/ ().
Then
1
I~>I+€Il+§€212+"', (9.7.4)
where
w2 of of “lof dof
L = /jﬁ1 _@V(I) + ay,u'(x)} dr = /a:1 {83} T dz oy v(z)dz, (9.7.5)
and
T2 ‘82f 82f 82f
b= [ G e @) + S @) as 0760

If y = y(z) indeed minimizes or maximizes I, then I must be positive or negative for all
variations v(z) vanishing at the endpoints, when the solution of the Euler equation, y = y(z),
is substituted into the integrand of I5.

The integrand of I is a quadratic form of v(x) and v/(x). Therefore, this integral is
always positive if

9%f \>  [9%f\ [ O%f
(zar) - (5) (5%) <@ 0179

0% f
ay/Q

and

> 0. (9.7.7b)
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Thus, if the above conditions hold throughout
1 <x <9,

15 is always positive and y(z) minimizes /. Similar considerations hold, of course, for max-
imizations. The above conditions are, however, too crude, i.e., are stronger than necessary.
This is because v(x) and v/ (x) are not independent.

Let us first state the necessary and sufficient conditions for the solution to the Euler equa-
tion to give the weak minimum:
Let

P(z) = fyy7 Qr) = fyy’7 R(.’L‘) = fy’y’a (9.7.8)

where P(x), Q(x) and R(x) are evaluated at the point which extremizes the integral I defined
by

IE/ flx,y,y) dx.
@1
We express I in terms of P(z), Q(x) and R(z) as

I = /Iz [P(x)v*(x) + 2Q(x)v(2) (z) + R(x)v*(2)] da. (9.7.6b)

1

Then we have the following conditions for the weak minimum,

Necessary condition Sufficient condition
Legendre test R(z) > 0. R(z) > 0. (9.7.9)
Jacobi test &> xo. & > x9, orno such & exists.

where £ is the conjugate point to be defined later. Both conditions must be satisfied for suffi-
ciency and both are necessary separately. Before we go on to prove the above assertion, it is
perhaps helpful to have an intuitive understanding of why these two tests are relevant.

Let us consider the case in which R(x) is positive at x = a, and negative at x = b, where a
and b are both between 1 and xo. Let us first choose v(x) to be the function as in Figure 9.3.
Note that v(z) is of the order of ¢, while v/(x) is of the order \/z. If we choose ¢ to be
sufficiently small, I5 is positive. Next, we consider the same variation located at x = b. By
the same consideration, I is negative for this variation. Thus y(z) does not extremize /. This
shows that the Legendre test is a necessary condition.

The relevance of the Jacobi test is best illustrated by the problem of finding the shortest
path between two points on the surface of a sphere. The solution is obtained by going along
the great circle on which these two points lie. There are, however, two paths connecting these
two points on the great circle. One of them is truly the shortest path, while the other is neither
the shortest nor the longest. Take the circle on the surface of the sphere which passes one of
the two points. The other point at which this circle and the great circle intersect lies on one arc
of the great circle which is neither the shortest nor the longest arc. This point is the conjugate
point ¢ of this problem.
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Fig. 9.3: The shape of v(z) for the Legendre test.
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We discuss the Legendre test first. We add to o, (9.7.6b), the following term which is

Zero,

o d

(A (@)w(e)) d = / (v (@) () + 2@} (@)(2)) da.

T 1

Then we have I5 to be

I = / [(P@) + &/ (2)r3(@) +2(Q() + w(@))v(@)V (2)

1

+ R(x)v*(x)|dz.

We require the integrand to be a complete square, i.e.,

(Q(z) + w(x))? = (P(z) + w'(2))R(2).
Hence, if we can find w(x) satisfying Eq. (9.7.12), we will have

2

I, = /172 R(x) [V'(:Z:) + WV(I) dz.

1

(9.7.10)

(9.7.11)

(9.7.12)

(9.7.13)

Now, it is not possible to have R(z) < 0 in any region between x; and x5 for the minimum.

If R(x) < 0 in some region, we can solve the differential equation

(Qz) +w(x))®

W'(x) = —P(x) + R@)

(9.7.14)



286 9 Calculus of Variations: Fundamentals

for w(x) in this region. Restricting the variation v(x) such that

v(z) =0, outside the region where R(x) < 0,
v(z) # 0,

inside the region where R(z) < 0,

we can have I3 < 0. Thus it is necessary to have R(z) > 0 for the entire region for the
minimum. If

P(z)R(z) — Q*(x) > 0, P(z) >0, (9.7.15a)
then we have no need to go further to find w(z). In many cases, however, we have
P(z)R(z) — Q*(x) <0, (9.7.15b)

and so we have to examine further. The differential equation (9.7.14) for w(x), can be rewrit-
ten as

(Q(zx) +w(x)) = —P(x) + Q'(x) + 0 , (9.7.16)
which is the Riccatti differential equation. Making the Riccatti substitution,

Qz) +w(x) = —R(x)M, (9.7.17)

u(x)

we obtain the second-order linear ordinary differential equation for u(x),

4 {R(m)iu(aﬁ)} +(Q'(x) — P(x))u(z) = 0. (9.7.18)

dz dz
Expressing everything in Eq. (9.7.13) in terms of u(z), I> becomes

I = /t x R(z) (V/(x)“(xl 2_(;‘)/ () ()’ da. (9.7.19)
If we can find any u(x) such that

u(xz) #0, 71 < 2 < 29, (9.7.20)
we will have

I, >0 for R(x)>0, (9.7.21)

which is the sufficient condition for the minimum. This completes the derivation of the Le-
gendre test. We further clarify the Legendre test after the discussion of the conjugate point &
of the Jacobi test.
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The ordinary differential equation (9.7.18) for u(z) is related to the Euler equation by the
infinitesimal variation of the initial condition. In the Euler equation,

fo(@,y.y') = %fy’ (z,9,9) =0 (9.7.22)
we make the following infinitesimal variation,

y(x) — y(z) + eu(x), e = positive infinitesimal. (9.7.23)
Writing out this variation explicitly,

Ty, y+euy +eu') — %fy/ (x,y +eu,y +eu') =0,

we have, using the Euler equation,

d
fyyu+ fyyru’ — %(fy’yu + fyryu') =0,

or,
Pu+ Qu' — %(Qu + Ru') =0, (9.7.24)
i.e.,
d d , B
R )] + @) - P@)u) =

which is simply the ordinary differential equation (9.7.18). The solution to the differential
equation (9.7.18) corresponds to the infinitesimal change in the initial condition. We further
note that the differential equation (9.7.18) is of the self-adjoint form. Thus its Wronskian
W (ui(x),us(x)) is given by
W (@) = o (e)ul(@) — v (@)ual) = 0.7.25)
z) = ur(x)uy(z ulquJ;—R(x), .
where wj(x) and ug(x) are the linearly independent solutions of Eq. (9.7.18) and C in
Eq. (9.7.25) is some constant.
We now discuss the conjugate point £ and the Jacobi test. We claim that the sufficient
condition for the minimum is that R(z) > 0 on (21, z2) and that the conjugate point £ lies
outside (x1, x2), i.e., both the Legendre test and the Jacobi test are satisfied. Suppose that

R(x)>0 on (z1,22), (9.7.26)

which implies that the Wronskian has the same sign on (21, x2). Suppose that u; (z) vanishes
only at z = &; and z = &,

ur(&) =ui(&2) =0, 11 <& <& < (9.7.27)
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We claim that us (x) must vanish at least once between &; and £;. The Wronskian W evaluated
atx = & and x = & is given respectively by

W(&1) = —uj(&1)uz(&r), (9.7.28a)

and

W(&2) = —u (&2)uz(E2). (9.7.28b)

By the continuity of u; (x) on (z1, z2), ) (&1) has the opposite sign to u} (&2), i.e.,

uy (§1)u (&2) < 0. (9.7.29)

But, we have

W (&)W (&2) = uy(§1)u) (§2)ua(&1)ua(E2) > 0, (9.7.30)
from which we conclude that uy (&) has the opposite sign to us(€2), i.e.,
uz(§1)uz(€2) < 0. (9.7.31)

Hence uo(x) must vanish at least once between &; and &s.
Since the u(x) provide the infinitesimal variation of the initial condition, we choose 1 ()
and us () to be

up(x) = %y(x,a,ﬁ), ug(x) = %y(m,a,ﬁ), (9.7.32)

where y(z, v, ) is the solution of the Euler equation,

d
fy= 5= fy =0, (9.7.33a)

with the initial conditions,

y(z1) = o, y(x2) = B, (9.7.33b)

and u; (x) (i = 1, 2) satisfy the differential equation (9.7.18). We now claim that the sufficient
condition for the weak minimum is that

R(z) >0, and & > xs. (9.7.34)
We construct U(x) by

U(z) = up (z)uz(x1) — ug (21)us(z), (9.7.35)
which vanishes at z = ;. We define the conjugate point & as the solution of the equation,

U)=0, &#um. (9.7.36)
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The function U (z) represents another infinitesimal change in the solution to the Euler equation
which would also pass through x = x;. Since

U(x1) =U(§) =0, (9.7.37)
there exists another solution « () such that

u(z) =0 for z € (x1,8). (9.7.38)
We choose 3 such that

T9 < w3 <§ (9.7.39)
and another solution u(z) to be

u(z) = uy (z)uz(xs) — uy (w3)us(x), u(xzs) = 0. (9.7.40)
We claim that

u(z) £0 on (x1,x2). (9.7.41)

Suppose that u(z) = 0 in this interval. Then any other solution of the differential equation
(9.7.18) must vanish between these points. But, U(x) does not vanish. This completes the
derivation of the Jacobi test.

We further clarify the Legendre test and the Jacobi test. We now assume that

E<mg, and R(z)>0 for z€ (x1,x2), (9.7.42)
and show that

I, <0 forsomev(x) suchthat v(zy)=rv(x3)=0. (9.7.43)
We choose x3 such that

& <x3 < xo.
We construct the solution U (z) to Eq. (9.7.18) such that

U(z1) =U(E) =0.
Also, we construct the solution +v(x), independent of U (), such that

v(zs) =0,

i.e., we choose x3 such that

Ulzs) # 0.
We choose the sign of v(z) such that the Wronskian W (U (x), v(x)) is given by
W(U(z),v(z)) =U(z)v (x) —v(z)U'(z) = ¢ R(z)>0, C>0.
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The function U (x) — v(x) solves the differential equation (9.7.18). It must vanish at least once
between x1 and . We call this point x = a, so that

and
r1<a<€é<xy <.

We define v(x) to be

U(z), for z € (x1,a),
v(r)=1< wv(z), for z € (a,3),

0, for z € (x3,22).

In I, we rewrite the term involving Q(x) as

2Q(x)v(2)v'(z) = Q(z)d(v*(x)),

and we perform integration by parts in I5 to obtain
I = [Q(z)v*(x) + R(x)v' (2)v(w)]
1

- /mz v(@)[R(2)v"(z) + R (2)v(2) + (Q'(2) — P(2))v(2)] do.

Z1

T2

The integral in the second term on the right-hand side is broken up into three separate integrals,
each of which vanishes identically since v(z) satisfies the differential equation (9.7.18) in all
three regions. The Q(x) term of the integrated part of 5 also vanishes, i.e.,

a

Q) (@)[;, + Q@) (2)[,” + Q) (@) = 0.

We consider now the R(z) term of the integrated part of I,
)

)
I = R(x)V(x)v(@)l,_. — R@)V (@)v(z)],,.
= R(a) [U'(z)v(x) - v'(z)U(z)]mza ,
where the continuity of U(x) and v(x) at z = a is used. Thus we have
Iy = R(@)[U(@)v(@) - (@)U (@)] = ~R@W(U(a). (@)

= —R(a) [%} =—-C <0,

ie.,
IL,=-C<O.

This ends the clarification of both the Legendre and the Jacobi tests.
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O Example 9.22. Catenary. Discuss a solution of soap film sustained between two circular
wires.

Solution. The surface area is given by

+L
I:/ 2ry+/1 + y'2 dx.

L
Thus f(x,y,y’) is given by
f@yy) =yvV1+y?,
and is independent of x. Then we have
f - y/.fy’ = «,

where « is an arbitrary integration constant.
After a little algebra, we have

d
—Y — tdn.
We perform a change of variable as follows,

y =«acoshf, dy=asinhf- db.
Hence we have
adf = +dz,

or,

i.e.,
y = acosh (ﬂ> ,
«

where « and 3 are arbitrary constants of integration, to be determined from the boundary
conditions at x = L. We have, as the boundary conditions,

Ry = y(—L) = arcosh (LTW> . Ry —y(+L) = acosh (LT—ﬁ> .

For the sake of simplicity, we assume

RliRgER.
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Then we have

and
Yy = acosh E.
«@
Setting

V= 5

L
o

the boundary conditions at x = +L read as

R coshwv

L v
Defining the function G (v) by

Glv) = coshv7

v

G(v) is plotted in Figure 9.4.
If the geometry of the problem is such that

R
S 15089
L~ ’

then there exist two candidates for the solution at v = v and v = v~, where
0<wve <1.1997 < v,

and if
R
— < 1.
L< 5089,

then there exists no solution. If the geometry is such that

R
T
7 = 1.5089,

then there exists one candidate for the solution at

L
Ve =vs =0 =— = 1.1997.
Q@

We apply two tests for the minimum.

(9.7.44)
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Fig. 9.4: Plot of G(v).

Legendre test:

Y
fy/y/:W:R>0,

thus passing the Legendre test.

Jacobi test: Since
yia.a.8) =acosh (227,
«

we have

and
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where the minus sign for us () does not matter. We construct a solution U (2) which vanishes
atx = 1,

U(z) = (cosh® — 9 sinh ©) sinh 9y — sinh v(cosh ¥ — 71 sinh 0y),

where

r—03 _ _x—f
, U= —.
« (6]

v
Then we have

Uz - -
smh@(Tr)lhﬁl = (coth® — 0) — (coth ¥y — 07).
Defining the function F'(v) by
F(3) = coth & — 4, (9.7.45)

F(v) is plotted in Figure 9.5.

<1

Fig. 9.5: Plot of F'(0).

We have
U(z)

sinh ¥ sinh 0,

= F(0) — F(0y).

Note that F'(9) is an odd function of o,

F(—0) = —F(3).
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We set

where
B =0,
is used. The equation,
UE)=0, &+,
which determines the conjugate point &, is equivalent to the following equation,
F(0¢) = F(tn), Vg # V1.
It
F(01) >0, (9.7.46)
then, from Figure 9.5, we have
U1 < Vg < Vo,
thus failing the Jacobi test. If, on the other hand,
F(01) <0, (9.7.47)
then, from Figure 9.5, we have
U1 < Ug < g,
thus passing the Jacobi test. The dividing line
F(v1) =0,
corresponds to
U1 < Uy = Vg,
and thus we have one solution at

- - L
Vg = —V1 = a = 1.1997.

Having derived the particular statements of the Jacobi test as applied to this example,
Eq. (9.7.46) and (9.7.47), we now test which of the two candidates for the solution, v = v
and v = v, is actually the minimizing solution. Two functions, G(v) and F'(v), defined by
Eq. (9.7.44) and (9.7.45), are related to each other through

d sinh v
%G(v) =— ( 3 ) F(v). (9.7.48)

v
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At v = v, we know from Figure 9.4 that

d

%G(’U<) < 0,

which implies
F(—ve)=—-F(v) <0,

so that one candidate, v = v, passes the Jacobi test and is the solution, whereas at v = v,
we know from Figure 9.4 that

d
%G(’U>) > O7
which implies
F(_U>) = _F(U>) >0,

so that the other candidate, v = v~., fails the Jacobi test and is not the solution.
When two candidates, v = v and v = v, coalesce to a single point,

v = 1.1997,

where the first derivative of G(v) vanishes, i.e.,

%G (v) =0,
Ve = vs = 1.1997 is the solution.

We now consider a strong variation and the condition for the strong minimum. In the
strong variation, since the varied derivatives behave very differently from the original deriva-
tives, we cannot expand the integral [ in a Taylor series. Instead, we consider the Weierstrass
E function defined by

E(J?, Yo, yévp) = f(xa yO;p) - [f(x7y05 yé)) + (p - y(l))fy’ ($7y0a yé)] . (9749)

Necessary and sufficient conditions for the strong minimum are given by

Necessary condition Sufficient condition
D fyy(z,y0,95) > 0, where yo is 1) fyy(2,y,p) > 0, forevery (z,y)
the solution of the Euler equation. close to (z,yp), and every finite p.
2) &> xo. 2) &> xo. (9.7.50)

3) E(x,y0,y0,p) = 0, for all finite
p,and z € [x7, x9]
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We note that if
P~ Yo
then we have
(p—y0)*
2! ’

just like the mean value theorem of the ordinary function f (), which is given by

E~ fy’y’(x»ymyé))

(x — x0)?

91 f”(ﬂfo—f—A(l‘—.ﬁo)), 0<)\< 1.

f(@) = f(ao) = f'(w0) =

9.8 Weierstrass—Erdmann Corner Relation

In this section, we consider the variational problem with the solutions which are the piecewise
continuous functions with corners, i.e., the function itself is continuous, but the derivative is
not. We maximize the integral

I= /JE2 flx,y,y) dx. (9.8.1)

We put a point of the corner at © = a. We write the solution for x < a, as y(z) and, for x > q,
as Y (x). Then we have from the continuity of the solution,

yla) =Y(a). (9.8.2)
Now, consider the variation of y(x) and Y (z) of the following forms,

y(x) — y(z) +ev(z), Y(r)—Y(x)+eV(z), (9.8.3a)
and

y'(z) =y () +e/(z), Y'(x)—Y'(z)+eV'(z). (9.8.3b)

Under these variations, we require I to be stationary,

I= /a f(ay,y’)dac—i—/w2 flz, YY) dx. (9.8.4)

First, we consider the variation problem with the point of the discontinuity of the derivative
at x = a fixed. We have

v(a) = V(a). (9.8.5)

Performing the above variations, we have

oI :/ [fyev + fye] d:ch/ [fyeV + fyeV']dx

r=a a d
s +/ ev [fy - %fy’} dx

1

+/ eV |:fy - ifyI:| dx = 0.
o dx

= fyev

T2

+ fyeV

r=
r=a
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If the variations vanish at both ends (x = x; and = = z»), i.e.,

v(r1) = V() =0, (9.8.6)

we have the following equations,
d

fy— %fy/ =0, x € |r1,x2] (9.8.7)
and

fy’|$:af = fY’|w:a+7
namely

fy is continuous at z = a. (9.8.8)

Next, we consider the variation problem with the point of the discontinuity of the derivative
at x = a varied, i.e.,

a — a+ Aa. (9.8.9)

The point of the discontinuity becomes shifted, and yet the solutions are continuous at x =
a+ Aa,ie.,

y(a) +y'(a)Aa+ev(a) =Y (a) +Y'(a)Aa + eV (a),
[v/(a) = Y'(a)] Aa = e[V (a) —v(a)], (9.8.10)

which is the condition on Aa, V(a) and v(a).
The integral I becomes changed into

T2

a+Aa
I—>/ f(x,y—i—su,y’—i—su’)dx—i—/ flz,Y +eV,Y' +eV')dx
x1 at+Aa

7Aa

= / flzy+evy +ev')de+ f(z,y,y)
x1

T2
+/ flx,Y +eV,Y' +eV')dx — f(z,Y,Y")
a

z=at

The integral parts, after the integration by parts, vanish due to the Euler equation in the re-
spective region, and what remain are the integrated parts, i.e.,

0l = €ny/|w:a* — Eny/|x:a+ + (f|7::a* — f|7::a+)Aa’
= =V) fylyca + (floma- = flomgr) Ba =0,

where the first term of the second line above follows from the continuity of f,/. From the
continuity condition (9.8.10) and the expression (9.8.11), by eliminating Aa, we obtain

=y (@) =Y'(@)] fy + (flomam = flomar) =0,

(9.8.11)
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or,
f= y/(a)fy"m:af =f- Y/(a)fy";c:a+ )
i.e.,
f—1v'fy continuous atz = a. (9.8.12)
For the solution of the variation problem with the discontinuous derivative, we have

d
fy— — fyr =0, Euler equation,
i

fyr continuous at x = a, (9.8.13)

f=vy'fy continuous at x = a,

which are called the Weierstrass—Erdmann corner relation.

O Example 9.23. Extremize

1
I= / (v +1)%y"” dz
0
with the endpoints fixed as below,
y(0)=2, y(1)=0.

Are there solutions with discontinuous derivatives? Find the minimum value of /.

Solution. We have
fla,y.y) = (' +1)%72,
which is independent of z. Thus
f =y f,, = constant,
where f,/ is calculated to be
fy =20+ 1)y (2 +1).
Hence we have
f=y'fy =Gy + 1 + 1)y

1) If we want to have a continuous solution alone, we have y’ = a(constant), from which, we
conclude that y = ax + b. From the endpoint conditions, the solution is

y=2(-z+1), y =-2

Thus the integral [ is evaluated to be I on;. = 4.
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2) Suppose that ' is discontinuous at x = a. Setting

we have, from the corner relation at x = a,

{p(p+1)(2p+1) = p+1)2+1),
Bp+1)(p+1)p* = @B +1)(p +1)p?

Setting
_ / _ 2 / 2
u=p+p, v=p +pp+tp°,

we have

3u+2v+1=0, p=0, p=-1,
= or
3u(2v — u?) +u +4v =0, p=-1, p =0.
Thus the discontinuous solution gives iy’ + 1 = 0, or 4/ = 0. Then we have I, = 0 <
Icont. =4.

In the above example, the solution y(z) itself became discontinuous. Depending on the
boundary conditions, the discontinuous solution may not be present.

9.9 Problems for Chapter 9

9.1 (Due to H. C.) Find an approximate value for the lowest eigenvalue E for

0
gt g | e = —Bu), so<ay <o

where v (z, y) is normalized to unity,

—+oo —+oo 9
/ / [U(z,y)|” dedy = 1.

9.2 (Due to H. C.) A light ray in the z-y plane is incident on the lower half-plane (y < 0) of
the medium with an index of refraction n(x, y) given by

n(x,y):no(lJray), ySOa
where ng and a are positive constants.

a) Find the path of a ray passing through (0, 0) and (I, 0).
b) Find the apparent depth of the object located at (0, 0) when viewed from ([, 0).
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9.3

9.4

9.5

9.6

9.7

(Due to H. C.) Estimate the lowest frequency of a circular drum of radius R with a
rotationally symmetric trial function,

r\”"
:1—(—) . 0<r<R
Find the n which gives the best estimate.

Minimize the integral

2
I= / 22(y)? de,
1
with the endpoints fixed as below,

y(1) =0, y(2)=1

Apply the Legendre test and the Jacobi test to determine if your solution is a minimum.
Is it a strong minimum or a weak minimum? Are there solutions with discontinuous
derivatives?

Extremize

1 212
1
/ ( +/y2) dr.
0 )
with the endpoints fixed as below,
y(0) =0, y(1)=1.

Is your solution a weak minimum? Is it a strong minimum? Are there solutions with
discontinuous derivatives?

Extremize

1
/ (y/2 _ y/4) dz,
0
with the endpoints fixed as below,

y(0) =y(1) = 0.

Is your solution a weak minimum? Is it a strong minimum? Are there solutions with
discontinuous derivatives?

Extremize

2
/ (xy/ + y/2) dac,
0
with the endpoints fixed as below,

y(0) =1, y(2)=0.

Is your solution a weak minimum? Is it a strong minimum? Are there solutions with
discontinuous derivatives?
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Extremize

2 .3
X
/ y'? az,
1

with the endpoints fixed as below,

Is your solution a weak minimum? Is it a strong minimum? Are there solutions with
discontinuous derivatives?

(Due to H. C.) An airplane with speed vy flies in a wind of speed a,. What is the
trajectory of the airplane if it is to enclose the greatest area in a given amount of time?

Hint: You may assume that the velocity of the airplane is

dzr dy
763:‘{’ y

o %ey = (Vg + ay)€y + VY€,

with

(Due to H. C.) Find the shortest distance between two points on a cylinder. Apply the
Jacobi test and the Legendre test to verify if your solution is a minimum.
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10.1 Feynman’s Action Principle in Quantum Mechanics

In this section, we discuss Feynman’s action principle in quantum mechanics. The deriva-
tion of Feynman’s action principle in quantum mechanics can be found in the monograph by
M. Masujima, but we shall be content here with the deduction of the canonical formalism of
quantum mechanics from Feynman’s action principle for the nonsingular Lagrangian.

The operator ¢(t) at all time ¢ forms the complete set of the commuting operators, i.e., the
quantum mechanical state vector |¢)(¢) > can be expressed in terms of the linear superposition
of the complete set of the eigenket |g,¢ > of the commuting operator G(¢). Feynman’s action
principle asserts that the transformation function < q",t"|q’,t' > is given by

1 " ! ! 1 /q(t”)_q” Z /t” .
S D - L 10.1.1
<q"t"qt' > O [q(t)] exp 5, dt L(q(t),q(t)) |, (10.1.1)

Q = Q(t", ') = the “space—time region” sandwiched between ¢’ and ¢
We state here three assumptions.

(A-1) In the “space-time region”, {2y + (25, where €2; and {25 are neighboring each other, we
have the principle of superposition in the following form,

a(t")=q"
[ o)

t")=q¢

’

a(t")=q" a(t")=q"
- ar | Diaa(t)] [ Dlgs (1)), (10.1.2)
t=t/1 q q

2(t7)=q"" 1(#)=g’

(A-2) Functional integration by parts is allowed. The requisite damping factor which kills
the contribution from the functional infinities will be supplied by an “ic” piece which
originates from the wave function of the vacuum at ¢ = Foo.

(A-3) We have the following resolution of identity,

/|q’,t’ >dg <, t|=1. (10.1.3)

Applied Mathematics in Theoretical Physics. Michio Masujima
Copyright © 2005 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-40534-8
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From the consistency of (A-1), (A-2) and (A-3), the normalization constant N (£2) must
satisfy the following equation,

N(Q + Qo) = N(Q1)N(Q2). (10.1.4)
Equation (10.1.4) also originates from the additivity of the action functional,
I[q, t//, t/] — I[q, t//7 t///] + I[q, t//l7 ﬁ/},

where the action functional is given by,

Hast' 0= [ aiitat).i).

In Feynman’s action principle, the operator ¢(t) is defined by its matrix elements,

1 q(t")
<" t"aqt)|d,t' > = —/ Dlq(t)]q(t) exp [hl [q; ", t]} . (10.1.5)

N() Jga=a
If t of G(t) is on the ¢"'-surface, we have
<" t"qt") |t > =q¢" <"t t >, (10.1.6)

and from the assumed completeness of the eigenket |¢’, ¢’ >, we have
< q// t”|q(t”) . q < q// t”| (1017)

Equation (10.1.7) is the defining equation of the eigenbra < ¢”,t"| of ().
Consider the variation of the action functional,

SI[g;t" ] = /tt dt {M = (Wﬂ dq(t)

q
dq(t)
OL(q(t), d(t))

+ /t dtdt [ d4(t) 5(]@} '

We first employ the variation which vanishes at the endpoints, d¢(t') = d¢(t”) = 0. Then the
second term of Eq. (10.1.8) vanishes and we obtain the Euler derivative,

olg; ", ¢') _ 0L(q(1),4(t)) (5/3( q(t), 4 (t)))
dq(t) q(t)  dt 94(t) '

We now evaluate the matrix elements of the operator, I[¢;t"”,t']/0G(t), in accordance with
Feynman’s action principle.
7, t’>

<q//7 " 51[(jit//7 t/]
4(t)
1 q(t'")=q" SI[q:t" v
/ D Q(t)]%
q(t')=q q(t)

(10.1.8)

(10.1.9)

exp {%I[q;t”,t’}] (10.1.10)

/Q(t//)_q”D[q(tﬂh % e D [if[q t" t’]} 0
= — ——— eX — ’ s = U.
N(Q) q(t)=¢q' 1 6q(t) h
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From the assumed completeness of the eigenket |¢’, ¢’ >, we shall obtain the Lagrange equa-
tion of motion at the operator level, 61[G]/6G(t) = 0, i.e., we obtain,

d (%(q@),é(t))) _OL@(1).4() _ (10.1.11)

dt\ 94

As for the time-ordered product, we can obtain the following identity by mathematical
induction, starting from n = 2, by the repeated use of Eqs. (10.1.2) and (10.1.3).

1 a(t'")=q" ; o
W/ Dla(t)la(t1) - --- - altn) exp [ﬁz[q;t t 1}

(#)=q' (10.1.12)
= <" t"|TlG(t) ... - q(tn)] |d', t" > .
We define the momentum operator p(t) as the displacement operator,
1 g1 Al !4l . h 8 Zav !4l
<q", t"|p(t") g\ t" > = = <q" t" ¢, t">. (10.1.13)

i 0q"

In order to express the right-hand side of Eq. (10.1.13) in the form in which we can use
Feynman’s action principle, we consider the following variation.

(1) Inside €2, we take the infinitesimal variation of ¢(t), q(t) — q(t) + 0q(¢),

dq(t') =0, dq(t) =€(t), dq(t") =¢". (10.1.14)

(2) Inside €2, we assume that the physical system evolves with time ¢ in accordance with the
Lagrange equation of motion.

The response of the action functional I[g;¢”, t'] to the variation, (10.1.14), is given by

oo [ d [OL(g(t),q(t) _ OL(q(t"),4(t")) .
sIq;t", ) _/,, dt = [Tmaq(t) - aqwy ¢ (0.L1)

Thus we obtain

11g;t",t"] _ OL(q(t"), 4(t"))
= . 10.1.16
6(](71'”) aq(t//) ( )
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Using Eq. (10.1.16), the right-hand side of Eq. (10.1.13) can be expressed as,

h 0 g, t" b <¢"+&"t"d ' > - <q" "t >
- "¢t >= = lim
17 8q// i £ —0 é‘//

T e X
:—_lim—/ Dlq(t exp[lq,tt]
1 &"—0 N(Q) q(t)=q' ( ) h

5,, {exp{ ( [q+&" "t — I[qﬂf”,t’])} — 1}

L ) exp [ Lriast,
:Hm—/ Dlq exp{]q,t t]
5”4'0 N(Q) q(t/):q/ h

|: [q_|_§// 7,/_// t] I[q;t”,t’]—i—O((f”)Q)}

é‘//

= ﬁ/q:/_)q/q Dlg(t)] exp {hf[qyt” t]]

0Ifg;t", t']
dq(t")

_ ﬁ /q(qt(/’)”_)q/q D[q(t)]exp{%][q,t"t]]

OL(q(t"), 4(t"))
dq(t")
OL(q(t"),q(t"))
dq(t")

(10.1.17)

= < q”,t//| |q/,t/ > .

From Egs. (10.1.13) and (10.1.17), and the assumed completeness of the eigenket |¢’,t" >
we obtain the operator identity,

p(t) = ——=——. (10.1.18)

Equation (10.1.18) is the definition of the momentum p(t) canonically conjugate to G(t).

We now consider the equal time canonical (anti-)commutator of p(t) and G(t). For the
Bose system, we have

<" Gt dt' > =q¢f <" "¢t >. (10.1.19)
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From Eqgs. (10.1.13) and (10.1.19), we have,

0
(a5 <q" . t"|q,t'>)

< q//7t//‘p3(t//)63(t//) ‘qlat/ > =

A
+ap <q" " pp(t")|d' ¢ > (10.120)
= Zz <q"t"¢ t' >
+<¢" " qs(t")ppt")|d t' > .
Thus, from the assumed completeness of the eigenket |¢’, ' >, we obtain,
[pB(t),dB(t)] = ? (10.1.21)
where the commutator, [A, B], is defined by
[A, B] = AB — BA. (10.1.22)

For the Fermi system, we have a minus sign in front of the second terms of the third line and
the fifth line of Eq. (10.1.20) which originates from the anti-commuting Fermion number, so
that we obtain,

{br(t), 4r(t)} = Zj (10.1.23)

where the anti-commutator, { A, B}, is defined by
{A, B} = AB + BA. (10.1.24)

We define the Hamiltonian as the Legendre transform of the Lagrangian,
H(q(t), p(t)) = (£)q(t) — L(4(1), 4(2)), (10.1.25)

where Eq. (10.1.18) is solved for §(t) as a function of §(¢) and p(t), and this §(¢) is substituted
into the right-hand side of Eq. (10.1.25).

Proof that the Heisenberg equation of motion follows from Eqgs. (10.1.11), (10.1.18),
(10.1.21), (10.1.23) and (10.1.25) is left as an exercise for the reader. Another proof that
the transformation function < ¢”,¢"|¢’,t' > satisfies the Schrédinger equation with respect
to ¢” and ¢ with a Lagrangian of the form,

L(a(t),4(1)) = 3md(®)* ~ V(a(t)). (10.1.26)

is discussed in the monograph by M. Masujima, cited at the beginning of this section.
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We have thus deduced the canonical formalism of quantum mechanics from Feyn-
man’s action principle for the nonsingular Lagrangian. The extension of the present
discussion to the case of quantum field theory with the nonsingular Lagrangian density
L(¢(x),0,¢(x)) is straightforward, resulting in the normal dependence of the Hamiltonian
density H(p(x), Vé(x), #(z)) and the momentum 7 (z) canonically conjugate to ¢(z).

In view of the discussions in this section and Section 10.3 which follows, we eventually
show the equivalence of path integral quantization and canonical quantization at least for the
nonsingular Lagrangian (density); canonical quantization < path integral quantization. Itis in
fact astonishingly difficult to establish this equivalence for the singular Lagrangian (density).

10.2 Feynman’s Variational Principle in Quantum
Statistical Mechanics

In this section, we shall briefly consider Feynman’s variational principle in quantum statistical
mechanics which is based on the analytic continuation in time from a real time to an imaginary
time of Feynman’s action principle in quantum mechanics.

We consider the canonical ensemble with the Hamiltonian H ({g;, 171}5\[:1) at finite tem-
perature. The density matrix pc () of this system satisfies the Bloch equation,

0 .
—haﬁc(ﬂ = H{q;, 71321 pe(r), 0<7<8, (10.2.1)

with its formal solution given by

je(r) = exp [— AW, j‘l)] pe(0).

(10.2.2)

We compare the Bloch equation and the density matrix, Eqs. (10.2.1) and (10.2.2), with the
Schrédinger equation for the state vector |o,t >,

o d Ao
ih—e [0t > = H({q), 05150 [, >, (10.2.3)

and its formal solution given by

itH({q;,p;
[, t > = exp [—%] 1,0 > . (10.2.4)
We find that by the analytic continuation,
t=—it 0<T<ﬁ=i (10.2.5)
N ’ - T kT -

where kg = Boltzmann constant, 7" = absolute temperature,

the (real time) Schrodinger equation and its formal solution, Egs. (10.2.3) and (10.2.4), are an-
alytically continued into the Bloch equation and the density matrix, Eqs. (10.2.1) and (10.2.2),
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respectively. Under the analytic continuation, Eq. (10.2.5), we divide the interval [0, /3] into
the n equal subintervals, and use the resolution of the identity in both the g-representation and
the p-representation. In this way, we obtain the following list of correspondence. Here, we
assume a Hamiltonian H ({q;, 7, } 1) of the following form,

N

H({@, 7)) = Z—pj + 3 V(G @)- (10.2.6)

Jj=1 i>k

Table 10.1: List of Correspondence

‘ Quantum Mechanics ‘ Quantum Statistical Mechanics ‘
Schrodinger equation Bloch equation
) 9 .

ihe [0,) = H({@, 5150 [, 1) ~h—pe(r) = H{G, 5150 pe(7)
Schrodinger state vector Density matrix
W)v t> ﬁC(T) N R
= exp [—itH({q}, 7;};1)/h] [4,0) = exp [-TH({, 5;};21)/1] he(0)
Minkowskian Lagrangian Euclidean Lagrangian
Lm({q]() 15(t) §V1) LE({%( ) 15(7) §V1)
—Z Lm0~ 3 Vi@, @) :—Z 5} (7 ZV%»%

ik
M1nk0wsk1an action functional Euchdean action functlonal
il Y11 .1 (@)1, )

ty B
=i [ ey (0.1 — [ drLella (). 4,15
ti 0
Transformation function Transformation function
. . q(ty)=ds 4(B)=dr

@tsldt) = [ Dlax Zri= [ Dlax

q(t:)=a; 7(0)=q;

xcexp [ilm[{@; }1C1; @y, @)/ 1] xcexp [Te[{@;}1; @r, @i/
Vacuum to vacuum transition amplitude Partition function
<anut| 07in> ZC(ﬁ) = Tl'ﬁc(ﬁ)
— | Dlatexp [itul{a o111 — [ dggazoas - @)z
Vacuum expectation value Thermal expectation value
(o(g) = L 200D e LUG Y/ | ) THe(3)0@”
J Dl exp{ill{T;}2,)/) Troc(d)




310 10  Calculus of Variations: Applications

In the list, we have entries enclosed in double quotes, whose precise expressions are given,
respectively, by

Partition function:
Zc(B) = Trpc(B) = / &G PG (3 — §) 25"

1 Y 8o 3a o
= MZ‘SP/ &3y &P§:6°(qr — qpi) Zs,pi
P

(10.2.7)

1 o 3 Lo
N1 Zép/ &> Gy d*Gpid® (G — qps)
P

a(8)=d; LHa WY 4. s
X/ Dldlesxp [ s dr qp]] |
7

(0)=ap: h
and

Thermal expectation value:

_ S PGP — )25 GlO@ 1) 7 1025
[ G EGOGs ~ T Zpa”
1

1 R o Al (=
= N1 2513/ d*qy d*Gpid° (Gr — qri) Zs,pi (Tpil O(@) |dr) -
=

Zc(B)

Here, ¢; and {y represent the initial position {;(0)}?_, and the final position {g;(5)}}_,
of N identical particles, P represents the permutation of {1,..., N}, Pi represents the per-
mutation of the initial position {(j’(O)}JN:1 and 0 p represents the signature of the permutation
P, respectively.

In this manner, we obtain the path integral representation of the partition function, Z¢ (),
and the thermal expectation value, (O(g)). This functional IE[{(j']}évzl, df, q) of Eq. (10.2.7)
can be obtained from Iv[{q;}}_,; @f, @] by replacing ¢ with —i7. Since jc(f) is a solution
of Eq. (10.2.1), the asymptotic form of Z¢(3) for a large 7 interval from 7; to 7 is

Eo(ry — i)

Ze(8) ~ exp [— .

] as Ty —T; — 0.

Therefore we must estimate Z¢ () for large 74 — 7;.
We choose any real I; which approximates Ig[{q; }}_,; ¢7, ¢;] and write Zc(3) as

/ID[(Y(C)] exp lIE[{@}jgl?§f7@]]

= /D[(f(C)] exp VIE[th}j_l;qﬁ@ _ ]1)] exp {ﬂ] . (10.2.9)

h
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The expression (10.2.9) can be regarded as the average of exp[(/g — I1)/h] with respect to
the positive weight exp[I1/%]. This observation motivates the variational principle based on
Jensen’s inequality. Since the exponential function is convex, for any real quantities f, the
average of exp|f] exceeds the exponential of the average < f >,

<exp[f]>> exp[< f>]. (10.2.10)
Hence, if in Eq. (10.2.9) we replace I&[{7;}}_; @, G;] — I1 by its average

< IE[{(Tj}yzl;qfvii] - 5L >

/D J(Te[{@ 205 7, @) — Tn) exp [I_hl}

[racien| ] |

we will underestimate the value of Eq. (10.2.9). If E' is computed from

PN ddl— I
/DW(C)] exp [< IE[{%}Fl;iqf’QZ] I j exp [%}

(10.2.11)

E(ry—m
~ exp [—%} . (102.12)
we know that E' exceeds the true E,

E > Ey. (10.2.13)
If there are any free parameters in 17, we choose as the best values those which minimize F.

Since < IE[{JJ}jvzl, dy, ;] — I > defined in Eq. (10.2.11) is proportional to 75 — 7;, we
write

< IE{qG iy ar @) — I > = s(rp — 7). (10.2.14)

The factor exp[< Ie[{;}}=1; G, @] — Iy > /h] in Eq. (10.2.12) is constant and can be taken
outside the integral. We suppose the lowest energy F/; for the action functional 77 is known,

/D exp[h] ~ exp [—@] as T — T — 0. (10.2.15)

Then we have
E = E1 — S

from Eq. (10.2.12), with s given by Eqgs. (10.2.11) and (10.2.14).
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If we choose the following trial action functional,

1 dq\?
L __§/<E> dr, (10.2.16)

we have what corresponds to the plane wave Born approximation in standard perturbation
theory. Another choice is

1 dq\? _
n=y [ () -+ [Vaalar)an (10.2.17)
2 dr

where Vi (g(7)) is a trial potential to be chosen. This corresponds to the distorted wave
Born approximation in standard perturbation theory.
If we choose a Coulomb potential as the trial potential,

Z
Viial(R) = -, (10.2.18)
R
we vary the parameter 7.
If we choose a harmonic potential as the trial potential,

1
Virial(R) = §kR2, (10.2.19)

we vary the parameter k.

One problem with the trial potential used in Eq. (10.2.17) is that the particle with the
coordinate ¢(7) is bound to a specific origin. A better choice would be the inter-particle
potential of the form V.1 (¢(7) — ¢(0)) where an electron at ¢(7) is bound to another electron

at g(o).

10.3 Schwinger-Dyson Equation in Quantum Field Theory

In quantum field theory, we also have the notion of Green’s functions, which is quite distinct
from the ordinary Green’s functions in mathematical physics in one important aspect: the gov-
erning equation of motion of the connected part of the two-point “full” Green’s function in
quantum field theory is the closed system of the coupled nonlinear integro-differential equa-
tions. We illustrate this point in some detail for the Yukawa coupling of the fermion field and
the boson field.

We shall establish the relativistic notation. We employ the natural unit system in which

h=c=1. (10.3.1)
We define the Minkowski space—time metric tensor 7,,,, by

M = diag(1; —1,—1,-1) = 9",  p,v=0,1,2,3. (10.3.2)
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We define the contravariant components and the covariant components of the space—time co-
ordinates z by

ot = (20, 2t 22, 23), (10.3.3a)

zy =’ = (2, -z, —2®, —2%). (10.3.3b)

We define the differential operators 9,, and 0" by

9 o o o0 9 9 ,
auzaﬁ:( ) o= 2 — g, (10.3.4)

We define the four-scalar product by

-y =y, = nuaty’ = 20y -z (10.3.5)
We adopt the convention that the Greek indices p, v, ... run over 0, 1, 2 and 3, the Lattin
indices ¢, 7, ... run over 1, 2 and 3, and the repeated indices are summed over.

We consider the quantum field theory described by the total Lagrangian density L of the
form,

o(2), Dap()95(@)] + 710k (~2)a (@), $5()]

L:tot - ’
H(2) K (2)d(x) + Lin(d(x), P(x), D(2)),

[
(10.3.6)

+ e
N = )

where we have
Dos(x) = (i7,0" = m+1i€)ap, Dho(—) = (=i, 0" —m+ic)ga, (10.3.7a)
K(z) = —0% — k* +ig, (10.3.7b)
(=2, () =090 (@) = (@ (@)1, (10.3.8)

Tal, ), ] = / d*2L((10.3.6)), T, 00, 9] = / A2 L ((10.3.6)).  (10.3.9)

We have Euler—Lagrange equations of motion for the field operators,

bo () : i_”m‘ =0, or Dag(z)is(x)+ i_”““ =0, (10.3.10a)
6o (2) 6o ()

7 6j[0t T = 6jint

Yg(z) ~ =0, or —Dg,(—2)v,(z)+ — =0, (10.3.10b)

A 5w o @

o(x) : 0Lt =0, or K(z)p(x)+ O in (10.3.10¢)

56 (x) 5()
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We have the equal time canonical (anti-)commutators,

5 — ) {p(2), ba(2)} = 138" (x — ). (10.3.11a)
5(2° — y"){D5(x), da()} = 6 — )W (x), du(z)} =0, (10.3.11b)
(@ —y)[d(@), R o(y)] = i6* (x — ), (10.3.11¢)
8(z° = y")[b(x), (y)] = 6(2° — y°) [ (), By b(y)] = 0, (10.3.11d)

and the rest of the equal time mixed canonical commutators are equal to 0. We define the
generating functional of the “full” Green’s functions by

Z1J,,m] = < 0,0ut| T(exp [{(J9) + (7)) + (n)}])[0,in >

e il+m+n - A - .
= Y T < 0 out| T((@)'(J@)™ (¥n)") [0, in >
Immn=0

& jlAm—+n
= 7'](341)""'J(ym)ﬁaz(xl)""'ﬁal(xl)

Ly Umin! (10.3.12)
< 0, out| T{%Al(xl) Yo (@) 0() - D (Ym)
X g, (21) .. g, (2a)}10,in > g, (2n) - ... - mg, (21)

= i}g < 0, 0ut| T(7) + T + ¢m)" [0,in > ,

where the repeated continuous space—time indices x; through z,, are to be integrated over, and
we introduced the abbreviations in Eq. (10.3.12),

s6= [dyawéw), b= [denie, dn= [ e,
The time-ordered product is defined by

T{U(x1) ... U(z,)}
= > p0@h —aby) . 0@h, gy — 2D T(apr) - U(apn),
all possible
permutations P

with

1 Pevenand odd for a Boson,

op 1 P even for a Fermion,

-1 P odd for a Fermion.
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‘We observe that

5 . )

m(ﬁiﬁ)l = lhg(z) (M), (10.3.13a)
) ~ ~ -~

S () ()" = e (@) ()" (10.3.13b)
5 . )

57(@) (JO)™ = mo(z)(Jp)" . (10.3.13c)

We also observe from the definition of Z[.J, 7], 1],

3577;(96)Z[J’n’77] N <0’0ut (W( Jex [ /d4Z{J(z)¢(Z) (10.3.14a)
+ Ta(2)a(2) + Vg (Z)nﬁ(Z)}D O’in>v

iénj(x)zw’ﬁ’n] B <0’0ut T@“(I) P {i/d%{(](z)éw (10.3.14b)
+ 7o (2)ha(2) + %(Z)ma(z)}} ) 0, i“>’

iéJé(x)Z[J’n’ <0 ou(T{ 9l exp{ d4Z{J(Z)QB(Z) (10.3.14c)

0, in>.

From the definition of the time-ordered product and the equal time canonical (anti-)commuta-
tors, Egs. (10.3.11a through d), we have at the operator level,

T + Sy} )

Fermion:

Dap(@)T ($s() exp [i{J6 + b + Vg5 )
=T (Das(w)ba(@) exp [i1{J6 + i + o} )
—7a(z)T (exp [ {J¢>+m/)+wn}]), (10.3.15)

Anti-Fermion:

— DY (—a)T (@a(x) exp [z’{JoS + oo + %nﬁ}D
-T (_Dga(—x){;a(x) exp [z{JQAS + i+ %7}})
+ 7g(z)T (exp {Z{J(Z) + 7+ :;77}]) ; (10.3.16)
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K (@)T ((2) exp [i{{J6 + flatba + U5ma}) )
=T (K(2)d(@) exp [i{{J6 + i + dn}])
— J(2)T (exp [z‘{J«S + i+ @n}D . (103.17)

Applying Euler—Lagrange equations of motion, Egs. (10.3.10a through c), to the first terms
on the right-hand sides of Egs. (10.3.15), (10.3.16) and (10.3.17), and taking the vacuum
expectation values, we obtain the equations of motion of the generating functional Z[J, 7, ]
of the “full” Green’s functions as

16 OLmligy Tominy)
Do) 5 SEOTTION O (@) o Z10, ) =0, (10.3.18a)
i 07)(z) 5( . 5 )
ncx(m)
St 1L i
DY (—a)i b 557 757 577]7776(1') Z[J,7,m] =0, (10.3.18b)
O () 5(; s )
i 6ng(x)
16 Ohulisy 15505
K N n,1) = 10.3.18
)5 57 (o) +J(x) p Z[J,7,n] =0 ( 5

5
Equivalently, from Egs. (10.3.10a), (10.3.10b) and (10.3.10c), we can write Egs. (10.3.18a),
(10.3.18b) and (10.3.18c) as

0Tl 5> 1o i) —
5 +na(x) ¢ Z[J,7,m] =0, (10.3.192)

0 (ianm))
Slali sy 55 bag)
o 51 6677 o — 7i5(z) Z[J,7,m) =0, (10.3.19b)
5(7 57 (@ ))
S[.[Lo 136 ;46
tol[z 5;‘ 16677 677} +J(z) $ Z[J,7,7] = 0. (10.3.19¢)
6(;6J(z))

We note that the coefficients of the external hook terms, 7,(z), fg(x) and J(z), in
Egs. (10.3.19a through c) are £1, which is a reflection of the fact that we are deal-
ing with canonical quantum field theory and originates from the equal time canonical
(anti-)commutators.

With this preparation, we shall discuss the ScAhwinger theory of Green’s function with the

interaction Lagrangian density Lin (¢(2), ¥ (z), ¥ (x)) of the Yukawa coupling in mind,

Lin(d(x), (@), (7)) = —Goto (1) 7ap(x) s (2)d(x), (10.3.20)
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with
Jdo 5 . ’([}a(w) é(‘r)

Go=S f , @) =1 %7, @) =9 dnale) , é@) =1 ¢i(z) . (10.3.21)
e Y Ya(z) Ay ()

We define the vacuum expectation values, < F >7"1" and < F >7, of the operator function

F($(x),(x),{(x)) in the presence of the external hook terms {.J,j,n} by
1 15 1 6 . 0

Z[J,7.0] (2 57(x)" i ()" on(a)

<F>'=<p>iml . (10.3.22b)

We define the connected parts of the two-point “full” Green’s functions in the presence of
the external hook J(z) by

< F >din= > Z[J,7,m], (10.3.22a)

Fermion:
, 19 0
S J T1,T2) = = — 1 —-InZ J, 5
F,aﬁ( 1 2) 5 577(1(;31) 577@(1‘2) [ K 77] =n=0
S 1/1 6 o J,n,n‘
== 5 PENED) < foﬁ(@) > 7=n=0
1 ~ ~
= { < Ya(z1)g(T2) > 77‘1 _
5 7=n=0 (10323)

= = < Jul@)Pales) >
- % < 0, 0ut] T(tha (1) 5 (x2)) 0,in >Z ,
<Walzy) > =< zAZﬂ(xg) >"”7*’7’7 =0, (10.3.24)
7=n=0 n=n=0
and
Boson:
' _1 46 1 6 1 .
DF (x17x2) — i 5J(x1) i 5J($2) i an[Janvn] S
_1/1 8 J
Y (2 5a(ay) ) > ) (10.3.25)
1 N ~ N ~
= = {< Ban)d(az) > - < blar) >'< d(a2) 7}
- % < 0, 0ut| T(¢(1)d(x2)) [0,in > ,
< é(x) >J‘ —0. (10.3.26)
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We have the equations of motion of Z[.J,
action Lagrangian density Lin (¢(2), 0(x), 9

{2t (S ) ~ G (T ) (7t ) 4
= —na(2)Z][J,7.n], (10.3.27a)

7,m), Egs. (10.3.18a through c), when the inter-
(x)) is given by Eq. (10.3.20) as

-2t (i) * 6 (0 ) o) () 220
— () Z[ 0,7, n),  (10.3.27b)

{o (57) - 6 (s ) oo () 200
J(@)Z[J,7,7). (10.3.27¢)

Dividing Egs. (10.3.27a through ¢) by Z[J,7,n], and referring to Egs. (10.3.22a) and
(10.3.22b), we obtain the equations of motion for

o~

< 7115(56) >J777,77, < qZ}a(l‘) >J"ﬁ7"7 and < Q/A)(Z') >J’ﬁ177a
as

Dap(x) < Pp(x) >71 —Goyas(x) < ¥p(@)d(z) >PMM= —ny(z),  (10.3.28)

~ Dl (~2) < §,(2) > +GoYap(z) < Do(2)d(z) >711= +ijg(z),  (10.3.29)
K(z) < (@) > —Goyap(@) < go(@)ds(z) >7H= —J(z). (10.3.30)
We take the following functional derivatives,
iLEq. (10.3.28)
e (y) H=n=0

Dos(x) < 0. (y)vs(x) >
— GoYap() < (W) dp(2)d(x) >7= —ibad*(x —y),

1

Eq. (10.3.29)

n=n=0
B Dga(ix) < 12)5(3/)7/;@(1') >J
+ G0ap(@) < Pe(y)a(@)dla) >7= ~idged"( ~ y),
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1 6
Zqu- (10.3.30) o :
K(2){< d(y)d(z) >" = < dly) >/ < d(x) >’}
~ Cos(o) 57 < Dala)iola) >'= 6%z = ).

These equations are a part of the infinite system of coupled equations. We observe the follow-
ing identities,

g(y)d}g(x) >7= _iSI;:Iﬁs(‘ra y)v

=)

<

(V) (@) > = S o (y, ),

<

<

B30 > = i (< o) > 1) 5o,

=)

<

o~

. N , N 1 6 /
<O Tal0)dl) =i (< ) > 41 ) S ala).
With these identities, we obtain the equations of motion of the connected parts of the two-point
“full” Green’s functions in the presence of the external hook J(x),

A 1 6 /
{Daﬁ(@") — GoYap() << o(x) >7 +gm) } SF:JBE(*T; Y)
= 000t (x —y), (10.3.31a)

{Dh-2) = Gorante) (< ) 7 +1 5 1 ) it

= 050" (x —y), (10.3.32a)

’ 1 5 ’
K(2)D¢ (z,y) + GO’Yaﬁ(l’);mSﬁ,]ga(fﬂv ry) =0z —y). (10.3.33a)

Since the transpose of Eq. (10.3.32a) is Eq. (10.3.31a), we have to consider only
Egs. (10.3.31a) and (10.3.33a). We may get the impression that we have the equations of
motion of the two-point “full” Green’s functions, S;:]a 5(7,y) and Dy (2, y), in closed form,
at first sight. Because of the presence of the functional derivatives 6/id.J(z) and §/id.J (y),
however, Eqgs. (10.3.31a), (10.3.32a) and (10.3.33a) involve the three-point “full” Green’s
functions and are merely a part of the infinite system of the coupled nonlinear equations of
motion of the “full” Green’s functions.

From this point onward, we use the variables, “1”, “2”, “3”, ... to represent the continuous
space—time indices, z, ¥y, z, ..., the spinor indices, «, 3, v, ..., as well as other internal
indices, 7, j, k, ....
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Using the “free” Green’s functions, S§ (1 — 2) and Df(1 — 2), defined by
D(1)SH(1—2) =1, (10.3.34a)

K(1)DE(1—2) =1, (10.3.34b)

we rewrite the functional differential equations satisfied by the “full” Green’s functions,
S¢’(1,2) and D¢’ (1,2), Egs. (10.3.31a) and (10.3.33a), into the integral equations,

S (1,2) = SE(1 —2)+
1

So(1 = 3)(Gov(3)) (< b(3) >7 +“5J5(3)> S:7(3,2), (10.3.31b)

D¢ (1,2) = DE(1—2) + D5(1—3) <G0m(3)%%(2)5;’(3, 3i)> . (10.3.33b)

We compare Eqgs. (10.3.31b) and (10.3.33b) with the defining integral equations of the proper
self-energy parts, ¥* and IT*, due to Dyson, in the presence of the external hook J(z),

S¢(1,2) = S5(1 — 2) + S5(1 = 3)(Gov(3) < #(3) >”)S’(3,2)
+55(1—3)2%(3,4)5(4,2), (10.3.35)

D¢ (1,2) = DE(1 —2) 4+ D5(1 — 3)I1*(3,4) Dy’ (4,2), (10.3.36)
obtaining
1 , ' ,
007(1)26;5(1)5#(1,2) = 3*(1,3)8(3,2) = =*(1)S¢/ (1, 2), (10.3.37)
1 , ’ ,
—Gotry(l)g%m,gp‘](l, 14) =II°(1,3)D¢ (3,2) = II* (1) D¢/ (1,2).  (10.3.38)

Thus we can write the functional differential equations, Eqs. (10.3.31a) and (10.3.33a), com-
pactly as

{D(1) — Govy(1) < (1) >7 —=*(1)}S7(1,2) = 6(1 — 2), (10.3.39)

{K(1) = II*(1)} D (1,2) = 6(1 — 2). (10.3.40)
Defining the “Nucleon” differential operator and “Meson” differential operator by

Dx(1,2) = {D(1) — Goy(1) < ¢(1) >716(1 — 2) — =%(1,2), (10.3.41)
and

Dwm(1,2) = K(1)6(1 — 2) — II*(1, 2), (10.3.42)

we can write the differential equations, Eqgs. (10.3.39) and (10.3.40), as
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Dn(1,3)5:7(3,2) =6(1—2), or Dn(1,2) = (S&7(1,2))7 %, (10.3.43)
and
Dm(1,3)D (3,2) =6(1—2), or Dy(1,2) = (D (1,2))"". (10.3.44)
Next, we take the functional derivative of Eq. (10.3.39),
1&]( )Eq (10.3.39):
(D) - Goy(1) < d(1) >~ ()25 (1,2)
i 6J(3)
16

{z‘Gw() J(1,3) 4+ = ——— *(1)}5;1(1,2). (10.3.45)

5J(3

Solving Eq. (10.3.45) for 581/5](1, 2)/16J(3) and using Egs. (10.3.39), (10.3.41) and (10.3.43),
we obtain

%%@S{ﬂ(l, 2) = 57 (1,4) {iG07(4)D/FJ(4, 3) + %%(3)2*(4)} 5.7 (4,2)
= iGoS¢ (1,4){(4)6(4 — 5)8(4 — 6)
1 P

e B*(4,5)}5/(5,2)Dy (6,3).  (10.3.46
+G06<¢(6)>J (4,5)}SF" (5,2) D" (6,3). ( )

Comparing Eq. (10.3.46) with the definition of the vertex operator T'(4, 5; 6) of Dyson,

1 0

1576 )S 7(1,2) = iGoSy” (1,4)T(4,5;6)8: (5,2) Dy (6,3), (10.3.47)

we obtain

0

F(l, 2; 3) = 7(1)5(1 - 2)5(1 - 3) T G—OW

$*(1,2), (10.3.48)

while we can write the left-hand side of Eq. (10.3.47) as

l 1) 'y g L '
Z.—M(S)SF (1,2) = iDg (6,3)5 P >JSF (1,2). (10.3.49)

From this, we have

1 )

_G_OWS;J@,Q) = — 5 (1, 4)0(4,5:6)5 (5,2),
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and we obtain the compact representation of I'(1, 2; 3),

I
Go § < ¢(3) >/

| 5
e % Dy(1,2
God < p(3) >7 v(1-2)
— (10348). (10.3.50)

I(1,2;3) = (S’ (1,2)7" =

Lastly, from Egs. (10.3.38) and (10.3.39), which define 3*(1,2) and I1*(1, 2) indirectly,
and the defining equation of I'(1, 2; 3), Eq. (10.3.47), we have

¥*(1,3)8¢ (3,2) = —iGEy(1)S¢’ (1, 4)T(4,5;6)S¢’ (5,2) D/ (6,1),  (10.3.51)
II*(1,3) Dy’ (3,2) = iG2try(1) Sy (1,4)T(4, 5:6) 5 (5, 1) D7 (6,2).  (10.3.52)

Namely, we obtain

¥*(1,2) = —iG3y(1)S¢ (1,3)[(3,2;4) Dy’ (4,1), (10.3.53)

II*(1,2) = iG2try(1) S (1,3)I(3, 4; 2) S (4, 1). (10.3.54)
Equation (10.3.30) can be expressed after setting 7 = 7 = 0 as

K(1) < (1) >7 +iGotr(v(1)Sg’ (1,1)) = —J(1). (10.3.55)

The system of equations, (10.3.41), (10.3.42), (10.3.43), (10.3.44), (10.3.48), (10.3.53),
(10.3.54) and (10.3.55), is called the Schwinger—Dyson equation. This system of nonlinear
coupled integro-differential equations is exact and closed. Starting from the zeroth-order term
of I'(1, 2; 3), we can develop the covariant perturbation theory by iteration. In the first-order
approximation, after setting J = 0, we have the following expressions,

(1 —2) =2 —iG2y(1)S5(1 — 2)7(2)DF (2 — 1), (10.3.56)

IT*(1 — 2) = iG3tr{y(1)S5(1 — 2)v(2)S5(2 — 1)}, (10.3.57)

and

I'(1,2;3) 2 y(1)6(1 — 2)8(1 — 3)
—iG2y(1)S5(1 — 3)7(3)S5(3 — 2)y(2)DE(2 — 1).  (10.3.58)

We point out that the covariant perturbation theory based on the Schwinger—-Dyson equation is
somewhat different in spirit from the standard covariant perturbation theory due to Feynman
and Dyson. The former is capable of dealing with the bound state problem in general as will
be shown shortly. Its power is demonstrated in the positronium problem.
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Summary of Schwinger—-Dyson equation
Dx(1,3)87(3,2) = 6(1 —2), Dw(1,3)D(3,2) = 6(1 —2),
Dx(1,2) = {D(1) = Gon(1) < $(1) >7}5(1 - 2) — B%(1,2),
Dy(1,2) = K(1)6(1 — 2) — IT*(1, 2),
K(1) < $(1) >7 +iGotr(v(1)S’ (1,1)) = —J (1),
¥*(1,2) = —iG2y(1)Sy (1,3)1(3,2;4) Dy (4, 1),
I (1,2) = iGur{y(1)S’ (1,3)1(3,4,2)S¢’ (4, 1)},

1 5 .

'(1,23) = 75{)%(513 (1,2))"

A1)+ O s

Di (4,1)

PIBE

Yy
1 SFJ(1,3) 3 2

Fig. 10.1: Graphical representation of the proper self-energy part, 3*(1, 2).

S¢ (4,1)
1_[*(1,2) = \((1)1 r(3,4;2) 2

SP(1,3)

3

Fig. 10.2: Graphical representation of the proper self-energy part, IT*(1, 2).
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T(123) =y (D3 (1= 2)3(1—3) 3

13
G 3(b3) YO

Fig. 10.3: Graphical representation of the vertex operator, I'(1, 2; 3).

%}
T
—~

—

N
=z

~
)

D; (2-1)

D(12= Y1) & Y(2)
! sF(1-2) 2

Fig. 10.4: The first-order approximation for the proper self-energy part, 3" (1, 2).

sF@e-1

M(1-2)= Y1) Q Q)
1 2

sF1-2)

Fig. 10.5: The first-order approximation of the proper self-energy part, IT*(1, 2).
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T(1,2:3) =y ()3 (1- 23 (1-3) | * 3

T

—iG-D'2-1) .

2
1)

Fig. 10.6: The first-order approximation of the vertex operator, I'(1, 2; 3).

% k %

We consider the two-body (four-point) nucleon “full” Green’s function S;;J (1,2;3,4) with
the Yukawa coupling, Egs. (10.3.20) and (10.3.21), in mind, defined by

1
0) ) = In Z[J,7,mn)

'y . _
S (1,2;3,4) = 57@) 5n(@) 513 1 _—

<

<)
—~
w
N
—
=~
Nus?

=
S
<)) <) €

(10.3.59)

4
AN N A
< < <
=
<) € €
AN N A
\e)
S
vV V V
<

~
—
S~—
—~
S
=
<>
~
[\
S~—

<
ey

Operating the “Nucleon differential operators”, Dx(1,5) and Dx(2,6), on i’ (5, 6; 3, 4) and
using the Schwinger—-Dyson equation derived above, we obtain

{Dn(1,5)Dn(2,6)—1(1,2;5,6)}Si (5,6; 3, 4)

=0(1—3)5(2—4) —6(1 —4)5(2 - 3), (10.3.60)

where the operator I(1,2; 3,4) is called the proper interaction kernel and satisfies the follow-
ing integral equations,
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I(1,2;5,6)S5 (5,6;3,4)

= gau™ [y()T(2)DE (5,6)]S¢” (5, 6:3,4) (10.3.61)
1 )
i 6.J(5)
= ™[ (2)L (1) Dy (5,6)]5¢ (5,6; 3, 4)

/ 1 6
2..(M) ) J 2 -

+ g2u™y(1)SE (1, 5) 11(5,2;6,7)S5” (6,7;3,4)

, (10.3.62)
11(1,5;6,7)S:" (6,7;3,4).

Here tr'™ indicates that the trace should be taken only over the meson coordinate. Equation
(10.3.60) can be cast into the integral equation after a little algebra as

S¢7(1,2;3,4) = S¢7(1,3)S¢7(2,4) — S¢7(1,4)S¢7 (2, 3)

+ 87 (1,5)8(2,6)I(5,6;7,8)S:(7,8; 3, 4). (10.3.63)
The system of equations, (10.3.60) (or (10.3.63)) and (10.3.61) (or (10.3.62)), is called the
Bethe—Salpeter equation. If we sett; = to = ¢ > t3 = t4 = t’ in Eq. (10.3.59), S;J(L 2;3,4)
represents the transition probability amplitude whereby the nucleons originally located at Z'3
and 74 at time ¢’ are to be found at 7; and Z» at the later time ¢. In the integral equations for
1(1,2;3,4), Egs. (10.3.61) and (10.3.62), the first terms on the right-hand sides represent the
scattering state and the second terms represent the bound state. The bound state problem is
formulated by dropping the first terms on the right-hand sides of Egs. (10.3.61) and (10.3.62).
The proper interaction kernel (1,2;3,4) assumes the following form in the first-order ap-
proximation,

1(1,2;3,4) = ga~v(1)7(2) D (1 —2)(5(1 —3)5(2 — 4) — 5(1 — 4)5(2 — 3)). (10.3.64)

S¢(1,3) e (1,4)
3 |
= ¥
2 , 4 2 Y
S¢ (2,4) Sk (2,3)
1 5 7 / 3
¢ (1,5)

1(5,6;7,8) S¢(7,8;3,4)

+
. 4
2 sl ' /

Fig. 10.7: Graphical representation of the Bethe—Salpeter equation.
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1Y(l) ;
8 (1-3)
1(1,2;3,4)= D, (1-2)
8 (2-4)
2 4
Y(2)
Y(1)
1 3
5 (2-3)
+ D, (1-2) 5 (1-4)
@) !

Fig. 10.8: The first-order approximation of the proper interaction kernel,Z(1,2; 3,4).

As a byproduct of the derivation of Schwinger—Dyson equations, we can derive the func-
tional integral representation of the generating functional Z[J, 7}, 7] from Egs. (10.3.19a),

(10.3.19b) and (10.3.19¢) in the following way.
We define the functional Fourier transform Z [¢,1),7)] of the generating functional

Z[J,1,m] by

ZummE/DMDMDME¢wMWﬂmw+W+%M- (10.3.65)

By functional integral by parts, we obtain the identity,

N ()
—ig(x) | Z[J,7,7]
J(x)
1.9
o _ 1 6o () B
:/DMDMDMﬂ¢wM Ysita | xexp [i(Jo+ iy +dm)]  (10.3.66)
%&zﬁix)
_1_
B i 0o () _ B -
=/DMDMDM —tsiem | 216l pexp [i(J¢ + i +m)]
1 4
i 5@
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With th~e identity derived above, we have the equations of motion of the functional Fourier
transform Z[¢, 1, 1] of the generating functional Z[.J, 77, n] from Egs. (10.3.19a through c) as

{ 5Itot[¢)7’l/}7'l/_}} ]- 6

5 (2) i 0the ()
{ 6Itol[¢7 ¢7 @ 1 6

} Z[¢, 9, 9] = 0, (10.3.67a)

Sp(z) i 6yp(a)
{Mm[qs,w,w} 1§

} Zlg, 9, %] = 0, (10.3.67b)

5¢() i 6¢(x)

We divide Eqs. (10.3.67a through c) by Z[¢, 1/, 9], and obtain

}Z[¢,¢,¢] =0. (10.3.67¢c)

) 0 -

7.0 In Z[¢,v,9] = z‘m[uﬁ[(ﬁ, ¥, ), (10.3.68a)
J > 8 _

550(@) InZ[g, 4, 9] = is—— o@) Lot 0, 9], (10.3.68b)
S 5 6 _

e InZ[p, 9, 9] = z—5¢(x)llot[¢,¢7¢]_ (103.680)

We can immediately integrate Eqs. (10.3.68a through c) with the result,

26,9, 9] = Civ exp [ifinle 1, 7]
X ) (10.3.69)
= 5o [ dLaloe v 96|

\%

where Cy is the integration constant. From Eq. (10.3.69), we shall obtain the generating
functional Z[J, 7, n] in the functional integral representation,

27 = - [ PDWIPWl e i [ '] Lulole). 002,56

B (10.3.70)
+ IO +AEUE) +HE)} |
We employ the following normalization,
Z[J=n=n=0]= <0,0ut|0,in > with Cy =1. (10.3.71)

In this manner, as a byproduct of the derivation of the Schwinger-Dyson equations, we
have succeeded in deriving the functional integral representation of the generating functional
Z|[J,7,m] of Green’s functions from the canonical formalism of quantum theory. In Sec-
tion 10.1, we have derived the canonical formalism of quantum theory from the functional



10.4  Schwinger—Dyson Equation in Quantum Statistical Mechanics 329

(path) integral formalism of quantum theory, adopting the transformation function in the func-
tional (path) integral representation as Feynman’s action principle, therefore establishing the
equivalence of canonical formalism and functional (path) integral formalism at least for the
nonsingular Lagrangian (density) system. It is astonishingly hard to establish this equivalence
for the singular Lagrangian (density).

10.4 Schwinger—Dyson Equation in Quantum Statistical
Mechanics

We consider the grand canonical ensemble of the Fermion (mass m) and the Boson (mass )
with Euclidean Lagrangian density in contact with the particle source p,

ﬁ;i (wEa (T’ f)’ aquoz (T’ f), d)(T? f)) auQS(T’ f))

_ . a0 7
= YEa(T, T) {wk@k +i* <g - N) - m}a 5 Ve p(7: ) (10.4.1)

’

+ 50r.0) (2 = K)ol ) + 30T {310e(r,2). vl D7 ).

The density matrix pgc(3) of the grand canonical ensemble in the Schrodinger Picture is given
by

pac(B) = exp [—ﬁ(fl - uN)} . = (10.4.2)

where the total Hamiltonian H is split into two parts,

H, o = free Hamiltonian for Fermion (mass m) and Boson (mass k),

H =— / P 1)(7) (1), (10.4.3)
with the “current” given by
1 ~ N
(@) = 59Tr{n[Ye(@), de(@)]}, (10.4.4)
and
~ 1 ~ ~
§ =5 [ @ (@), e(@)) (10.45)

By the standard method of quantum field theory, we use the Interaction Picture with N in-
cluded in the free part, and obtain

pac(B) = po(B)S(B), (10.4.62)
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pol(8) = exp [B(Hy — u¥)] (10.4.7)
B
S(8) =T- — | dr | ETH(r, D) }, 10.4.8
(B) {exp [ /0 T/ TH1(T x)}} ( a)
and
Hi(r,7) = —30(r,2)60 (1, 2). (10.4.9)

We know that the Interaction Picture operator fo (7, %) is related to the Schrédinger Picture
operator f (i) by

FOr &) = pg ' (r) - £(&@) - po(7). (10.4.10)

We introduce the external hook {.J(7,Z), 7, (T, Z),ng(T, &)} in the Interaction Picture, and
obtain

H (7, @) = —{[3W(, @) + J (1, )|V (7, 7)

+ a7, )N (7, 7) + Gg o(7, D7, 7))} (104.11)
We replace Egs. (10.4.6a), (10.4.7) and (10.4.8a) with

pac(B; [, m,m]) = po(B)S(B; [, ,m]), (10.4.6b)
po(8) = exp [~ B(Ho — ui)] (10.4.7)
&)
S(B;[J,7,m]) = T, {exp l— / dr / dBEHM (T, ’f)] b (10.4.8b)
0
Here we have
(@ 0<7<p.
) _
mPGc(ﬁ [J , 77]) N

T{exp[ / dr / d? H““]

7(D) T 7 Hexpl— dr d3i:Ailnt
x¢<,>T{p[/O Ay
= po(8) S(8: .. m)S(~m: L) (. DSl
— ﬁGC(ﬁa [Jaﬁ,ﬂ]){Po(T)S(T’ [Jaﬁ’n])}_1¢(f) {pO(T)S(T’ [Jﬂ?,ﬂ]) ‘J:ﬁ:n:O
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Thus we obtain

) N P . N
6J(T, f) pGC(ﬁ7 [Ja 7, 77]) PR = PGC (ﬁ)¢(7—7 l’) (10412)
Likewise we obtain
sec (B [, 7, =5 be o7, ), 10.4.13
27l 3) poc(B; [, 1, 7)) P pac(B)YE o(T, Z) ( )
o ~
A [, 7, = —5 . T, 10.4.14
51 (7, &) poc(B; [J.1,m]) P pac(B)Yg 5(T, 7) ( )
and
52
g = g 7 ‘]7 _7
T o L P s

= _ﬁGC(ﬂ)TT{'&E 04(7-’ f)’:ZE 5(7-’ f)}

The Heisenberg Picture operator f (7, ) is related to the Schrodinger Picture operator f ()
by

F(1,8) = pee(r) - f(@) - poc(r). (10.4.16)

(b) 7 ¢[0,8].

As for 7 ¢ [0, 3], the functional derivative of pgc(8; [J, 7, n]) with respect to {.J,7,n}
vanishes.

In order to derive the equation of motion for the partition function, we use the “equation
of motion” of Vg o (7, &) and (7, Z),

X 0 N .
{iv"f)k +ivy! (E - u) —m+ gye(, f)} VEa(T,7) =0, (10.4.17)
B,
~ 9 . T
Pg (7, ) {w’fak +in? (E — u) —m+ gyo(T, 55)} =0, (10.4.18)
B«
02 o\ 7, - = 2 R
7.z " o(1, %) + gTr {mpE(T, D)g(T, x)} =0, (10.4.19)
and the equal “time” canonical (anti-)commuters,
6(7 = ) { B a7, 8), e 5(r,7) } = dapd(7 = 7107 — &), (10.4.202)
N2 o 0 ’o= NS3(=
o(r—1") [qﬁ(r,ac), FQﬁ(T T )} =0(r =78 (¥ —9), (10.4.20b)
T

with all the rest of equal “time” (anti-)commutators equal to 0. We obtain the equations of
motion of the partition function of the grand canonical ensemble

Zec (B3 [, 1,m]) = Trpae(Bs [J, 1, m]) (10.4.21)
in the presence of the external hook {.J, 7, n} from Egs. (10.4.12), (10.4.13) and (10.4.14) as
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{iv’“awriv“(i) +gv1 i )} 1LZGC(IBQ[J377;7I])

or i 6J(T, g b 0Na(T,T)
= 7773(7-7 f)ZGC(/B; [Ja 775 T’])7 (10422)
b 1 5 " §
.k . 4 g
{w Ok, + iy (E +u> +m—gys ST, x)} WZGC(ﬁv [J,7,n])
= 7704(7—7 j’)ZGC(B; [J,ﬁﬂl]), (10423)

= J(7,2) Zac(B; [J, 7, 1)) (10.4.24)

We can solve the functional differential equations, (10.4.22), (10.4.23) and (10.4.24), by the
method of Section 10.3. As in Section 10.3, we define the functional Fourier transform

Zoc(B; [, ve, vE)) of Zoc(B; [, 1,7]) by
Zoc(Bi19, 1) = | DIGelDlve]Dle) Zac(5: 6. ve. i)
B _
X eXp [Z/o dr / d3f{J(7, Z)O(7, %) + 7o (T, D)V o (T, Z) + VE g(T, Z)na (T, ;E')}

We obtain the equations of motion satisfied by the functional Fourier transform
Zae(B; [, Yr, ¥E]) from Egs. (10.4.22), (10.4.23) and (10.4.24), after the functional in-
tegral by parts on the right-hand sides involving 7)., 3 and J as

° ) g ’ 3=/
Wancc(ﬁ [, Ve, Ve]) = m/o dT/d TLE((10.4.1)),
° 3
WIHZGC(ﬁ [, Y, VE]) = 51/113;3 / dT/d TL((10.4.1)),
5 ] s 8
56(r, ) In Zoe (B3 [0, e, E]) = ‘W/o dr/ d*ZL5((10.4.1)),

which we can immediately integrate to obtain

ZGC(/B; [d)a wEa IZE]) = Cexp

B
/ dr/d3fﬁg((10.4.l))1 . (10.4.25a)
0
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Thus we have the path integral representation of Zgc(0; [, 77, 7]) as
Zac(B; [, 1, 7] C/D YE|D[ye|D eXp[/ d¢/d3 {cE ((10.4.1))
TR E) + (12 () + i ol 2p(r ) |
1 1) 1 )
=7 37 -
oexpl g’Y,aa/ dT/d 517ng zéna( )ié'J(Tf)]

Xexp[/ dr/df*‘*/ dr’ /df*‘*'{——JTx)DO(T—T F-F)J(,T)

alr @) g (7 = 77 = sl D) |

a (10.4.25b)
The normalization constant Zj is so chosen that
Zo = Zc(B;J =71 =n=0,9 = 0) (10.4.26)
—1
= I {1 +exp[-Bles — {1 +exp [Bep+ w} {1 —exp [-Bug] }
|71, ||
with
= (@ +m?3,  wp= (k425 (10.4.27)

Do(r — 7,2 — &) and S o (7 — 7/, & — ') are the “free” temperature Green’s functions of
83

the Bose field and the Fermi field, respectively, and are given by

B3k

Do(r — 7,7 -7") z/m{(fg—&— 1) exp [zE(f—f’) —w(T —T’)]

+ frexp [—zlg(f —7) +wp(r— T/):| },

So(r—7,2—2)= ("0, +m) /7&%
aOB ) =7 Oy o, (271')325];

{(Ng' —1)exp [zE(f— ) — (eg — p) (1 — 7-/)}
+N exp [—ig(f— )+ (e + p) (1 — T,)jl }7
form > 7/,
{NS exp [~ik(# ~ &) ~ (e — )7~ 7")]

+(N]g 1) exp [lk(f )+ (e + p) (1 — 7'/):| },

for T < 7/,
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0 1 + 1
0 = — W, =, N= =
or M T g [Bwi] —1 B exp[B(eg F )] +1

The f is the density of the state of the Bose particles at energy wy;, and the N ,%t is the density
of the state of the (anti-)Fermi particles at energy ¢;.
We have two ways of expressing Zgc(5; [J, 7, 1)), Eq. (10.4.25b):

ZGC(ﬁ; [Jaﬁ’ 77])

7 |: 1/5d /d3“/ﬁd ’/d3"’{J( 7) . 1) 1 0 }
= Zyexp|—= T T T T T, T) — ol — - — —
0 &Xp 2 Jo 0 978 Ing(1,Z) i 67a(7, %)

6 1 6
o= N . L
Dl 32 {002~ i

X exp [/ dT/dS_’/ dr’ /d?’w o (T, T) (T—T/’f_l—:/)nﬁ(,r/’f/)] (10.4.28)
:Z Det 1"‘ S (T f) EL exp / dT/d3 / dT//dgiy
i 950 5 57 )

—1

— —» 1 5 - — e
X Mo (T, T) (1 + gSo(T, x)’y;m> So(r—1,2—-7 )775(7-/7@)}

ae B

xexp[/ dT/d3 / dr’ /d3 "J(1, %) Do(T — 7/, $1‘)J(T’,f’)]. (10.4.29)

The thermal expectation value of the T-ordered function

f‘r-ordered (&7 iv (ZB)

in the grand canonical ensemble is given by

> 2 49 Tr{ﬁGC(ﬂ)fT-ordered(¢7$7(25)}
< fT—ordered(w>w,¢) > =

Trpce(B)
1 16 6 16
=—“f| = Z, [, m, 10.4.30
Zace(B; [J,7,m]) <@ o7’ 577 5J> ac(fs [ 71 J=i=n=0 ( :
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According to this formula, the one-body “full” temperature Green’s functions of the Bose
field and the Fermi field, D(7 — 7/, & — &) and S,g(T — 7/, & — &), are given, respectively,
by

T { pc(B)T- (3(r, D)3, 7)) }

Trpce(5)
1 1 1) 1 )
= — Z [J.n 10.4.31
Zec s ) 3 69(m, 8 1 sair @y e Bl mal)| . (1043D
o Te{bec(Bbalr, Byis(r, ) }
Sealr =T E ) Trpcc(B)
1 1 1) o)
- _ Z ] J; . (104.32
ZecB 0 ) § 3ar @) g, @) 2ocBslhml) . (1043D)

From the cyclicity of Tr and the (anti-)commutativity of ¢(7, &) (1 (7, 7)) under the T,-
ordering symbol, we have

Dir—7<0,2—-%&)=+D(r—7"+3,7-7), (10.4.33)
and

Sap(T — 7 <0,F-7)=— ap(T — '+ 8, -7, (10.4.34)
where

0< 7,7 <P,

i.e., the Boson (Fermion) “full” temperature Green’s function is (anti-)periodic with period 3.
From this, we have the Fourier decompositions as

~ 3k I i
=53 g e =]t

+ exp {—z(lgf — wm’)} al (W, E)}, (10.4.35)
2nm .
Wn = 7, n = integer,
a T ﬂ Z/ 325 {exp { (k — WnT )} una(E)b(me)
+ exp [~i(F7 = )] Bua(B)d! (wn, D)}, (10.4.36)
o+ e

n = integer,

wn_Tv
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where
[a(wn, k), al (wnr, K] = 2wz(27)20% (K — K') 3, (10.4.37)
[a(wn, k), a(wnr, k)] = [al (wn, k), al (wnr, K)] = (10.4.38)
b(wn, k), bt (wnr, K Y = dd(wn, k), df (wnr, &
{Blwn, B), b (@, B) b = {d(wn, ), df ; >} 10439)
= 2e(2m)36% (kK — K')On
the rest of the anti-commutators = 0. (10.4.40)

We shall now address ourselves to the problem of finding the equation of motion of the
one-body Boson and Fermion Green’s functions. We define the one-body Boson and Fermion
“full” temperature Green’s functions, D”(z,y) and S}/ 5(z,y), by:
for Boson field Green’s function

(10.4.41)

and for Fermion field Green’s function

SLo(@9) =+ <T-(Wa@p) >|
1 o o

=" Zac(B: [, 7, 1]) 07a () 015(y) Zac(Bs [ )

From Egs. (10.4.22), (10.4.23) and (10.4.24), we obtain a summary of the Schwinger—
Dyson equation satisfied by D7 (z,y) and Siﬁ(z, Y):

(10.4.42)

'F,:n:O

Summary of Schwinger-Dyson equation in configuration space
(iv”au —m+gy < d(x) > ) SZp(,y) /d422* 2)85(2,y)
= dapd’(z — y),
2 ~
<865612, - n2> < é(z) >7

1 . S . S
= 59760 {Siﬁ(T,x; T—6,7)+ Siﬁ(ﬂ T +e )}

b)
e—0t

( 2 - ) D(a.y) ~ [ L (02D (59) = (e ),

2
0x?
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E%@w%ﬂf/fW%%ﬁﬁwwWwWwwﬂV@w%

I (x,y) = 92/d4ud4v'ya55ﬁjé(x,u)I‘gu(u,v;y)S;,]a(ux),

Las(@, 43 2) = 7ap(2)0" (x — y)0' (¢ — 2) + — ———.

’ ’ 96 < d(z)>7
This system of nonlinear coupled integro-differential equations is exact and closed. Starting
from the zeroth-order term of I',z(z, y; z), we can develop Feynman—Dyson type graphical
perturbation theory for quantum statistical mechanics in the configuration space, by iteration.
We here employed the following abbreviation,

B
x = (7, T), /d4xz/ de/dBf,
0

D' (v,x)

T (wy;v)

2= 81,00
op X, u, Vv v, B

Fig. 10.9: Graphical representation of the proper self-energy part, 37,5 (z, y).

TT(xy) = 87,()

Fig. 10.10: Graphical representation of the proper self-energy part, IT* (z, y).

We note that S/ ;(,y) and D”(x,y) are determined by Egs. (10.4.3a through f) only for
Ty — Ty S [7576]7

and we assume that they are defined by the periodic boundary condition with the period 23
for other

T — Ty & [=0,5].
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Next we set
J =0,
and hence we have
< ¢(z) >7==0,

restoring the translational invariance of the system. We Fourier transform S,z () and D(x),

d*p
Sap(x ﬁ Z/ B Sap(pa, ) exp [i(PT — paTy)] (10.4.43a)
1 d3p o
x) = 5 %: WD(m,ﬁ) exp [1(pT — pats)], (10.4.43b)
d‘gpd*gk
Papg(z,y;2) =Tap(@—y,x— 62 Z / (p, k)
(10.4.43¢c)
x exp|i A7 ~ ) ~ pa(r2 — 7,)}
—i{k@ - 2) — ka(re =)},
2 1
M, Fermion, n = integer,
P4 = erﬁ (10.4.43d)
—, Boson, n = integer.
B
We have the Schwinger-Dyson equation in momentum space:
Summary of Schwinger-Dyson equation in momentum space
. . N 2n+ 1)
{9+ (pa — ip) — (m+ 2" (p)},,. S=p(p) = 6ap » 0 <p4 - %) :

{—k2 — (k* + II* (k) Z(S(l@—%—ﬂ)

3
2*”@(]7) = 92% Z/ (;l 1;3'7046565(}74' k) eﬁ(p+ k,k/’)D(k)7
ka

Y=g 52/ W Sur(p + K)Tap(p + . K) Sy (p),

Taap,) = 3 7 (s = LT 5 (1 - BEEUT) 4 o)

n,m
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where A,g(p, k) represents the sum of the vertex diagram, except for the first term. This
system of nonlinear coupled integral equations is exact and closed. Starting from the zeroth-
order term of 'y 3(p, k), we can develop a Feynman-Dyson type graphical perturbation theory
for quantum statistical mechanics in the momentum space, by iteration.

From the Schwinger-Dyson equation, we can derive the Bethe—Goldstone diagram rule
of the many-body problems at finite temperature in quantum statistical mechanics, nuclear
physics and condensed matter physics. For details of this diagram rule, we refer the reader to
A.L. Fetter and J.D. Walecka.

10.5 Weyl’s Gauge Principle

In electrodynamics, we have a property known as the gauge invariance. In the theory of the
gravitational field, we have a property known as the scale invariance. Before the birth of
quantum mechanics, H. Weyl attempted to construct the unified theory of classical electro-
dynamics and the gravitational field. But he failed to accomplish his goal. After the birth of
quantum mechanics, he realized that the gauge invariance of electrodynamics is not related
to the scale invariance of the gravitational field, but is related to the invariance of the mat-
ter field ¢(x) under the local phase transformation. The matter field in interaction with the
electromagnetic field has a property known as the charge conservation law or the current con-
servation law. In this section, we discuss Weyl’s gauge principle for the U (1) gauge field and
the non-Abelian gauge field, and Kibble’s gauge principle for the gravitational field.

Weyl’s gauge principle: Electrodynamics is described by the total Lagrangian density with
the use of the four-vector potential A, () by

Liot = Lonater (0(2),0,0()) + Lin ((x), A (7)) + Loauge (A (), 0, Ay (2)). (10.5.1)
This system is invariant under the local U (1) transformations,
Ay(x) = Al (x) = Au(x) — Oue(x), (10.5.2)
o(x) — ¢'(x) = exp [zqe(x)]¢(x) (10.5.3)
The interaction Lagrangian density Lin (¢(z), A, (x)) is generated by the substitution,
Oud(x) = Dud(w) = (9u +igAu()) d(2), (10.5.4)

in the original matter field Lagrangian density Luager (¢(2), 9, ¢(2)). The derivative D, ¢(z)
is called the covariant derivative of ¢(x) and transforms exactly as ¢(x),

D,¢(x) — (D#gb(x))/ = explige(z)| Dug(z), (10.5.5)

under the local U(1) transformations, Egs. (10.5.2) and (10.5.3).
The physical meaning of this local U(1) invariance lies in its weaker version, the global
U(1) invariance, namely,

e(x) =e, space—time independent constant.
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The global U(1) invariance of the matter field Lagrangian density,
Lmatter (gi)(x), a/t¢(x)) s
under the global U (1) transformation of ¢(z),
¢(x) — ¢"(x) = exp [ige] (), & = constant, (10.5.6)

in its infinitesimal version,

0¢(x) = igep(x), e = infinitesimal constant, (10.5.7)
results in
OLmatter (¢($), 8u¢(-r)) OLmatter (¢($), 8u¢(-r))

do(x) +

() 9(9,0(x)) §(0,0(x)) =0.  (10.5.8)

With the use of the Euler—Lagrange equation of motion for ¢(x),
OLmatter (¢(x)a auﬁb(x)) OLmatter (qi)(x) , a/t¢(x))

) =0,
9¢(x) . 9(9.0())

we obtain the current conservation law,

O maner () = 0, (10.5.9)

0Ly ller(¢(x) atd)(x))

T er(2) = : L So(x). 10.5.10

€ atte (‘r) 8(6H¢(.r)> d)(x) ( )
This in its integrated form becomes the charge conservation law,

d

EQmmer(t) =0, (10.5.11)

Qmater (1) = / BET e (t, T). (10.5.12)

Weyl’s gauge principle considers the analysis backwards. The extension of the “current
conserving” global U(1) invariance, Eqgs. (10.5.7) and (10.5.8), of the matter field Lagrangian
density Liauer (¢(2), 0,¢(x)) to the local U (1) invariance necessitates:

1) the introduction of the U(1) gauge field A, (x), and the replacement of the derivative
0, ¢(x) in the matter field Lagrangian density with the covariant derivative D, ¢(x),

Oud(z) — Dyuod(x) = (04 +iqAu()) d(z), (10.5.13)
and

2) the requirement that the covariant derivative D,,¢(x) transforms exactly like the matter
field ¢(x) under the local U(1) phase transformation of ¢(x),

D,é(x) — (Dpo(x)) = explige(x)] Do(x), (10.5.14)

under

P(x) — ¢'(z) = expige(x)] p(). (10.5.15)
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From requirement 2), we obtain the transformation law of the U(1) gauge field A, (x)
immediately,

Au(@) = Al (z) = Au(z) — Bue(z). (10.5.16)

From requirement 2), the local U (1) invariance of Liaer (¢(2), D, ¢(2)) is also self-evident.
In order to give dynamical content to the U(1) gauge field, we introduce the field strength
tensor F),, () to the gauge field Lagrangian density Loqge (A, (2), 9, A, (2)) by the trick,

[D,, Dy)¢(x) = iq(0,Au(x) — OuAu(z)) d(2) = igF(z)d(z). (10.5.17)

From the transformation law of the U (1) gauge field A, (x), Eq. (10.5.2), we observe that the
field strength tensor F),, () is the locally invariant quantity,

Fuv(@) = F,(2) = 0,4, (z) — 0,4, (x)

= 0,A,(z) — 0,A,(z) = F (). (10.5.18)
As the gauge field Lagrangian density Egauge ( A /L(I), d, A“(x)), we choose
1
Lange(4u(2), 0, Au(2)) = =3 Fun (@) F™ (@) (10.5.19)

In this manner, we obtain the total Lagrangian density of the matter-gauge system which is
locally U(1) invariant as

Liot = Lanatter (6(x), Do (%)) + Loauge (Fluw (). (10.5.20)

We obtain the interaction Lagrangian density Lin (¢ (), A, () as

Eint(as(x)a A“(Q:)) = Ematter(Qs(I)a D“d)(m)) - ﬁmatter(‘b(x)a (%qb(m)), (10.5.21)

which is the universal coupling generated by Weyl’s gauge principle. As a result of the local
extension of the global U(1) invariance, we have derived the electrodynamics from the current
conservation law, Eq. (10.5.9), or the charge conservation law, Eq. (10.5.11).

We shall now consider the extension of the present discussion to the non-Abelian gauge
field. We let the semi-simple Lie group G be the gauge group. We let the representation of G
in the Hilbert space be U(g), and its matrix representation on the field operator 1[)n(a:) in the
internal space be D(g),

U(9)¢n (@)U (g) = Dpm(9)m(z), g€G. (10.5.22)
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For the element g. € G continuously connected to the identity of G by the parameter
{%}2;1, we have

U(g:) = expliecaTn] =1+ieqTo + -+, T, : generator of Lie group G, (10.5.23)
D(g.) = explicata] =14 icata + -+, tq : realization of T, on Q/Sn(x), (10.5.24)
[T, Tp] = iCapy T, (10.5.25)
[ta, ts] = iCapyly. (10.5.26)

We shall assume that the action functional Iyyer[¢05 ] of the matter field Lagrangian density
Lmaller('lr/)n ($), a,ﬂﬁy; (J?) ) , given by

Tmatter [wn] = / d4$£matter (¢n (37)7 8;/¢n ($)) s (10.5.27)
is invariant under the global G transformation,
0Yn(x) = ica(ta)n,mW¥m(x), €, = infinitesimal constant. (10.5.28)

Namely, we have

OLmatter (wn (55) ) auwn (1‘))

90 (@) 6t ()

aﬁmatter (wn (I) 5 3/ﬂ/1n (I))
A(Byutpn(2))

By the use of the Euler-Lagrange equation of motion,

§(Outhn(x)) = 0. (10.5.29)

OLomater (1 (2), b () " (aamm(w@), awu») 0 (10530
Ohn () 0 tn(x))

we have the current conservation law and the charge conservation law,

Ol mater(®) =0,  a=1,...,N, (10.5.31a)
where the conserved matter current J§ e () is given by

Eadlt mater(T) = 3~Cmm;r((aii2£;)¢(:c)) St (), (10.5.31b)
and

d mater

Z@  ()=0, a=1..N, (10.5.32a)

where the conserved matter charge QM () is given by

Qe () / BE)0 (@), a=1,...,N. (10.5.32b)
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Invoking Weyl’s gauge principle, we extend the global GG invariance of the matter system
to the local G invariance of the matter-gauge system under the local G phase transformation,

O en) = e ) el (E) (10.5.33)
Weyl’s gauge principle requires the following:

1) the introduction of the non-Abelian gauge field A,,(x) and the replacement of the de-
rivative 0,9, (x) in the matter field Lagrangian density with the covariant derivative

(D”I/)(QT))",
Optn(z) — (Dui/)(:v))n = (0p0n,m + i(ty)nm Ay (@) hm (), (10.5.34)
and

2) the requirement that the covariant derivative (Duw(a:))n transforms exactly as the matter
field ,, () under the local G phase transformation of ¢, (x), Eq. (10.5.33),

8(Duy(x)),, = iea(z)(ta)n,m (Dutb(z)) (10.5.35)

where t. is the realization of the generator 7', upon the multiplet ¢, ().

From Egs. (10.5.33) and (10.5.35), the infinitesimal transformation law of the non-Abelian
gauge field A, (x) follows,

§Aapu(®) = —0uca(@) + icg(x) (£ ) ay Aqpu(z) (10.5.36a)

== Gea (TS REG () CansrAm(T): (10.5.36b)

Then the local G invariance of the gauged matter field Lagrangian density

Lnaer (V(2), Db (2)) becomes self-evident as long as the ungauged matter field Lagrangian
density Liauer (1(2), 0,1 (x)) is globally G invariant.

In order to provide dynamical content to the non-Abelian gauge field A, (z), we intro-
duce the field strength tensor F’,,, (z) by the following trick,

[Dus Du]p() = ilty) Fyp ()9 (2), (10.5.37)
Frw(@) = 0, AV (2) — 0 A,(@) — CopyAcu(®)As(2). (10.5.38)

We can easily show that the field strength tensor F’,,,, () undergoes local G rotation under
local G transformations, Egs. (10.5.33) and (10.5.36a), under the adjoint representation,

6 Fyp (x) = iea(x) (t3)) s Fpu (z) (10.5.39a)
= £0/(2)CanpFauw (). (10.5.39b)
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As the Lagrangian density of the non-Abelian gauge field A, (), we choose

1
Loauge (Ayu(2), 00 Avu(2)) = fZFWV(x)FfY‘”(z). (10.5.40)

The total Lagrangian density Ly, of the matter-gauge system is given by

»Ctotal = Cmatter (WIE), D;M/J(x)) + Cgauge (F’y,uu (x)) (10541)

The interaction Lagrangian density L, consists of two parts due to the nonlinearity of the
field strength tensor F’,,,, () with respect to A, (x),

Eint = Ematter (w(ﬂ?)’ Duw(x)) _ Ematter (w(x)’ 8u¢(33))

10.5.42
+ Cgauge (F’y,ul/ (CB)) - ’Cg:ﬁge (F'Y#V(x)) 9 ( )

which provides the universal coupling just as the U(1) gauge field theory. The conserved
current J"

N .
current Ji o, (x) aqd the conserved charge { Q4! (¢)} _, after the extension to the local G
invariance also consist of two parts,

‘ 8 Lot [, Ay
_ auged total [¥» 1o
Jg,tolal(x) = Jg,rgnatfer (m) + Jg,gauge(‘r) W> (105433)

ol Aa] = [ @5 { Lo (2. Db (@) + Lymge (Frnl@) }. - (105430)

QU () = QR (1) + Q5 () = / @ { TSR () + T8 e (1.) (1054

We note that the gauged matter current Jgﬁf;%;d(x) of Eq. (10.5.43a) is not identical to the

ungauged matter current J§ e () of Eq. (10.5.31b):

OL matter (7/) (33)a 6M¢(x))

9(Oton () ¢ (),

e maer () Of (10.5.31b) =

whereas after the local G extension,

OLomaer (V(2), Dythp(z))

L gauged
oSt maer () Of (10.5.432) = —== Dyin(@). 0¢bn ()

= 8£matgf((;/}:z)(j)))/;w(x)) i€a(ta)n,mPm(T)

. 0L matter (1/)(x), D/ﬂ/’(x)) a(DVw(I))n (10.5.45)
¢ (D, (x))n 0Aq,(x)

. OLmatter (1/)(x), D/ﬂ/’(x))
« 0Aqu(x)

)

:EO(

Igauged D ]
51404”(15) matter [w7 ,LL’L/J]
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Here we note that 12554, D,,4)] is not identical to the ungauged matter action functional

Tmaer[t0n] given by Eq. (10.5.27), but is the gauged matter action functional defined by

18889y, D] = / d* 2 Lonaer (¥ (), Dytp(2)). (10.5.46)

We emphasize here that the conserved Noether current after the extension of the global G
invariance to the local G invariance, is not the gauged matter current Ji?ﬁzﬂ%:f (x) but the total
current J! . (x), Eq. (10.5.43a). At the same time, we note that the strict conservation law
of the total current .J g’mml(x) is enforced at the expense of loss of covariance as we shall see.
The origin of this problem is the self-interaction of the non-Abelian gauge field A, (z) and
the nonlinearity of the Euler-Lagrange equation of motion for the non-Abelian gauge field
Agp(z).

We shall make a table of the global U (1) transformation law and the global G transforma-
tion law.

Global U (1) transformation law. ~Global G transformation law.

0 (x) = iequipn (), charged. 0, (z) =ica(ta)n,m®m(x), charged. (10.5.47)
dA,(x) =0, neutral. 04, (z) = ieg(taﬁdj)MAw(x), charged.

In the global transformation law of internal symmetry, Eq. (10.5.47), the matter fields
¥ (x) which have the group charge undergo global (U(1) or G) rotation. As for the gauge
fields, A, (z) and A, (), the Abelian gauge field A, (x) remains unchanged under global
U (1) transformation while the non-Abelian gauge field A, (x) undergoes global G rotation
under global G transformation. Hence the Abelian gauge field A, (z) is U(1)-neutral while
the non-Abelian gauge field A, () is G-charged. The field strength tensors, F),, (z) and
Fouv(x), behave as A, (x) and Ay, (), under global U(1) and G transformations. The field
strength tensor F,,,(x) is U(1)-neutral, while the field strength tensor F,,,,, (z) is G-charged,
which originates from their linearity and nonlinearity in A, (z) and A, (z), respectively.

Global U (1) transformation law. Global G transformation law.

. (10.5.48)
0F,,(z) =0, neutral. 0F o (x) = ieg(taﬁdj)a,yqu(a:), charged.

When we write the Euler—Lagrange equation of motion for each case, the linearity and the
nonlinearity with respect to the gauge fields become clear.

Abelian U(1) gauge field. non-Abelian G gauge field.

. adi . . 10.5.4
aVFUM(x) = jgatter(m)a linear. DVdJFonM(m) = jg,matter(x)a nonlinear. (10.5.49)

From the anti-symmetry of the field strength tensor with respect to the Lorentz indices, x
and v, we have the following current conservation as an identity.

Abelian U(1) gauge field. non-Abelian G gauge field.

. 7, 10.5.50
8Mj£amr($) = 0. Dzdjjg,maner(x) = 0. ( )
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Here we have
D/‘jdj =0, + itawdevu(x)' (10.5.51)

As the result of the extension to the local (U (1) or G) invariance, in the case of the Abelian
U(1) gauge field, due to the neutrality of A, (z), the matter current jl () alone which
originates from the global U(1) invariance is conserved, while in the case of the non-Abelian
G gauge field, due to the G-charge of A, (x), the gauged matter current jj aqer(2) alone
which originates from the local GG invariance is not conserved, but the sum with the gauge
current jﬁygauge(a:) which originates from the self-interaction of the non-Abelian gauge field
Aq, () is conserved at the expense of the loss of covariance. A similar situation exists for the
charge conservation law.

Abelian U(1) gauge field. non-Abelian G gauge field.
%Qmaner(t) —0. %le(t) =0. (10.5.52)
QUI(t) = [ d°F un(,3). QUNE) = [ A7 38,11, )

Before plunging into the gravitational field, we discuss the finite gauge transformation
property of the non-Abelian gauge field A, (x). Under the finite local G phase transformation

of ¥, (x),
U () — P, (2) = (exp [iga (2)ta])nm®m (), (10.5.53)

we demand that the covariant derivative D, 1(x) defined by Eq. (10.5.34) transforms exactly

as ¥ (x),

Dyib(@) — (Dutp(x)) = (9 + ity AL, (2))0/ (z)

(10.5.54)
= exp [ieq(2)ta] Dyt ().

From Eq. (10.5.54), we obtain the following equation,

exp [—ia(@)ta] (D + ity Al (2)) xp liEa (2)ta] (@) = (9 + ity Ay (2)) ().
Cancelling the 0,9 (x) term from both sides of the equation above, we obtain

exp [—iga (2)ta] (O exp [ieq(2)ta]) 4 exp [—ica (T)ta] (it AL, (2)) exp [ica (2)ta]

= ity Ay ().

Solving the above equation for ¢, A
law of A”  (z),

/

5 /L(x), we finally obtain the finite gauge transformation

t, AL, () = exp lica (@)ta] {t, Ayu(a)

+ exp [—ieg(x)tp] (10, exp [ies (x)tﬁ])} exp [—iga (2)ta] - (10.5.55)
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. . . . . p
At first sight, we get the impression that the finite gauge transformation law of Aw(x),

(10.5.55), may depend on the specific realization {tv}ivzl of the generator {T,Y}f:[:1 upon

the multiplet 1(z). Actually A’  (x) transforms under the adjoint representation {tf,dj ny:l'

The infinitesimal version of the finite gauge transformation, (10.5.55), does reduce to the in-
finitesimal gauge transformation, (10.5.36a) and (10.5.36b), under the adjoint representation.

The first step of an extension of Weyl’s gauge principle to the non-Abelian gauge group G
was carried out by C.N. Yang and R.L. Mills for the SU(2) isospin gauge group and the said
gauge field is commonly called the Yang—Mills gauge field.

Furthermore, we can generalize Weyl’s gauge principle to Utiyama’s gauge principle and
Kibble’s gauge principle to obtain the Lagrangian density for the gravitational field. We note
that Weyl’s gauge principle, Utiyama’s gauge principle and Kibble’s gauge principle belong
to the category of the invariant variational principle.

R. Utiyama derived the theory of the gravitational field from his version of the gauge prin-
ciple, based on the requirement of the invariance of the action functional I[¢] under the local
six-parameter Lorentz transformation. T.W.B. Kibble derived the theory of the gravitational
field from his version of the gauge principle, based on the requirement of the invariance of the
action functional I[¢] under the local ten-parameter Poincaré transformation, extending the
treatment of Utiyama.

Gravitational field: We shall now discuss Kibble’s gauge principle for the gravitational field.
We let ¢ represent the set of generic matter field variables ¢, (x), which we regard as the
elements of a column vector ¢(x), and define the matter action functional Ijuer[¢] in terms
of the matter Lagrangian density Limager(¢, 0,.0) as

Imatter[¢] :/d4x£matter(¢7au¢)' (10556)

We first discuss the infinitesimal transformation of both the coordinates x* and the matter
field variables ¢(x),

ot =2k 4 st B(x) — ¢ (@) = b(x) + dp(x), (10.5.57)

where the invariance group G is not specified. It is convenient to allow the possibility that the
matter Lagrangian density Lmaer €Xplicitly depends on the coordinates x*. Then, under the
infinitesimal transformation, (10.5.57), we have

aEmaller
dxt ¢ fixed

_ &Cmaner 8£matter
(;»Cmatter — a¢ 5¢ + 8(6/L¢)

oxt.

() +

It is also useful to consider the variation of ¢(z) at a fixed value of z*,

So¢p = ¢ (z) — P(z) = 6¢ — 6279, ¢. (10.5.58)
It is obvious that 6y commutes with 9,,, so we have

6(0u9) = 0u(66) — (0,02")0 0. (10.5.59)
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The matter action functional, (10.5.56), over a space—time region (2 is transformed under
the transformations, (10.5.57), into

Ir/natter[Q] = /Qﬁinatter(x/) det(ayxl“)d4x.

Thus the matter action functional I, [$2] over an arbitrary region (2 is invariant if

0 Lonatter + (aﬂsmu)ﬁmaner = 6o Lomatter + aﬂ (6$M£matter) = 0. (10.5.60)

We now consider the specific case of the Poincaré transformation,

. 1.
oxt =igka” + et d¢ = 5@5“"5“1,(;5, (10.5.61)
where {e"} and {e""} with e"” = —¢"#, are the 10 infinitesimal constant parameters of the
Poincaré group, and S,,,, with S,,, = —S,,,, are the mixing matrices of the components of a

column vector ¢(x) satisfying
[S,uua Spa} = Z‘(771/;75#(1 + nuaSup - nuas,up - nppsu0)~

{S,} will be identified as the spin matrices of the matter field ¢ later. From Eq. (10.5.59),
we have
1

3(0,0) = 5i5””5’p08u¢ — g}, 0p . (10.5.62)

Since we have 0,,(6z") = ¢l = 0, the condition, (10.5.60), for the invariance of the matter
action functional I, [¢] under the infinitesimal Poincaré transformations, (10.5.61), reduces
to

0 Lmatter = 0,

and results in the 10 identities,

aﬁmaller _ 8»Cmatter 8»Cmatter _
e = O Lnaner — — ” 0 — 5 6.9) 8,0,6 = 0, (10.5.63)
aLmamer. aLmaner . .

96 1Spe + 2(0,0) (1856040 + Mup0s® — Nue0,®) = 0. (10.5.64)

The conditions (10.5.63) express the translational invariance of the system and are equivalent
to the requirement that L, is explicitly independent of z#. We use the Euler-Lagrange
equations of motion in Egs. (10.5.63) and (10.5.64), obtaining the ten conservation laws,
which we write as

OuTH =0, (St — 2, Tl + 2,TH) =0, (10.5.65)
a‘cmatter . 8£matter

T = 0y — 08 Lonatter,  Shy = — Spo @ 10.5.66

p® — 0 Linat p Za(au¢) o ( )
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The ten conservation laws, Egs. (10.5.63) and (10.5.64), are the conservation laws of energy,
momentum and angular momentum. Thus {S,,, } are the spin matrices of the matter field
o(x).

We shall also examine the transformations in terms of the variation &g ¢, which in this case
is

1 1 1
60¢ = —i5p6p¢ + 52-5[)0' (Spg' + Z‘pzao' — T ;6/)) (b (10567)

On comparing with Weyl’s gauge principle, the role of the realizations {¢,, } of the generators
{T.} upon the multiplet ¢ is played by the differential operators,

1 1 1
=0y, and S,s + 2,05 — T5~0p.
1 i i

Then, by the definition of the currents, we expect the currents corresponding to £” and €7 to
be given, respectively, by

acmaller
Jh =
P 0(0.9)

In terms of §p, however, the invariance condition (10.5.60) is not simply g Lmaer = 0, and
the additional term d2” 0, Lmauer results in the appearance of the term 0, Linauer in the identities
(10.5.63) and thus for the term 64 Layer in T

We shall now consider the local ten-parameter Poincaré transformation in which the ten
arbitrary infinitesimal constants, {*} and {e""}, in Eq. (10.5.61) become the 10 arbitrary
infinitesimal functions, {#(z)} and {e"¥(z)}. It is convenient to regard

1 1
Op¢, and Jh, =5 — a:p;Jf,‘ + :vggJ/‘j. (10.5.68)

e"(x) and &H(x) =igk(x)a” + e (x),

as the 10 independent infinitesimal functions. Such choice avoids the explicit appearance of
a#. Furthermore, we can always choose ¢ (z) such that

EM(x)=0 and e"(x)#£0,

so that the coordinate and field transformations are completely separated.

Based on this fact, we use Latin indices for £/ (x) and Greek indices for £# and z#. The
Latin indices, 1, j, k, -+, also assume the values 0, 1, 2 and 3. Then the transformations under
consideration are

ozt = ¢ (x), and do(x) = %iaij(x)Sijgb(x), (10.5.69)

or
Soo(x) = —EH(2)0,b(x) + %z’sij (z)S;0(x). (10.5.70)

This notation emphasizes the similarity of the ¥/ (z) transformations to the linear transforma-
tions of Weyl’s gauge principle. Actually, in Utiyama’s gauge principle, the ¥/ () transfor-
mations alone are considered in the local six-parameter Lorentz transformation. The & (x)
transformations correspond to the general coordinate transformation.
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According to the convention we have just employed, the differential operator 0,, must have
a Greek index. In the matter Lagrangian density £, We then have the two kinds of indices,
and we shall regard £ er as a given function of ¢(x) and 5k¢(x), satisfying the identities,
(10.5.63) and (10.5.64). The original matter Lagrangian density Lmauer is obtained by setting

Ox(x) = 810, ().

The matter Lagrangian density L 1S nOt invariant under the local ten-parameter transfor-

mations, (10.5.69) or (10.5.70), but we will later obtain an invariant expression by replacing

5k¢>(x) with a suitable covariant derivative Dy ¢(x) in the matter Lagrangian density £mager-
The transformation of 0,,¢(x) is given by

1.4 1 ij v
(58H¢ = 5@8 JSij8M¢) + §z(8u5l])5ij¢ — (ap,f )(8u¢)> (10571)
and the original matter Lagrangian density £ qer transforms according to
1 1] 7
0 Lonatter = _(6;15/3)']5 - §Z(au5 j)S'ﬁj'

We note that it is J/' instead of 7"* which appears here. The reason for this is that we have not
included the extra term (0,,02" ) Limater in Eq. (10.5.60). The left-hand side of Eq. (10.5.60)

actually has the value

6£matter + (aﬂsmu)ﬁmaner = _(augp)T# - %i(augw)szyj'
We shall now look for the modified matter Lagrangian density £/ .. which makes the
matter action functional Ie[¢] invariant under (10.5.69) or (10.5.70). The extra term just
mentioned is of a different kind in that it involves Lyer and not 9L mager/ 8(5k ¢). In partic-
ular, the extra term includes the contributions from terms in £ .r Which do not contain the
derivatives. Thus it is clear that we cannot remove the extra term by replacing the derivative
5“ with a suitable covariant derivative D,,. For this reason, we shall consider the problem in
two stages. First we eliminate the noninvariance arising from the fact that 0,,¢(z) is not a

covariant quantity, and second, we obtain an expression £/ ... satisfying

5L,

matter

=0. (10.5.72)

Because the invariance condition (10.5.60) for the matter action functional ., requires the
matter Lagrangian density £/ to be an invariant scalar density rather than an invariant

matter
scalar, we shall make a further modification, replacing L/ with L]/ which satisfies

matter matter?

5’C;rllatter + (aﬂgu)’cirllatter = 0 (10573)

The first part of this program can be accomplished by replacing O in Lopager With a
covariant derivative D¢ which transforms according to

1 .. .
6(Dig) = Fic" Sij(Did) — ich(Dio). (10.5.74)
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The condition (10.5.72) follows from the identities, (10.5.63) and (10.5.64). To do this, 1t
is necessary to introduce 40 new field variables towards the end. We first consider the
transformations, and eliminate the 3“5” term in (10.5.71) by setting

1 ..
Dy, ¢ = 0o + 54,5:5¢, (10.5.75)
where AlJ with
Al = — Al

are 24 new field variables.
We can then impose the condition

1 e ] v
O(Dy,¢) = i€ 1855 (Dyp @) — (0.8") (D ¢), (10.5.76)
which determines the transformation properties of A;f uniquely. They are
SAY = —0,6" + e} AR + & AT — (0,6")AY. (10.5.77)

The position of the last term in Eq. (10.5.71) is rather different. The term involving 9,,%
is inhomogeneous in the sense that it contains ¢ rather than d,,¢, but this is not true of the last
term. Correspondingly, the transformation law for D‘ u @, (10.5.76), is already homogeneous.
This means that to force the covariant derivative Dy ¢ to transform according to Eq. (10.5.74),
we must add to D), ¢ not a term in ¢, but rather a term in D), ¢ itself. In other words, we
merely multiply by a new field,

Dy¢ =€ D), . (10.5.78)
Here, the € are 16 new field variables with the transformation properties determined by
Eq. (10.5.74) to be

dely = (0,&")ef, — ichel’. (10.5.79)

We note that the fields e}, and Aff are independent and unrelated at this stage, although they
will be related by the Euler—Lagrange equations of motion.
We find the invariant matter Lagrangian density L] defined by

matter

E:natter = Ematter(qsv Dk¢)7

which is an invariant scalar. We can obtain the invariant matter Lagrangian density £/ ..

which is an invariant scalar density by multiplying £/ ... by a suitable function of the new
field variables,

E:;atter = E"E:natter = gﬁmaller(gb» Dk¢)
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The invariance condition (10.5.73) for £” is satisfied if a factor &£ itself is an invariant

matter
scalar density,
0+ (0,8")E€ = 0.

The only function of the new field variable €} which obeys this transformation law and does
not involve the derivatives is

£ = [det(el)] Y, (10.5.80)

where the arbitrary constant factor has been chosen such that £ = 1 when e}, is set equal to
4}, The final form of the modified matter Lagrangian density L/ .. which is an invariant
scalar density is given by

Lrratter(9: 0u, €, AY) = E Linatier (¢, D). (10.5.81)

As in the case of Weyl’s gauge principle, we can define the modified current densities in
terms of »Cmatter((by Dk¢) by

oL}, i | OLmater

Tk = matter = Di _ 5k matter 1 . 2

1 86% 6/L 8(Dk¢) ¢ 7 ‘C tt ) ( 0 5 8 )
oLl oL

SH. = —gITmatier — ;o M g 10.5.83

g 0A} to(Dyg) I? ( )

where €}, is the inverse of el’, satisfying

eZel’»’ =0y, eZe? = 6; (10.5.84)

In order to express the conservation laws of these currents in a simple form, we extend the
definition of D), ¢. Originally, it was defined for ¢ (), and is to be defined for any other
quantity which is invariant under the £ transformations and transforms linearly under the
¢"/ transformations. We extend D), to any quantity which transforms linearly under the &/
transformations by ignoring the £ transformations altogether. Thus we have

Dy el = O el — Al e, (10.5.85)

(2

according to the €%/ transformation law of e!'. We call this the ¢ covariant derivative. We
calculate the commutator of the £ covariant derivatives as,

1
(D, Dy lo = EZRZWSW, (10.5.86)
where Rij v 1s defined by the following equation,

Ry, =0,A%, —8,A%, — A% AN, + A% A% (10.5.87)
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This quantity is covariant under the €%/ transformations. Ri’j v 18 closely analogous to the field
strength tensor F,,,,,, of the non-Abelian gauge field. R’ﬂy is antisymmetric in both pairs of
indices.

In terms of the ¢ covariant derivative, the ten conservation laws of the currents, (10.5.82)
and (10.5.83), are expressed as

Dy, (Thel) + T} (D), el) = S RY,, (10.5.88)
Dy, 8% = Tyl — T;ell. (10.5.89)

Now we examine our ultimate goal, the Lagrangian density Lg of the “free” self-
interacting gravitational field. We examine the commutator of Dy and D; acting on ¢(x).
After some algebra, we obtain

1 g i
[Dy, D))é = izR ,ngl-]xﬁ — C%Dio, (10.5.90)
where

RY, =elefRY

pvo i]cl = (6Z61V - elueZ)Dh/ejy (10591)

We note that the right-hand side of Eq. (10.5.90) is not simply proportional to ¢ but also
involves D, ¢.

The Lagrangian density Lg for the “free” self-interacting gravitational field must be an
invariant scalar density. If we set Lg = £Lg, then Ly must be an invariant scalar and a
function only of the covariant quantities R'/, and C",. All the indices of these expressions
are of the same kind, unlike the case of the non-Abelian gauge field, so that we can take the
contractions of the upper indices with the lower indices.

The requirement that Ly is an invariant scalar in two separate spaces is reduced to the
requirement that it is an invariant scalar in one space. We have a linear invariant scalar which
has no analogue in the case of the non-Abelian gauge field, namely, R = Rzijj. There exist
a few quadratic invariants, but we choose the lowest order invariant. Thus we are led to the
Lagrangian density Lg for the “free” self-interacting gravitational field,

_ 1
T 9K2

Ls ER, (10.5.92)
which is linear in the derivatives. In Eq. (10.5.92), s is Newton’s gravitational constant.

So far, we have given neither any geometrical interpretation of the local ten-parameter
Poincaré transformation, (10.5.69), nor any interpretation of the 40 new fields, e} (z) and
A;j (). We shall now establish the connection of the present theory with the standard metric
theory of the gravitational field.

Under the & transformation which is a general coordinate transformation, e}, () trans-
forms as a contravariant vector, while eﬁ(x) and AZj (z) transform as covariant vectors. Then
the quantity

g () = € (2)epy (x) (10.5.93)
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is a symmetric covariant tensor, and therefore may be interpreted as the metric tensor of a
Riemannian space. It remains invariant under the £/ transformations. We shall abandon the
convention that all the indices are to be lowered or raised by the flat-space metric 7),,,,, and we
use g, () instead as the metric tensor. We can easily show that

E=+/—g(x) with g(z)=det(g..(z)). (10.5.94)

From Eq. (10.5.93), we realize that e} (x) and eﬁ’ (z) are the contravariant and covariant
components of a tetrad system in Riemannian space. The ¥ transformations are the tetrad
rotations. The Greek indices are the world tensor indices and the Latin indices are the local
tensor indices of this system. The original generic matter field ¢(x) may be decomposed into
local tensors and local spinors. From the local tensors, we can form the corresponding world
tensors by multiplying by e/ () or eﬁ(w).

For example, from a local vector v*(z), we can form the world vector as

v (z) = €' (z)'(z), and wv,(z) =€) (x)vi(z). (10.5.95)

‘We note that

v () = g (x)v” (),

so that Eq. (10.5.95) is consistent with the definition of the metric g,“,(x), Eq. (10.5.93).

The field Aij ,.() is regarded as a local affine connection with respect to the tetrad system
since it specifies the covariant derivatives of local tensors or local spinors. For a local vector,
we have

i i i
Dvt = ' + A%,

(10.5.96)
D|V’Uj = ay’()j - Aljyvi.

We notice that the relationship between D), ¢ and D¢, (10.5.78), could be written
simply as

D,¢ = th_ (10.5.97)

according to the convention (10.5.95). We shall, however, make a distinction between D,, and
D), for a later purpose. We define the covariant derivative of a world tensor in terms of the
covariant derivative of the associated local tensor. Thus, we have

A A i A A
{ D,v = @ D‘V'U = 61/0 + Fuuvu7 (10.5.98)

- i _ A
Dyv, = €,D),v; =0, — 1,0,

I, =e} D¢, = —€,Dye. (10.5.99)
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We note that this definition of F’}W is equivalent to the requirement that the covariant derivative
of the tetrad components vanish,

Dye} = 0,
; (10.5.100)
D,,e# 0.

For a generic quantity «, transforming according to
1. ..
da = Sie Sija + (0,6M 2 a, (10.5.101)
the covariant derivative of « is defined by
1.
Dya = d,a + izAlj,Sija—&-F’)wE;fa. (10.5.102)

The € covariant derivative of «, defined by Eq. (10.5.85), is obtained by simply dropping the
last term in (10.5.102). We calculate the commutator of the covariant derivative of o with the
result,

1 .
[Dy, DoJo = SiRT, Sija + R, 5] o — ., Dia,

opur=p

where R, ,, and C i\w are defined in terms of Rij v and C ¢, in the usual way. These quantities

are the world tensors and can be expressed in terms of Fi‘w in the form,

A A A A A
R, =8,I%,—8,I%, ~T% X +I4 T ), =T, —T?,. (10.5.103)

ouv ow’
We see that ¥, is the Riemann tensor formed from the affine connection F’)w- From
Eq. (10.5.100), we have

DGy () = 0.

It is consistent to interpret Fi‘w as an affine connection in a Riemannian space. The def-
inition of F’}Ll,, Eq. (10.5.99), does not guarantee that it is symmetric so that it is not the
Christoffel symbol in general. In the absence of the matter field, however, F’}W is symmetric
so that it is the Christoffel symbol. The curvature scalar has the usual form, R = R‘L, where
R, = R’}L s+ The Lagrangian density Lg for the “free” self-interacting gravitational field,
Eq. (10.5.92), is the usual one,

Lo (9" (x),L}, (2))

1 B ) N (105.104)
= ﬁ \% _ggﬂ (aVFp,/\ - aAF[LV + FZ)\FVp - Fyurip)'
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Unity of All Forces: Electro-weak unification of Glashow—Weinberg—Salam is based on the
gauge group

SU (2 ) weak isospin x U ( 1 ) weak hypercharge -

It suffers from the problem of the nonrenormalizability due to the triangular anomaly in the
lepton sector. In the early 1970s, it was discovered that non-Abelian gauge field theory is
asymptotically free at short distance, i.e., it behaves as a free field at short distances. Thus the
relativistic quantum field theory of the strong interaction based on the gauge group SU (3)color
is invented and is called quantum chromodynamics.

The standard model with the gauge group

SU (3 ) color X SU ( 2 ) weak isospin x U ( 1 ) weak hypercharge

which describes the weak interaction, the electromagnetic interaction and the strong inter-
action, is free from the triangular anomaly. It suffers, however, from a serious defect; the
existence of the classical instanton solution to the field equation in the Euclidean metric
for the SU(2) gauge field theory. In the SU(2) gauge field theory, we have the Belavin—
Polyakov—Schwartz—Tyupkin instanton solution which is a classical solution to the field equa-
tion in the Euclidean metric. A proper account for the instanton solution requires the ad-
dition of the strong CP-violating term to the QCD Lagrangian density in the path integral
formalism. The Peccei—Quinn axion and the invisible axion scenario resolve this strong CP-
violation problem. In the grand unified theories, we assume that the subgroup of the grand
unifying gauge group is the gauge group SU (3)cotor X SU(2)weak isospin X U (1)weak hypercharge-
We now attempt to unify the weak interaction, the electromagnetic interaction and the
strong interaction by starting from the much larger gauge group G which is reduced to
SU(3)Color X SU(Q)wea.k isospin X U(l)weak hypercharge and further down to SU(3)color X U(l)EM
as a result of the requisite sequences of the spontaneous symmetry breaking,

GD SU(g)color X SU(Z)weak isospin X U(l)weakhypercharge ) SU(3)color X U(l)EM
By now, we are almost certain that the true underlining theory of particle interactions, includ-

ing gravitational interaction, is superstring theory. Actually, phenomenological predictions
have followed from superstring theory.

10.6 Problems for Chapter 10

10.1. (Due to H. C.) Find the solution or solutions ¢(¢) which extremize
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10.2.

10.3.

10.4.

(Due to H. C.) Find the solution ¢(¢) which extremizes

T
m A
I= —P - dt
/o[Zq 34 ’

subject to

The action for a particle in a gravitational field is given by

dx* dxv
IE—m/ gﬂyﬁﬁdt’

where g,,,, is the metric tensor. Show that the motion of this particle is governed by

PP B o dx* dx”
ds? mods ds’
with
I — L po 0 0, 0,
wy = 59 ( wJov + OvGop — ag/w)v

which is called the Christoffel symbol.

(Due to H. C.) The space-time structure in the presence of a black hole is given by

1 dr)?

(ds)? = <1 - —) (dt)? — (i 7")1) — r?[sin® 0(d¢)* + (d6)?],
r — =

and the motion of a particle is such that f ds is minimized. Let the particle move in

the -y plane and hence 6 = 7. Then the equations of motion of this particle subject
to the gravitational pull of the black hole are obtained by extremizing

[ {4y

with initial and final coordinates fixed.

a) Derive the equation of motion obtained by varying ¢. Integrate this equation once
to obtain an equation with one integration constant.

b) Derive the equation of motion obtained by varying r. Find a way to obtain an
dr

equation involving %+ and % and a second integration constant.

c) Let the particle be at » = 2, ¢ = 0, with % = % = 0 at the initial time ¢t = 0.

Determine the motion of this particle as best you can. How long does it take for
this particle to reach r = 1?
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10.5.

10.6.

10.7.

10.8.
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(Due to H. C.) The invariant distance ds in the neigborhood of a black hole is given by

O e [ e

where r, 0, ¢ (we set @ = ¢ = constant) are the spherical polar coordinates and M is
the mass of the black hole. The motion of a particle extremizes the invariant distance.

a) Write down the integral which should be extremized. From the expression of this
integral, find a first-order equation satisfied by 7 (¢).

b) If (r — 2M) is small and positive, solve the first-order equation. How much time
does it take for the particle to fall to the critical distance r» = 2M?

(Due to H. C.) Find the kink solution by extremizing

+o0 4
IE/ <¢t——¢2+ ¢+im7)-

— 00

Extremize

IE/ dx/dexQ)[COb@afé )—|—f(x9)

K

- E w(ﬁ—ﬁo)f(l‘,(go) dQO 5
treating f and f as independent. Here x is a constant, the unit vectors, 7 and 7ig,
are pointing in the direction specified by spherical angles, (0, ) and (6, @), and
dS)g is the differential solid angle at 77y. Obtain the steady-state transport equation for
anisotropic scattering from the very heavy scatterers,

02180 o0+ £ [l o). 00) A,
—COSHLEH) —f(x,0) + o /w(ﬁo — ) f(x,00) dQp.

Interpret the result for f(z, 0).

Extremize
0 = 0 =
I = 37 = =
/dtd zL (1/}, 5 V¥ at%Wﬂ) ;
where

> o a? 0 0
L=-VoVi) — 5 <@§¢ — 1/1§<P) ;
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treating v and ¢ as independent. Obtain the diffusion equation,

) - 251/)(’5 )
v ¢(tv ) 6t )
=9 - 25<P(t x)
Vip(t, T) = 5

Interpret the result for .

10.9. Extremize

I= /dtd%*{—i ((Eﬁ—
2m
1

- > 10
L)
c ot
treating ¢ and 1)* as independent. Obtain the Schrodinger equation,

(m—— ¢>¢=%(§ﬁ—g > b+ Ve,

. a * 1 he € = g * *
—|th=4ep |y =—|=V+-A4)] "+ V"
ot 2m \ i c
Demonstrate that the Schrodinger equation is invariant under the gauge transformation,

- A = A+ VA,
1 A 2
oo e (1) (2), N AV

Loy = exp[(%)A} ¥,
VA+__07

2 2
+‘(z3 —e¢>) o —m? W},
ot

treating 1) and ¢* as independent. Obtain the Klein—Gordon equation,

(zg—eQS) Y — (% —eA) W = m?21,

2
( 0 +e¢>) v — Gﬁﬂl) v = mP*.
ot 1

e o

10.10. Extremize

o¢
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10.11.

10.12.

10.13.
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Extremize

= / d4$£l0t7

where L is given by

Luw = a(2), Dasl@) ()] + § (Dl (~2)0ale), ¥5(a)]

+ 30K (2)0(x) + Lin(0(2), (), 9()),

with Dos(z), Dj,,(—2) and K (z) given by

), D

Dop(x) = (i7,0" — m +i€)ap,

Do (=) = (=i, 0" —m + i€)ga,
K(z) = —0* — k% + i,

and L;y is given by the Yukawa coupling specified by
Lin(¢(2),¥(2),9(2)) = ~Gota(r)Vap(®)s(z)$(2).

The fy"' s are the Dirac v matrices with the property specified by
{7 =29,
()T = 79#9°.

The 1 () is the four-component Dirac spinor and the ¢ (z) is the Dirac adjoint of 9 (z)
defined by

d(z) = ¥l (a)y°

Obtain the Euler—Lagrange equations of motion for the 1 field, the 1 field and the ¢
field.

Extremize the action functional for the electromagnetic field A,,,
1= [da (2P E, + Bo"A, + Lan?
- T\ — Z g + 1 + Ea 9

F[U/ = 8;¢Ay - 8VAH'

Obtain the Euler-Lagrange equations of motion for the A, field and the B field. Can
you perform the g-number gauge transformation after canonical quantization?

Extremize the action functional for the neutral massive vector field U,,,

1 1
1= /d4$ <_ZFMVF;LU + §m(2)UHU,u.> ’
F., =0,U,-0,U,.

Obtain the Euler-Lagrange equation of motion for the U, field. Examine the massless
limit mg — 0 after canonical quantization.
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10.14.

10.15.

10.16.

10.17.

Extremize the action functional for the neutral massive vector field A,,,
I= /d4 ( —F"F,, + moA“A + BOMA, + 2a32>

Fo = 0,4, — 0,A,.

Obtain the Euler-Lagrange equations of motion for the A, field and the B field. Ex-
amine the massless limit m — 0 after canonical quantization.

Hint for Problems 10.12, 10.13 and 10.14:

Lautrup, B.: Mat. Fys. Medd. Dan. Vid. Selsk. 35. No.11. 29. (1967).
Nakanishi, N.: Prog. Theor. Phys. Suppl. 51. 1. (1972).

Yokoyama, K.: Prog. Theor. Phys. 51. 1956. (1974), 52. 1669. (1974).

Derive the Schwinger—Dyson equation for the interacting scalar fields g%l(a:) (i=1,2)
whose Lagrangian density is given by

L(61(z), d2(x), 8ur (), 042 ()
(1, . . 1, N
=3 {0800 - i) | - adie)inla).
i=1
Hint: Introduce the proper self-energy parts ITf (x, y) (i = 1,2) and the vertex opera-

tor A(z,y, z), and follow the discussion in Section 10.3.

Derive the Schwinger—Dyson equation for the self-interacting scalar field gfg(x) whose
Lagrangian density is given by

L((2), 0ub(2)) = 50,0(2)9d(w) — 5m*F (@) — 244 (x).

Hint: Introduce the proper self-energy part IT*(x,y) and the vertex operator
Ay4(z,y, 2z, w), and follow the discussion in Section 10.3.

Derive the Schwinger—Dyson equation for the self-interacting scalar field é(m) whose
Lagrangian density is given by

L(3(2),0,0(0)) = Loud@)dPdla) — gm*F(@) — S25%(a) — 3164w,

Hint: Introduce the proper self-energy part IT*(z,y) and the vertex operators
As(z,y,z) and Ay(z,y, z,w), and follow the discussion in Section 10.3.
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10.18. Consider the bound state problem for a system of two distinguishable spinless bosons
of equal mass m, exchanging a spinless and massless boson whose Lagrangian density
is given by

£= Y {3000 - gudie)}
i=1

+ %8“@13(13)3“@(%) — 901 (2)d1(2)(x) — gob(x)da(2)d(x).

a) Show that the Bethe—Salpeter equation for the bound state of the two bosons gﬁl (1)
and ¢o(x2) is given by

S{:(%l,l‘g; B) = /d413d4$4AF(I1 — Ig)AF(l‘Q — 1‘4)
X (—g2)DF($3 - .134)5]12(333,.134; B)7

where Ag(z) and Dg(x) are given by

d*k  exp [ikx)] d*k exp [ikx]
AF(I)*/(zw)zi Eomrrie DF(z)*/(%)ﬁlm'

b) Transform the coordinates x1 and x5 to the center-of-mass coordinate X and the
relative coordinate x by

1
X = 5(331 —|-332), and x =1z, — 29,

and correspondingly to the center-of-mass momentum P and the relative momen-
tum p,

1
P=pi+p;, and p= 5(1’1 —p2).
Define the Fourier transform ¥ (p) of Si(x1, z2; B) by
St(z1,22; B) = exp [-iPX] /d4p exp|[—ipx]¥(p).

Show that the above Bethe—Salpeter equation in momentum space assumes the

following form,
P ’ 2
(— = p) —-m

P S
— —m
5+

¢) Assuming that ¥(p) can be expressed as

o 9(z)dz
U(p) = /_1 [p2 4 2pP — m?2 + (P2/4) +ic]?’

2m)* (p — q)% +ie’
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d)

e)

substitute this expression into the Bethe—Salpeter equation in momentum space.
Carrying out the ¢ integration using the formula,

/ﬁ4 1 . 1
q(p—q)2+i5 [¢® + 2P — m? + (P2 /4) 4 ic]3
im? 1
2[—m2 + (P2/4) — 22(P2/4)] [p®+ 2pP — m? + (P2/4) +ie]’

and comparing the result with the original expression for ¥(p), obtain the integral
equation for g(z) as

/gd§/ dy/ dz 5 20 +)77562) (z = {sy + (1 —9)z}),

where the dimensionless coupling constant A is given by

g \2
B ( 4dm ) ’
and the squared mass of the bound state is given by

M? = P? = 4m?n?, 0<n<l.

Carrying out the ¢ integration, obtain the integral equation for g(z) as

1 z
1+2 9(x) / 1—2 9(x)
=\[| d A d .
9(2) /Z x1+x2(1—7]2—|—n23:2)+ 1 I —x2(1 —n?+n%a?)

Observe that g(z) satisfies the boundary conditions,
g(&1) = 0.

Differentiate the integral equation for g(z) obtained in d) twice, and reduce it to a
second-order ordinary differential equation for g(z) of the form,

jiﬂ@:_ A 9(2)
dz2 1—221—n2+n222

This is the eigenvalue problem.

Solve the above eigenvalue problem for g(z) in the limit, 1 > 1 —n > 0, and show
that the lowest approximate eigenvalue is given by

2
AR —
Vs

1—n2
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10.19.
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Hint for Problem 10.18: The Wick—Cutkosky model is discussed in the following
articles.

Wick, G.C.: Phys. Rev. 96., 1124, (1954).
Cutkosky, R.E.: Phys. Rev. 96., 1135, (1954).

Consider the bound state problem of zero total momentum P = 0fora system of
identical two fermions of mass m, exchanging a spinless and massless boson whose
Lagrangian density is given by

~ . A 1 ~ ~ ~ ~ ~
L =1() (i, 0" —m +ie)(w) + 50.0(2)0"¢(x) — g (2)p(2)$(2).
Define the bound state wave function of the two fermions by

Up@)las = < 0| Tla()ds(=3)] 1B >,

(D))o = / dz exp [ipe] [Up(@)]ap,

SapX(p)
[u (p)]aﬁ_pg_m2+i€’
Show that the Bethe—Salpeter equation for the bound state to the first-order approxi-
mation is given by

L [ diq 1 B 1 x(2)
x(p) = ig /(2ﬂ)4 |:(p—q)2+i5 (p+q)2 +ie g2 —m? +ie’

Solve this eigenvalue problem by dropping the antisymmetrizing term in the kernel of
the above. The antisymmetrizing term originates from the spin-statistics relation for
the fermions.

Hint for Problem 10.19: This problem is discussed in the following article.
Goldstein, J.: Phys. Rev. 91., 1516, (1953).
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