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A Note from the Author

riting is my joy, sociology my passion.

I delight in putting words together in
a way that makes people learn or laugh or both.
Sociology shows up as a set of words, also. It repre-
sents our last, best hope for planet-training our race
and finding ways for us to live together. I feel a
special excitement at being present when sociology,
at last, comes into focus as an idea whose time has
come.

I grew up in small-town Vermont and New
Hampshire. When I announced I wanted to be an
auto-body mechanic, like my dad, my teacher told
me I should go to college instead. When Malcolm X
announced he wanted to be a lawyer, his teacher
told him a colored boy should be something more
like a carpenter. The difference in our experiences
says something powerful about the idea of a level
playing field. The inequalities among ethnic groups
run deep.

I ventured into the outer world by way of
Harvard, the USMC, U.C. Berkeley, and twelve
years teaching at the University of Hawaii.

Earl Babbie

I resigned from teaching in 1980 and wrote full-
time for seven years, until the call of the classroom
became too loud to ignore. For me, teaching is like
playing jazz. Even if you perform the same number
over and over, it never comes out the same twice
and you don’t know exactly what it’ll sound like
until you hear it. Teaching is like writing with your
voice.

In 2006, I retired from teaching once more, and
can now devote myself more fully to writing. I've
been writing textbooks for over half my life, and
it keeps becoming more exciting, rather than less.
I can’t wait to see what happens next.
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Preface

A “few” years ago (I hate to tell you how many),
I began teaching my first course in social re-
search methods. The course focused specifically
on survey research methods, and I had only six
students in the class. As the semester progressed,
I became more relaxed as a teacher. Before long,
my students and I began meeting in my office,
where I could grab and lend books from my own
library as their relevance occurred to me during
class meetings.

One nagging problem I faced then was the
lack of a good textbook on survey research.
The available books fell into one of two groups.
Some books presented the theoretical logic of
research methods in such abstract terms that I
didn’t think students would be able to apply any
of the general principles to the practical world
of “doing” research. The other books were just
the opposite. Often termed “cookbooks,” they
presented detailed, step-by-step instructions on
how to conduct a survey. Unfortunately, this
approach only prepared students to conduct
surveys very much like the one described by the
authors. Neither the abstract nor the “cookbook”
approach seemed truly useful to students or their
instructors.

One day I found myself jotting down the table
of contents for my ideal research methods text-
book. It was organized around three themes:

1. Understanding the theoretical principles on
which scientific research is based.

2. Seeing how those principles are reflected in the
established techniques for doing research.

3. Being prepared to make appropriate com-
promises whenever field conditions do not
permit the routine application of established
techniques.

The next day, unexpectedly, Wadsworth called and
asked me to write a methods text!

Survey Research Methods was published in 1973.
My editors and I immediately received some good
news, some bad news, and some additional good
news. The first good news was that all survey
research instructors seemed to love the book, and
it was being used in virtually every survey research
course in the country. The bad news was that there
weren't all that many survey research courses.

The final good news, however, was that many
instructors who taught general social research
courses—covering survey research alongside other
research methods—were inclined to use our book
and supplement it with other books dealing with
field research, experiments, and so on. While
adjusting to our specialized book, however, many
instructors suggested that Wadsworth have “that
same guy” write a more general social research text.

The preface of the first edition of The Practice of
Social Research (1975) acknowledged the assistance
of a dozen social research instructors from California
to Florida. The book was a collaboration in a very
real sense, even though only my name was on the
cover and I was ultimately responsible for it.

The Practice of Social Research was an immediate
success. Although it was initially written for
sociology courses, subsequent editions have been
increasingly used in fields such as psychology,



xvi = Preface

public administration, urban studies, education,
communications, social sciences, and political
science—in some 30 different disciplines, I'm told.
Moreover, it’s being used by teachers and research-
ers in numerous countries around the world, and
in 2000 a Beijing publisher released a two-volume
Chinese edition.

T've laid out this lengthy history of the book for
a couple of reasons. First, when I was a student,

I suppose I thought of textbooks the same way
that I thought about government buildings: They
were just there. I never really thought about them
as being written by human beings. I certainly
never thought about textbooks as evolving: being
updated, getting better, having errors corrected.
As a student, I would have been horrified by the
thought that any of my textbooks might contain
mistakes!

Second, pointing out the evolution of the book
sets the stage for a preview of the changes that
have gone into this 13th edition. As with previous
revisions, several factors have prompted changes.
For example, because social research technology
and practices are continually changing, the book
must be updated to remain current and useful. In
my own teaching, I frequently find improved ways
to present standard materials. Colleagues also often
share their ideas for ways to teach specific topics.
Some of these appear as boxed inserts in the book.
Both students and instructors often suggest that
various topics be reorganized, expanded, clarified,
shrunk, or—gasp—deleted.

New to the 13th Edition

In an earlier edition of this book, I said, “Revising a
textbook such as this is a humbling experience. No
matter how good it seems to be, there is no end of
ideas about how it could be improved.” That obser-
vation still holds true. When we asked instructors
what could be improved, they once again thought
of things, and I've considered all their suggestions,
followed many of them, and chosen to “think some
more” about others. I've also received numerous
comments and suggestions from students who

have been assigned the book; many of the changes
come from them.

This edition of the book contains some new
features, all of which were suggested by faculty
reviewers and users.

Research in Real Life Sometimes, social
research requires us to delve deeply into the
relationships among variables and/or take apart
intricate social structures. This leads some research-
ers and research consumers to worry that we may
lose sight of the human beings who lie at the core
of our concerns. Some social research efforts, how-
ever, are able to undertake sophisticated analyses
all the while keeping an immediate focus on the
people involved. A new series of boxes in this edi-
tion highlights some of those studies. This edition of
the book features the following studies:

Chapter 1: Kathryn Edin and Maria Kefalas,
Promises I Can Keep: Why Poor Women Put Mother-
hood Before Marriage (Berkeley: University of
California Press, 2005).

Chapter 6: Elijah Anderson, A Place on the Cor-
ner: A Study of Black Street Corner Men (Chicago:
University of Chicago Press, 2004).

Chapter 11: Rachel Sherman, Class Acts: Service
and Inequality in Luxury Hotels (Berkeley: Uni-
versity of California Press, 2005).

Chapter 14: Kristen Schilt, “Just One of the
Guys?: How Transmen Make Gender Visible

in the Workplace,” Gender € Society 20, no. 4
(2006): 465-90.

Chapter 17: Sudhir Venkatesh, Gang Leader for
a Day: A Rogue Sociologist Takes to the Streets (New
York: Penguin, 2008).

Tips and Tools Another new series of boxes
in the book provide practical, step-by-step guidance
to assist students in dealing with what instructors
have identified as especially elusive tasks. These
are the boxes in the series, some of which were
adapted from materials already existing in the
book:

e Chapter 2: The Basic Elements of Informed
Consent

e Chapter 3: Hints for Stating Hypotheses



e Chapter 4: Identifying the Unit of Analysis

e Chapter 5: Using a Table of Random Numbers
e Chapter 8: Double-Barreled and Beyond

e Chapter 8: Conducting an Online Survey

e Chapter 11: Establishing Rapport

e Chapter 17: Using Google Scholar

e Chapter 17: Citing Bibliographic Sources

In addition to these identifiable features, I
have continued to pursue my intention to demon-
strate social research as an international, not just
American, undertaking. Because researchers in
different parts of the world sometimes face unique
problems, the ways in which they deal with those
problems often reveal new dimensions to the logic
of social inquiry.

Here are some of the other changes in this edi-
tion, arranged by chapter:

Chapter 1, “Science and Social Research”

e Added a new section on Determinism versus
Agency, including a discussion of social and
personal responsibility

e Deleted section on Pure versus Applied
Research

e Deleted section on What'’s Really Real

e Added Bogle study of “hooking up”

e Introduced the notion of “recursiveness” in
social research, giving an example of how
knowledge of social research findings is likely
to result in changes to what was studied—so
what was discovered is no longer true

e Deleted the box “Idiographic and Nomothetic
Reasoning in Everyday Life”

e Expanded the box on the General Social
Survey

Chapter 2, “Social Inquiry: Ethics and Politics”

e Described the National Research Act and The
Belmont Report

e Added new box, “The Basic Elements of In-
formed Consent”

e Directions to ASA website “Teaching Ethics
throughout the Curriculum”

e Introduced idea of “Public Sociology”
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e Introduced issue of medical researchers being
paid by pharmaceutical companies

e Discussed AAPOR’s “Transparency Initiative”

e Pointed students to the NIH course on the
ethics of human-subjects research

Chapter 3, “Inquiry, Theory, and Paradigms”
e Changed the notations on X = f(Y) in Figure 3-2

e Discussed role of anomalies in connection with
paradigms

e Deleted discussion of Social Darwinism
e Deleted discussion of Ethnomethodology

e Clarified the meaning of disconfirmability in
connection with hypotheses

e Additional clarification of Figure 3-3
e Tightened the use of paradigm and theory

Chapter 4, “Purpose and Design of Research
Projects”

e Expanded the box discussion of determining
units of analysis

e Included a new box examining Red Families/
Blue Families to illustrate the ecological fallacy

e Added study on decreasing panel attrition

e New section on Idiographic Explanation

Chapter 5, “Sampling Logic”
e Updated presidential election polling
e New example of snowball sampling

e Changed unconscious sampling bias to subcon-
scious bias

e Referenced Sir Francis Galton’s “Law of
Frequency of Error”

e Related box on sampling in Iran to sampling in
the USA (or anywhere)

Chapter 6, “From Concept to Measurement”

e Dropped the discussion of exhaustive and mu-
tually exclusive in defining nominal variables

e Omitted the Leo Srole box
e Deleted box on the Ugly American

e New table illustrating levels of measurement
and their implications

e New example, measuring disability in Sweden
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Chapter 7, “Typologies, Indexes, and Scales”

Added new box “How Healthy Is Your State?”
box

Moved “What Is the Best College?” box to
Chapter 14

Updated the abortion example of a Guttman
scale to 2006 GSS

Chapter 8, “Surveys”

Updated and simplified online analysis of GSS
data

Added section on incentives for compensating
respondents

Added example of survey type and sensitive
information

Added AAPOR definitions of response, coop-
eration, refusal, and contact rates

Added discussion of use of ABS in conjunction
with RDD sampling for surveys

Updated section on web surveys, including the
advantages they hold

Added a comment on “mixed-mode” surveys

Note the value of online surveys for targeting
groups defined by web participation, such as
eBay buyers

New discussion of robo-polls

Deleted the box on Voice Capture

Chapter 9, “Experiments
and Experimentation”

Experiment on impact of race, sex, and parent-

hood on hiring decisions

Use of chimpanzees or humans in studies of the

common cold

Added an experiment suggesting that placebos
work when the subjects know they are taking
placebos

Substituted Muslims for African Americans in
running example of reducing prejudice

Chapter 10, “Unobtrusive Measures”

New Figure on Manifest and Latent Coding
Data on sex discrimination in income

Comparative/historical study of “Fair Trade”
coffee

Deleted box on “Is America Number 1?”
Deleted box on “Suffering around the World”
Added reference to conceptual and relational
analyses in content analysis

Introduced Population Action International
mapping website

Chapter 11, “Paradigms, Methods, and Ethics
of Qualitative Field Research”

Added discussion of Milner’s Freaks, Geeks,
and Cool Kids

Added discussion of the impact of gender in
in-depth interviews

Expanded the discussion of ethics in field
research

Added discussion of voice-centered relational
method

Added discussion of field observer witnessing
criminal behavior

Added an example of using e-mail interviews
with cerebral palsy subjects

Moved box on Pencils and Photos to Chapter 13
Added discussion of using audit trail in relation
to reliability of qualitative research

Chapter 12, “Evaluation Research: Types,
Methods, and Issues”

Updated data on death penalty and murder
rates

Added example of evaluating drug rehabilita-
tion programs in Hong Kong

Introduced “Campbell’s law” and discussed
recursive potential of evaluation research
Added the example of a qualitative evaluation
of a Jamaican radio drama for youth

Chapter 13, “Analyzing Qualitative Data”

Moved box on Pencils and Photos here from
Chapter 11

Dropped illustration using dated NUD*IST
program

Added an example of using picture-drawing to
study vaginal infections in Australia

Clarified that qualitative research can be rigorous
and svstematic and cited Kathv Charmaz book



Chapter 14, “Analyzing Quantitative Data”

lustrated use of bar graphs and pie charts
Updated data in tables, including sex differ-
ences in income

Moved “What Is the Best College?” box here
from Chapter 7

Chapter 15, “Origins and Paradigm of the
Elaboration Model”

New introduction to create a broader perspec-
tive for the chapter

Chapter 16, “Methods of Statistical Analysis”

Further distinguished this chapter from a
full-blown course in statistics

Added a discussion of Type I and Type II Errors,
in relation to hypothesis testing

Added discussion of odds-ratio analysis
Replaced box on selecting appropriate
statistics with a more comprehensive online
source

Added a research example of factor analysis
from a study in Shanghai

Chapter 17, “Consuming and Creating Social
Research”

Added a discussion about the purpose of peer
review

Advised students to read/download documents
in pdf format to see the original pagination

As always, I've updated materials throughout

the book. As an instructor, I'm constantly search-
ing for new and more-effective ways of explaining
social research to my own students; many of those
new explanations take the form of diagrams.
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Pedagogical Features

Although students and instructors both have told
me that the past editions of this book were effective
tools for learning research methods, I have used
this revision as an opportunity to review the book
from a pedagogical standpoint, fine-tuning some
elements, adding others. Here’s the package we
ended up with in the 13th edition.

Chapter Overview Each chapter is preceded
with a pithy focus paragraph that highlights the
principal content of the chapter.

Chapter Introduction Each chapter opens
with an introduction that lays out the main
ideas in that chapter and, importantly, relates
them to the content of other chapters in the
book.

Clear and provocative examples Students
often tell me that the examples—real and
hypothetical—have helped them grasp difficult
and/or abstract ideas, and this edition has
many new examples as well as some that have
proven particularly valuable in earlier editions.

Graphics From the first time I took a course
in research methods, most of the key concepts
have made sense to me in graphical form.
Whereas my task here has been to translate
those mental pictures into words, I've also in-
cluded some graphical illustrations in the book.
Advances in computer graphics have helped
me communicate to the Wadsworth artists
what I see in my head and would like to share
with students. I'm delighted with the new
graphics in this edition.

You’ll find several new graphical illustrations in
this edition. Once again, I've sought to replace
aging research examples (except for the classics)
with more-recent ones. I've also dropped some
sections that I don’t think do much for students
anymore.

As with each new edition, I would appreciate
any comments you have about how the book can
be improved. Its evolution over the past years has
reflected countless comments from students and
others.

Boxed examples and discussions

Students tell me they like the boxed materials
that highlight particular ideas and studies, as
well as varying the format of the book. Begin-
ning in the tenth edition, I've been using boxes
that focus on the ways the mass media use and
misuse social research.

Running glossary Key terms are highlighted
in the text, and definitions for each term are
listed at the bottom of the page. This will help
students learn the definitions of these terms
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and locate them in each chapter to review
them in context.

Main Points At the end of each chapter, a
concise list of main points provides both a brief
chapter summary and a useful review. The
main points let students know exactly what
ideas they should focus on in each chapter.

Key Terms A list of key terms follows the
main points. These lists reinforce the students’
acquisition of necessary vocabulary. The new
vocabulary in these lists is defined in context
in the chapters. The terms are boldfaced in the
text, defined in the running glossary that ap-
pears at the bottom of the page throughout the
text, and included in the glossary at the back of
the book.

Review Questions and Exercises This
review aid allows students to test their under-
standing of the chapter concepts and apply
what they’ve learned.

SPSS Exercises and Online Study Re-
sources This edition continues previous
editions” movement into cyberspace. Students
can use the annotated list of useful websites in
this section, as well as other resources men-
tioned, to take their learning beyond the text
and classroom.

Appendixes As in previous editions, a set
of appendixes provides students with some
research tools, such as a guide to the library, a
table of random numbers, and so forth. There is
an SPSS primer on your Sociology CourseMate
at www.cengagebrain.com, along with primers
for NVivo and Qualrus.

Clear and accessible writing This is per-
haps the most important “pedagogical aid” of
all. T know that all authors strive to write texts
that are clear and accessible, and I take some
pride in the fact that this “feature” of the book
has been one of its most highly praised attri-
butes through its 12 previous editions. It is the
one thing students write most often about. For
the 13th edition, the editors and I have taken
special care to reexamine literally every line

in the book, pruning, polishing, embellishing,
and occasionally restructuring for a maximally

“reader-friendly” text. Whether you're new to
this book or intimately familiar with previous
editions, I invite you to open to any chapter
and evaluate the writing for yourself.

Supplements

The Practice of Social Research, 13th edition, is
accompanied by a wide array of supplements
prepared for both the instructor and student to
create the best learning environment inside as
well as outside the classroom. All the continu-
ing supplements for The Practice of Social Research,
13th edition, have been thoroughly revised and
updated, and several are new to this edition. I
invite you to examine and take full advantage of
the teaching and learning tools available to you.

For the Student

GSS Data Disc
ISBN-10 1133050123

Over the years, the publisher and I have sought to
provide up-to-date personal computer support for
students and instructors. Because there are now
many excellent programs for analyzing data, we’ve
provided data to be used with them. With this
edition, we’ve updated the data disk to include the
2010 GSS data.

Readings in Social Research, 3rd Edition
ISBN-10 0495093378

The concepts and methodologies of social research
come to life in this interesting collection of articles
specifically designed to accompany The Practice of
Social Research. Diane Kholos Wysocki includes an
interdisciplinary range of readings from the fields of
psychology, sociology, social work, criminal justice,
and political science. The articles focus on the im-
portant methods and concepts typically covered in
the social research course and provide an illustra-
tive advantage. Organized by key concepts, each
of the reader’s 11 chapters begins with an intro-
duction highlighting and explaining the research
concept that each chapter’s readings elucidate.



For the Instructor

Instructor’s Manual with Test Bank
ISBN-13 9781133231455

This supplement offers the instructor brief chapter
outlines, detailed chapter outlines, behavioral
objectives, teaching suggestions and resources, In-
foTrac® College Edition exercises, Internet exercises,
and possible study guide answers. In addition, for
each chapter of the text, the Test Bank has 45-50
multiple-choice questions, 15-20 true-false ques-
tions, and 5 or more essay questions. All multiple
choice and true-false questions have answers and
page references, and are labeled as new, modified,
or pickup so instructors know if the question is
new to this edition of the Test Bank, picked up
but modified from the previous edition of the Test
Bank, or picked up straight from the previous
edition.

PowerPoint® Presentation Slides
ISBN-10 113323142X

Microsoft® PowerPoint® slides let you incorporate
images from the book right into your lectures.

ExamView®
ISBN-10 1133231446

e ExamView testing software includes all the
test items from the printed Test Bank in
electronic format, enabling you to create
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customized tests of up to 250 items that can
be delivered in print or online.

Internet-Based Supplements

CourseMate for The Practice of Social
Research, 13th Edition

CourseMate for The Practice of Social Research can
be accessed at www.cengagebrain.com and
includes chapter-specific resources for instruc-
tors and students. For instructors, the site offers a
password-protected instructor’s manual, Microsoft
PowerPoint presentation slides, and more. For
students, there is a multitude of text-specific study
aids, including the following:

e Tutorial practice quizzing that can be scored
and e-mailed to the instructor

e Web links

e InfoTrac College Edition exercises
e Flash cards

e GSS data sets

e Data analysis primers

e MicroCase Online data exercises

e Crossword puzzles

Aplia™ Aplia is an online interactive learning
solution that helps you improve comprehension—
and your grade—by integrating a variety of tools,
such as video, tutorials, practice tests, and an interac-
tive eBook.
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Science and Social
Research

Social Inquiry:
Ethics and Politics

Inquiry, Theory,
and Paradigms

dience s a familiar word; everyone uses it.
Yet, images of science differ greatly. For some,
science is mathematics; for others, it's white
coats and laboratories. It's often confused with
technology or equated with tough high school or college
courses.

Science is, of course, none of these things per se.

It is difficult, however, to specify exactly what science is.
Scientists themselves disagree on the proper definition.
For the purposes of this book, we look at science as

a method of inquiry—a way of learning and know-

ing things about the world around us. Contrasted

with other ways of learning and knowing about the
world, science has some special characteristics. It is

a conscious, deliberate, and rigorous undertaking,
Sometimes it uses statistical analyses, but often it
does not. We'll examine these and other traits in this
opening set of chapters.

Dr. Benjamin Spock, the renowned author and
pediatrician, began his books on child care by assur-
ing new parents that they already know more about
child care than they think they do. | want to begin this
book on a similar note. Before you've read very far, you
will realize that you already know a great deal about
the practice of social research. In fact, you've been




An Introduction
to Inquiry

conducting research all your life. From that perspective,
the purpose of this book is to help you sharpen skills
you already have and perhaps to show you some tricks
that may not have occurred to you.

Part 1 of this book lays the groundwork for
the rest of the book by examining the fundamental
characteristics and issues that make science different
from other ways of knowing things. In Chapter 1, we'll
begin with a look at native human inquiry, the sort of
thing you've been doing all your life. In the course of
that examination, we’ll see some of the ways people go
astray in trying to understand the world around them,
and I'll summarize the primary characteristics of scien-
tific inquiry that guard against those errors.

Whereas most of this book deals with the scientific
concerns of social research, Chapter 2 introduces two
other important concerns: the ethics and politics of

research. Researchers are governed by a set of ethical
constraints that reflect ideals and values aimed at help-
ing, not harming, people. Social research is also shaped
by the fact that it operates within the political codes and
systems of the societies it seeks to study and under-
stand. These two topics appear throughout the book as
critical components of social research.

Chapter 3 deals with social theories and the links
between theory and research. We'll ook at some of the
theoretical paradigms that shape the nature of inquiry
and that largely determine what scientists look for and
how they interpret what they see.

The overall purpose of Part 1 is to construct a back-
drop against which to view the specifics of research
design and execution. After completing Part 1, you'll be
ready to look at some of the more concrete aspects of
social research.



CHAPTER 1

Science and Social Research

CHAPTER OVERVIEW

All of us try to understand and
predict the social world. Scientific
inquiries—and social research in

particular—are designed to avoid

the pitfalls of ordinary human

inquiry.
Introduction The Purposes of Social
. . Research
Looking for Reality
Knowledge from Some Dialectics of Social
Agreement Reality Research
Errors in Inquiry, and Idiographic and
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Aplia for The Practice of Social Research

After reading, go to “Online Study Resources” at the end of this chapter for
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Introduction

This book is about knowing things—not so much
what we know as how we know it. Let’s start by ex-
amining a few things you probably know already.

You know the world is round. You probably
also know it’s cold on the dark side of the moon
(the side facing away from the sun), and you know
people speak Chinese in China. You know that vi-
tamin C can prevent colds and that unprotected sex
can result in AIDS.

How do you know? Unless you've been to the
dark side of the moon lately or done experimental
research on the virtues of vitamin C, you know
these things because somebody told them to you,
and you believed what you were told. You may
have read in National Geographic that people speak
Chinese languages in China, and because that
made sense to you, you didn’t question it. Perhaps
your physics or astronomy instructor told you it
was cold on the dark side of the moon, or maybe
you heard it on the news.

Some of the things you know seem absolutely
obvious to you. If someone asked you how you
know the world is round, you’d probably say,
“Everybody knows that.” There are a lot of things
everybody knows. Of course, everyone used to
“know” that the world was flat.

Most of what you and I know is a matter
of agreement and belief. Little of it is based on
personal experience and discovery. A big part of
growing up in any society, in fact, is the process
of learning to accept what everybody around
us “knows” is so. If you don’t know those same
things, you can’t really be a part of the group. If
you were to question seriously whether the world
is really round, you’d quickly find yourself set apart
from other people. You might be sent to live in a
hospital with other people who question things
like that.

Although most of what we know is a matter
of believing what we’ve been told, there’s noth-
ing wrong with us in that respect. It’s simply the
way human societies are structured, and it’s a quite
useful quality. The basis of knowledge is agreement.

Because we can'’t learn all we need to know by
means of personal experience and discovery alone,
things are set up so we can simply believe what
others tell us. We know some things through tra-
dition and some things from “experts.” I'm not
saying you should never question this received
knowledge; I'm just drawing your attention to the
way you and society normally get along regarding
what’s so.

There are other ways of knowing things,
however. In contrast to knowing things through
agreement, we can know them through direct
experience—through observation. If you dive into
a glacial stream flowing through the Canadian
Rockies, you don’t need anyone to tell you it’s cold.
The first time you stepped on a thorn, you knew it
hurt before anyone told you.

When our experience conflicts with what
everyone else knows, though, there’s a good
chance we’ll surrender our experience in favor of
the agreement.

Let’s take an example. Imagine you’'ve come to
a party at my house. It’s a high-class affair, and the
drinks and food are excellent. In particular, you're
taken by one of the appetizers I bring around on
a tray: a breaded, deep-fried appetizer that’s espe-
cially zesty. You have a couple—they’re so deli-
cious! You have more. Soon you're subtly moving
around the room to be wherever I am when I ar-
rive with a tray of these nibblies.

Finally, you can’t contain yourself any more.
“What are they?” you ask. “How can I get the rec-
ipe?” And I let you in on the secret: “You’'ve been
eating breaded, deep-fried worms!” Your response
is dramatic: Your stomach rebels, and you throw up
all over the living-room rug. Argh! What a terrible
thing to serve guests!

The point of the story is that both of your
feelings about the appetizer were quite real. Your
initial liking for them, based on your own direct
experience, was certainly real. But so was your
feeling of disgust when you found out that you'd
been eating worms. It should be evident, however,
that this feeling of disgust was strictly a product of
the agreements you have with those around you
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that worms aren'’t fit to eat. That’s an agreement
you entered into the first time your parents found
you sitting in a pile of dirt with half of a wriggling
worm dangling from your lips. When they pried
your mouth open and reached down your throat in
search of the other half of the worm, you learned
that worms are not acceptable food in our society.

Aside from these agreements, what’s wrong
with worms? They are probably high in protein
and low in calories. Bite-sized and easily packaged,
they are a distributor’s dream. They are also a deli-
cacy for some people who live in societies that lack
our agreement that worms are disgusting. Some
people might love the worms but be turned off by
the deep-fried breading.

Here’s another question to consider: “Are
worms ‘really” good or ‘really’ bad to eat?” And
here’s a more interesting question: “How could
you know which was really so?” This book is about
answering the second kind of question.

The rest of this chapter looks at how we know
what is real. We’ll begin by examining inquiry as
a natural human activity, something we all have
engaged in every day of our lives. We'll look at the
source of everyday knowledge and at some kinds
of errors we make in normal inquiry. We'll then
examine what makes science—in particular, social
science—different. After considering some of the
underlying ideas of social research, we’ll conclude
with an initial consideration of issues in social
research.

Looking for Reality

Reality is a tricky business. You probably already
suspect that some of the things you “know” may
not be true, but how can you really know what’s
real? People have grappled with this question for
thousands of years.

epistemology The science of knowing; systems of
knowledge.

methodology The science of finding out; proce-
dures for scientific investigation.

Knowledge from
Agreement Reality

One answer that has arisen out of that grappling
is science, which offers an approach to both agree-
ment reality and experiential reality. Scientists have
certain criteria that must be met before they will
accept the reality of something they have not per-
sonally experienced. In general, a scientific asser-
tion must have both logical and empirical support:
It must make sense, and it must not contradict
actual observation. Why do earthbound scientists
accept the assertion that the dark side of the moon
is cold? First, it makes sense, because the moon’s
surface heat comes from the sun’s rays, and the
dark side of the moon is dark because it’s always
turned away from the sun. Second, scientific mea-
surements made on the moon’s dark side confirm
this logical expectation. So, scientists accept the
reality of things they don't personally experience—
they accept an agreement reality—but they have
special standards for doing so.

More to the point of this book, however,
science offers a special approach to the discovery
of reality through personal experience. In other
words, it offers a special approach to the business of
inquiry. Epistemology is the science of knowing;
methodology (a subfield of epistemology) might
be called the science of finding out. This book
presents and examines social science methodol-
ogy, or how social scientists find out about human
social life.

Why do we need social science to discover the
reality of social life? To find out, let’s start by con-
sidering what happens in ordinary, nonscientific

inquiry.

Ordinary Human Inquiry

Practically all people, and many other animals as
well, exhibit a desire to predict their future circum-
stances. Humans seem predisposed to undertake
this task by using causal and probabilistic reason-
ing. First, we generally recognize that future circum-
stances are somehow caused or conditioned by
present ones. We learn that getting an education
will affect how much money we earn later in life



and that swimming beyond the reef may bring an
unhappy encounter with a shark. Sharks, on the
other hand—whether or not they reason the mat-
ter through—may learn that hanging around the
reef often brings a happy encounter with unhappy
swimmers.

Second, we also learn that such patterns of
cause and effect are probabilistic. That is, the ef-
fects occur more often when the causes occur than
when the causes are absent—but not always. Thus,
students learn that studying hard produces good
grades in most instances, but not every time. We
recognize the danger of swimming beyond the
reef, without believing that every such swim will
be fatal. As we'll see throughout the book, science
makes these concepts of causality and probability
more explicit and provides techniques for dealing
with them more rigorously than casual human
inquiry does. It sharpens the skills we already have
by making us more conscious, rigorous, and ex-
plicit in our inquiries.

In looking at ordinary human inquiry, we
need to distinguish between prediction and un-
derstanding. Often, we can make predictions
without understanding—perhaps you can predict
rain when your trick knee aches. And often, even
if we don’t understand why, we’re willing to act
on the basis of a demonstrated predictive ability. A
racetrack buff who discovers that the third-ranked
horse in the third race of the day always seems to
win will probably keep betting without knowing,
or caring, why it works out that way. Of course, the
drawback in predicting without understanding will
become powerfully evident when one of the other
horses wins and our buff loses a week’s pay.

Whatever the primitive drives or instincts that
motivate human beings and other animals, satisfy-
ing these drives depends heavily on the ability to
predict future circumstances. For people, however,
the attempt to predict is often placed in a context
of knowledge and understanding. If you can un-
derstand why things are related to each other, why
certain regular patterns occur, you can predict bet-
ter than if you simply observe and remember those
patterns. Thus, human inquiry aims at answering
both “what” and “why” questions, and we pursue
these goals by observing and figuring out.

Looking for Reality = 5

As I suggested earlier in this chapter, our
attempts to learn about the world are only partly
linked to direct personal inquiry or experience.
Another, much larger, part comes from the agreed-
on knowledge that others give us, those things
“everyone knows.” This agreement reality both
assists and hinders our attempts to find out for our-
selves. To see how, consider two important sources of
our secondhand knowledge—tradition and authority.

Tradition

Each of us inherits a culture made up, in part, of
firmly accepted knowledge about the workings of
the world and the values that guide our participation
in it. We may learn from others that planting corn
in the spring will garner the greatest assistance from
the gods, that eating too much candy will decay
our teeth, that the circumference of a circle is ap-
proximately twenty-two sevenths of its diameter, or
that masturbation will make you blind. Ideas about
gender, race, religion, and different nations that you
learned as you were growing up would fit in this
category. We may test a few of these “truths” on
our own, but we simply accept the great majority of
them. These are the things that “everybody knows.”

Tradition, in this sense of the term, offers some
clear advantages to human inquiry. By accepting
what everybody knows, we avoid the overwhelm-
ing task of starting from scratch in our search for
regularities and understanding. Knowledge is
cumulative, and an inherited body of information
and understanding is the jumping-off point for the
development of more knowledge. We often speak
of “standing on the shoulders of giants,” that is, on
those of previous generations.

At the same time, tradition may hinder human
inquiry. If we seek a fresh understanding of some-
thing everybody already understands and has always
understood, we may be marked as fools for our
efforts. More to the point, however, it rarely occurs
to most of us to seek a different understanding of
something we all “know” to be true.

agreement reality Those things we “know” as
part and parcel of the culture we share with those
around us.
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Authority

Despite the power of tradition, new knowledge
appears every day. Quite aside from our own
personal inquiries, we benefit throughout our lives
from new discoveries and understandings produced
by others. Often, acceptance of these new acqui-
sitions depends on the status of the discoverer.
You're more likely to believe that the common cold
can be transmitted through kissing, for example,
when you hear it from an epidemiologist than
when you hear it from your uncle Pete (unless, of
course, he’s also an epidemiologist).

Like tradition, authority can both assist and
hinder human inquiry. We do well to trust the
judgment of the person who has special training,
expertise, and credentials in a given matter, espe-
cially in the face of controversy. At the same time,
inquiry can be greatly hindered by the legitimate
authorities who err within their own province.
Biologists, after all, make their mistakes in the field
of biology. Moreover, biological knowledge changes
over time.

Inquiry is also hindered when we depend on
the authority of experts speaking outside their
realm of expertise. For example, consider the politi-
cal or religious leader with no medical or biochemi-
cal expertise who declares that marijuana can fry
your brain. The advertising industry plays heavily
on this misuse of authority by, for example, hav-
ing popular athletes discuss the nutritional value of
breakfast cereals or having movie actors evaluate
the performance of automobiles.

Both tradition and authority, then, act as
double-edged swords in the search for knowledge
about the world. Simply put, they provide us with
a starting point for our own inquiry, but they can
lead us to start at the wrong point and push us off
in the wrong direction.

Errors in Inquiry,
and Some Solutions

Besides the potential dangers of tradition and au-
thority, other pitfalls often cause us to stumble and
fall when we set out to learn for ourselves. Let’s
look at some of the common errors we make in

our casual inquiries and at the ways science guards
against those errors.

Inaccurate Observations

Quite frequently, we make mistakes in our obser-
vations. For example, what was your methodology
instructor wearing on the first day of class? If you
have to guess, it’s because most of our daily obser-
vations are casual and semiconscious. That’s why
we often disagree about what really happened.

In contrast to casual human inquiry, scientific
observation is a conscious activity. Just making
observation more deliberate helps reduce error. If
you had to guess what your instructor was wear-
ing on the first day of class, you’d probably make
a mistake. If you’d gone to the first class with a
conscious plan to observe and record what your
instructor was wearing, however, you’d be far
more likely to be accurate. (You might also need a
hobby.)

In many cases, both simple and complex mea-
surement devices help guard against inaccurate
observations. Moreover, they add a degree of pre-
cision well beyond the capacity of the unassisted
human senses. Suppose, for example, that you'd
taken color photographs of your instructor that
day. (See earlier comment about needing a hobby.)

Overgeneralization

When we look for patterns among the specific
things we observe around us, we often assume that
a few similar events provide evidence of a general
pattern. That is, we overgeneralize on the basis

of limited observations. (Think back to our now-
broke racetrack buff.)

Probably the tendency to overgeneralize peaks
when the pressure to arrive at a general under-
standing is high. Yet it also occurs without such
pressure. Whenever overgeneralization does occur,
it can misdirect or impede inquiry.

Imagine you are a reporter covering an animal-
rights demonstration. You have orders to turn
in your story in just two hours, and you need to
know why people are demonstrating. Rushing to
the scene, you start interviewing them, asking for
their reasons. The first three demonstrators you



interview give you essentially the same reason, so
you simply assume that the other 3,000 are also
there for that reason. Unfortunately, when your
story appears, your editor gets scores of letters from
protesters who were there for an entirely different
reason.

Realize, of course, that we must generalize to
some extent to survive. It’s probably not a good
idea to keep asking whether this rattlesnake is poi-
sonous. Assume they all are. At the same time, we
have a tendency to overgeneralize.

Scientists often guard against overgeneraliza-
tion by committing themselves in advance to a
sufficiently large and representative sample of
observations. Another safeguard is provided by the
replication of inquiry. Basically, replication means
repeating a study and checking to see whether the
same results are produced each time. Then, as a
further test, the study may be repeated again under
slightly varied conditions.

Selective Observation

One danger of overgeneralization is that it can lead
to selective observation. Once we have concluded
that a particular pattern exists and have developed
a general understanding of why it exists, we tend
to focus on future events and situations that fit the
pattern, and we tend to ignore those that do not.
Racial and ethnic prejudices depend heavily on
selective observation for their persistence.
Sometimes a research design will specify in
advance the number and kind of observations to
be made as a basis for reaching a conclusion. If we
wanted to learn whether women were more likely
than men to support freedom to choose an abor-
tion, we might select a thousand carefully chosen
people to be interviewed on the issue. Alternately,
when making direct observations of an event, such
as attending the animal-rights demonstration,
we might make a special effort to find “deviant
cases”—precisely those who do not fit into the
general pattern.

lllogical Reasoning

There are other ways in which we often deal with
observations that contradict our understanding of
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the way things are in daily life. Surely one of the
most remarkable creations of the human mind

is “the exception that proves the rule.” That idea
doesn’t make any sense at all. An exception can
draw attention to a rule or to a supposed rule (in its
original meaning, “prove” meant “test”), but in no
system of logic can it validate the rule it contradicts.
Even so, we often use this pithy saying to brush
away contradictions with a simple stroke of illogic.
This is particularly common in relation to group
stereotypes. When a person of color, a woman, or a
gay male violates the stereotype someone holds for
that group, it somehow “proves” that, aside from
this one exception, the stereotype remains “valid”
for all the rest. For example, a woman business
executive who is kind and feminine is taken as
“proot” that all other female executives are mean
and masculine.

What statisticians have called the gambler’s
fallacy is another illustration of illogic in day-to-day
reasoning. Often we assume that a consistent run
of either good or bad luck foreshadows its oppo-
site. An evening of bad luck at poker may kindle
the belief that a winning hand is just around the
corner. Many a poker player has stayed in a game
much too long because of that mistaken belief. (A
more reasonable conclusion is that they are not
very good at poker.)

Although all of us sometimes fall into embar-
rassingly illogical reasoning, scientists try to avoid
this pitfall by using systems of logic consciously and
explicitly. We’ll examine the logic of science more
deeply in Chapter 3. For now, simply note that
logical reasoning is a conscious activity for scientists
and that other scientists are always around to keep
them honest.

Science, then, attempts to protect us from the
common pitfalls of ordinary inquiry. Accurately
observing and understanding reality is not an obvi-
ous or trivial matter, as we’ll see throughout this
chapter and this book.

replication Repeating a research study to test and
either confirm or question the findings of an earlier
study.
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The Foundations
of Social Science

Science is sometimes characterized as logico-
empirical. This ungainly term carries an important
message: As we noted earlier, the two pillars of
science are logic and observation. That is, a scientific
understanding of the world must both make sense
and correspond to what we observe. Both elements
are essential to science and relate to the three major
aspects of the enterprise of social science: theory,
data collection, and data analysis.

To oversimplify just a bit, scientific theory
deals with the logical aspect of science—providing
systematic explanations—whereas data collection
deals with the observational aspect. Data analysis
looks for patterns in observations and, where ap-
propriate, compares what is logically expected with
what is actually observed. Although this book is
primarily about data collection and data analysis—
that is, how to conduct social research—the rest of
Part 1 is devoted to the theoretical context of re-
search. Parts 2 and 3 then focus on data collection,
and Part 4 offers an introduction to the analysis of
data.

Underlying the concepts presented in the
rest of the book are some fundamental ideas that
distinguish social science—theory, data collection,
and analysis—from other ways of looking at social
phenomena. Let’s consider these ideas.

Theory, Not Philosophy or Belief

Today, social theory has to do with what is, not
with what should be. For many centuries, how-
ever, social theory did not distinguish between
these two orientations. Social philosophers liberally
mixed their observations of what happened around
them, their speculations about why, and their ideas
about how things ought to be. Although modern
social researchers may do the same from time to

theory A systematic explanation for the
observations that relate to a particular aspect of life:
juvenile delinquency, for example, or perhaps social
stratification or political revolution.

time, as scientists they focus on how things actually
are and why.

This means that scientific theory—and, more
broadly, science itself—cannot settle debates about
values. Science cannot determine whether capital-
ism is better or worse than socialism. What it can
do is determine how these systems perform, but
only in terms of some set of agreed-on criteria.

For example, we could determine scientifically
whether capitalism or socialism most supports
human dignity and freedom only if we first agreed
on some measurable definitions of dignity and free-
dom. Our conclusions would then be limited to the
meanings specified in our definitions. They would
have no general meaning beyond that.

By the same token, if we could agree that
suicide rates, say, or giving to charity were good
measures of the quality of a religion, then we could
determine scientifically whether Buddhism or
Christianity is the better religion. Again, our con-
clusion would be inextricably tied to our chosen
criteria. As a practical matter, people seldom agree
on precise criteria for determining issues of value,
so science is seldom useful in settling such debates.
In fact, questions like these are so much a matter
of opinion and belief that scientific inquiry is often
viewed as a threat to what is “already known.”

We'll consider this issue in more detail in
Chapter 12, when we look at evaluation research.
As you'll see, researchers have become increas-
ingly involved in studying social programs
that reflect ideological points of view, such as
affirmative action or welfare reform. One of the
biggest problems they face is getting people to
agree on criteria of success and failure. Yet such
criteria are essential if social research is to tell
us anything useful about matters of value. By
analogy, a stopwatch cannot tell us if one sprinter
is better than another unless we first agree that
speed is the critical criterion.

Social science, then, can help us know only
what is and why. We can use it to determine what
ought to be, but only when people agree on the
criteria for deciding what outcomes are better than
others—an agreement that seldom occurs.

As Iindicated earlier, even knowing “what
is and why” is no simple task. Let’s turn now to



some of the fundamental ideas that underlie social
science’s efforts to describe and understand social
reality.

Social Regularities

In large part, social research aims to find pat-
terns of regularity in social life. Certainly at first
glance the subject matter of the physical sciences
seems to be more governed by regularities than
does that of the social sciences. A heavy object falls
to earth every time we drop it, but a person may
vote for a particular candidate in one election and
against that same candidate in the next. Similarly,
ice always melts when heated enough, but habitu-
ally honest people sometimes steal. Despite such
examples, however, social affairs do exhibit a high
degree of regularity that research can reveal and
theory can explain.

To begin with, the tremendous number of
formal norms in society create a considerable de-
gree of regularity. For example, traffic laws in the
United States induce the vast majority of people
to drive on the right side of the street rather than
the left. Registration requirements for voters lead
to some predictable patterns in which classes of
people vote in national elections. Labor laws create
a high degree of uniformity in the minimum age of
paid workers as well as the minimum amount they
are paid. Such formal prescriptions regulate, or
regularize, social behavior.

Aside from formal prescriptions, we can
observe other social norms that create more regu-
larities. Among registered voters, Republicans are
more likely than Democrats to vote for Republican
candidates. University professors tend to earn more
money than unskilled laborers do. Men tend to
earn more than women. (We’ll take an in-depth
look at this pattern later in the book.) The list of
regularities could go on and on.

Three objections are sometimes raised in regard
to such social regularities. First, some of the regu-
larities may seem trivial. For example, Republicans
vote for Republicans; everyone knows that. Second,
contradictory cases may be cited, indicating that
the “regularity” isn’t totally regular. Some laborers
make more money than some professors do. Third,
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it may be argued that, unlike the heavy objects that
cannot decide not to fall when dropped, the people
involved in the regularity could upset the whole
thing if they wanted to.

Let’s deal with each of these objections in turn.

The Charge of Triviality

During World War II, Samuel Stouffer, one of the
greatest social science researchers, organized a re-
search branch in the U.S. Army to conduct studies in
support of the war effort (Stouffer et al. 1949-1950).
Many of the studies focused on the morale among
soldiers. Stouffer and his colleagues found there was
a great deal of “common wisdom” regarding the
bases of military morale. Much of their research was
devoted to testing these “obvious” truths.

For example, people had long recognized that
promotions affect morale in the military. When
military personnel get promotions and the promo-
tion system seems fair, morale rises. Moreover, it
makes sense that people who are getting promoted
will tend to think the system is fair, whereas those
passed over will likely think the system is unfair.
By extension, it seems sensible that soldiers in units
with slow promotion rates will tend to think the
system is unfair, and those in units with rapid pro-
motions will think the system is fair. But was this
the way they really felt?

Stouffer and his colleagues focused their studies
on two units: the Military Police (MPs), which had
the slowest promotions in the Army, and the Army
Air Corps (forerunner of the U.S. Air Force), which
had the fastest promotions. It stood to reason that
MPs would say the promotion system was unfair,
and the air corpsmen would say it was fair. The
studies, however, showed just the opposite.

Notice the dilemma faced by a researcher in a
situation such as this. On the one hand, the obser-
vations don’t seem to make sense. On the other
hand, an explanation that makes obvious good
sense isn’t supported by the facts.

A lesser scientist would have set the problem
aside “for further study.” Stouffer, however, looked
for an explanation for his observations, and even-
tually he found it. Robert Merton (1950) and other
sociologists at Columbia University had begun
thinking and writing about something they called



10 = Chapter 1: Science and Social Research

reference group theory. This theory says that people
judge their lot in life less by objective conditions
than by comparing themselves with others around
them—their reference group. For example, if you
lived among poor people, a salary of $50,000 a year
would make you feel like a millionaire. But if you
lived among people who earned $500,000 a year,
that same $50,000 salary would make you feel
impoverished.

Stouffer applied this line of reasoning to the
soldiers he had studied. Even if a particular MP
had not been promoted for a long time, it was
unlikely that he knew some less-deserving person
who had gotten promoted more quickly. Nobody
got promoted in the MPs. Had he been in the Air
Corps—even if he had gotten several promotions
in rapid succession—he would probably have been
able to point to someone less deserving who had
gotten even faster promotions. An MP’s reference
group, then, was his fellow MPs, and the air corps-
man compared himself with fellow corpsmen. Ulti-
mately, then, Stouffer reached an understanding of
soldiers” attitudes toward the promotion system that
(1) made sense and (2) corresponded to the facts.

This story shows that documenting the obvi-
ous is a valuable function of any science, physical
or social. Charles Darwin coined the phrase fool’s
experiment to describe much of his own research—
research in which he tested things that everyone
else “already knew.” As Darwin understood, the
obvious all too often turns out to be wrong; thus,
apparent triviality is not a legitimate objection to
any scientific endeavor.

What about Exceptions?

The objection that there are always exceptions to
any social regularity does not mean that the regu-
larity itself is unreal or unimportant. A particular
woman may well earn more money than most
men, but that provides small consolation to the
majority of women, who earn less. The pattern still
exists. Social regularities, in other words, are proba-
bilistic patterns, and they are no less real simply
because some cases don't fit the general pattern.
This point applies in physical science as well as
social science. Subatomic physics, for example, is

a science of probabilities. In genetics, the mating
of a blue-eyed person with a brown-eyed person
will probably result in a brown-eyed offspring. The
birth of a blue-eyed child does not destroy the ob-
served regularity, because the geneticist states only
that the brown-eyed offspring is more likely and,
further, that brown-eyed offspring will be born in
a certain percentage of the cases. The social scien-
tist makes a similar, probabilistic prediction—that
women overall are likely to earn less than men.
Once a pattern like this is observed, the social
scientist has grounds for asking why it exists.

People Could Interfere

Finally, the objection that the conscious will of the
actors could upset observed social regularities does
not pose a serious challenge to social science. This is
true even though a parallel situation does not appear
to exist in the physical sciences. (Presumably, physical
objects cannot violate the laws of physics, although
the probabilistic nature of subatomic physics once led
some observers to postulate that electrons had free
will.) There is no denying that a religious, right-wing
bigot could go to the polls and vote for an agnostic,
left-wing African American if he wanted to upset
political scientists studying the election. All voters

in an election could suddenly switch to the under-
dog just to frustrate the pollsters. Similarly, workers
could go to work early or stay home from work and
thereby prevent the expected rush-hour traffic. But
these things do not happen often enough to seriously
threaten the observation of social regularities.

Social regularities, then, do exist, and social
scientists can detect them and observe their effects.
When these regularities change over time, social
scientists can observe and explain those changes.

There is a slightly ditferent form of human
interference that makes social research particu-
larly challenging. Social research has a recursive
quality, in that what we learn about society can
end up changing things so that what we learned is
no longer true. For example, every now and then
you may come across a study reporting “The Ten
Best Places to Live,” or something like that. The
touted communities aren’t too crowded, yet they
have all the stores you’d ever want; the schools



and other public facilities are great, crime is low,
the ratio of doctors per capita is high, the list

goes on. What happens when this information is
publicized? People move there, the towns become
overcrowded, and, eventually they are not such
nice places to live. More simply, imagine what
results from a study that culminates in a published
list of the least-crowded beaches or fishing spots.

In 2001, the Enron Corporation was fast
approaching bankruptcy and some of its top
executives were quietly selling their shares in the
company. During this period, those very execu-
tives were reassuring employees of the corpora-
tion’s financial solvency and recommending that
workers keep their own retirement funds invested
in the company. As a consequence of this decep-
tion, those employees lost most of their retire-
ment funds at the same time they were becoming
unemployed.

The events at Enron led two Stanford busi-
ness school faculty, David Larcker and Anastasia
Zakolyukina (2010), to see if it would be possible
to detect when business executives are lying. Their
study analyzed tens of thousands of conference-
call transcripts, identified instances of executives
fibbing, and looked for speech patterns associated
with those departures from the truth. For example,
Larcker and Zakolyukina found that when the
executives lied, they tended to use exaggerated
emotions, for instance, calling business prospects
“fantastic” instead of “good.” The research found
other tip-offs that executives were lying, such as
fewer references to shareholders and fewer refer-
ences to themselves. Given the type of information
derived from this study—uncovering identifiable
characteristics of lying—who do you suppose will
profit most from it? Probably the findings will
benefit business executives and those people who
coach them on how to communicate. There is
every reason to believe that a follow-up study of
top executives in, say, ten years will find very dif-
ferent speech patterns from those used today.

Aggregates, Not Individuals

The regularities of social life that social scientists
study generally reflect the collective behavior of
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many individuals. Although social scientists often
study motivations that affect individuals, the in-
dividual as such is seldom the subject of social sci-
ence. Instead, social scientists create theories about
the nature of group, rather than individual, life.
The term, aggregate, includes, groups, organizations,
collectives, and so forth. Whereas psychologists
focus on what happens inside individuals, social
scientists study what goes on between them: exam-
ining everything from couples to small groups and
organizations, and on up to whole societies and
even interactions between societies.

Sometimes the collective regularities are amaz-
ing. Consider the birthrate, for example. People
have babies for a wide variety of personal reasons.
Some do it because their own parents want grand-
children. Some feel it’s a way of completing their
womanhood or manhood. Others want to hold
their marriages together, enjoy the experience of
raising children, perpetuate the family name, or
achieve a kind of immortality. Still others have
babies by accident.

If you have fathered or given birth to a baby,
you could probably tell a much more detailed, idio-
syncratic story. Why did you have the baby when
you did, rather than a year earlier or later? Maybe
you lost your job and had to delay a year before
you could afford to have the baby. Maybe you only
felt the urge to become a parent after someone
close to you had a baby. Everyone who had a baby
last year had his or her own reasons for doing so.
Yet, despite this vast diversity, and despite the id-
iosyncrasy of each individual’s reasons, the overall
birthrate in a society—the number of live births per
1,000 population—is remarkably consistent from
year to year. See Table 1-1 for recent birthrates for
the United States.

If the U.S. birthrate were 15.9, 35.6, 7.8, 28.9,
and 16.2 in five successive years, demographers
would begin dropping like flies. As you can see,
however, social life is far more orderly than that.
Moreover, this regularity occurs without society-
wide regulation. No one plans how many babies
will be born or determines who will have them.
You do not need a permit to have a baby; in fact,
many babies are conceived unexpectedly, and some
are borne unwillingly.
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TABLE 1-1
Birthrates, United States: 1980—2007*

1980 159 1994 15.0
1981 158 1995 146
1982 159 199 144
1983 156 1997 142
1984 156 1998 143
1985 158 1999 142
1986 156 2000 144
1987 157 2001 141
1988 16.0 2002 139
1989 164 2003 141
199 167 2004 14.0
1991 16.2 2005 14.0
1992 158 2006  14.2
1993 154 2007 143

*Live births per 1,000 population
Source: U.S. Bureau of the Census, Statistical Abstract of the United States
(Washington, DC: U.S. Government Printing Office, 2010), Table 78.

Social science theories, then, typically deal with
aggregated, not individual, behavior. Their purpose
is to explain why aggregate patterns of behavior
are so regular even when the individuals partici-
pating in them may change over time. We could
even say that social scientists don’t seek to explain
people at all. They try to understand the systems
in which people operate, the systems that explain
why people do what they do. The elements in such
a system are not people but variables.

Concepts and Variables

Our most natural attempts at understanding
usually take place at the level of the concrete and
idiosyncratic. That's just the way we think.
Imagine that someone says to you, “Women
ought to get back into the kitchen where they be-
long.” You're likely to hear that comment in terms
of what you know about the speaker. If it’s your

variables Logical sets of attributes. The variable sex
is made of up of the attributes male and female.

old uncle Harry who is also strongly opposed to
daylight saving time, zip codes, and personal com-
puters, you're likely to think his latest pronounce-
ment simply fits into his rather dated point of view
about things in general. If, on the other hand, the
statement is muttered by an incumbent politician
trailing a female challenger in an electoral race,
you'll probably explain his comment in a com-
pletely different way.

In both examples, you're trying to understand
the behavior of a particular individual. Social
research seeks insights into classes or types of
individuals. Social researchers would want to find
out about the kind of people who share that view
of women'’s “proper” role. Do those people have
other characteristics in common that may help
explain their views?

Even when researchers focus their attention
on a single case study—such as a community or
a juvenile gang—their aim is to gain insights that
would help people understand other communities
and other juvenile gangs. Similarly, the attempt to
fully understand one individual carries the broader
purpose of understanding people or types of people
in general.

When this venture into understanding and
explanation ends, social researchers will be able to
make sense out of more than one person. In un-
derstanding what makes a group of people hostile
to women who are active outside the home, they
gain insight into all the individuals who share that
hostility. This is possible because, in an important
sense, they have not been studying antifeminists
as much as they have been studying antifemi-
nism. It might then turn out that Uncle Harry and
the politician have more in common than first
appeared.

Antifeminism is spoken of as a variable be-
cause it varies. Some people display the attitude
more than others do. Social researchers are inter-
ested in understanding the system of variables that
causes a particular attitude to be strong in one in-
stance and weak in another.

The idea of a system composed of variables may
seem rather strange, so let’s look at an analogy.
The subject of a physician’s attention is the patient.
If the patient is ill, the physician’s purpose is to



help the patient get well. By contrast, a medical
researcher’s subject matter is different—the vari-
ables that cause a disease, for example. The medical
researcher may study the physician’s patient, but
for the researcher, that patient is relevant only as a
carrier of the disease.

That is not to say that medical researchers don’t
care about real people. They certainly do. Their
ultimate purpose in studying diseases is to protect
people from them. But in their research, they are
less interested in individual patients than they are
in the patterns governing the appearance of the
disease. In fact, when they can study a disease
meaningfully without involving actual patients,
they do so.

Social research, then, involves the study of
variables and their relationships. Social theories are
written in a language of variables, and people get
involved only as the “carriers” of those variables.

Variables, in turn, have what social researchers
call attributes (or categories or values). Attributes
are characteristics or qualities that describe an
object—in this case, a person. Examples include
female, Asian, alienated, conservative, dishonest,
intelligent, and farmer. Anything you might say
to describe yourself or someone else involves
an attribute.

Variables, on the other hand, are logical sets
of attributes. Thus, for example, male and female
are attributes, and sex or gender is the variable
composed of those two attributes. The variable
occupation is composed of attributes such as farmer,
professor, and truck driver. Social class is a variable
composed of a set of attributes such as upper class,
middle class, and lower class. Sometimes it helps to
think of attributes as the categories that make up
a variable. (See Figure 1-1 for a schematic review
of what social scientists mean by variables and
attributes.)

The relationship between attributes and vari-
ables forms the heart of both description and
explanation in science. For example, we might
describe a college class in terms of the variable sex
by reporting the observed frequencies of the attri-
butes male and female: “The class is 60 percent men
and 40 percent women.” An unemployment rate
can be thought of as a description of the variable
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Some Common Social Concepts
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Variable Attributes
Age Young, middle-aged, old
Sex Female, male
Occupation Plumber, lawyer,

data-entry clerk . . .

Race/ethnicity African American, Asian,
Caucasian, Latino . . .
Social class Upper, middle, lower . . .

Political views Liberal, conservative

FIGURE 1-1

Variables and Attributes. In social research and theory, both variables
and attributes represent social concepts. Variables are sets of related
attributes (categories, values).

employment status of a labor force in terms of the at-
tributes employed and unemployed. Even the report
of family income for a city is a summary of attributes
composing that variable: $3,124; $10,980; $35,000;
and so forth.

Sometimes the meanings of the concepts that
lie behind social science concepts are immediately
clear. Other times they aren’t. This point is dis-
cussed in “The Hardest Hit Was . . .”

The relationship between attributes and vari-
ables is more complicated in the case of explana-
tion and gets to the heart of the variable language
of scientific theory. Here’s a simple example, in-
volving two variables, education and prejudice. For
the sake of simplicity, let’s assume that the variable
education has only two attributes: educated and un-
educated. Similarly, let’s give the variable prejudice
two attributes: prejudiced and unprejudiced.

attributes Characteristics of people or things.
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The Hardest Hit Was . . .

Inearly 1982, a deadly storm ravaged the San Francisco Bay Area,
leaving an aftermath of death, injury, and property damage. As the
mass media sought to highlight the most tragic results of the storm,
they sometimes focused on several people who were buried alive in
amud slide in Santa Cruz. Other times, they covered the plight of the
2,900 made homeless in Marin County.

Implicitly, everyone wanted to know where the worst damage was
done, but the answer was not clear. Here are some data describing the
results of the storm in two counties: Marin and Santa Cruz. Look over the
comparisons and see if you can determine which county was “hardest hit"

Certainly, in terms of the loss of life, Santa Cruz was the “hardest
hit" of the two counties. Yet more than seven times as many people were
injured in Marin as in Santa Cruz; certainly, Marin County was “hardest
hit"in that regard. Or consider the number of homes destroyed (worse in
Santa Cruz) or damaged (worse in Marin): It matters which you focus on.
The same dilemma holds true for the value of the damage done: Should
we pay more attention to private damage or public damage?

So which county was “hardest hit"? Ultimately, the question as
posed has no answer. Although you and | both have images in our minds
about communities that are “devastated” or communities that are only
“lightly touched," these images are not precise enough to permit rigorous
measurements.

Marin Santa Cruz
Business destroyed $1.50 million $56.5 million
People killed 5 22
People injured 379 50
People displaced 370 400
Homes destroyed 28 135
Homes damaged 2,900 300
Businesses destroyed 25 10
Businesses damaged 800 35
Private damages $65.1 million $50.0 million
Public damages $15.0 million $56.5 million

The question can be answered only if we can specify what we
mean by “hardest hit"If we measure it by death toll, then Santa Cruz was
the hardest hit. If we choose to define the variable in terms of people
injured and or displaced, then Marin suffered the bigger disaster. The
simple fact is that we cannot answer the question without specifying
exactly what we mean by the term hardest hit. This is a fundamental
requirement that will arise again and again as we attempt to measure
social science variables.

Data source: San Francisco Chronicle, January 13, 1982, p. 16.

Now let’s suppose that 90 percent of the unedu-
cated are prejudiced, and the other 10 percent are
unprejudiced. And let’s suppose that 30 percent of
the educated people are prejudiced, and the other
70 percent are unprejudiced. This is illustrated in
Figure 1-2a.

Figure 1-2a illustrates a relationship or asso-
ciation between the variables education and preju-
dice. This relationship can be seen in terms of the
pairings of attributes on the two variables. There
are two predominant pairings: (1) those who are
educated and unprejudiced and (2) those who are
uneducated and prejudiced. Here are two other
useful ways of viewing that relationship.

First, let’s suppose that we play a game in
which we bet on your ability to guess whether a

person is prejudiced or unprejudiced. I'll pick the
people one at a time (not telling you which ones
I've picked), and you have to guess whether each
person is prejudiced. We'll do it for all 20 people in
Figure 1-2a. Your best strategy in this case would
be to guess prejudiced each time, because 12 out
of the 20 are categorized that way. Thus, you'll get
12 right and 8 wrong, for a net success of 4.

Now let’s suppose that when I pick a person
from the figure, I tell you whether the person
is educated or uneducated. Your best strategy
now would be to guess prejudiced for each
uneducated person and unprejudiced for each
educated person. If you followed that strategy,
you’d get 16 right and 4 wrong. Your improve-
ment in guessing prejudice by knowing education
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a. The uneducated are more prejudiced than the educated.
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FIGURE 1-2

Relationship between Two Variables (Two Possibilities). Variables such as education and prejudice and their attributes (educated/
uneducated, prejudiced/unprejudiced) are the foundation for the examination of causal relationships in social research.

is an illustration of what it means to say that the We'll be looking at the nature of relationships
variables are related. between variables in some depth in Part 4. In
Second, by contrast, let’s consider how the 20 particular, we’ll explore some of the ways relation-
people would be distributed if education and preju- ships can be discovered and interpreted in research
dice were unrelated to each other (Figure 1-2b). analysis. For now, you need a general understand-
Notice that half the people are educated, and half ing of relationships in order to appreciate the logic
are uneducated. Also notice that 12 of the 20 (60 of social science theories.
percent) are prejudiced. If 6 of the 10 people in Theories describe the relationships we might
each group were prejudiced, we would conclude logically expect between variables. Often, the
that the two variables were unrelated to each expectation involves the idea of causation. That is,
other. Knowing a person’s education would not a person’s attributes on one variable are expected
be of any value to you in guessing whether that to cause, predispose, or encourage a particular

person was prejudiced. attribute on another variable. In the example just
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illustrated, we might theorize that a person’s being
educated or uneducated causes a lesser or greater
likelihood of that person seeming prejudiced.

As I'll discuss in more detail later in the book,
education and prejudice in this example would be
regarded as an independent variable and a
dependent variable, respectively. These two
concepts are implicit in causal, or deterministic,
models. In this example, we assume that the
likelihood of being prejudiced is determined or
caused by something. In other words, prejudice
depends on something else, and so it is called
the “dependent” variable. What the dependent
variable depends on is an independent variable, in
this case, education. For the purposes of this study,
education is an “independent” variable because it
is independent of prejudice (that is, people’s level
of education is not caused by whether or not they
are prejudiced).

Of course, variations in levels of education can,
in turn, be found to depend on something else.
People whose parents have a lot of education, for
example, are more likely to get a lot of education
than are people whose parents have little educa-
tion. In this relationship, the subject’s education is
the dependent variable, and the parents’ education
is the independent variable. We can say the inde-
pendent variable is the cause, the dependent vari-
able the effect.

In our discussion of Figure 1-2, we looked
at the distribution of the 20 people in terms of
the two variables. In constructing a social sci-
ence theory, we would derive an expectation
regarding the relationship between the two
variables based on what we know about each.
We know, for example, that education exposes

independent variable A variable with values that
are not problematic in an analysis but are taken as
simply given. An independent variable is presumed
to cause or determine a dependent variable.

dependent variable A variable assumed to
depend on or be caused by another (called the
independent variable). If you find that income is
partly a function of amount of formal education, income
is being treated as a dependent variable.

TABLE 1-2
Education and Anti-Gay Prejudice

Percent Saying Homosexuality

Level of Education Is Always Wrong

Less than high school graduate 2%
High school graduate 61%
Junior college 52%
Bachelor’s degree 43%
Graduate degree 32%

people to a wide range of cultural variation and
to diverse points of view—in short, it broadens
their perspectives. Prejudice, on the other hand,
represents a narrower perspective. Logically,
then, we might expect education and preju-
dice to be somewhat incompatible. We might
therefore arrive at an expectation that increas-
ing education would reduce the occurrence of
prejudice, an expectation that our observations
would support.

Because Figure 1-2 has illustrated two poss-
ibilities—that education reduces the likelihood of
prejudice or that it has no effect—you might be
interested in knowing what is actually the case.
There are, of course, many types of prejudice.

For purposes of this illustration, let’s consider
prejudice against gays and lesbians. Over the
years, the General Social Survey (GSS) has asked
respondents whether homosexual relations be-
tween two adults is “always wrong, almost always
wrong, sometimes wrong, or not wrong at all.” In
2006, 56 percent of those interviewed said that
homosexuality was always wrong. However, this
response is strongly conditioned by respondents’
education, as Table 1-2 indicates. (See “Analyzing
Data Online with the General Social Survey” for
more about the GSS.)

Notice that the theory has to do with the
two variables education and prejudice, not with
people as such. People are the carriers of those
two variables, so the relationship between
the variables can only be seen when we ob-
serve people. Ultimately, however, the theory
uses a language of variables. It describes the
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Independent and Dependent
Variables and Dating

Let’s talk about dating. Some dates are great and some are awful, while
others are somewhere in between. So the quality of dates is a variable
and“great,” “okay,"and “awful”might be the attributes making up that
variahle.

Now, have you noticed something that seems to affect the quality
of different dates? (If you are now dating, perhaps you can recall prior

dating or simply imagine it.) Perhaps it will have something to do with

the kind of person you dated, your activities on the date, something
about your behavior, the amount of money spent, or the like. Can you
give it a name that enables you to identify that factor as a variable (e.q.,
physical attractiveness, punctuality)? Can you identify a set of attributes
comprising that variable?

Consider the quality or the characteristics of the dates: Which is the in-
dependent variable and which is the dependent variable? (When we get to
(hapter 12, “Evaluation Research : Types, Methods, and Issues,”you'll learn
ways of determining whether the variable you identified really matters.)

associations that we might logically expect to
exist between particular attributes of different
variables.

The Purposes of Social Research

Chapter 4 will examine the various purposes of
social research in some detail, but a brief preview
here will be useful. To begin, sometimes social re-
search is a vehicle for mapping out a topic that may
warrant further study later: looking into a new
political or religious group, learning something
about use of a new street drug, and so forth. The
methods vary greatly and the conclusions are usu-
ally suggestive rather than definitive. Even so, such
exploratory social research, if carefully done, can
dispel some misconceptions and help focus future
research.

Some social research is done for the purpose
of describing the state of social affairs: What is the
unemployment rate? What is the racial composi-
tion of a particular city? What percentage of the
population plans to vote for a particular political
candidate? Careful empirical description takes the
place of speculation and impressions.

Often, social research has an explanatory
purpose—providing reasons for phenomena in
the form of causal relationships. Why do some
cities have higher unemployment rates than
others? Why are some people more prejudiced
than others? Why are women likely to earn less

than men for doing the same job? Although
answers to such questions abound in ordinary,
everyday discourse, some of those answers
are simply wrong. Explanatory social research
provides more trustworthy explanations.

While some studies will focus on one of
these three purposes, it is often the case that a
given study will have elements of all three. For
example, when Kathleen A. Bogle undertook
in-depth interviews of college students to study
the phenomenon of “hooking up,” she uncovered
some aspects that might not have been expected.
When two people hook up, does that mean they
have sex? Bogle found substantial ambiguities
in that regard; some students felt sex was part of
the definition of that dating form, while others
did not.

Her study also provided excellent ethnographic
descriptions of the students” various experiences
of hooking up. While in-depth interviews with 76
students at two universities in one region of the
country do not allow for statistical projections to all
college students in America, they provide an excel-
lent qualitative description of the phenomenon,
not just norms but wild variations as well. Not
everyone will have interviewee Stephen’s experi-
ence of his partner throwing up on him during
sex, or calling him Anthony instead of Stephen at
a critical moment.

Bogel’s interviews also point to some of the
causes for different kinds of hooking up. Your
peers’ behavior—or, more important, your beliefs
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Tips and Tools

Analyzing Data Online with
the General Social Survey (GSS)

You can test the relationship between prejudice and education for
yourselfif you have a connection to the Internet. We'll come back
to this later, in Chapter 14, but here's a quick peek in case you are

interested.

Ifyou go to http://sda.berkeley.edu/cgi-bin32/hsda’harcsda-+gss06,
you will find yourself at a web page like the one shown in the figure.

As you can see, the page is divided into two sections: a column listing
variables on the left, and a form containing a variety of filters, options,
and fields on the right. I've indicated how you would work your way
into the hierarchical list of variables to locate questionnaire items deal-
ing with attitudes about homosexuality. For this example I've selected
HOMOSEX.

In the form on the right, I've indicated that we want to analyze
differences in attitudes for different educational levels, measured in this
case by the variable called “DEGREE" By typing “YEAR(2006)"into the
Selection Filter field, I've specified that we want to do this analysis using
the GSS survey conducted in 2006.

If you are interested in trying this yourself, fill out the form as | have
done. Then, click the button marked “Run the Table” at the bottom of the
form, and you'll get a colorful table with the results. Once you've done
that, try substituting other variables you might be interested in. Or see if
the relationship between HOMOSEX and DEGREE was pretty much the
same in, say, 1996.

The National Opinion Research Center (NORC) at the University of
(hicago conducts a periodic national survey of American public opinion

for the purpose of making such data available for analysis by the social
research community.

Beginning in 1972, large national samples were surveyed annu-
ally in face-to-face interviews; that frequency was reduced to every
other year starting in 1994. Though conducted less often, the GSS
interviews are lengthy and each takes over an hour to complete, making
it possible to obtain a wide range of information about the demography
and the opinions of the American population. The number of topics
covered in a given survey is further increased by presenting different
questions to different subsets of the overall sample. In the successive
surveys, some questions are always asked while others are repeated
from time to time. Thus, it is possible to track changes in such things as
political orientations, attendance at religious services, or attitudes toward
abortion.

The General Social Survey is a powerful resource for social scien-
tists, since everyone from undergraduates through faculty members
have access to a vast data set that would otherwise be limited to only
afew. In the early years of the GSS, data were made available to the
research community by mailing physical datasets (cards or tapes) to
researchers. This comprehensive project is called the General Social
Survey. Many data examples in this book come from this source. You
can learn more about the GSS at the official website maintained by the
University of Michigan; go to the link at your Sociology CourseMate at
www.cengagebrain.com.

about your peers’ behavior—will have a strong
influence on how you behave. Thus, it would be
difficult to categorize this study as exploratory,
descriptive, or explanatory, as it has elements of
all three.

It’s worth noting here that the purpose of some
research is pretty much limited to understanding,
whereas other research efforts are deliberately
intended to bring about social change, creating
a more workable and/or just society. Any kind
of social science study, however, can change our
view of society, in some cases they may chal-
lenge commonly accepted “truths” about certain

groups of people (see “Poverty, Marriage, and
Motherhood”).

Some Dialectics of Social
Research

There is no one way to do social research. (If there
were, this would be a much shorter book.) In fact,
much of the power and potential of social research
lies in the many valid approaches it comprises.
Four broad and interrelated distinctions, how-
ever, underlie the variety of research approaches.
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Although one can see these distinctions as compet-
ing choices, a good social researcher learns each

of the orientations they represent. This is what I
mean by the “dialectics” of social research: There is
a fruitful tension between the complementary con-
cepts I'm about to describe.

Idiographic and Nomothetic
Explanation

All of us go through life explaining things. We do it
every day. You explain why you did poorly or well

on an exam, why your favorite team is winning or
losing, why you may be having trouble getting good
dates or a decent job. In our everyday explanations,
we engage in two distinct forms of causal reasoning,
though we do not ordinarily distinguish them.
Sometimes we attempt to explain a single situ-
ation in idiosyncratic detail. Thus, for example, you
may have done poorly on an exam because (1)
you forgot there was an exam that day, (2) it was
in your worst subject, (3) a traffic jam made you
late for class, (4) your roommate kept you up the
night before the exam by playing loud music, (5)
the police kept you until dawn demanding to know
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Poverty, Marriage, and Motherhood

As we have seen, a wide variety of research approaches can enhance our
grasp of social dynamics. Much social research involves the analysis of
masses of statistical data. As valuable as the examination of overall pat-
terns can be, it can come at the risk of losing sight of the individual men
and women those data represent. As such, some social research focuses
specifically on the detailed particulars of real lives at the ground level

of society. Throughout this book, I'l highlight some recent studies that
reflect this latter approach to understanding social life, in an attempt to
“keep humanity in focus” during our broader discussion of social science
practice.

i
|
i
i
i

PROMIS

Kathryn Edin and Maria Kefalas, Promises | Can Keep: Why

Poor Women Put Motherhood before Marriage (Berkeley:

University of California Press, 2005).

Statistics suggest that, in the United States, unwed mothers
and their children, particularly those who are poor, will face a host of
problems in the years to come. Both the child and the mother will likely

struggle and suffer. The children are less likely to do well in school and
in later life, and the mothers will probably have to struggle in low-
paying jobs or live on welfare. The trend toward births out of wedlock
has increased dramatically in recent decades, especially among the
poor. As a reaction to these problems, the Bush administration launched
a Healthy Marriage Initiative in 2005 aimed at encouraging childbearing
couples to marry. Voices for and against the program have been raised
with vigor.

In their book Promises | Can Keep, Kathryn Edin and Maria Kefalas
raise a question that might have been asked prior to the creation of a
solution to the perceived problem: “Why do poor women bear children
outside of wedlock?"The two social scientists spent five years speaking
one-on-one with young women who had had children out of wedlock.
Some of the things they leared dramatically contradicted various wide-
spread images of unwed mothers. For instance, whereas many people
have bemoaned the abandonment of marriage among the poor, the
women interviewed tended to speak highly of the institution, indicating
they hoped to be married one day. Further, many were only willing to
settle down with someone trustworthy and stable—better to remain
unmarried than to enter a marriage that will end in disaster.

At the same time, these young women felt strongly that their
ultimate worth as women centered on their bearing children. Most
felt it was preferable to be an unmarried mother than to be a childless
woman, the real tragedy in their eyes.

This view of marriage may differ greatly from your own. As we
have seen, assumptions about “what’s real” are often contradicted by
actual observations.

what you had done with your roommate’s stereo—
and what you had done with your roommate, for
that matter—and (6) a wild band of coyotes ate
your textbook. Given all these circumstances, it’s
no wonder you did poorly.

This type of causal reasoning is called an
idiographic explanation. Idio- in this context

idiographic An approach to explanation in which
we seek to exhaust the idiosyncratic causes of a par-
ticular condition or event. Imagine trying to list all
the reasons why you chose to attend your particular
college. Given all those reasons, it’s difficult to imag-
ine your making any other choice.

means unique, separate, peculiar, or distinct, as
in the word idiosyncrasy. When we have completed
an idiographic explanation, we feel that we fully
understand the causes of what happened in this
particular instance. At the same time, the scope
of our explanation is limited to the single case at
hand. Although parts of the idiographic explana-
tion might apply to other situations, our intention
is to explain one case fully.

Now consider a different kind of explanation.
(1) Students who study in groups generally seem
to do better on exams than those who study alone.
(2) Those who start studying early tend to do bet-
ter on exams than those who only cram the night



before. (3) Students who are interested in the
subject matter usually do better than those who
hate it. Notice that this type of explanation is more
general, covering a wider range of experience or
observation. It speaks implicitly of the relation-
ship between variables: for example, (1) whether
or not you study in a group and (2) how well you
do on the exam. This type of explanation—labeled
nomothetic—seeks to explain a class of situations
or events rather than a single one. Moreover, it
seeks to explain “economically,” using only one or
just a few explanatory factors. Finally, it settles for a
partial rather than a full explanation.

In each of these examples, you might qualify
your causal statements with such words or phrases
as on the whole, usually, or all else being equal. Thus,
you usually do better on exams when you've stud-
ied in a group, but not always. Similarly, your team
has won some games on the road and lost some at
home. And the attractive head of the biology club
may get lots of good dates, while the homely mem-
bers of sororities and fraternities spend a lot of Sat-
urday nights alone working crossword puzzles. The
existence of such exceptions is the price we pay for
a broader range of overall explanation. As I noted
earlier, patterns are real and important even when
they are not perfect.

Both the idiographic and the nomothetic ap-
proaches to understanding can be useful in daily
life. The nomothetic patterns you discover might
offer a good guide for planning your study habits,
for example, while the idiographic explanation
might be more convincing to your parole officer.

By the same token, both idiographic and no-
mothetic reasoning are powerful tools for social
research. For example, A. Libin and J. Cohen-
Mansfield (2000) contrast the way that the idio-
graphic and nomothetic approaches are used in
studying the elderly (gerontology). Some studies
focus on the full experiences of individuals as they
live their lives, whereas other studies look for sta-
tistical patterns describing the elderly in general.
The authors conclude by suggesting ways to com-
bine idiographic and nomothetic approaches in
gerontology.

Social scientists, then, can access two distinct
kinds of explanation. Just as physicists treat light
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sometimes as a particle and other times as a wave,
so social scientists can search for broad relation-
ships today and probe the narrowly particular
tomorrow. Both are good science, both are reward-
ing, and both can be fun.

Inductive and Deductive Theory

Like idiographic and nomothetic forms of explana-
tion, inductive and deductive thinking both play a
role in our daily lives. They, too, represent an im-
portant variation within social research.

For example, there are two routes to the con-
clusion that you do better on exams if you study
with others. On the one hand, you might find
yourself puzzling, halfway through your college
career, why you do so well on exams sometimes
but poorly at other times. You might list all the
exams you've taken, noting how well you did on
each. Then you might try to recall any circum-
stances shared by all the good exams and by all the
poor ones. Did you do better on multiple-choice
exams or essay exams? Morning exams or after-
noon exams? Exams in the natural sciences, the
humanities, or the social sciences? Times when you
studied alone or . .. SHAZAM! It occurs to you that
you have almost always done best on exams when
you studied with others. This mode of inquiry is
known as induction.

Induction, or inductive reasoning, moves
from the particular to the general, from a set of
specific observations to the discovery of a pattern
that represents some degree of order among all the

nomothetic An approach to explanation in which
we seek to identify a few causal factors that gener-
ally impact a class of conditions or events. Imagine
the two or three key factors that determine which
colleges students choose—proximity, reputation,
and so forth.

induction The logical model in which general
principles are developed from specific observations.
Having noted that Jews and Catholics are more
likely to vote Democratic than Protestants are, you
might conclude that religious minorities in the
United States are more affiliated with the Demo-
cratic party and then your task is to explain why.
This would be an example of induction.
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given events. Notice, incidentally, that your dis-
covery doesn’t necessarily tell you why the pattern
exists—just that it does.

There is a second and very different way that
you might arrive at the same conclusion about
studying for exams. Imagine approaching your
first set of exams in college. You wonder about the
best ways to study—how much you should review
the readings, how much you should focus on your
class notes. You learn that some students prepare
by rewriting their notes in an orderly fashion. Then
you consider whether you should study at a mea-
sured pace or else pull an all-nighter just before the
exam. Among these kinds of musings, you might
ask whether you should get together with other
students in the class or just study on your own. You
could evaluate the pros and cons of both options.

Studying with others might not be as efficient,
because a lot of time might be spent on things
you already understand. On the other hand, you
can understand something better when you've
explained it to someone else. And other students
might understand parts of the course that you
haven't gotten yet. Several minds can reveal per-
spectives that might have escaped you. Also, your
commitment to study with others makes it more
likely that you’ll study rather than watch the
special Survivor retrospective.

In this fashion, you might add up the pros and
the cons and conclude, logically, that you’d benefit
from studying with others. It seems reasonable
to you, in the same way it seems reasonable that
you’ll do better if you study rather than not. Some-
times, we say things like this are true “in theory.”
To complete the process, we test whether they are
true in practice. For a complete test, you might
study alone for half your exams and study with
others for the other exams. This procedure would
test your logical reasoning.

deduction The logical model in which specific ex-
pectations of hypotheses are developed on the basis
of general principles. Starting from the general prin-
ciple that all deans are meanies, you might antici-
pate that this one won't let you change courses. This
anticipation would be the result of deduction.

/ Theories \

Empirical
generalizations Hypotheses

\ Observations /

FIGURE 1-3

The Wheel of Science. The theory and research cycle can be com-
pared to a relay race; although all participants do not necessarily start
or stop at the same point, they share a common goal—to describe and
explain all human sociocultural phenomena.

Source: Adapted from Walter Wallace, The Logic of Science in Sociology (New York: Aldine
deGruyter, 1971). Copyright © 1971 by Walter L. Wallace. Used by permission.

INDUCTION
DEDUCTION

This second mode of inquiry, known as
deduction or deductive reasoning, moves from
the general to the specific. It moves from (1) a
pattern that might be logically or theoretically
expected to (2) observations that test whether
the expected pattern actually occurs. Notice
that deduction begins with “why” and moves to
“whether,” whereas induction moves in the oppo-
site direction.

As you'll see later in this book, these two very
different approaches both serve as valid avenues
for science. Each approach can stimulate the re-
search process, prompting the researcher to take
on specific questions and framing the manner
in which they are addressed. Moreover, you'll
see how induction and deduction work together
to provide evermore powerful and complete
understandings. Figure 1-3 shows how these
two approaches interact in the practice of social
research.

Notice, by the way, that the distinction between
deductive and inductive reasoning is not necessar-
ily linked to the distinction between nomothetic
and idiographic modes of explanation. These four
characterizations represent four possibilities, in
everyday life as much as in social research.

For example, idiographically and deductively,
you might prepare for a particular date by tak-
ing into account everything you know about the



person you're dating, trying to anticipate logically
how you can prepare—what type of clothing, be-
havior, hairstyle, oral hygiene, and so forth will
likely produce a successful date. Or, idiographically
and inductively, you might try to figure out what
it was exactly that caused your last date to call 911
and subsequently seek a restraining order.

A nomothetic, deductive approach arises when
you coach others on your “rules of dating,” when
you wisely explain why their dates will be im-
pressed to hear them expound on the dangers of
satanic messages concealed in rock and roll lyrics.
When you later review your life and wonder why
you didn’t date more musicians, you might engage
in nomothetic induction.

We'll return to induction and deduction in
Chapter 3. Let’s turn now to a third broad dis-
tinction that generates rich variations in social
research.

Determinism versus Agency

The two preceding sections are based implicitly on
a more fundamental issue. As you pursue your
studies of social research methods, particularly
when you examine causation and explanation

in data analysis, you will come face to face with
one of the most nagging dilemmas in the territory
bridging social research and social philosophy: de-
terminism versus agency. As you explore examples

of causal social research, this issue comes to a head.

Imagine that you have a research grant to
study the causes of racial prejudice. Having cre-
ated a reasonable measure of prejudice so you can
distinguish those with higher or lower degrees of
prejudice, you will be able to explore its causes.
You may find, for example, that people living in
certain regions of the country are, overall, more
prejudiced than those living in other regions.
Certain political orientations seem to promote
prejudice, as do certain religious orientations.
Economic insecurities may increase prejudice and
result in the search for scapegoats. Or, if you are
able to determine something about your subjects’
upbringing—the degree of prejudice expressed
by their parents, for example—you may discover
more causes of prejudice.
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Typically, none of these “causes” will be defini-
tive, but each adds to the likelihood of a subject
being prejudiced. Imagine, for example, a woman
who was raised in a generally prejudiced region by
prejudiced parents. She now holds political and re-
ligious views that support such prejudice, and feels
at risk of losing her job. When you put all those
causes together, the likelihood of such a person
being prejudiced is very high.

Missing in this analysis is what is variously
called “choice,” “free will,” or, as social research-
ers tend to prefer, “agency.” What happened to the
individual? How do you feel about the prospect of
being a subject in such an analysis? Let’s say you
consider yourself an unprejudiced person: Are you
willing to say you were destined to turn out that
way because of forces and factors beyond your con-
trol? Probably not, and yet that’s the implicit logic
behind the causal analyses that social researchers
so often engage in.

The philosophical question here is whether
humans are determined by their particular envi-
ronment or whether they feel and act out of their
personal choice or agency. I cannot pretend to offer
an ultimate answer to this question, which has
challenged philosophers and others throughout the
history of human consciousness. But I can share
the working conclusion I have reached as a result
of observing and analyzing human behavior over a
few decades.

I've tentatively concluded that (1) each of us
possesses considerable free choice or agency, but
(2) we readily allow ourselves to be controlled by
environmental forces and factors, such as those
described earlier in the example of prejudice. As you
explore the many examples of causal analysis in this
book and elsewhere in the social research literature,
this giving away of agency will become obvious.

More shocking, if you pay attention to the con-
versations of daily life—yours as well as those of
others—you will find that we constantly deny hav-
ing choice or agency. Consider these few examples:

“I couldn’t date someone who smokes.”
“I couldn’t tell my mother that.”

“I couldn’t work in an industry that manufactures
nuclear weapons.”
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The list could go on for pages, but I hope this
makes the point. In terms of human agency, you
could do any of these things, although you might
choose not to. However, you rarely explain your
behavior or feeling on the basis of choice. If your
classmates suggest you join them at a party or the
movies and you reply, “I can’t. I have an exam
tomorrow,” in fact, you could blow off the exam
and join them; but you choose not to. (Right?)
However, you rarely take responsibility for such a
decision. You blame it on external forces: Why did
the professor have to give an exam the day after
the big party?

This situation is very clear in the case of love.
Which of us ever chooses to love someone, or to be
in love? Instead, we speak of “falling in love,” sort
of like catching a cold or falling in a ditch. The iconic
anthem for this point of view is the set of 1913
lyrics, courtesy of songwriter, Joseph McCarthy.

You made me love you.
I didn't want to do it.

As I'said at the outset of this discussion, the
dilemma of determinism versus agency continues
to bedevil philosophers, and you will find its head
poking up from time to time throughout this book.
I can’t give you an ultimate answer to it, but I
wanted to alert you to its presence.

The question of responsibility is an important
aspect of this issue. Although it lies outside the
realm of this book, I would like to bring it up
briefly. Social research occurs in the context of a
sociopolitical debate concerning who is responsible
for a person’s situation and their experiences in
life. If you are poor, for example, are you respon-
sible for your low socioeconomic status or does the
responsibility lie with other people, organizations,
or institutions?

Social research typically looks for ways that
social structures (from interaction patterns to
whole societies), affect the experiences and

tolerance for ambiguity The ability to hold con-
flicting ideas in your mind simultaneously, without
denying or dismissing any of them.

situations of individual members of society. Thus,
your poverty might be a consequence of being born
into a very poor family and having little opportu-
nity for advancement. Or the closing of a business,
exporting jobs overseas, or a global recession might
lie at the root of your poverty.

Notice that this approach works against the no-
tion of agency that we have discussed. Moreover,
while social scientists tend to feel social problems
should be solved at the societal level—through leg-
islation, for example—this is a disempowering view
for an individual. If you take the point of view that
your poverty, bad grade, or rejected job applica-
tion are the result of forces beyond your control,
then you are conceding that you have no power.
There is more power in assuming you have it than
in assuming you are the helpless victim of cir-
cumstances. You can do this without denying the
power of social forces around you. In fact, you may
exercise your individual responsibility by setting
out to change the social forces that have an impact
on your life. This complex view calls for a healthy
tolerance for ambiguity, which is an important
ability in the world of social research.

Qualitative and Quantitative Data

The distinction between quantitative and qualita-
tive data in social research is essentially the distinc-
tion between numerical and nonnumerical data.
When we say someone is intelligent, we’ve made
a qualitative assertion. A corresponding assertion
about someone less fortunately endowed would be
that he or she is “unintelligent.” When psycholo-
gists and others measure intelligence by IQ scores,
they are attempting to quantify such qualitative
assessments. For example, the psychologist might
say that a person has an IQ of 120.

Every observation is qualitative at the outset,
whether it is our experience of someone’s intel-
ligence, the location of a pointer on a measuring
scale, or a check mark entered in a questionnaire.
None of these things is inherently numerical or
quantitative, but converting them to a numeri-
cal form is sometimes useful. (Chapter 14 of this
book will deal specifically with the quantification
of data.)



Quantification often makes our observations
more explicit. It also can make it easier to aggre-
gate, compare, and summarize data. Further, it
opens up the possibility of statistical analyses, rang-
ing from simple averages to complex formulas and
mathematical models.

Quantitative data, then, offer the advantages
that numbers have over words as measures of
some quality. On the other hand, they also carry
the disadvantages that numbers have, including a
potential loss in richness of meaning. For example,
a social researcher might want to know whether
college students aged 18-22 tend to date people
older or younger than themselves. A quantitative
answer to this question seems easily attained. The
researcher asks a given number of college students
how old each of their dates has been, calculates
an average, and compares it with the age of the
subject. Case closed.

Or is it? Although “age” here represents the
number of years people have been alive, some-
times people use the term differently; perhaps
for some “age” really means “maturity.” You may
date people who are younger than you but who
act more maturely than others of their age and
thus represent the same “age” as you. Or some-
one might see “age” as how young or old your
dates look or maybe the degree of variation in
their life experiences and worldliness. These lat-
ter meanings would be lost in the quantitative
calculation of average age. Qualitative data, in
short, can be richer in meaning than quantified
data. This is implicit in the cliché, “He is older
than his years.” The poetic meaning of this ex-
pression would be lost in attempts to specify how
much older.

On the other hand, qualitative data bring the
disadvantages of purely verbal descriptions. For
example, the richness of meaning I've mentioned
is partly a function of ambiguity. If the expression
“older than his years” meant something to you
when you read it, that meaning came from your
own experiences, from people you have known
who might fit the description of being “older than
their years” or perhaps the times you have heard
others use that expression. Two things are certain:
(1) You and I probably don’t mean exactly the
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same thing, and (2) you don’t know exactly what I
mean, and vice versa.

I have a friend, Ray Zhang, who was respon-
sible for communications at the 1989 freedom
demonstrations in Tiananmen Square, Beijing.
Following the army clampdown, Ray fled south,
was arrested, and was then released with orders
to return to Beijing. Instead, he escaped from
China and made his way to Paris. Eventually he
came to the United States, where he resumed the
graduate studies he had been forced to abandon in
fleeing his homeland. I have seen him deal with
the difficulties of getting enrolled in school without
any transcripts from China, of studying in a foreign
language, of meeting his financial needs—all on his
own, thousands of miles from his family. Ray still
speaks of one day returning to China to build a sys-
tem of democracy.

Ray strikes me as someone “older than his
years.” The additional detail in my qualitative de-
scription, while it fleshes out the meaning of the
phrase, still does not equip us to say how much
older or even to compare two people in these terms
without the risk of disagreeing as to which one is
more “worldly.”

It might be possible to quantify this concept,
however. For example, we might establish a list of
life experiences that would contribute to what we
mean by worldliness, for example:

Getting married

Getting divorced

Having a parent die

Seeing a murder committed
Being arrested

Being exiled

Being fired from a job

Running away with the circus

We might quantify people’s worldliness as the
number of such experiences they’ve had: The more
such experiences, the more worldly we’d say they
were. If we thought of some experiences as more
powerful than others, we could give those experi-
ences more points. Once we had made our list and
point system, scoring people and comparing their
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worldliness on a numerical scale would be straight-
forward. We would have no ditficulty agreeing on
who had more points than who.

To quantify a nonnumerical concept like world-
liness, then, we need to be explicit about what the
concept means. By focusing specifically on what
we’ll include in our measurement of the concept,
however, we also exclude any other meanings. In-
evitably, then, we face a trade-off: Any explicated,
quantitative measure will be less rich in meaning
than the corresponding qualitative description.

What a dilemma! Which approach should we
choose? Which is better? Which is more appropri-
ate to social research?

The good news is that we don’t need to choose.
In fact, we shouldn’t. Both qualitative and quan-
titative methods are useful and legitimate in social
research. Some research situations and topics are
amenable to qualitative examination, others to
quantification.

Although researchers may use both, these two
approaches call for different skills and procedures.
As a result, you may find that you feel more com-
fortable with—and become more adept in—one
or the other. You will be a stronger researcher,
however, to the extent that you can use both
approaches effectively. Certainly, all researchers,
whatever their personal inclinations, should recog-
nize the legitimacy of both.

You may have noticed that the qualitative
approach seems more aligned with idiographic
explanations, while nomothetic explanations
are more easily achieved through quantification.
Although this is true, these relationships are not
absolute. Moreover, both approaches present
considerable “gray area.” Recognizing the distinc-
tion between qualitative and quantitative research
doesn’'t mean that you must identify your re-
search activities with one to the exclusion of the
other. A complete understanding of a topic often
requires both techniques.

The contributions of these two approaches
are widely recognized today. For example, when
Stuart J. H. Biddle and his colleagues (2001) at the
University of Wales set out to review the status of
research in the field of sport and exercise psychol-
ogy, they were careful to examine the uses of both

quantitative and qualitative techniques, drawing
attention to those they felt were underused.

The apparent conflict btween these two funda-
mental approaches has been neatly summarized by
Paul Thompson (2004: 238-39):

Only a few sociologists would openly deny

the logic of combining the strengths of both
quantitative and qualitative methods in social
research. . . . In practice, however, despite such
wider methodological aspirations in principle,
social researchers have regrettably become
increasingly divided into two camps, many of
whose members know little of each other even
if they are not explicitly hostile.

In reviewing the frequent disputes over the
superiority of qualitative or quantitative methods,
Anthony Onwuegbuzie and Nancy Leech (2005)
suggest that the two approaches have more simi-
larities than differences, and they urge that social
research is strengthened by the use of both. My
intention in this book is to focus on the comple-
mentarity of these two approaches rather than on
any apparent competition between them.

The Research Proposal

I conclude this chapter by introducing a feature
that will run throughout the book: the preparation
of a research proposal. Most organized research
begins with a description of what is planned in the
project: what questions it will raise and how it will
answer them. Often, such proposals are created for
the purpose of getting the resources needed to con-
duct the research envisioned.

One way to learn the topics of this course is to
write a research proposal based on what you have
learned. Even if you will not actually conduct a major
research project, you can lay out a plan for doing so.
Your instructor may use this as a course requirement,
but even if that’s not the case, you can use the “Pro-
posing Social Research” exercise at the end of each
chapter to test your mastery of the chapter.

There is a computer program, SAGrader, that
is designed to assist you in writing exercises such
as this one. It will accept a draft submission and



critique it, pointing to elements that are missing,
for example. You can learn more about SAGrader
through the link at your Sociology CourseMate at
www.cengagebrain.com.

There are many organizational structures for
research proposals, and I've created a fairly typical
one for you to use with this book. I've presented
the proposal outline as follows, indicating which
chapters in the book deal most directly with each
topic.

Introduction (Chapter 1)

Review of the Literature (Chapters 3, 17;
Appendix A)

Specifying the Problem/Question/Topic
(Chapters 6, 7, 12)

Research Design (Chapter 4)
Data-Collection Method (Chapters 4, 8, 9, 10, 11)
Selection of Subjects (Chapter 5)
Ethical Issues (Chapter 2)

Data Analysis (Chapters 13, 14, 15, 16)

Bibliography (Chapter 17; Appendix A)

I'll have more to say about each of these topics
as we move through the book, beginning with this
chapter’s “Proposing Social Research” exercise.
Chapter 4 will have an extended section on the
research proposal, and Chapter 17 will give you
an opportunity to pull together all the parts of the
proposal into a coherent whole.

MAIN POINTS

Introduction

e The subject of this book is how we find out about
social reality.

Looking for Reality

e Inquiry is a natural human activity. Much of ordi-
nary human inquiry seeks to explain events and
predict future events.

e When we understand through direct experience,
we make observations and seek patterns of regu-
larities in what we observe.

e Much of what we know, we know by agreement

rather than by experience. In particular, two
important sources of agreed-on knowledge are
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tradition and authority. However, these useful
sources of knowledge can also lead us astray.

e Science seeks to protect against the mistakes we
make in day-to-day inquiry.

e Whereas we often observe inaccurately, research-
ers seek to avoid such errors by making observa-
tion a careful and deliberate activity.

e We sometimes jump to general conclusions on
the basis of only a few observations, so scientists
seek to avoid overgeneralization. They do this by
committing themselves to a sufficient number of
observations and by replicating studies.

e In everyday life we sometimes reason illogically.
Researchers seek to avoid illogical reasoning by
being as careful and deliberate in their reasoning as
in their observations. Moreover, the public nature
of science means that others are always there to
challenge faulty reasoning.

The Foundations of Social Science

e Social theory attempts to discuss and explain what
is, not what should be. Theory should not be con-
fused with philosophy or belief.

e Social science looks for regularities in social life.

e Social scientists are interested in explaining
human aggregates, not individuals.

Theories are written in the language of variables.

e A variable is a logical set of attributes. An attribute
is a characteristic. Sex, for example, is a variable
made up of the attributes male and female.

e In causal explanation, the presumed cause is the
independent variable, and the affected variable is
the dependent variable.

The Purposes of Social Research

e Three major purposes of social research are explo-
ration, description, and explanation.

e Studies may aim to serve more than one of these
purposes.

Some Dialectics of Social Science

e Whereas idiographic explanations present specific
cases fully, nomothetic explanations present a
generalized understanding of many cases.

e Inductive theories reason from specific observa-
tions to general patterns. Deductive theories
start from general statements and predict specific
observations.

e The underlying logic of traditional science implic-
itly suggests a deterministic cause-and-effect model
in which individuals have no choice, although
researchers do not say, nor necessarily believe, that.
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e Some researchers are intent on focusing attention
on the “agency” by which the subjects of study
are active, choice-making agents.

e The issue of free will versus determinism is an old
one in philosophy, and people exhibit conflicting
orientations in their daily behavior, sometimes pro-
claiming their freedom and other times denying it.

e Quantitative data are numerical; qualitative data
are not. Both types of data are useful for different
research purposes.

e Both pure and applied research are valid and vital
parts of the social science enterprise.

The Research Proposal

e Research projects often begin with the preparation
of a research proposal, describing the purpose and
methods of the proposed study.

e In this book, each chapter will conclude with an
exercise through which you can prepare part of a
research proposal, thereby testing your mastery of
the topics covered.

KEY TERMS

The following terms are defined in context in the
chapter and at the bottom of the page where the term
is introduced, as well as in the comprehensive glossary
at the back of the book.

agreement reality methodology
attributes nomothetic
deduction replication
dependent variable theory

epistemology tolerance for ambiguity

idiographic variables
independent variable

induction

PROPOSING SOCIAL RESEARCH:
INTRODUCTION

This first chapter has given you an overview of some
of the basic variations in social research, many of
which can be useful in writing the introduction of
your research proposal. For this assignment, you
should first identify a topic or question you might like
to explore in a research project. Perhaps you would
like to investigate some topic relating to race, gender,

or social class. Perhaps there is some aspect of college
life that you think needs study.

Once you have a research topic in mind, this
chapter will offer some ideas on how the research
might be organized. This is only a overview of the
project and should take two to four paragraphs. It will
work best if you can select a topic that you'll use in
each of the chapters of the book, as you address differ-
ent aspects of the research process.

Here are some examples of research questions to
illustrate the kind of focus your project might take.

e Do women earn less money than men and, if so,
why?

e What distinguishes juvenile gangs of different
ethnic groups?

e Which academic departments at your college offer
the broadest degree of liberal arts training?

e Isittrue, as some suggest, that the United States
was established as a “Christian nation”?

e Are American military actions in the Middle East
reducing the threat of terrorist attacks in the
United States or increasing those threats?

e  What are the major functions of the American family
and how have those been changing over time?

e Are official attempts to control illegal drug use
succeeding or failing?

e Do undocumented immigrants overall represent a
net economic cost or benefit to the United States?

Notice that you probably hear questions like these
discussed frequently, both in your own interactions
and in the mass media. Probably, most of those discus-
sions are largely based in opinions. Your opportunity
in this course is to see how you might pursue such
questions as a researcher, dealing with logic and facts
in place of opinions.

REVIEW QUESTIONS AND EXERCISES

1. Review the common errors of human inquiry
discussed in this chapter. Find a magazine or
newspaper article, or perhaps a letter to the editor,
that illustrates one of these errors. Discuss how a
scientist would avoid it.

2. List five social variables and the attributes they
comprise.

3. Go to one of the following websites on your
Sociology CourseMate at www.cengagebrain
.com and find examples of both qualitative and
quantitative data.

a. UN High Commissioner for Refugees



b. U.S. Centers for Disease Control and
Prevention

¢. National Library of Australia

SPSS EXERCISES

See the booklet that accompanies your text for ex-
ercises using SPSS (Statistical Package for the Social
Sciences). There are exercises offered for each chapter,
and you’ll also find a detailed primer on using SPSS.

Online Study Resources

Access the resources your instructor has assigned. For
this book, you can access:

CourseMate for The
& Practice of Social Research

Login to CengageBrain.com to access chapter-specific
learning tools including Learning Objectives, Practice
Quizzes, Videos, Internet Exercises, Flash Cards, Glossaries,

Web Links, and more from your Sociology CourseMate.
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aplia

If your professor has assigned Aplia homework:
1. Sign into your account.

2. After you complete each page of questions, click
“Grade It Now” to see detailed explanations of
every answer.

3. Click “Try Another Version” for an opportunity to
improve your score.

Visit www.cengagebrain.com to access your account

and purchase materials.



CHAPTER 2

Social Inquiry: Ethics
and Politics

CHAPTER OVERVIEW

Social research takes placeina
social context. Researchers must
therefore take into account many
ethical and political considerations

alongside scientific ones in

designing and executing their

research. Often, however, clear-

cut answers to thorny ethical and

political issues are hard to come by.

Introduction

Ethical Issues in Social
Research

Voluntary Participation

No Harm to the
Participants

Anonymity and
Confidentiality

Deception

Analysis and Reporting

Institutional Review Boards

Professional Codes of Ethics

Two Ethical Controversies
Trouble in the Tearoom

Observing Human
Obedience

The Politics of Social
Research

Objectivity and Ideology
Politics with a Little “p”
Politics in Perspective

aplia

Aplia for The Practice of Social Research

After reading, go to “Online Study Resources” at the end of this chapter for
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Introduction

My purpose in this book is to present a realistic
and useful introduction to doing social research.
For this introduction to be fully realistic, it must
include four main constraints on research projects:
scientific, administrative, ethical, and political.

Most of the book focuses on scientific and
administrative constraints. We'll see that the logic
of science suggests certain research procedures,
but we’ll also see that some scientifically “perfect”
study designs are not administratively feasible be-
cause they would be too expensive or take too long
to execute. Throughout the book, therefore, we’ll
deal with workable compromises.

Before we get to the scientific and administra-
tive constraints on research, it’s useful to explore
the two other important considerations in doing
research in the real world—ethics and politics—
which this chapter covers. Just as certain proce-
dures are too impractical to use, others are either
ethically prohibitive or politically difficult or impos-
sible. Here’s a story to illustrate what I mean.

Several years ago, I was invited to sit in on a
planning session to design a study of legal educa-
tion in California. The joint project was to be con-
ducted by a university research center and the state
bar association. The purpose of the project was to
improve legal education by learning which aspects
of the law school experience were related to suc-
cess on the bar exam. Essentially, the plan was to
prepare a questionnaire that would get detailed
information about the law school experiences of
individuals. People would be required to answer
the questionnaire when they took the bar exam.
By analyzing how people with different kinds of
law school experiences did on the bar exam, we
could find out what sorts of things worked and
what didn’t. The findings of the research could be
made available to law schools, and ultimately legal
education could be improved.

The exciting thing about collaborating with the
bar association was that all the normally irritating
logistical hassles would be handled. There would
be no problem getting permission to administer

questionnaires in conjunction with the exam, for
example, and the problem of nonresponse could be
eliminated altogether.

I left the meeting excited about the prospects
for the study. When I told a colleague about it, I
glowed about the absolute handling of the non-
response problem. Her immediate comment turned
everything around completely. “That’s unethical.
There’s no law requiring the questionnaire, and
participation in research has to be voluntary.” The
study wasn'’t done.

In retelling this story, I can easily see that re-
quiring participation would have been inappropri-
ate. You may have seen this even before I told you
about my colleague’s comment. I still feel a little
embarrassed over the matter, but I have a specific
purpose in telling this story about myself.

All of us consider ourselves ethical—not perfect
perhaps, but as ethical as anyone else and perhaps
more so than most. The problem in social research,
as probably in life, is that ethical considerations are
not always apparent to us. As a result, we often
plunge into things without seeing ethical issues
that may be apparent to others and may even be
obvious to us when pointed out. When I reported
back to the others in the planning group, for exam-
ple, no one disagreed with the inappropriateness of
requiring participation. Everyone was a bit embar-
rassed about not having seen it.

Any of us can immediately see that a study
requiring small children to be tortured is unethical.
I know you’d speak out immediately if I suggested
that we interview people about their sex lives and
then publish what they said in the local newspaper.
But, as ethical as you are, you'll totally miss the
ethical issues in some other situations—we all do.

The first half of this chapter deals with the
ethics of social research. In part, it presents some
of the broadly agreed-on norms describing what's
ethical in research and what’s not. More important
than simply knowing the guidelines, however, is
becoming sensitized to the ethical component in
research so that you'll look for it whenever you
plan a study. Even when the ethical aspects of a sit-
uation are debatable, you should know that there’s
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something to argue about. It’s worth noting in

this context that many professions operate under
ethical constraints and that these constraints differ
from one profession to another. Thus, priests, phy-
sicians, lawyers, reporters, and television producers
operate under different ethical constraints. In this
chapter, we’ll look only at the ethical principles
that govern social research.

Political considerations in research are also sub-
tle, ambiguous, and arguable. Notice that the law
school example involves politics as well as ethics.
Although social researchers have an ethical norm
that participation in research should be voluntary,
this norm clearly grows out of U.S. political norms
protecting civil liberties. In some nations, the pro-
posed study would have been considered quite
ethical.

In the second half of this chapter, we’ll look at
social research projects that were crushed or nearly
crushed by political considerations. As with ethi-
cal concerns, there is often no “correct” take on a
given situation. People of goodwill disagree. I won't
try to give you a party line about what is and is not
politically acceptable. As with ethics, the point is to
become sensitive to the political dimension of social
research.

Ethical Issues in Social Research

In most dictionaries and in common usage, ethics is
typically associated with morality, and both words
concern matters of right and wrong. But what is
right and what wrong? What is the source of the
distinction? For individuals the sources vary. They
may be religions, political ideologies, or the prag-
matic observation of what seems to work and what
doesn't.

Webster’s New World Dictionary is typical among
dictionaries in defining ethical as “conforming to
the standards of conduct of a given profession or
group.” Although this definition may frustrate
those in search of moral absolutes, what we regard
as morality and ethics in day-to-day life is a matter
of agreement among members of a group. And, not
surprisingly, different groups have agreed on differ-
ent codes of conduct. Part of living successfully in a

particular society is knowing what that society con-
siders ethical and unethical. The same holds true
for the social research community.

Anyone involved in social science research,
then, needs to be aware of the general agreements
shared by researchers about what is proper and
improper in the conduct of scientific inquiry. This
section summarizes some of the most important
ethical agreements that prevail in social research.

Voluntary Participation

Often, though not always, social research rep-
resents an intrusion into people’s lives. The in-
terviewer’s knock on the door or the arrival of a
questionnaire in the mail signals the beginning of
an activity that the respondent has not requested
and that may require significant time and energy.
Participation in a social experiment disrupts the
subject’s regular activities.

Social research, moreover, often requires
that people reveal personal information about
themselves—information that may be unknown
to their friends and associates. And social research
often requires that such information be revealed
to strangers. Other professionals, such as physi-
cians and lawyers, also ask for such information.
Their requests may be justified, however, by their
aims: They need the information in order to serve
the personal interests of the respondent. Social
researchers can seldom make this claim. Like
medical scientists, they can only argue that the
research effort may ultimately help all humanity.

A major tenet of medical research ethics is
that experimental participation must be voluntary.
The same norm applies to social research. No one
should be forced to participate. This norm is far
easier to accept in theory than to apply in practice,
however.

Again, medical research provides a useful par-
allel. Many experimental drugs used to be tested
on prisoners. In the most rigorously ethical cases,
the prisoners were told the nature and the pos-
sible dangers of the experiment, they were told
that participation was completely voluntary, and
they were further instructed that they could ex-
pect no special rewards—such as early parole—for



participation. Even under these conditions, it was
often clear that volunteers were motivated by the
belief that they would personally benefit from
their cooperation.

When the instructor in an introductory so-
ciology class asks students to fill out a question-
naire that he or she hopes to analyze and publish,
students should always be told that participation
in the survey is completely voluntary. Even so,
most students will fear that nonparticipation will
somehow affect their grade. The instructor should
therefore be sensitive to such implications and
make special provisions to eliminate them. For
example, the instructor could ensure anonymity
by leaving the room while the questionnaires are
being completed. Or, students could be asked to
return the questionnaires by mail or to drop them
in a box near the door before the next course
meeting.

This norm of voluntary participation, though,
goes directly against several scientific concerns. In
the most general terms, the scientific goal of gen-
eralizability is threatened if experimental subjects
or survey respondents are all the kind of people
who willingly participate in such things. Because
this orientation probably reflects more general
personality traits, the results of the research might
not be generalizable to all people. Most clearly, in
the case of a descriptive survey, a researcher can-
not generalize the sample survey findings to an
entire population unless a substantial majority of
the scientifically selected sample actually partici-
pates—the willing respondents and the somewhat
unwilling.

As you’ll see in Chapter 11, field research has
its own ethical dilemmas in this regard. Very often
the researcher cannot even reveal that a study
is being done, for fear that that revelation might
significantly affect the social processes being stud-
ied. Clearly, the subjects of study in such cases are
not given the opportunity to volunteer or refuse to
participate.

Though the norm of voluntary participation is
important, it is often impossible to follow. In cases
where researchers feel ultimately justified in vio-
lating it, their observing the other ethical norms
of scientific research, such as bringing no harm
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to the people under study, becomes all the more
important.

No Harm to the Participants

The need for norms against harming research
subjects has stemmed in part from horrendous
actions by medical researchers. Perhaps at the top of
the list stand the medical experiments on prisoners of
war by Nazi researchers in World War II. The sub-
sequent war-crimes trials at Nuremberg added the
phrase crimes against humanity to the language of
research and political ethics

Less well-known were the Tuskegee syphilis
experiments conducted by the U.S. Public Health
Service between 1932 and 1972. The study followed
the fate of nearly 400 impoverished, rural African
American men suffering from syphilis. Even after
penicillin had been accepted as an effective treat-
ment for syphilis, the subjects were denied
treatment—even kept from seeking treatment in
the community—because the researchers wanted to
observe the full progression of the disease. At times,
diagnostic procedures such as spinal taps were falsely
presented to subjects as cures for syphilis.

When the details of the Tuskegee syphilis
experiments became widely known, the U.S. govern-
ment took action, including a formal apology by
President Bill Clinton and a program of financial
reparations to the families of the subjects. (You
can learn more about this sad history in medi-
cal research through the link on your Sociology
CourseMate at www.cengagebrain.com.

Perhaps the most concrete response to the
Tuskegee scandal was the 1974 National Research
Act that created the National Commission for the
Protection of Human Subjects of Biomedical and
Behavioral Research. The commission was charged
with the task of determining the fundamental ethi-
cal principles that should guide research on human
subjects. The commission subsequently published
The Belmont Report, which elaborated on three key
principles:

1. Respect for Persons—Participation must be
completely voluntary and based on full un-
derstanding of what is involved. Moreover,
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special caution must be taken to protect minors
and those lacking complete autonomy (e.g.,
prisoners).

2. Beneficience—Subjects must not be harmed by
the research and, ideally, should benefit from it.

3. Justice—The burdens and benefits of research
should be shared fairly within the society.

You can find The Belmont Report at http://ohsr.od
.nih.gov/guidelines/belmont.html.

The National Research Act also established a
requirement for Institutional Review Boards (IRBs)
through which universities would monitor compli-
ance with ethical standards in research involving
human subjects. We’ll return to the role of IRBs
later in this chapter.

Because subjects can be harmed psychologi-
cally in the course of a social research study, the
researcher must look for the subtlest dangers and
guard against them. Quite often, research subjects
are asked to reveal deviant behavior, attitudes they
feel are unpopular, or personal characteristics that
may seem demeaning, such as low income, the re-
ceipt of welfare payments, and the like. Revealing
such information usually makes subjects feel, at the
very least, uncomfortable.

Social research projects may also force partici-
pants to face aspects of themselves that they don't
normally consider. This can happen even when
the information is not revealed directly to the re-
searcher. In retrospect, a certain past behavior may
appear unjust or immoral. The project, then, can
cause continuing personal agony for the subject.

If the study concerns codes of ethical conduct, for
example, the subject may begin questioning his or
her own morality, and that personal concern may
last long after the research has been completed and
reported. For instance, probing questions can in-
jure a fragile self-esteem.

In 1971 the psychologist Philip Zimbardo cre-
ated his famous simulation of prison life, widely
known as the “Stanford prison experiment,” to

informed consent A norm in which subjects base
their voluntary participation in research projects on
a full understanding of the possible risks involved.

study the dynamics of prisoner-guard interactions.
Zimbardo employed Stanford students as subjects
and randomly assigned them to roles as prison-
ers or guards. As you may be aware, the simula-
tion became quickly and increasingly real for all
the participants, including Zimbardo, who served
as prison superintendent. It became evident that
many of the student-prisoners were suffering psy-
chological damage as a consequence of their mock
incarceration, and some of the student-guards were
soon exhibiting degrees of sadism that would later
challenge their own self-images.

As these developments became apparent to
Zimbardo, he terminated the experiment. He then
created a debriefing program in which all the par-
ticipants were counseled so as to avoid any lasting
damage from the experience. (Go to your Sociol-
ogy CourseMate at www.cengagebrain.com, for a
link to Zimbardo’s discussion of the experiment.)

As you can see, just about any research you
might conduct runs the risk of injuring other
people in some way. It isn't possible to ensure
against all possible injuries, but some study designs
make such injuries more likely than others do. If
a particular research procedure has the potential
to produce unpleasant effects for subjects—asking
survey respondents to report deviant behavior, for
example—the researcher should have the firmest
of scientific grounds for doing it. If your research
design is essential and also likely to be unpleas-
ant for subjects, you'll find yourself in an ethical
netherworld and may go through some personal
agonizing. Although agonizing has little value in
itself, it may be a healthy sign that you’ve become
sensitive to the problem.

Increasingly, the ethical norms of voluntary
participation and no harm to participants have
become formalized in the concept of informed
consent. This norm means that subjects must base
their voluntary participation in research projects on
a tull understanding of the possible risks involved.
In a medical experiment, for example, prospective
subjects are presented with a discussion of the ex-
periment and all the possible risks to themselves.
They are required to sign a statement indicating
that they are aware of the risks and that they
choose to participate anyway. Although the value



of such a procedure is obvious when subjects will
be injected with drugs designed to produce physical
effects, for example, it’s hardly appropriate when

a participant observer rushes to a scene of urban
rioting to study deviant behavior. Whereas the re-
searcher in this latter case must still bring no harm
to those observed, gaining informed consent is not
the means to achieving that end.

Although the fact often goes unrecognized,
another possible source of harm to subjects lies in
the analysis and reporting of data. Every now and
then, research subjects read the books published
about the studies they participated in. Reasonably
sophisticated subjects can locate themselves in the
various indexes and tables. Having done so, they
may find themselves characterized—though not
identified by name—as bigoted, unpatriotic, irreli-
gious, and so forth. At the very least, such charac-
terizations are likely to trouble them and threaten
their self-images. Yet the whole purpose of the re-
search project may be to explain why some people
are prejudiced and others are not.

In one survey of churchwomen (Babbie 1967),
ministers in a sample of churches were asked to
distribute questionnaires to a specified sample of
members, collect them, and return them to the re-
search office. One of these ministers read through
the questionnaires from his sample before return-
ing them, and then he delivered a hellfire and
brimstone sermon to his congregation, saying that
many of them were atheists and were going to hell.
Even though he could not identify the people who
gave particular responses, many respondents cer-
tainly endured personal harm from his tirade.

Like voluntary participation, avoiding harm to
people is easy in theory but often difficult in prac-
tice. Sensitivity to the issue and experience with
its applications, however, should improve the
researcher’s tact in delicate areas of research.

In recent years, social researchers have been
gaining support for abiding by this norm. Fed-
eral and other funding agencies typically require
an independent evaluation of the treatment of
human subjects for research proposals, and most
universities now have human-subject committees
to serve this evaluative function. Although some-
times troublesome and inappropriately applied,
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such requirements not only guard against unethical
research but also can reveal ethical issues over-
looked by even the most scrupulous researchers.
See the accompanying box, “The Basic Elements

of Informed Consent,” for guidelines from the U.S.
Department of Health and Human Services.

Anonymity and Confidentiality

The clearest concern in the protection of the
subjects” interests and well-being is the protection
of their identity, especially in survey research. If
revealing their survey responses would injure them
in any way, adherence to this norm becomes all the
more important. Two techniques—anonymity and
confidentiality—assist researchers in this regard,
although people often confuse the two.

Anonymity

A research project guarantees anonymity when
the researcher—mnot just the people who read about
the research—cannot identify a given response

with a given respondent. This implies that a typical
interview-survey respondent can never be consid-
ered anonymous, because an interviewer collects
the information from an identifiable respondent. An
example of anonymity is a mail survey in which no
identification numbers are put on the questionnaires
before their return to the research office.

As we'll see in Chapter 8 ("Surveys”), assuring
anonymity makes keeping track of who has or
hasn’t returned the questionnaires difficult.
Despite this problem, paying the necessary price
is advisable in certain situations. For example, in
one study of drug use among university students,
I decided that I specifically did not want to know
the identity of respondents. I felt that honestly
assuring anonymity would increase the likelihood
and accuracy of responses. Also, I did not want to
be in the position of being asked by authorities for
the names of drug offenders. In the few instances

anonymity Anonymity is achieved in a research
project when neither the researchers nor the readers
of the findings can identify a given response with a
given respondent.
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Tips and Tools

The Basic Elements
of Informed Consent

The Department of Health and Human Services has published the federal
requlations pertaining to what must be included in formal proposals for
research projects involving human-subjects. These requirements became
effective on June 23, 2005. The following is an excerpt from that document.

1. Astatement that the study involves research, an explanation of the
purposes of the research and the expected duration of the subject’s
participation, a description of the procedures to be followed, and
identification of any procedures which are experimental;

2. Adescription of any reasonably foreseeable risks or discomforts to
the subject;

3. Adescription of any benefits to the subject or to others which may
reasonably be expected from the research;

4. Adisclosure of appropriate alternative procedures or courses of
treatment, if any, that might be advantageous to the subject;

5. Astatement describing the extent, if any, to which confidentiality
of records identifying the subject will be maintained;

6. Forresearch involving more than minimal risk, an explanation as to
whether any compensation and an explanation as to whether any
medical treatments are available if injury occurs and, if so, what
they consist of, or where further information may be obtained;

7. Anexplanation of whom to contact for answers to pertinent ques-
tions about the research and research subjects rights, and whom to
contact in the event of a research-related injury to the subject; and

8. Astatement that participation is voluntary, refusal to participate
will involve no penalty or loss of benefits to which the subject is
otherwise entitled, and the subject may discontinue participation
atany time without penalty or loss of benefits to which the subject
is atherwise entitled.

A web search will provide you with many samples of informed consent
letters that you could use as models in your own research. Itis worth
noting that survey research and some other research techniques are
exempted from the need to obtain informed consent. You can learn more
about this and related topics at http://www.hhs.gov/ohrp.

Source: http://grants2.nih.gov/grants/policy/hs/.

in which respondents volunteered their names,
such information was immediately obliterated from
the questionnaires.

Confidentiality

A research project guarantees confidentiality
when the researcher can identify a given person’s
responses but essentially promises not to do so
publicly. In an interview survey, for example, the
researcher could make public the income reported
by a given respondent, but the respondent is as-
sured that this will not be done.

Whenever a research project is confidential
rather than anonymous, it is the researcher’s re-
sponsibility to make that fact clear to the respon-
dent. Moreover, researchers should never use the
term anonymous to mean confidential.

confidentiality A research project guarantees con-
fidentiality when the researcher can identify a given
person’s responses but promises not to do so publicly.

With few exceptions (such as surveys of public
figures who agree to have their responses published),
the information respondents give must at least be
kept confidential. This is not always an easy norm to
follow, because for example the courts have not rec-
ognized social research data as the kind of “privileged
communication” priests and attorneys have.

This unprotected guarantee of confidentiality
produced a near disaster in 1991. Two years earlier,
the Exxon Valdez supertanker had run aground
near the port of Valdez in Alaska, spilling 10 million
gallons of oil into the bay. The economic and envi-
ronmental damage was widely reported.

The media paid less attention to the psychologi-
cal and sociological damage suffered by residents of
the area. There were anecdotal reports of increased
alcoholism, family violence, and other secondary
consequences of the disruptions caused by the oil
spill. Eventually, 22 communities on Prince William
Sound and the Gulf of Alaska sued Exxon for the
economic, social, and psychological damages suf-
fered by their residents.



To determine the amount of damage done, the
communities commissioned a San Diego research
firm to undertake a household survey asking
residents very personal questions about increased
problems in their families. The sample of residents
were asked to reveal painful and embarrassing
information, under the guarantee of absolute
confidentiality. Ultimately, the results of the survey
confirmed that a variety of personal and family
problems had increased substantially following the
oil spill.

When Exxon learned that survey data would
be presented to document the suffering, they took
an unusual step: They asked the court to subpoena
the survey questionnaires. The court granted the
request and ordered the researchers to turn over
the questionnaires—with all identitying informa-
tion. It appeared that Exxon’s intention was to call
survey respondents to the stand and cross-examine
them regarding answers they had given to inter-
viewers under the guarantee of confidentiality.
Moreover, many of the respondents were Native
Americans, whose cultural norms made such pub-
lic revelations all the more painful.

Happily, the Exxon Valdez case was settled
before the court decided whether it would force
survey respondents to testify in open court. Unhap-
pily, there was a potential for an ethical disaster on
top of the environmental one. (For more informa-
tion on this ecological disaster, see Picou, Gill, and
Cohen [1999]).

The seriousness of this issue is not limited to
established research firms. Rik Scarce was a gradu-
ate student at Washington State University when
he undertook participant observation among
animal-rights activists. In 1990 he published a book
based on his research: Ecowarriors: Understanding the
Radical Environmental Movement. In 1993, Scarce was
called before a grand jury and asked to identify the
activists he had studied. In keeping with the norm
of confidentiality, the young researcher refused
to answer the grand jury’s questions and spent
159 days in the Spokane County jail. He reports,

Although I answered many of the prosecutor’s
questions, on 32 occasions I refused to answer,
saying, “Your question calls for information
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that I have only by virtue of a confidential
disclosure given to me in the course of my re-
search activities. I cannot answer the question
without actually breaching a confidential com-
munication. Consequently, I decline to answer
the question under my ethical obligations as a
member of the American Sociological Associa-
tion and pursuant to any privilege that may
extend to journalists, researchers, and writers
under the First Amendment.”

(Scarce 1999: 982)

At the time of his grand jury appearance and his
incarceration, Scarce felt that the American Socio-
logical Association (ASA) code of ethics strongly
supported his ethical stand, and the ASA filed a
friend of the court brief on his behalf. In 1997, the
ASA revised its code and, while still upholding

the norm of confidentiality, warned researchers to
inform themselves regarding laws and rules that
may limit their ability to promise confidentiality to
research subjects.

You can use several techniques to guard against
such dangers and ensure better performance on the
guarantee of confidentiality. To begin, interviewers
and others with access to respondent identifications
should be trained in their ethical responsibilities.
Beyond training, the most fundamental technique
is to remove identifying information as soon as
it’s no longer necessary. In a survey, for example,
all names and addresses should be removed from
questionnaires and replaced by identification num-
bers. An identification file should be created that
links numbers to names to permit the later correc-
tion of missing or contradictory information, but
this file should not be available except for legiti-
mate purposes.

Similarly, in an interview survey you may need
to identify respondents initially so that you can
recontact them to verify that the interview was
conducted and perhaps to get information that was
missing in the original interview. As soon as you've
verified an interview and assured yourself that
you don’t need any further information from the
respondent, however, you can safely remove all
identifying information from the interview booklet.
Often, interview booklets are printed so that the
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first page contains all the identifiers—it can be torn
off once the respondent’s identification is no longer
needed.

In 2002, the U.S. Department of Health and
Human Services announced a program to issue a
“Certificate of Confidentiality” to protect the con-
fidentiality of research subject data against forced
disclosure by the police and other authorities. Not
all research projects qualify for such protection, but
it can provide an important support for research
ethics in many cases.

Under section 301(d) of the Public Health
Service Act (42 U.S.C. 241(d)) the Secretary

of Health and Human Services may authorize
persons engaged in biomedical, behavioral,
clinical, or other research to protect the privacy
of individuals who are the subjects of that re-
search. This authority has been delegated to the
National Institutes of Health (NTH).

Persons authorized by the NIH to protect
the privacy of research subjects may not be
compelled in any Federal, State, or local civil,
criminal, administrative, legislative, or other
proceedings to identify them by name or other
identitying characteristic.

(U.S. Department of Health and Human Services 2002)

In all the aspects of research ethics discussed in
this chapter, professional researchers avoid settling
for mere rote compliance with established ethical
rules. Rather, they continually ask what actions
would be most appropriate in protecting the inter-
ests of those being studied.

Deception

We've seen that the handling of subjects” identi-
ties is an important ethical consideration. Handling
your own identity as a researcher can also be
tricky. Sometimes it’s useful and even necessary to
identify yourself as a researcher to those you want
to study. You’d have to be an experienced con artist
to get people to participate in a laboratory experi-
ment or complete a lengthy questionnaire without
letting on that you were conducting research.
Even when you must conceal your research
identity, you need to consider the following.

Because deceiving people is unethical, deception
within social research needs to be justified by com-
pelling scientific or administrative concerns. Even
then, the justification will be arguable.

Sometimes researchers admit that they’re
doing research but fudge about why they’re doing
it or for whom. Suppose you’ve been asked by a
public welfare agency to conduct a study of living
standards among aid recipients. Even if the agency
is looking for ways of improving conditions, the
recipient-subjects are likely to fear a witch hunt for
“cheaters.” They might be tempted, therefore, to
give answers that make them seem more destitute
than they really are. Unless they provide truthful
answers, however, the study will not produce ac-
curate data that will contribute to an improvement
of living conditions. What do you do?

One solution would be to tell subjects that
you're conducting the study as part of a university
research program—concealing your affiliation with
the welfare agency. Although doing that improves
the scientific quality of the study;, it raises serious
ethical questions.

Lying about research purposes is common in
laboratory experiments. Although it’s difficult to
conceal that you're conducting research, it’s usually
simple—and sometimes appropriate—to conceal
your purpose. Many experiments in social psychol-
ogy, for example, test the extent to which subjects
will abandon the evidence of their own observa-
tions in favor of the views expressed by others.

See Figure 3-1 (p. 66), which shows the stimulus
from the classic Asch experiment—frequently rep-
licated by psychology classes—in which subjects are
shown three lines of differing lengths (A, B, and C)
and asked to compare them with a fourth line (X).
Subjects are then asked, “Which of the first three
lines is the same length as the fourth?”

You'd probably find it a fairly simple task to
identify “B” as the correct answer. Your job would
be complicated, however, by the fact that several
other “subjects” sitting beside you all agree that A is
the same length as X! In reality, of course, the oth-
ers in the experiment are the researcher’s confeder-
ates, told to agree on the wrong answer. As we'll see
in Chapter 3, the purpose of the experiment is to
see whether you’d give up your own judgment in



favor of the group agreement. I think you can see
that conformity is a useful phenomenon to study
and understand, and it couldn’t be studied ex-
perimentally without deceiving the subjects. We'll
examine a similar situation in the discussion of a
famous experiment by Stanley Milgram later in this
chapter. The question is, how do we get around

the ethical issue that deception is necessary for an
experiment to work?

One appropriate solution researchers have
found is to debrief subjects following an experi-
ment. Debriefing entails interviews to discover
any problems generated by the research experi-
ence so that those problems can be corrected. Even
though subjects can’t be told the true purpose of
the study prior to their participation in it, there’s
usually no reason they can’t know afterward. Tell-
ing them the truth afterward may make up for
having to lie to them at the outset. This must be
done with care, however, making sure the sub-
jects aren’t left with bad feelings or doubts about
themselves based on their performance in the ex-
periment. If this seems complicated, it’s simply the
price we pay for using other people’s lives as the
subject matter for our research.

As a social researcher, then, you have many
ethical obligations to the subjects in your studies.
“Ethical Issues in Research on Human Sexuality”
illustrates some of the ethical questions involved in
a specific research area.

Analysis and Reporting

In addition to their ethical obligations to subjects,
researchers have ethical obligations to their col-
leagues in the scientific community. These obliga-
tions concern the analysis of data and the way the
results are reported.

In any rigorous study, the researcher should
be more familiar than anyone else with the study’s
technical limitations and failures. Researchers have
an obligation to make such shortcomings known to
their readers—even if admitting qualifications and
mistakes makes them feel foolish.

Negative findings, for example, should be
reported if they are at all related to the analysis.
There is an unfortunate myth in scientific reporting
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that only positive discoveries are worth reporting
(journal editors are sometimes guilty of believing
this as well). In science, however, it’s often as im-
portant to know that two variables are not related
as to know that they are.

Similarly, researchers must avoid the tempta-
tion to save face by describing their findings as the
product of a carefully preplanned analytic strategy
when that is not the case. Many findings arrive
unexpectedly—even though they may seem obvi-
ous in retrospect. So an interesting relationship
was uncovered by accident—so what? Embroider-
ing such situations with descriptions of fictitious
hypotheses is dishonest. It also does a disservice to
less-experienced researchers by leading them into
thinking that all scientific inquiry is rigorously pre-
planned and organized.

In general, science progresses through honesty
and openness; ego defenses and deception retard
it. Researchers can best serve their peers—and
scientific discovery as a whole—by telling the truth
about all the pitfalls and problems they’ve experi-
enced in a particular line of inquiry. Perhaps they’ll
save others from the same problems.

Finally, there is a sense in which simple care-
lessness or sloppiness can be considered an ethical
problem. If the research project uses up limited re-
sources and/or imposes on subjects with no benefit
produced by the research, many in the research
community would consider that an ethical viola-
tion. This is not to say that all research must pro-
duce positive results, but it should be conducted in
a manner that promotes that possibility.

Institutional Review Boards

As described earlier in this chapter, the issue of
research ethics in studies involving humans is now
also governed by federal law. Any agency (such as
a university or a hospital) wishing to receive federal
research support must establish an Institutional Re-
view Board (IRB), a panel of faculty (and possibly

debriefing Interviewing subjects to learn about
their experience of participation in the project. This
is especially important if there’s a possibility that
they have been damaged by that participation.
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Tips and Tools

Ethical Issues in Research
on Human Sexuality

Kathleen McKinney
Department of Sociology, lllinois State University

When studying any form of human behavior, ethical concerns are para-
mount. This statement may be even truer for studies of human sexuality
because of the topic’s highly personal, salient, and perhaps threatening
nature. Concern has been expressed by the public and by legislators about
human sexuality research. Three commonly discussed ethical criteria have
been related specifically to research in the area of human sexuality.

Informed Consent This criterion emphasizes the importance of
both accurately informing your subject or respondent as to the nature of the
research and obtaining his or her verbal or written consent to participate.
Coercion is not to be used to force participation, and subjects may termi-
nate their involvement in the research at any time. There are many possible
violations of this standard. Misrepresentation or deception may be used
when describing an embarrassing or personal topic of study, because the
researchers fear high rates of refusal or false data. Covert research, such as
some observational studies, also violates the informed consent standard
since subjects are unaware that they are being studied. Informed consent
may create special problems with certain populations. For example, studies
of the sexuality of children are limited by the concern that children may be
cognitively and emotionally unable to give informed consent. Although
there can be problems such as those discussed, most research is clearly
voluntary, with informed consent from those participating.

Right to Privacy Given the highly personal nature of sexuality
and society’s tremendous concern with social control of sexuality, the
right to privacy is a very important ethical concern for research in this
area. Individuals may risk losing their jobs, having family difficulties,

or being ostracized by peers if certain facets of their sexual lives are
revealed. This is especially true for individuals involved in sexual
behavior categorized as deviant (such as transvestism). Violations of
right to privacy occur when researchers identify members of certain
groups they have studied, release or share an individual’s data or
responses, or covertly observe sexual behavior. In most cases, right to
privacy is easily maintained by the researchers. In survey research, self-
administered questionnaires can be anonymous and interviews can be
kept confidential. In case and observational studies, the identity of the
person or group studied can be disquised in any publications. In most
research methods, analysis and reporting of data should be at the group
or aggregate level.

Protection from Harm Harm may include emotional or psy-
chological distress, as well as physical harm. Potential for harm varies
by research method; it is more likely in experimental studies where the
researcher manipulates or does something to the subject than itis in ob-
servational or survey research. Emotional distress, however, is a possibility
in all studies of human sexuality. Respondents may be asked questions that
elicit anxiety, dredge up unpleasant memories, or cause them to evaluate
themselves critically. Researchers can reduce the potential for such distress
during a study by using anonymous, self-administered questionnaires or
well-trained interviewers, and by wording sensitive questions carefully.

All three of these ethical criteria are quite subjective. Violations are
sometimes justified by arguing that risks to subjects are outweighed by
benefits to society. The issue here, of course, is who makes that critical
decision. Usually, such decisions are made by the researcher and often
a screening committee that deals with ethical concerns. Most creative
researchers have been able to follow all three ethical quidelines and still
do important research.

others) who review all research proposals involving
human subjects so that they can guarantee that
the subjects’ rights and interests will be protected.
Although the law applies specifically to federally
funded research, many universities apply the same
standards and procedures to all research, including
that funded by nonfederal sources and even re-
search done at no cost, such as student projects.
The chief responsibility of an IRB is to ensure
that the risks faced by human participants in research
are minimal. In some cases, the IRB may ask the re-
searcher to revise the study design; in others, the IRB

may refuse to approve a study. Where some minimal
risks are deemed unavoidable, researchers are re-
quired to prepare an “informed consent” form that
describes those risks clearly. Subjects may participate
in the study only after they have read the statement
and signed it as an indication that they know the risks
and voluntarily accept them.

Much of the impetus for establishing IRBs had
to do with medical experimentation on humans,
and many social research study designs are gen-
erally regarded as exempt from IRB review. An
example is an anonymous survey sent to a large



sample of respondents. The guideline to be fol-
lowed by IRBs, as contained in the Federal Exemp-
tion Categories (45 CFR 46.101 [b]), exempts a
variety of research situations:

(1) Research conducted in established or
commonly accepted educational settings, in-
volving normal educational practices, such as
(i) research on regular and special education
instructional strategies, or (ii) research on the
effectiveness of or the comparison among in-
structional techniques, curricula, or classroom
management methods.

(2) Research involving the use of educational
tests (cognitive, diagnostic, aptitude, achieve-
ment), survey procedures, interview proce-
dures or observation of public behavior, unless:

(i) information obtained is recorded in
such a manner that human subjects can be
identified, directly or through identifiers
linked to the subjects; and (ii) any dis-
closure of the human subjects” responses
outside the research could reasonably place
the subjects at risk of criminal or civil liabil-
ity or be damaging to the subjects’ financial
standing, employability, or reputation.

(3) Research involving the use of educational
tests (cognitive, diagnostic, aptitude, achieve-
ment), survey procedures, interview procedures,
or observation of public behavior that is not
exempt under paragraph (b)(2) of this section, if:

(i) the human subjects are elected or ap-
pointed public officials or candidates for
public office; or (ii) Federal statute(s)
require(s) without exception that the
confidentiality of the personally identifiable
information will be maintained throughout
the research and thereafter.

(4) Research involving the collection or study
of existing data, documents, records, pathologi-
cal specimens, or diagnostic specimens, if these
sources are publicly available or if the infor-
mation is recorded by the investigator in such
a manner that subjects cannot be identified,
directly or through identifiers linked to the
subjects.
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(5) Research and demonstration projects
which are conducted by or subject to the ap-
proval of Department or Agency heads, and
which are designed to study, evaluate, or other-
wise examine:

(i) Public benefit or service programs; (ii)
procedures for obtaining benefits or services
under those programs; (iii) possible changes
in or alternatives to those programs or
procedures; or (iv) possible changes in
methods or levels of payment for benefits
or services under those programs.

(6) Taste and food quality evaluation and
consumer acceptance studies, (i) if wholesome
foods without additives are consumed or (ii) if a
food is consumed that contains a food ingredi-
ent at or below the level and for a use found

to be safe, or agricultural chemical or environ-
mental contaminant at or below the level found
to be safe, by the Food and Drug Administra-
tion or approved by the Environmental Protec-
tion Agency or the Food Safety and Inspection
Service of the U.S. Department of Agriculture.

Paragraph (2) of the excerpt exempts much of
the social research described in this book. None-
theless, universities sometimes apply the law’s
provisions inappropriately. As chair of a university
IRB, for example, I was once asked to review the
letter of informed consent that was to be sent to
medical insurance companies, requesting their
agreement to participate in a survey that would
ask which medical treatments were covered under
their programs. Clearly the humans involved were
not at risk in the sense anticipated by the law. In a
case like that, the appropriate technique for gain-
ing informed consent is to mail the questionnaire.
If a company returns it, they’ve consented. If they
don’t, they haven't.

Other IRBs have suggested that researchers
need to obtain permission before observing partici-
pants in public gatherings and events, before con-
ducting surveys on the most mundane matters, and
so forth. Christopher Shea (2000) has chronicled
several such questionable applications of the law
while supporting the ethical logic that originally
prompted the law.
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Don't think that these critiques of IRBs mini-
mize the importance of protecting human subjects.
Indeed, some universities exceed the federal re-
quirements in reasonable and responsible ways:
requiring IRB review of nonfederally funded
projects, for example.

Research ethics is an ever-evolving subject, be-
cause new research techniques often require revis-
iting old concerns. Thus, for example, the increased
use of public databases for secondary research has
caused some IRBs to worry whether they need to
reexamine such projects as the General Social Sur-
vey every time a researcher proposes to use those
data. (Most have decided this is unnecessary; see
Skedsvold 2002 for a discussion of issues relating to
public databases.)

Professional Codes of Ethics

Ethical issues in social research are both impor-
tant and ambiguous. For this reason, most of the
professional associations of social researchers have
created and published formal codes of conduct
describing what is considered acceptable and unac-
ceptable professional behavior. As one example,
Figure 2-1 presents a portion of the code of conduct
of the American Association for Public Opinion
Research (AAPOR), an interdisciplinary research
association in the social sciences. Most professional
associations have such codes of ethics. See, for ex-
ample, the American Sociological Association, the
American Psychological Association, the American
Political Science Association, and so forth. You can
find many of these on the associations’” websites.
In addition, the Association of Internet Researchers
(AoIR) has a code of ethics accessible online. The
excerpt presented details several pseudoresearch
practices that are denounced by AAPOR and other
professional researchers.

Two Ethical Controversies

As you may already have guessed, the adoption
and publication of professional codes of conduct
have not totally resolved the issue of research
ethics. Sodial researchers still disagree on some

general principles, and those who agree in principle
often debate specifics.

This section briefly describes two research proj-
ects that have provoked ethical controversy and
discussion. The first project studied homosexual
behavior in public restrooms, and the second
examined obedience in a laboratory setting.

Trouble in the Tearoom

As a graduate student, Laud Humphreys became
interested in the study of homosexual behavior.
He developed a special interest in the casual and
fleeting same-sex acts engaged in by some male
nonhomosexuals. In particular, his research inter-
est focused on homosexual acts between strangers
meeting in the public restrooms in parks, called
“tearooms” among homosexuals. The result was
the publication in 1970 of Tearoom Trade.

What particularly interested Humphreys about
the tearoom activity was that the participants
seemed otherwise to live conventional lives as
“family men” and accepted members of the com-
munity. They did nothing else that might qualify
them as homosexuals. Thus, it was important
to them that they remain anonymous in their
tearoom visits. How would you study something
like that?

Humphreys decided to take advantage of the
social structure of the situation. Typically, the tea-
room encounter involved three people: the two
men actually engaging in the sexual act and a look-
out, called the “watchqueen.” Humphreys began
showing up at public restrooms, offering to serve as
watchqueen whenever it seemed appropriate. Be-
cause the watchqueen’s payoff was the chance to
watch the action, Humphreys was able to conduct
field observations as he would in a study of political
rallies or jaywalking behavior at intersections.

To round out his understanding of the tearoom
trade, Humphreys needed to know something
more about the people who participated. Because
the men probably would not have been thrilled
about being interviewed, Humphreys developed a
different solution. Whenever possible, he noted the
license numbers of participants’ cars and tracked
down their names and addresses through the
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CODE OF PROFESSIONAL ETHICS AND PRACTICES

We, the members of the American Association for Public Opinion Research, subscribe to the principles
expressed in the following code.

Our goal is to support sound practice in the profession of public opinion research. (By public opinion
research we mean studies in which the principal source of information about individual beliefs, preferences, and
behavior is a report given by the individual himself or herself.)

We pledge ourselves to maintain high standards of scientific competence and integrity in our work, and in
our relations both with our clients and with the general public. We further pledge ourselves to reject all tasks or
assignments which would be inconsistent with the principles of this code.

THE CODE

I. Principles of Professional Practice in the Conduct of Our Work

A. We shall exercise due care in gathering and processing data, taking all reasonable steps to assume the
accuracy of results.

B. We shall exercise due care in the development of research designs and in the analysis of data.
1. We shall employ only research tools and methods of analysis which, in our professional judgment,
are well suited to the research problem at hand.
2. We shall not select research tools and methods of analysis because of their special capacity to yield
a desired conclusion.
3. We shall not knowingly make intepretations of research results, nor shall we tacitly permit interpretations,
which are inconsistent with the data available.
4. We shall not knowingly imply that interpretations should be accorded greater confidence than the
data actually warrant.

C. We shall describe our findings and methods accurately and in appropriate detail in all research reports.
I Principles of Professional Responsibility in Our Dealings with People

A. The Public:
1. We shall cooperate with legally authorized representatives of the public by describing the methods
used in our studies.
2. We shall maintain the right to approve the release of our findings whether or not ascribed to us.
When misinterpretation appears, we shall publicly disclose what is required to correct it, notwithstanding
our obligation for client confidentiality in all other respects.

B. Clients or Sponsors:
1. We shall hold confidential all information obtained about the client’s general business affairs and
about the findings of research conducted for the client, except when the dissemination of such information
is expressly authorized.
2. We shall be mindful of the limitations of our techniques and facilities and shall accept only those
research assignments which can be accomplished within these limitations.

C. The Profession:
1. We shall not cite our membership in the Association as evidence of professional competence, since
the association does not so certify any persons or organizations.
2. We recognize our responsibility to contribute to the science of public opinion research and to
disseminate as freely as possible the ideas and findings which emerge from our research.

D. The Respondent:
1. We shall not lie to survey respondents or use practices and methods which abuse, coerce, or humiliate
them.
2. We shall protect the anonymity of every respondent, unless the respondent waives such anonymity
for specified uses. In addition, we shall hold as privileged and confidental all information which tends to
identify the respondent.

FIGURE 2-1
Excerpt from the Code of Conduct of the American Association for Public Opinion Research
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police. Humphreys then visited the men at their
homes, disguising himself enough to avoid recog-
nition, and announced that he was conducting a
survey. In that fashion, he collected the personal
information he couldn’t get in the restrooms.

As you can imagine, Humphreys’ research
provoked considerable controversy both inside
and outside the social science community. Some
critics charged Humphreys with a gross invasion of
privacy in the name of science. What men did in
public restrooms was their own business. Others
were mostly concerned about the deceit involved—
Humphreys had lied to the participants by leading
them to believe he was only a voyeur-participant.
Even people who felt that the tearoom participants
were fair game for observation because they used a
public facility protested the follow-up survey. They
claimed it was unethical for Humphreys to trace
the participants to their homes and to interview
them under false pretenses.

Still others justified Humphreys’ research. The
topic, they said, was worth study. It couldn’t be
studied any other way, and they regarded the de-
ceit as essentially harmless, noting that Humphreys’
was careful not to harm his subjects by disclosing
their tearoom activities. One result of Humphreys’
research was to challenge some of the common
stereotypes about the participants in anonymous
sexual encounters in public places, showing them
to be basically conventional in other aspects of
their lives.

The Tearoom Trade controversy has never been
resolved. It’s still debated, and it probably always
will be because it stirs emotions and involves
ethical issues people disagree about. What do you
think? Was Humphreys ethical in doing what he
did? Are there parts of the research that you be-
lieve were acceptable and other parts that were
not? (For more on the political and ethical context
of the “tearoom” research, find the link to a discus-
sion by Joan Sieber on your Sociology CourseMate
at cengagebrain.com.)

Observing Human Obedience

The second illustration differs from the first in
many ways. Whereas Humphreys’ study involved

participant observation, this study took place in the
laboratory. Humphreys’ study was sociological, this
one psychological. And whereas Humphreys exam-
ined behavior considered by many to be deviant,
the researcher in this study examined obedience
and conformity.

One of the most unsettling clichés to come
out of World War II was the German soldier’s
common excuse for atrocities: “I was only follow-
ing orders.” From the point of view that gave rise
to this comment, any behavior—no matter how
reprehensible—could be justified if someone else
could be assigned responsibility for it. If a superior
officer ordered a soldier to kill a baby, the fact of
the order supposedly exempted the soldier from
personal responsibility for the action.

Although the military tribunals that tried the
war-crime cases did not accept this excuse, social
researchers and others have recognized the extent
to which this point of view pervades social life.
People often seem willing to do things they know
would be considered wrong, if they can claim that
some higher authority ordered them to do it. Such
was the pattern of justification in the 1968 My Lai
tragedy of Vietnam, when U.S. soldiers killed more
than 300 unarmed civilians—some of them young
children—simply because their village, My Lai, was
believed to be a Vietcong stronghold. This sort of
justification appears less dramatically in day-to-day
civilian life. Few would disagree that this reliance
on authority exists, yet Stanley Milgram’s study
(1963, 1965) of the topic provoked considerable
controversy.

To observe people’s willingness to harm others
when following orders, Milgram brought 40 adult
men from many different walks of life into a labo-
ratory setting designed to create the phenomenon
under study. If you had been a subject in the ex-
periment, you would have had something like the
following experience.

You've been informed that you and another
subject are about to participate in a learning experi-
ment. Through a draw of lots, you're assigned the
job of “teacher” and your fellow subject the job
of “pupil.” The pupil is led into another room and
strapped into a chair; an electrode is attached to his
wrist. As the teacher, you're seated in front of an



impressive electric control panel covered with dials,
gauges, and switches. You notice that each switch
has a label giving a different number of volts, rang-
ing from 15 to 315. The switches have other labels,
too, some with the ominous phrases “Extreme-
Intensity Shock,” “Danger—Severe Shock,” and
“XXX.”

The experiment runs like this. You read a list
of word pairs to the learner and then test his abil-
ity to match them up. Because you can’t see him,

a light on your control panel indicates his answer.
Whenever the learner makes a mistake, you're
instructed by the experimenter to throw one of the
switches—beginning with the mildest—and admin-
ister a shock to your pupil. Through an open door
between the two rooms, you hear your pupil’s re-
sponse to the shock. Then you read another list of
word pairs and test him again.

As the experiment progresses, you administer
ever more intense shocks, until your pupil screams
for mercy and begs for the experiment to end.
You're instructed to administer the next shock
anyway. After a while, your pupil begins kicking
the wall between the two rooms and continues to
scream. The implacable experimenter tells you to
give the next shock. Finally, you read a list and ask
for the pupil’s answer—but there is no reply, only
silence from the other room. The experimenter
informs you that no answer is considered an error
and instructs you to administer the next higher
shock. This continues up to the “XXX” shock at the
end of the series.

What do you suppose you really would have
done when the pupil first began screaming? When
he began kicking on the wall? Or when he became
totally silent and gave no indication of life? You'd
refuse to continue giving shocks, right? And surely
the same would be true of most people.

So we might think—but Milgram found other-
wise. Of the first 40 adult men Milgram tested, no-
body refused to continue administering the shocks
until they heard the pupil begin kicking the wall
between the two rooms. Of the 40, only 5 did so
then. Two-thirds of the subjects, 26 of the 40, con-
tinued doing as they were told through the entire
series—up to and including the administration of
the highest shock.
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As you've probably guessed, the shocks were
phony, and the “pupil” was a confederate of the
experimenter. Only the “teacher” was a real sub-
ject in the experiment. As a subject, you wouldn’t
actually have been hurting another person, but
you would have been led to think you were. The
experiment was designed to test your willingness
to follow orders to the point of presumably killing
someone.

Milgram’s experiments have been criticized
both methodologically and ethically. On the ethi-
cal side, critics have particularly cited the effects of
the experiment on the subjects. Many seemed to
have experienced personally about as much pain
as they thought they were administering to some-
one else. They pleaded with the experimenter to
let them stop giving the shocks. They became ex-
tremely upset and nervous. Some had uncontrol-
lable seizures.

How do you feel about this research? Do you
think the topic was important enough to justify
such measures? Would debriefing the subjects be
sufficient to ameliorate any possible harm? Can
you think of other ways the researcher might have
examined obedience?

In recognition of the importance of ethical
issues in social inquiry, the American Sociological
Association has posted a website entitled, “Teaching
Ethics throughout the Curriculum,” which contains
a wide variety of case studies as well as resources
for dealing with them. It can be found at http://
www?2.asanet.org/taskforce/Ethics.

The National Institutes of Health has estab-
lished an online course regarding the history,
issues, and processes regarding human-subjects
research. While it was specifically designed for
researchers seeking federal funding for research, it
is available to and useful for anyone with an inter-
est in this topic. You can find the course at: http://
phrp.nihtraining.com/users/login.php.

The Politics of Social Research

As Tindicated earlier, both ethics and politics hinge
on ideological points of view. What is unacceptable
from one point of view will be acceptable from
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another. Although political and ethical issues are
often closely intertwined, I want to distinguish
between them in two ways.

First, the ethics of social research deals mostly
with the methods employed; political issues tend to
center on the substance and use of research. Thus,
for example, some critics raise ethical objections to
the Milgram experiments, saying that the methods
harm the subjects. A political objection would be
that obedience is not a suitable topic for study,
either because (1) we should not tinker with
people’s willingness to follow orders from higher
authority or (2) from the opposite political point
of view, because the results of the research could
be used to make people more obedient.

The second distinction between the ethical and
political aspects of social research is that there are no
formal codes of accepted political conduct. Although
some ethical norms have political aspects—for ex-
ample, specific guidelines for not harming subjects
clearly relate to Western ideas about the protection
of civil liberties—no one has developed a set of
political norms that all social researchers accept.

The only partial exception to the lack of politi-
cal norms is the generally accepted view that a
researcher’s personal political orientation should
not interfere with or unduly influence his or her
scientific research. It would be considered improper
for a researcher to use shoddy techniques or to
distort or lie about his or her research as a way of
furthering the researcher’s political views. As you
can imagine, however, studies are often enough
attacked for allegedly violating this norm.

Objectivity and Ideology

In Chapter 1, I suggested that social research can
never be totally objective because researchers are
human and therefore necessarily subjective. As a
collective enterprise, science achieves the equiva-
lent of objectivity through intersubjectivity. That
is, different scientists, having different subjective
views, can and should arrive at the same results
when they employ accepted research techniques.
Essentially, this will happen to the extent that each
can set personal values and views aside for the
duration of the research.

The classic statement on objectivity and neu-
trality in social science is Max Weber’s lecture
“Science as a Vocation” ([1925] 1946). In this talk,
Weber coined the phrase value-free sociology and
urged that sociology, like other sciences, needed
to be unencumbered by personal values if it were
to make a special contribution to society. Liberals
and conservatives alike could recognize the “facts”
of social science, regardless of how those facts
accorded with their personal politics.

Most social researchers have agreed with this
abstract ideal, but not all. Marxist and neo-Marxist
scholars, for example, have argued that social sci-
ence and social action cannot and should not be
separated. Explanations of the status quo in society,
they contend, shade subtly into defenses of that
same status quo. Simple explanations of the social
functions of, say, discrimination can easily become
justifications for its continuance. By the same
token, merely studying society and its ills without a
commitment to making society more humane has
been called irresponsible.

In Chapter 11, we'll examine participatory ac-
tion research, which is explicitly committed to using
social research for purposes designed and valued
by the subjects of the research. Thus, for example,
researchers committed to improving the working
conditions for workers at a factory would ask the
workers to define the outcomes they would like
to see and to have a hand in conducting social re-
search relevant to achieving the desired ends. The
role of the researchers is to ensure that the workers
have access to professional research methods.

Quite aside from abstract disagreements about
whether social science can or should be value-
free, many have argued about whether particular
research undertakings are value-free or whether
they represent an intrusion of the researcher’s own
political values. Typically, researchers have denied
such intrusion, and their denials have then been
challenged. Let’s look at some examples of the con-
troversies this issue has produced.

Social Research and Race

Nowhere have social research and politics been
more controversially intertwined than in the area



of racial relations. Social researchers studied the
topic for a long time, and the products of the social
research have often found their way into practical
politics. A few brief references should illustrate the
point.

In 1896, when the U.S. Supreme Court estab-
lished the principle of “separate but equal” as a
means of reconciling the Fourteenth Amendment’s
guarantee of equality to African Americans with
the norms of segregation, it neither asked for nor
cited social research. Nonetheless, it is widely be-
lieved that the Court was influenced by the writ-
ings of William Graham Sumner, a leading social
scientist of his era. Sumner was noted for his view
that the mores and folkways of a society were rela-
tively impervious to legislation and social planning.
His view has often been paraphrased as “stateways
do not make folkways.” Thus, the Court ruled
that it could not accept the assumption that “social
prejudices may be overcome by legislation” and
denied the wisdom of “laws which conflict with the
general sentiment of the community” (Blaunstein
and Zangrando 1970: 308). As many a politician
has said, “You can't legislate morality.”

When the doctrine of “separate but equal” was
overturned in 1954 (Brown v. Board of Education),
the new Supreme Court decision was based in part
on the conclusion that segregation had a detrimen-
tal effect on African American children. In drawing
that conclusion, the Court cited several sociological
and psychological research reports (Blaunstein and
Zangrando 1970).

For the most part, social researchers in this cen-
tury have supported the cause of African American
equality in the United States, and their convictions
often have been the impetus for their research.
Moreover, they’ve hoped that their research will
lead to social change. There is no doubt, for exam-
ple, that Gunnar Myrdal’s classic two-volume study
(1944) of race relations in the United States had
a significant impact on the topic of his research.
Myrdal amassed a great deal of data to show that
the position of African Americans directly con-
tradicted U.S. values of social and political equal-
ity. Further, Myrdal did not attempt to hide his
own point of view in the matter. (You can pursue
Myrdal’s landmark research further online by
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searching for “Gunnar Myrdal” or “An American
Dilemma.”)

Many social researchers have become directly
involved in the civil rights movement, some more
radically than others. Given the broad support for
ideals of equality, research conclusions supporting
the cause of equality draw little or no criticism.

To recognize how solid the general social science
position is in this matter, we need only examine a
few research projects that have produced conclu-
sions disagreeing with the predominant ideological
position.

Most social researchers have—overtly, at
least—supported the end of school segregation.
Thus, an immediate and heated controversy arose
in 1966 when James Coleman, a respected soci-
ologist, published the results of a major national
study of race and education. Contrary to general
agreement, Coleman found little difference in
academic performance between African American
students attending integrated schools and those
attending segregated ones. Indeed, such obvious
things as libraries, laboratory facilities, and high
expenditures per student made little difference. In-
stead, Coleman reported that family and neighbor-
hood factors had the most influence on academic
achievement.

Coleman’s findings were not well received by
many of the social researchers who had been active
in the civil rights movement. Some scholars criti-
cized Coleman’s work on methodological grounds,
but many others objected hotly on the grounds
that the findings would have segregationist political
consequences. The controversy that raged around
the Coleman report was reminiscent of that pro-
voked a year earlier by Daniel Moynihan (1965) in
his critical analysis of the African American family
in the United States. Whereas some felt Moynihan
was blaming the victims, others objected to his
tracing those problems to the legacy of slavery.

Another example of political controversy
surrounding social research in connection with
race concerns IQ scores. In 1969, Arthur Jensen,

a Harvard psychologist, was asked to prepare an
article for the Harvard Educational Review examin-
ing the data on racial differences in IQ test results
(Jensen 1969). In the article, Jensen concluded



48 = Chapter 2: Social Inquiry: Ethics and Politics

that genetic differences between African Ameri-
cans and whites accounted for the lower average
1Q scores of African Americans. Jensen became so
identified with that position that he appeared on
college campuses across the country discussing it.

Jensen’s research has been attacked on nu-
merous methodological bases. Critics charged that
much of the data on which Jensen’s conclusion
was based were inadequate and sloppy—there are
many IQ tests, some worse than others. Similarly,
it was argued that Jensen had not taken social-
environmental factors sufficiently into account.
Other social researchers raised still other method-
ological objections.

Beyond the scientific critique, however, many
condemned Jensen as a racist. Hostile crowds
booed him, drowning out his public presentations.
Ironically, Jensen’s reception by several university
audiences was ironically reminiscent of the hostile
reception received by abolitionists over a century
before, when the prevailing opinion favored leav-
ing the institution of slavery intact.

Many social researchers limited their objections
to the Moynihan, Coleman, and Jensen research
to scientific, methodological grounds. The politi-
cal firestorms ignited by these studies, however,
point out how ideology often shows up in matters
of social research. Although the abstract model of
science is divorced from ideology, the practice of
science is not.

To examine another version of the controversy
surrounding race and achievement, search the
web for differing points of view concerning “The
Bell Curve”—sparked by a book with that title by
Richard J. Herrnstein and Charles Murray (1994).

The controversies relating to research and race
continue at present, as we'll see in the Chapter 3
discussion of critical race theory.

The Politics of Sexual Research

As Iindicated earlier, the Laud Humphreys’ study
of tearoom trade raised ethical issues that research-
ers still discuss and debate. At the same time, it
seems clear that much of the furor raised by the
research was related to the subject matter itself. As
I have written elsewhere,

Laud Humphreys didn't just study S-E-X but
observed and discussed homosexuality. And

it wasn’t even the caring-and-committed-
relationships-between-two-people-who-just-
happen-to-be-of-the-same-sex homosexuality
but tawdry encounters between strangers

in public toilets. Only adding the sacrifice

of Christian babies could have made this
more inflammatory for the great majority of
Americans in 1970.

(Babbie 2004: 12)

Whereas Humphreys’ research topic proved
unusually provocative for many, much tamer
sexuality research has also engendered outcries
of public horror. During the 1940s and 1950s,
the biologist Alfred Kinsey and his colleagues
published landmark studies of sexual practices
of American men (1948) and women (1953).
Kinsey’s extensive interviewing allowed him to
report on frequency of sexual activity, premarital
and extramarital sex, homosexual behavior, and
so forth. His studies produced public outrage and
efforts to close his research institute at Indiana
University.

Although today most people no longer get
worked up about the Kinsey reports, Americans
tend to remain touchy about research on sex.

In 1987, the National Institutes of Health (NIH),
charged with finding ways to combat the AIDS
epidemic, found they needed hard data on con-
temporary sexual practices if they were to design
etfective anti-AIDS programs. Their request for
research proposals resulted in a sophisticated study
design by Edward O. Laumann and colleagues. The
proposed study focused on the different patterns
of sexual activity characterizing different periods of
life, and it received rave reviews from the NIH and
their consultants.

Enter Senator Jesse Helms (R-North Carolina)
and Congressman William Dannemeyer
(R-California). In 1989, having learned of the
Laumann study, Helms and Dannemeyer began
a campaign to block the study and shift the same
amount of money to a teen celibacy program.
Anne Fausto-Sterling, a biologist, sought to under-
stand the opposition to the Laumann study.



The surveys, Helms argued, are not really
intended “to stop the spread of AIDS. The real
purpose is to compile supposedly scientific facts
to support the left-wing liberal argument that
homosexuality is a normal, acceptable life-style.
... Aslong as I am able to stand on the floor of
the U.S. Senate,” he added, “I am never going
to yield to that sort of thing, because it is not
just another life-style; it is sodomy.”
(Fausto-Sterling 1992)

Helms won a 66-34 vote in favor of his amend-
ment in the U.S. Senate. Although the House of
Representatives rejected the amendment, and it
was dropped in conference committee, government
funding for the study was put on hold. Laumann
and his colleagues then turned to the private sector
and obtained funding, albeit for a smaller study,
from private foundations. Their research results
were published in 1994 as The Social Organization of
Sexuality.

Politics and the Census

There is probably a political dimension to every
attempt to study human social behavior. Con-
sider the matter of the U.S. decennial census,
mandated by the Constitution. The original
purpose was to discover the population sizes

of the various states to determine their proper
representation in the House of Representatives.
Whereas each state gets two senators, large states
get more representatives than small ones do. So
what could be simpler? Just count the number of
people in each state.

From the beginning, there was nothing
simple about counting heads in a dispersed,
national population like the United States. Even
the definition of a “person” was anything but
straightforward. A slave, for example, counted
as only three-fifths of a person for purposes of
the census. This decreased the representation of
the slaveholding Southern states, though count-
ing slaves as whole people might have raised
the dangerously radical idea that they should be
allowed to vote.

Further, the logistical problems of counting
people who reside in suburban tract houses, urban
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apartments, college dorms, military barracks, farms,
cabins in the woods, and illegal housing units,
as well as counting those who have no place to
live, not to mention undocumented immigrants,
has always presented a daunting task. It’s the sort
of challenge social researchers tackle with relish.
However, the difficulty of finding the hard-to-reach
and the techniques created for doing so cannot
escape the political net.

Kenneth Prewitt, who directed the Census
Bureau from 1998 to 2001, describes some of the
political aspects of counting heads:

Between 1910 and 1920, there was a massive
wartime population movement from the rural,
Southern states to industrial Northern cities. In
1920, for the first time in American history, the
census included more city dwellers than rural
residents. An urban America was something
new and disturbing, especially to those who
held to the Jeffersonian belief that indepen-
dent farmers best protected democracy. Among
those of this persuasion were rural, conserva-
tive congressmen in the South and West. They
saw that reapportionment would shift power
to factory-based unions and politically radical
immigrants concentrated in Northeastern cities.
Conservatives in Congress blocked reapportion-
ment, complaining among other things that be-
cause January 1 was then census day, transient
agricultural workers were “incorrectly” counted
in cities rather than on the farms to which they
would return in time for spring planting. (Cen-
sus day was later shifted to April 1, where it
has remained.) The arguments dragged out for
a decade, and Congress was not reapportioned
until after the next census.

(Prewitt 2003)

In more recent years, concern for undercounting
the urban poor has become a political issue. The
big cities, which have the most to lose from the
undercounting, typically vote Democratic rather
than Republican, so you can probably guess which
party supports efforts to improve the counting
and which party is less enthusiastic. By the same
token, when social scientists have argued in favor
of replacing the attempt at a total enumeration
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of the population with modern survey sampling
methods (see Chapter 5), they have enjoyed more
support from Democrats, who would stand to
gain from such a methodological shift, than from
Republicans, who would stand to lose. Rather
than suggesting Democrats support science more
than Republicans do, this situation offers another
example of how the political context in which we
live and conduct social research often affects that
research. This was apparent in debates leading up
to the 2010 U.S. Census, directed by a sociologist,
Robert Groves.

Politics with a Little “p”

Social research is often confounded by political ide-
ologies, but the “politics” of social research runs far
deeper still. Social research in relation to contested
social issues simply cannot remain antiseptically
objective—particularly when differing ideologies
are pitted against each other in a field of social
science data.

The same is true when research is invoked in
disputes between people with conflicting interests.
For instance, social researchers who have served as
“expert witnesses” in court would probably agree
that the scientific ideal of a “search for truth” seems
hopelessly naive in a trial or lawsuit. Although ex-
pert witnesses technically do not represent either
side in court, they are, nonetheless, engaged by only
one side to appear, and their testimony tends to sup-
port the side of the party who pays for their time.
This doesn’t necessarily mean that these witnesses
will lie on behalf of their patrons, but the contenders
in a lawsuit are understandably more likely to pay
for expert testimony that supports their case than for
testimony that attacks it.

Thus, as an expert witness, you appear in
court only because your presumably scientific and
honest judgment happens to coincide with the
interests of the party paying you to testify. Once
you arrive in court and swear to tell the truth, the
whole truth, and nothing but the truth, however,
you find yourself in a world foreign to the ideals of
objective contemplation. Suddenly, the norms are
those of winning and losing. As an expert witness,
of course, all you have to lose is your respectability

(and perhaps the chance to earn fees as an ex-
pert witness in the future). Still, such stakes are
high enough to create discomfort for most social
researchers.

Irecall one case in federal court when I was
testifying on behalf of some civil service work-
ers whose cost-of-living allowance (COLA) had
been cut on the basis of what I thought was rather
shoddy research. I was engaged to conduct “more-
scientific” research that would demonstrate the
injustice worked against the civil servants (Babbie
1982: 232-43).

1 took the stand, feeling pretty much like a
respected professor and textbook author. In short
order, however, I found I had moved from the
academy to the hockey rink. Tests of statistical
significance and sampling error were suddenly less
relevant than a slap shot. At one point, an attorney
from Washington lured me into casually agree-
ing that I was familiar with a certain professional
journal. Unfortunately, the journal did not exist. I
was mortified and suddenly found myself shifting
domains. Without really thinking about it, I now
was less committed to being a friendly Mr. Chips
and more aligned with ninja-professor. I would not
be fully satisfied until I, in turn, could mortify the
attorney, which I succeeded in doing.

Even though the civil servants got their cost-
of-living allowance back, I have to admit I was
also concerned with how I looked in front of the
courtroom assemblage. I tell you this anecdote to
illustrate the personal “politics” of human interac-
tions involving presumably scientific and objective
research. We need to realize that as human beings
social researchers are going to act like human be-
ings, and we must take this into account when
assessing their findings. This recognition does not
invalidate their research or provide an excuse for
rejecting findings we happen to dislike, but it does
need to be considered.

Similar questions regularly are raised outside
the social sciences. For example, you have proba-
bly read reports about medical scientists whose re-
search demonstrates the safety of a new drug—and
that the research in question was paid for by the
pharmaceutical company that developed the drug
and was seeking FDA approval to sell it. Perhaps



the research was of the highest quality, but it’s
appropriate to question whether it was tainted

by a conflict of interest. Similarly, when research
sponsored by the coal or petroleum industries con-
cludes that global climate change is not a human-
made problem, you shouldn’t necessarily assume
the research was biased, but you should be open to
that possibility. At the very least, the sponsorship
of such research should be made public.

Applying these kinds of concerns to survey
research, the American Association for Public
Opinion Research (AAPOR), in 2009, established a
“Transparency Initiative,” requiring all association
members and urging all other survey researchers
to report openly and fully the details of their re-
search methods. President of the AAPOR, Peter V.
Miller, acknowledged that program might be in for
rough sledding:

Recent events have taught us that disclosure
itself can be manipulated. It is disturbingly easy
to claim that polls have been conducted using
particular methods, while, in truth, the work
was not done or was done another way. While
we must rely on the integrity of participants
in the initiative, we cannot proceed on the
basis of trust alone. We must develop ways to
check the information we receive. The value of
AAPOR’s recognition depends on it

(2010: 606).

Politics in Perspective

Although the ethical and the political dimensions
of research are in principle distinct, they do inter-
sect. Whenever politicians or the public feel that
social research is violating ethical or moral stan-
dards, they’ll be quick to respond with remedies
of their own. Moreover, the standards they defend
may not be those of the research community. Even
when researchers support the goals of measures
directed at the way research is done, the means
specified by regulations or legislation can hamstring
research.

Legislators show special concern for research
on children. Although the social research norms
discussed in this chapter would guard against
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bringing any physical or emotional harm to chil-
dren, some of the restrictive legislation introduced
from time to time borders on the actions of one
particular western city, which shall remain name-
less. In response to concerns that a public school
teacher had been playing New Age music in class
and encouraging students to meditate, the city
council passed legislation stating that no teacher
could do anything that would “affect the minds of
students”!

In recent years, the “politicization of science”
has become a particularly hot topic, with charges
flung from both sides of the political spectrum.
On the one hand, renewed objections to the
teaching of evolution have coupled with demands
for the teaching of Intelligent Design (replacing
Creationism). In many of these regards, science
is seen as a threat to religiously based views, and
scientists are sometimes accused of an antireli-
gious agenda.

On the other hand, a statement by the Union
of Concerned Scientists (2005), cosigned by thou-
sands of scientists, illustrates the concern that the
concentration of political power in the hands of
one party can threaten the independent function-
ing of scientific research:

The United States has an impressive history of
investing in scientific research and respecting
the independence of scientists. As a result, we
have enjoyed sustained economic progress and
public health, as well as unequaled leadership
within the global scientific community. Recent
actions by political appointees, however,
threaten to undermine this legacy by prevent-
ing the best available science from informing
policy decisions that have serious consequences
for our health, safety, and environment.
Across a broad range of issues—from child-
hood lead poisoning and mercury emissions
to climate change, reproductive health, and
nuclear weapons—political appointees have
distorted and censored scientific findings that
contradict established policies. In some cases,
they have manipulated the underlying science
to align results with predetermined political
decisions.
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T hope you take away four main lessons from
this discussion. First, science is not untouched by politics.
The intrusion of politics and related ideologies is
not unique to social research; the natural sciences
have experienced and continue to experience
similar intrusions. But social science is particularly
linked to social life. Social researchers study things
that matter to people—things that people have
firm, personal feelings about and that affect their
lives. Moreover, researchers are human beings,
and their feelings often surface in their professional
lives. To think otherwise would be naive.

Second, science manages to proceed in the midst
of political controversy and hostility. Even when re-
searchers get angry and call each other names, or
when the research community comes under attack
from the outside, scientific inquiry persists. Studies
are done, reports are published, and new things
are learned. In short, ideological disputes do not
bring science to a halt, but they do make it more
challenging—and exciting.

Third, an awareness of ideological considerations
enriches the study and practice of social research methods.
Many of the established characteristics of science,
such as intersubjectivity, function to cancel out or
hold in check our human shortcomings, especially
those we are unaware of. Otherwise, we might
look into the world and never see anything but a
reflection of our personal biases and beliefs.

Finally, whereas researchers should not let their
own values interfere with the quality and honesty of their
research, this does not mean that researchers cannot or
should not participate in public debates and express both
their scientific expertise and personal values. You can
do scientifically excellent research on racial preju-
dice, all the while being opposed to prejudice and
saying so. Some would argue that social scientists,
because of their scientific expertise in the workings
of society, have an obligation to speak out, rather
than leaving that role to politicians, journalists, and
talk-show hosts.

In 2004, American Sociological Associa-
tion president Michael Burawoy made “Public
Sociology” the theme of the annual ASA meeting.
This term has enjoyed considerable popularity
in recent years. While it is espoused by scholars

who may have differing views of how sociology
should impact what sectors of society, the com-
mon theme is that it should have an intentional
impact. You may recall the Chapter 1 discussion
of “applied” and “pure” research as a background
for this movement in contemporary sociology. If
you want to explore this further, you might ex-
amine a special symposium on the issue in the
November 2008 journal Contemporary Sociology,
edited by Valerie Jenness, David A. Smith, and
Judith Stepan-Norris.

MAIN POINTS

Introduction

e In addition to technical, scientific consider-
ations, social research projects are likely to be
shaped by administrative, ethical, and political
considerations.

Ethical Issues in Social Research

e Whatis ethical and unethical in research is ulti-
mately a matter of what a community of people
agree is right and wrong.

e Researchers agree that participation in research
should normally be voluntary. This norm, how-
ever, can conflict with the scientific need for
generalizability.

e Researchers agree that research should not harm
those who participate in it, unless they give their
informed consent, thereby willingly and know-
ingly accepting the risks of harm.

e Whereas anonymity refers to the situation
in which even the researcher cannot identify
specific information with the individuals it de-
scribes, confidentiality refers to the situation in
which the researcher promises to keep informa-
tion about subjects private. The most straight-
forward way to ensure confidentiality is to
destroy identifying information as soon as it’s
no longer needed.

e Many research designs involve a greater or lesser
degree of deception of subjects. Because deceiv-
ing people violates common standards of ethical
behavior, deception in research requires a strong
justification—and even then the justification may
be challenged.



e Social researchers have ethical obligations to the
community of researchers as well as to subjects.
These obligations include reporting results fully
and accurately as well as disclosing errors, limita-
tions, and other shortcomings in the research.

e Professional associations in several disciplines
publish codes of ethics to guide researchers. These
codes are necessary and helpful, but they do not
resolve all ethical questions.

Two Ethical Controversies

e Laud Humphreys’ study of “tearoom” encounters
and Stanley Milgram’s study of obedience raise
ethical issues that are debated to this day.

The Politics of Social Research

e Social research inevitably has a political and ideo-
logical dimension. Although science is neutral on
political matters, scientists are not. Moreover, much
social research inevitably involves the political be-
liefs of people outside the research community.

e Although most researchers agree that political ori-
entation should not unduly influence research, in
practice, separating politics and ideology from the
conduct of research can be quite difficult. Some
researchers maintain that research can and should
be an instrument of social action and change.
More subtly, a shared ideology can affect the way
other researchers receive one’s research.

e Even though the norms of science cannot force
individual researchers to give up their personal
values, the intersubjective character of science
provides a guard against scientific findings being
the product of bias only.

KEY TERMS

The following terms are defined in context in the
chapter and at the bottom of the page where the term
is introduced, as well as in the comprehensive glossary
at the back of the book.

anonymity debriefing

confidentiality informed consent

PROPOSING SOCIAL RESEARCH: ETHICAL ISSUES

If you are actually proposing a research project, you
may be required to submit your proposal to your
campus Institutional Review Board (IRB). In that case,
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you will need to inform yourself as to the forms and
procedures involved locally. The key concern here is
the protection of research subjects: avoiding harm,
safeguarding subjects’ privacy, and the other such
topics discussed in this chapter.

In this section of the proposal, you will discuss
the ethical risks involved in your study and the steps
you will take to avoid them. Perhaps you will prepare
forms to ensure that subjects are aware of and give
informed consent to the risks attendant on their partici-
pation. The terms anonymous and/or confidential are
likely to appear in your discussion.

REVIEW QUESTIONS AND EXERCISES

1. Consider the following real and hypothetical re-
search situations. What is the ethical component
in each example? How do you feel about it? Do
you think the procedures described are ultimately
acceptable or unacceptable? You might find dis-
cussing some of these situations with classmates
useful.

a. A psychology instructor asks students in an
introductory psychology class to complete
questionnaires that the instructor will ana-
lyze and use in preparing a journal article
for publication.

b. After a field study of deviant behavior
during a riot, law enforcement officials
demand that the researcher identify those
people who were observed looting. Rather
than risk arrest as an accomplice after the
fact, the researcher complies.

c. After completing the final draft of a book
reporting a research project, the researcher-
author discovers that 25 of the 2,000
survey interviews were falsified by inter-
viewers. To protect the bulk of the research,
the author leaves out this information and
publishes the book.

d. Researchers obtain a list of right-wing radi-
cals they wish to study. They contact the
radicals with the explanation that each has
been selected “at random” from among the
general population to take a sampling of
“public opinion.”
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e. A college instructor, who wants to test the
effect of unfair berating, administers an
hour exam to both sections of a specific
course. The overall performance of the two
sections is essentially the same. The grades
of one section are artificially lowered, how-
ever, and the instructor berates the students
for performing so badly. The instructor then
administers the same final exam to both
sections and discovers that the performance
of the unfairly berated section is worse. The
hypothesis is confirmed, and the research
report is published.

f.  In a study of sexual behavior, the investiga-
tor wants to overcome subjects’ reluctance
to report what they might regard as shame-
ful behavior. To get past their reluctance,
subjects are asked, “Everyone masturbates
now and then; about how much do you
masturbate?”

g. A researcher studying dorm life on campus
discovers that 60 percent of the residents
regularly violate restrictions on alcohol
consumption. Publication of this finding
would probably create a furor in the cam-
pus community. Because no extensive
analysis of alcohol use is planned, the re-
searcher decides to keep this finding quiet.

h. To test the extent to which people may
try to save face by expressing attitudes on
matters they are wholly uninformed about,
the researcher asks for their attitudes re-
garding a fictitious issue.

i. A research questionnaire is circulated
among students as part of their university
registration packet. Although students are
not told they must complete the question-
naire, the hope is that they will believe
they must—thus ensuring a higher comple-
tion rate.

j.  Aresearcher pretends to join a radical
political group in order to study it and is
successfully accepted as a member of the
inner planning circle. What should the
researcher do if the group makes plans for
the following?

e A peaceful, though illegal,
demonstration

e The bombing of a public building dur-
ing a time it is sure to be unoccupied

e The assassination of a public official

2. Review the discussion of the Milgram experiment
on obedience. How would you design a study to
accomplish the same purpose while avoiding the
ethical criticisms leveled at Milgram? Would your
design be equally valid? Would it have the same
effect?

3. Suppose a researcher who is personally in favor
of small families—as a response to the problem
of overpopulation—wants to conduct a survey to
determine why some people want many children
and others don’t. What personal-involvement
problems would the researcher face, and how
could she or he avoid them? What ethical issues
should the researcher take into account in design-
ing the survey?

4. Using InfoTrac College Edition, search for “in-
formed content” and then narrow your search to
“research.” Skim the resulting articles and begin
to identify groups of people for whom informed
consent may be problematic—people who may
not be able to give it. Suggest some ways in which
the problem might be overcome.

SPSS EXERCISES

See the booklet that accompanies your text for ex-
ercises using SPSS (Statistical Package for the Social
Sciences). There are exercises offered for each chapter,
and you’ll also find a detailed primer on using SPSS.

Online Study Resources

Access the resources your instructor has assigned. For
this book, you can access:

CourseMate for The
Practice of Social Research

Login to CengageBrain.com to access chapter-specific
learning tools including Learning Objectives, Practice
Quizzes, Videos, Internet Exercises, Flash Cards, Glossaries,
Web Links, and more from your Sociology CourseMate.




aplia
If your professor has assigned Aplia homework:

1. Sign into your account.

2. After you complete each page of questions, click
“Grade It Now” to see detailed explanations of
every answer.

3. Click “Try Another Version” for an opportunity to
improve your score.

Visit www.cengagebrain.com to access your account
and purchase materials.
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CHAPTER 3

Inquiry, Theory,
and Paradigms

CHAPTER OVERVIEW

Social scientific inquiry is an
interplay of theory and research,
logic and observation, induction

and deduction—and one of the

fundamental frames of reference

known as paradigms.
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Symbolic Interactionism
Ethnomethodology
Structural Functionalism
Feminist Paradigms
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Reconsidered

Inductive Theory Construction
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Smoke Marijuana?
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Elements of Social Theory
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After reading, go to “Online Study Resources” at the end of this chapter for
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Introduction

Certain restaurants in the United States are fond
of conducting political polls among their diners
whenever an election is in the offing. Some take
these polls very seriously because of their uncanny
history of predicting winners. Some movie theaters
have achieved similar success by offering popcorn
in bags picturing either donkeys or elephants.
Years ago, granaries in the Midwest offered farm-
ers a chance to indicate their political preferences
through the bags of grain they selected.

Such idiosyncratic ways of determining trends,
though interesting, all follow the same pattern over
time: They work for a while, and then they fail.
Moreover, we can't predict when or why they will
fail.

These unusual polling techniques point to a
significant shortcoming of “research findings” that
are based only on the observation of patterns.
Unless we can offer logical explanations for such
patterns, the regularities we’ve observed may be
mere flukes, chance occurrences. If you flip coins
long enough, you'll get ten heads in a row. Scien-
tists might adapt a street expression to describe this
situation: “Patterns happen.”

Logical explanations are what theories seek
to provide. Theories function in three ways in re-
search. First, they prevent our being taken in by
flukes. If we can’t explain why Ma’s Diner has so
successfully predicted elections, we run the risk
of supporting a fluke. If we know why it has hap-
pened, we can anticipate whether or not it will
work in the future.

Second, theories make sense of observed pat-
terns in a way that can suggest other possibilities.
If we understand the reasons why broken homes
produce more juvenile delinquency than intact
homes do—lack of supervision, for example—we
can take effective action, such as after-school youth
programs.

Third, theories shape and direct research ef-
forts, pointing toward likely discoveries through
empirical observation. If you were looking for your
lost keys on a dark street, you could whip your

flashlight around randomly, hoping to chance upon
the errant keys—or you could use your memory of
where you had been and limit your search to more
likely areas. Theories, by analogy, direct researchers’
flashlights where they will most likely observe
interesting patterns of social life.

This is not to say that all social science research
is tightly intertwined with social theory. Sometimes
social scientists undertake investigations simply to
discover the state of affairs, such as an evaluation of
whether an innovative social program is working
or a poll to determine which candidate is winning
a political race. Similarly, descriptive ethnographies,
such as anthropological accounts of preliterate
societies, produce valuable information and insights
in and of themselves. However, even studies such
as these often go beyond pure description to ask
“why.” Theory relates directly to “why” questions.

This chapter explores some specific ways
theory and research work hand in hand during
the adventure of inquiry into social life. We'll
begin by looking at some fundamental frames of
reference, called paradigms, that underlie social
theories and inquiry. Whereas theories seek to
explain, paradigms provide ways of looking. In and
of themselves, paradigms don’t explain anything;
however, they provide logical frameworks within
which theories are created. As you'll see in this
chapter, theories and paradigms intertwine in the
search for meaning in social life.

Some Social Science Paradigms

There is usually more than one way to make sense
of things. In daily life, for example, liberals and con-
servatives often explain the same phenomenon—
teenagers using guns at school, for example—quite
differently. So might the parents and teenagers
themselves. But underlying these different ex-
planations, or theories, are paradigms—the

paradigm A model or frame of reference through
which to observe and understand.



58 = Chapter 3: Inquiry, Theory, and Paradigms

fundamental models or frames of reference we use
to organize our observations and reasoning.

Paradigms are often difficult to recognize as
such, because they are so implicit, assumed, taken
for granted. They seem more like “the way things
are” than like one possible point of view among
many. Here’s an illustration of what I mean.

Where do you stand on the issue of human
rights? Do you feel that individual human beings
are sacred? Are they “endowed by their creator with
certain inalienable rights,” as asserted by the U.S.
Declaration of Independence? Are there some things
that no government should do to its citizens?

Let’s get more concrete. In wartime, civilians
are sometimes used as human shields to protect
military targets. Sometimes they are impressed into
slave labor or even used as mobile blood banks
for military hospitals. How about organized pro-
grams of rape and murder in support of “ethnic
cleansing”?

Those of us who are horrified and incensed by
such practices probably find it difficult to see our
individualistic paradigm—represented in concepts
like human rights, liberty, human dignity—as only
one possible point of view among many. However,
many cultures in today’s world regard the Western
(and particularly U.S.) commitment to the sanctity
of the individual as bizarre. Historically, it has de-
cidedly been a minority viewpoint.

Although many Asian countries, for example,
now subscribe to some “rights” that belong to in-
dividuals, those are balanced against the “rights”
of families, organizations, and the society at large.
Criticized for violating human rights, Asian leaders
often point to high crime rates and social disorgani-
zation in Western societies as the cost of what they
see as our radical “cult of the individual.”

I won't try to change your point of view on
individual human dignity, nor have I given up
my own. It’s useful, however, to recognize that
our views and feelings in this matter result from
the paradigm we have been socialized into. The
sanctity of the individual is not an objective fact of
nature; it is a point of view, a paradigm. All of us
operate within many such paradigms.

When we recognize that we are operating
within a paradigm, two benefits accrue. First, we

can better understand the seemingly bizarre views
and actions of others who are operating from a
different paradigm. Second, at times we can profit
from stepping outside our paradigm. Suddenly we
can see new ways of seeing and explaining things.
We can’t do that as long as we mistake our para-
digm for reality.

Paradigms play a fundamental role in science,
just as they do in daily life. Thomas Kuhn (1970)
draws attention to the role of paradigms in the
history of the natural sciences. Major scientific
paradigms have included such fundamental view-
points as Copernicus’s conception of the earth
moving around the sun (instead of the reverse),
Darwin’s theory of evolution, Newtonian me-
chanics, and Einstein'’s relativity. Which scientific
theories “make sense” depends on which paradigm
scientists are maintaining.

Although we sometimes think of science as
developing gradually over time, marked by impor-
tant discoveries and inventions, Kuhn says that
scientific paradigms typically become entrenched,
resisting substantial change. Thus, theories and
research alike tend to follow a given fundamental
direction. Eventually, however, as the shortcom-
ings of a particular paradigm became obvious, a
new one emerges and supplants the old. The seem-
ingly natural view that the rest of the universe
revolves around the earth, for example, compelled
astronomers to devise evermore elaborate ways to
account for the motions of heavenly bodies that
they actually observed. Eventually, however, the
shortcomings of that paradigm would become
obvious in the form of observation that violated
the expectations suggested by the paradigm. These
are often referred to as anomalies, events that fall
outside expected or standard patterns. For a long
time in American society, as elsewhere, a funda-
mental belief system regarding sex and gender held
that only men were capable of higher learning. In
that situation, every demonstrably learned woman
was an “anomalous challenge” to the traditional
view. When the old paradigm was sufficiently chal-
lenged, Kuhn suggested, a new paradigm would
emerge and supplant the old one. Kuhn's classic
book on this subject is titled, appropriately enough,
The Structure of Scientific Revolutions.



Social scientists have developed several para-
digms for understanding social behavior. The fate of
supplanted paradigms in the social sciences, how-
ever, has differed from what Kuhn observed in the
natural sciences. Natural scientists generally believe
that the succession from one paradigm to another
represents progress from a false view to a true one.
For example, no modern astronomer believes that
the sun revolves around the earth.

In the social sciences, on the other hand, theo-
retical paradigms may gain or lose popularity, but
they are seldom discarded altogether. The para-
digms of the social sciences offer a variety of views,
each of which offers insights the others lack and
ignores aspects of social life that the others reveal.

Ultimately, paradigms are neither true nor
false; as ways of looking, they are only more or
less useful. Each of the paradigms we are about to
examine offers a different way of looking at human
social life. Each makes its own assumptions about
the nature of social reality. As we’ll see, each can
open up new understandings, suggest different
kinds of theories, and inspire different kinds of
research.

Macrotheory and Microtheory

Let’s begin with a difference concerning focus, a
difference that stretches across many of the para-
digms we’ll discuss. Some social theorists focus
their attention on society at large, or at least on
large portions of it. Topics of study for such macro-
theories include the struggle between economic
classes in a society, international relations, or the
interrelations among major institutions in society,
such as government, religion, and family.
Macrotheory deals with large, aggregate entities
of society or even whole societies. (Note that some
researchers prefer to limit the macrolevel to whole
societies, using the term mesotheory for an inter-
mediate level between macro and micro: studying
organizations, communities, and perhaps social
categories such as gender.)

Some scholars have taken a more intimate
view of social life. Microtheory deals with issues
of social life at the level of individuals and small
groups. Dating behavior, jury deliberations, and
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student—faculty interactions are apt subjects for a
microtheoretical perspective. Such studies often
come close to the realm of psychology, but whereas
psychologists typically focus on what goes on inside
humans, social scientists study what goes on be-
tween them.

The basic distinction between macro- and
microtheory cuts across the other paradigms we'll
examine. Some of them, such as symbolic interac-
tionism and ethnomethodology, are often limited
to the microlevel. Others, such as the conflict para-
digm, can be pursued at either the micro- or the
macrolevel.

Early Positivism

When the French philosopher Auguste Comte
(1798-1857) coined the term sociologie in 1822,

he launched an intellectual adventure that con-
tinues to unfold today. Most importantly, Comte
identified society as a phenomenon that can be
studied scientifically. (Initially, he wanted to label
his enterprise social physics, but that term was taken
over by another scholar.)

Prior to Comte’s time, society simply was. To
the extent that people recognized different kinds of
societies or changes in society over time, religious
paradigms generally predominated in explanations
of such differences. People often saw the state of
social affairs as a reflection of God’s will. Alterna-
tively, people were challenged to create a “City of
God” on earth to replace sin and godlessness.

Comte separated his inquiry from religion.

He felt that religious belief could be replaced
with scientific study and objectivity. His “positive
philosophy” postulated three stages of history. A

macrotheory A theory aimed at understanding
the “big picture” of institutions, whole societies,
and the interactions among societies. Karl Marx’s
examination of the class struggle is an example of
macrotheory.

microtheory A theory aimed at understanding
social life at the intimate level of individuals and
their interactions. Examining how the play behavior
of girls differs from that of boys would be an example
of microtheory.
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theological stage predominated throughout the
world until about 1300 c.e. During the next 500
years, a metaphysical stage replaced God with phil-
osophical ideas such as “nature” and “natural law.”

Comte felt he was launching the third stage
of history, in which science would replace religion
and metaphysics by basing knowledge on observa-
tions through the five senses rather than on belief
or logic alone. Comte felt that society could be ob-
served and then explained logically and rationally
and that sociology could be as scientific as biology
or physics.

In a sense, all social research descends from
Comte. His view that society could be studied
scientifically formed the foundation for subsequent
development of the social sciences. In his optimism
for the future, he coined the term positivism
to describe this scientific approach, in contrast
to what he regarded as negative elements in the
Enlightenment. As we’'ll see later in this discussion,
positivism has been seriously challenged in recent
decades.

Social Darwinism

Comte’s major work on his positivist philosophy
was published between 1830 and 1842. One year
after the publication of the first volume in that
series, a young British naturalist set sail on HMS
Beagle, beginning a cruise that would profoundly
affect the way we think of ourselves and our place
in the world.

In 1859, when Charles Darwin published On
the Origin of Species, he set forth the idea of evolu-
tion through natural selection. Simply put, the
theory states that as a species coped with its envi-
ronment, those individuals most suited to success
would be the most likely to survive long enough
to reproduce. Those less well suited would perish.
Over time the traits of the survivor would come to
dominate the species. As later Darwinians put it,

positivism Introduced by Auguste Comte, this
philosophical system is grounded on the rational
proot/disproof of scientific assertions; assumes a
knowable, objective reality.

species evolved into different forms through the
“survival of the fittest.”

As scholars began to study society analyti-
cally, it was perhaps inevitable that they would
apply Darwin’s ideas to changes in the structure of
human affairs. The journey from simple hunting-
and-gathering tribes to large, industrial civilizations
was easily seen as the evolution of progressively
“fitter” forms of society.

Among others, Herbert Spencer (1820-1903)
concluded that society was getting better and bet-
ter. Indeed, his native England had profited greatly
from the development of industrial capitalism,
and Spencer favored a system of free competition,
which he felt would ensure continued progress and
improvement. Spencer may even have coined the
phrase “the survival of the fittest.” He certainly be-
lieved that this principle was a primary force shap-
ing the nature of society. Social Darwinism or social
evolution was a popular view in Spencer’s time,
although it was not universally accepted.

This excerpt from a social science methods text-
book published in 1950 illustrates the long-term
popularity of the notion that things are getting
better and better.

The use of atomic energy as an explosive offers
most interesting prospects in the civil as in the
military field. Atomic explosives may be used
for transforming the landscape. They may be
used for blasting great holes and trenches in the
earth, which can be transformed into lakes and
canals. In this way, it may become possible to
produce lakes in the midst of deserts, and thus
convert some of the worst places in the world
into oases and fertile countries. It may also be
possible to make the Arctic regions comfortable
by providing immense and constant sources of
heat. The North Pole might be converted into a
holiday resort.

(Gee 1950: 339-40)

Quite aside from the widespread disenchant-
ment with nuclear power, contemporary concerns
over global warming and the threat of rising sea
levels illustrate a growing consciousness that “prog-
ress” is often a two-edged sword. Clearly, most of
us operate today from a different paradigm.



Conflict Paradigm

One of Spencer’s contemporaries took a sharply
different view of the evolution of capitalism. Karl
Marx (1818-1883) suggested that social behav-
ior could best be seen as a process of conflict: the
attempt to dominate others and to avoid being
dominated. Marx’s conflict paradigm focused pri-
marily on the struggle among economic classes.
Specifically, he examined the way capitalism pro-
duced the oppression of workers by the owners of
industry. Marx’s interest in this topic did not end
with analytical study; he was also ideologically
committed to restructuring economic relations to
end the oppression he observed.

The contrast between the views set forth by
Spencer and Marx indicates the influence of para-
digms on research. These fundamental viewpoints
shape the kinds of observations we are likely to
make, the sorts of facts we seek to discover, and the
conclusions we draw from those facts. Paradigms
also help determine which concepts we see as rel-
evant and important. Whereas economic classes
were essential to Marx’s analysis, for example,
Spencer was more interested in the relationship
between individuals and society—particularly the
amount of freedom individuals had to surrender
for society to function.

The conflict paradigm proved to be fruitful
outside the realm of purely economic analyses.
Georg Simmel (1858-1918) was especially inter-
ested in small-scale conflict, in contrast to the class
struggle that interested Marx. Simmel noted, for
example, that conflicts among members of a tightly
knit group tended to be more intense than those
among people who did not share feelings of be-
longing and intimacy.

In a more recent application of the conflict
paradigm, when Michel Chossudovsky’s (1997)
analysis of the International Monetary Fund (IMF)
and World Bank suggested that these two interna-
tional organizations were increasing global poverty
rather than eradicating it, he directed his attention
to the competing interests involved in the process.
In theory, the chief interest being served should
be that of the poor people of the world or perhaps
the impoverished nations. The researcher’s inquiry,
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however, identified many other interested parties
who benefited: the commercial lending institu-
tions who made loans in conjunction with the IMF
and World Bank, as well as multinational corpora-
tions seeking cheap labor and markets for their
goods, for example. Chossudovsky concluded that
the interests of the banks and corporations tended
to take precedence over those of the poor people.
Moreover, he found that many policies were weak-
ening the economies in developing nations, as well
as undermining democratic governments.

Although the conflict paradigm often focuses
on class, gender, and ethnic struggles, we could
appropriately apply it whenever different groups
have competing interests. For example, we could
fruitfully apply it to understanding relations among
different departments in an organization, fraternity
and sorority rush weeks, or student—faculty—admin-
istrative relations, to name just a few.

Symbolic Interactionism

In his overall focus, Georg Simmel differed from
both Spencer and Marx. Whereas they were chiefly
concerned with macrotheoretical issues—large
institutions and whole societies in their evolution
through the course of history—Simmel was more
interested in how individuals interacted with one
another. In other words, his thinking and research
took a “micro” turn, thus calling attention to as-
pects of social reality that are invisible in Marx’s

or Spencer’s theory. For example, he began by
examining dyads (groups of two people) and triads
(groups of three). Similarly, he wrote about “the
web of group affiliations” (Wolff 1950).

Simmel was one of the first European so-
ciologists to influence the development of U.S.
sociology. His focus on the nature of interactions
particularly influenced George Herbert Mead
(1863-1931), Charles Horton Cooley (1864-1929),
and others who took up the cause and developed it
into a powerful paradigm for research.

conflict paradigm A paradigm that views human
behavior as attempts to dominate others or avoid
being dominated by others.
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Cooley, for example, introduced the idea of
the “primary group,” those intimate associates
with whom we share a sense of belonging, such
as our family and friends. Cooley also wrote of the
“looking-glass self” we form by looking into the
reactions of people around us. If everyone treats us
as beautiful, for example, we conclude that we are.
Notice how fundamentally the concepts and theo-
retical focus inspired by this paradigm differ from
the society-level concerns of Spencer and Marx.

Mead emphasized the importance of our
human ability to “take the role of the other,” imag-
ining how others feel and how they might behave
in certain circumstances. As we gain an idea of
how people in general see things, we develop a
sense of what Mead called the “generalized other”
(Strauss 1977).

Mead also showed a special interest in the role
of communications in human affairs. Most interac-
tions, he felt, revolved around the process of indi-
viduals reaching common understanding through
the use of language and other such systems, hence
the term symbolic interactionism.

This paradigm can lend insights into the nature
of interactions in ordinary social life, but it can also
help us understand unusual forms of interaction,
as in the following case. Robert Emerson, Kerry
Ferris, and Carol Gardner (1998) set out to under-
stand the nature of “stalking.” Through interviews
with numerous stalking victims, they came to iden-
tify different motivations among stalkers, stages in
the development of a stalking scenario, how people
can recognize if they are being stalked, and what
they can do about it.

Moving from the topic of stalking, here’s one
way you might apply the symbolic interaction-
ism paradigm to a less dramatic examination of
your own life. The next time you meet someone
new, pay attention to how you get to know each
other. To begin, what assumptions do you make

symbolic interactionism A paradigm that views
human behavior as the creation of meaning through
social interactions, with those meanings condition-
ing subsequent interactions.

about the other person based merely on appear-
ances, how he or she talks, and the circumstances
under which you’ve met. (“What’s someone like
you doing in a place like this?”) Then watch how
your knowledge of each other unfolds through the
process of interaction. Notice also any attempts you
make to manage the image you are creating in the
other person’s mind.

Ethnomethodology

Whereas some social scientific paradigms em-
phasize the impact of social structure on human
behavior—that is, the effect of norms, values,
control agents, and so forth—other paradigms do
not. Harold Garfinkel, a contemporary sociologist,
claims that people are continually creating social
structure through their actions and interactions—
that they are, in fact, creating their realities. Thus,
when you and your instructor meet to discuss your
term paper, even though there are myriad expecta-
tions about how you both should act, your conver-
sation will differ somewhat from any of those that
have occurred before, and how you each act will
somewhat modify your expectations in the future.
That is, discussing your term paper will impact the
interactions each of you have with other professors
and students in the future.

Given the tentativeness of reality in this view,
Garfinkel suggests that people are continuously
trying to make sense of the life they experience. In
a sense, he suggests that everyone is acting like a
social scientist, hence the term ethnomethodology, or
“methodology of the people.”

How would you go about learning about peo-
ple’s expectations and how they make sense out of
their world? One technique ethnomethodologists
use is to break the rules, to violate people’s expec-
tations. Thus, if you try to talk to me about your
term paper but I keep talking about football, this
might reveal the expectations you had for my be-
havior. We might also see how you make sense out
of my behavior. (“Maybe he’s using football as an
analogy for understanding social systems theory.”)

In another example of ethnomethodology,
Johen Heritage and David Greatbatch (1992)
examined the role of applause in British political



speeches: How did the speakers evoke applause,
and what function did it serve? Research within
the ethnomethodological paradigm has often
focused on communications.

There is no end to the opportunities you have
for trying out the ethnomethodological paradigm.
For instance, the next time you get on an elevator,
don’t face front watching the floor numbers whip
by; that’s the norm, or expected behavior. Just
stand quietly facing the rear. See how others react
to this behavior. Just as important, notice how you
feel about it. If you do this experiment a few times,
you should begin to develop a feel for the ethno-
methodological paradigm.*

We'll return to ethnomethodology in
Chapter 11, when we discuss field research. For
now, let’s turn to a very different paradigm.

Structural Functionalism

Structural functionalism, sometimes also
known as social systems theory, has grown out of a
notion introduced by Comte and Spencer: A social
entity, such as an organization or a whole society,
can be viewed as an organism. Like other organ-
isms, a social system is made up of parts, each of
which contributes to the functioning of the whole.

By analogy, consider the human body. Each
component—such as the heart, lungs, kidneys,
skin, and brain—has a particular job to do. The
body as a whole cannot survive unless each of
these parts does its job, and none of the parts can
survive except as a part of the whole body. Or
consider an automobile. It is composed of the tires,
the steering wheel, the gas tank, the spark plugs,
and so forth. Each of the parts serves a function for
the whole; taken together, that system can get us
across town. None of the individual parts would be
very useful to us by itself, however.

The view of society as a social system, then,
looks for the “functions” served by its various

*I am grateful to my colleague, Bernard McGrane, for
this experiment. Barney also has his students eat din-
ner with their hands, watch TV without turning it on,
and engage in other strangely enlightening behavior
(McGrane 1994).
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components. Social scientists using the structural
functional paradigm might note that the function
of the police, for example, is to exercise social
control—encouraging people to abide by the norms
of society and bringing to justice those who do

not. Notice, though, that the researchers could just
as reasonably ask what functions criminals serve

in society. Within the functionalist paradigm, we
might say that criminals serve as job security for the
police. In a related observation, Emile Durkheim
(1858-1917) suggested that crimes and their pun-
ishment provide an opportunity to reatfirm soci-
ety’s values. By catching and punishing thieves, we
reaffirm our collective respect for private property.

To get a sense of the structural functional para-
digm, suppose you were interested in explaining
how your college or university works. You might
thumb through the institution’s catalog and begin
assembling a list of the administrators and support
staff (such as the president, deans, registrar, cam-
pus security staff, maintenance personnel). Then
you might figure out what each of them does and
relate their roles and activities to the chief func-
tions of your college or university, such as teaching
or research. This way of looking at an institution
of higher learning would clearly suggest a different
line of inquiry than, say, a conflict paradigm, which
might emphasize the clash of interests between
people who have power in the institution and
those who don't.

People often discuss “functions” in everyday
conversation. Typically, however, the alleged func-
tions are seldom tested empirically. Some people
argue, for example, that welfare, intended to help
the poor, actually harms them in a variety of ways.
Tt is sometimes alleged that welfare creates a devi-
ant, violent subculture in society, at odds with the
mainstream. From this viewpoint, welfare pro-
grams actually result in increased crime rates.

Lance Hannon and James Defronzo (1998)
decided to test this last assertion. Working with

structural functionalism A paradigm that divides
social phenomena into parts, each of which serves a
function for the operation of the whole.
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data drawn from 406 urban counties in the United
States, they examined the relationship between
welfare payments and crime rates. Contrary to the
beliefs of some, their data indicated that higher
welfare payments were associated with lower
crime rates. In other words, welfare programs have
the function of decreasing rather than increasing
lawlessness.

In applying the functionalist paradigm to every-
day life, people sometimes make the mistake of
thinking that “functionality,” stability, and integra-
tion are necessarily good, or that the functionalist
paradigm makes that assumption. However, when
social researchers look for the functions served by
poverty, racial discrimination, or the oppression of
women, they are not justifying them. Just the op-
posite: They seek to understand the functions such
things play in the larger society, as a way of under-
standing why they persist and how they could be
eliminated.

Feminist Paradigms

When Ralph Linton concluded his anthropologi-
cal classic, The Study of Man (1937: 490), speaking
of “a store of knowledge that promises to give
man a better life than any he has known,” no one
complained that he had left out women. Linton
was using the linguistic conventions of his time; he
implicitly included women in all his references to
men. Or did he?

When feminists first began questioning the
use of masculine pronouns and nouns whenever
gender was ambiguous, their concerns were often
viewed as petty, even silly. At most, many felt the
issue was one of women having their feelings hurt,
their egos bruised. But be honest: When you read
Linton’s words, what did you picture? An amor-
phous, genderless human being, or . . . a man?

In a similar way, researchers looking at the
social world from a feminist paradigm have

feminist paradigms Paradigms that (1) view
and understand society through the experiences of
women and/or (2) examine the generally deprived
status of women in society.

called attention to aspects of social life that other
paradigms do not reveal. In part, feminist theory
and research have focused on sex-role differences
and how they relate to the rest of social organiza-
tion. These lines of inquiry have drawn attention
to the oppression of women in many societies,
which in turn has shed light on oppression
generally.

Feminist paradigms not only reveal the treat-
ment of women or the experience of oppression
but often point to limitations in how other aspects
of social life are examined and understood. Thus,
feminist perspectives are often related to a concern
for the environment, for example. As Greta Gard
suggests,

The way in which women and nature have
been conceptualized historically in Western
intellectual tradition has resulted in devaluing
whatever is associated with women, emotion,
animals, nature, and the body, while simul-
taneously elevating in value those things as-
sociated with men, reason, humans, culture,
and the mind. One task of ecofeminism has
been to expose these dualisms and the ways in
which feminizing nature and naturalizing or
animalizing women has served as justification
for the domination of women, animals and
the earth.

(1993: 5; quoted in Rynbrandt and Deegan 2002: 60)

Feminist paradigms have also challenged
the prevailing notions concerning consensus in
society. Most descriptions of the predominant
beliefs, values, and norms of a society are written
by people representing only portions of society.
In the United States, for example, such analyses
have typically been written by middle-class white
men—not surprisingly, they have written about
the beliefs, values, and norms they themselves
share. Though George Herbert Mead spoke of the
“generalized other” that each of us becomes aware
of and can “take the role of,” feminist paradigms
question whether such a generalized other even
exists.

Further, whereas Mead used the example of
learning to play baseball to illustrate how we learn
about the generalized other, Janet Lever’s research



suggests that understanding the experience of boys
may tell us little about girls.

Girls’ play and games are very different. They
are mostly spontaneous, imaginative, and free
of structure or rules. Turn-taking activities like
jumprope may be played without setting ex-
plicit goals. Girls have far less experience with
interpersonal competition. The style of their
competition is indirect, rather than face to face,
individual rather than team affiliated. Leader-
ship roles are either missing or randomly filled.
(Lever 1986: 86)

Feminist standpoint theory is a term often used in
reference to the fact that women have knowledge
about their status and experience that is not avail-
able to men. Introduced by Nancy Hartsock (1983),
this viewpoint has evolved over time. For example,
scholars have come to recognize that there is no
single female experience, that different kinds of
women (varying by wealth, ethnicity, or age, for
example) have very different experiences of life in
society, all the while sharing some things in com-
mon because of their gender. This sensitivity to
variations in the female experience is also a main
element in what is referred to as third-wave feminism,
which began in the 1990s.

To try out feminist paradigms, you might want
to explore whether discrimination against women
exists at your college or university. Are the top
administrative positions held equally by men and
women? How about secretarial and clerical posi-
tions? Are men’s and women'’s sports supported
equally? Read through the official history of your
school; is it a history that includes men and women
equally? (If you attend an all-male or all-female
school, of course, some of these questions won't
apply.)

As we just saw, feminist paradigms reflect
not only a concern for the unequal treatment of
women but also an epistemological recognition
that men and women overall perceive and under-
stand society differently. Social theories created
solely by men, which has been the norm, run the
risk of an unrecognized bias. A similar case can be
made for theories created almost exclusively by
white people.
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Critical Race Theory

The roots of critical race theory are generally
associated with the civil rights movement of the
mid-1950s and race-related legislation of the

1960s. By the mid-1970s, with fears that the strides
toward equality were beginning to bog down,

civil rights activists and social scientists began the
codification of a paradigm based on race awareness
and a commitment to racial justice.

This was not the first time sociologists paid
attention to the status of nonwhites in U.S. society.
Perhaps the best-known African American soci-
ologist in the history of the discipline was W. E. B.
DuBois, who published The Souls of Black Folk in
1903. Among other things, DuBois pointed out
that African Americans lived their lives through a
“dual consciousness”: as Americans and as black
people. By contrast, white Americans seldom
reflect on being white. If you are American, white
is simply assumed. If you are not white, you are
seen and feel like the exception. So imagine the
difference between an African American sociologist
and a white sociologist creating a theory of social
identity. Their theories of identity would likely
differ in some fundamental ways, even if they were
not limiting their analyses to their own race.

Much of the contemporary scholarship in criti-
cal race theory has to do with the role of race in
politics and government, studies often undertaken
by legal scholars as well as social scientists. Thus,
for example, Derrick Bell (1980) critiqued the
Supreme Court’s landmark Brown v. Board of Educa-
tion decision, which struck down the “separate but
equal” system of school segregation. He suggested
that the Court was motivated by the economic and
political interests of the white majority, not by edu-
cational equality for African American students. In
his analysis, he introduced the concept of interest
convergence, suggesting that laws will only be

critical race theory A paradigm grounded in race
awareness and an intention to achieve racial justice.

interest convergence The thesis that majority
group members will only support the interests of
minorities when those actions also support the inter-
ests of the majority group.
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changed to benefit African Americans if and when
those changes are seen to further the interests of
whites. Richard Delgado (2002) provides an excel-
lent overview of how Bell’s reasoning has been
pursued by subsequent critical race theory scholars.

As a general rule, whenever you find the word
critical in the name of a paradigm or theory, it will
likely refer to a nontraditional view, one that may
be at odds with the prevailing paradigms of an
academic discipline and also at odds with the main-
stream structure of society.

Rational Objectivity Reconsidered

We began this discussion of paradigms with Comte’s
assertion that society can be studied rationally and
objectively. Since his time, the growth of science
and technology, together with the relative decline
of superstition, have put rationality more and more
at the center of social life. As fundamental as ratio-
nality is to most of us, however, some contempo-
rary scholars have raised questions about it.

For example, positivistic social scientists have
sometimes erred in assuming that humans always
act rationally. I'm sure your own experience offers
ample evidence to the contrary. Yet many mod-
ern economic models fundamentally assume that
people will make rational choices in the economic
sector: They will choose the highest-paying job,
pay the lowest price, and so forth. This assumption
ignores the power of tradition, loyalty, image, and
other factors that compete with reason and calcula-
tion in determining human behavior.

A more sophisticated positivism would assert
that we can rationally understand and predict even
nonrational behavior. An example is the famous
Asch experiment (Asch 1958). In this experiment,
a group of subjects is presented with a set of lines
on a screen and asked to identify the two lines that
are equal in length.

Imagine yourself a subject in such an experi-
ment. You are sitting in the front row of a class-
room in a group of six subjects. A set of lines is
projected on the wall in front of you (see
Figure 3-1). The experimenter asks each of you,
one at a time, to identify the line to the right (A, B,
or C) that matches the length of line X. The correct

X A B

FIGURE 3-1

The Asch Experiment. Subjects in the Asch experiment have a
seemingly easy task: to determine whether A, B, or Cis the same
length as X. But there’s more here than meets the eye.

answer (B) is pretty obvious to you. To your sur-
prise, however, you find that all the other subjects
agree on a different answer!

The experimenter announces that all but one
of the group has gotten the correct answer. Because
you are the only one who chose B, this amounts
to saying that you’ve gotten it wrong. Then a new
set of lines is presented, and you have the same
experience. What seems to be the obviously correct
answer is said by everyone else to be wrong.

As it turns out, of course, you are the only
real subject in this experiment—all the others are
working with the experimenter. The purpose of the
experiment is to see whether you will be swayed
by public pressure to go along with the incorrect
answer. In his initial experiments, all of which
involved young men, Asch found that a little over
one-third of his subjects did just that.

Choosing an obviously wrong answer in a
simple experiment is an example of nonrational
behavior. But as Asch went on to show, experi-
menters can examine the circumstances that lead
more or fewer subjects to go along with the incor-
rect answer. For example, in subsequent studies,
Asch varied the size of one group and the number
of “dissenters” who chose the “wrong” (that is, the
correct) answer. Thus, it is possible to study non-
rational behavior rationally and scientifically.

More radically, we can question whether so-
cial life abides by rational principles at all. In the



physical sciences, developments such as chaos
theory, fuzzy logic, and complexity have suggested
that we may need to rethink fundamentally the or-
derliness of events in the physical world. Certainly
the social world might be no tidier than the world
of physics.

The contemporary challenge to positivism,
however, goes beyond the question of whether
people always behave rationally in their political,
economic, and other areas of behavior. In part,
the criticism of positivism challenges the idea that
scientists can be as objective as the positivistic ideal
assumes. Most scientists would agree that per-
sonal feelings can and do influence the problems
scientists choose to study, what they choose to
observe, and the conclusions they draw from their
observations.

There is an even more radical critique of the
ideal of objectivity. As we glimpsed in the discus-
sions of feminism and ethnomethodology, some
contemporary researchers suggest that subjectivity
might actually be preferable in some situations.
Let’s take a moment to return to the dialectic of
subjectivity and objectivity.

To begin, all our experiences are inescapably
subjective. There is no way out. We can see only
through our own eyes, and anything peculiar to
our eyes will shape what we see. We can hear
things only the way our particular ears and brain
transmit and interpret sound waves. You and I,
to some extent, hear and see different realities.
And both of us experience quite different physi-
cal “realities” than, say, do bats. In what to us is
total darkness, a bat “sees” things such as flying
insects by emitting a sound we humans can’t hear.
The reflection of the bat’s sound creates a “sound
picture” precise enough for the bat to home in on
the moving insect and snatch it up in its teeth. In a
similar vein, scientists on the planet Xandu might
develop theories of the physical world based on
a sensory apparatus that we humans can’t even
imagine. Maybe they see X-rays or hear colors.

Despite the inescapable subjectivity of our ex-
perience, we humans seem to be wired to seek an
agreement on what is really real, what is objectively
s0. Objectivity is a conceptual attempt to get
beyond our individual views. It is ultimately a
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matter of communication, as you and I attempt to
find a common ground in our subjective experi-
ences. Whenever we succeed in our search, we
say we are dealing with objective reality. This is the
agreement reality discussed in Chapter 1.

To this point, perhaps the most significant
studies in the history of social science were con-
ducted in the 1930s by a Turkish American social
psychologist, Muzafer Sherif (1935), who slyly said
he wanted to study “auto-kinetic effects.” To do
this, he put small groups in totally darkened rooms,
save for a single point of light in the center of the
wall in front of the participants. Sherif explained
that the light would soon begin to move about,
and the subjects were to determine how far it was
moving—a difficult task with nothing else visible as
a gauge of length or distance.

Amazingly, each of the groups agreed on the
distance the point of light moved about. Oddly,
however, the different groups of subjects arrived
at quite different conclusions as to how much the
light was moving. Strangest of all, the point of light
had remained stationary. If you stare at a fixed
point of light long enough it will seem to move
about (Sherif’s “auto-kinetic effect”). Notice, how-
ever, that each of the groups agreed on a specific
delusion. The movement of the light was real to
them, but it was a reality created out of nothing: a
socially constructed reality.

Whereas our subjectivity is individual, then,
our search for objectivity is social. This is true in
all aspects of life, not just in science. Whereas you
and I prefer ditferent foods, we must agree to some
extent on what is fit to eat and what is not, or else
there could be no restaurants or grocery stores. The
same argument could be made regarding every
other form of consumption. Without agreement
reality, there could be no movies or television, no
Sports.

Social scientists as well have found benefits in
the concept of a socially agreed-on objective reality.
As people seek to impose order on their experience
of life, they find it useful to pursue this goal as a
collective venture. What are the causes and cures
of prejudice? Working together, social researchers
have uncovered some answers that hold up to
intersubjective scrutiny. Whatever your subjective
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experience of things, for example, you can discover
for yourself that as education increases, prejudice
generally tends to decrease. Because each of us can
discover this independently, we say that it is objec-
tively true.

From the seventeenth century through the
middle of the twentieth, however, the belief in an
objective reality that was independent of individual
perceptions predominated in science. For the most
part, it was not simply held as a useful paradigm
but held as The Truth. The term positivism has gen-
erally represented the belief in a logically ordered,
objective reality that we can come to know better
and better through science. This is the view chal-
lenged today by postmodernists and others who
suggest that perhaps only our perceptions and
experiences are real.

Some say that the ideal of objectivity conceals
as much as it reveals. As we saw earlier, in years
past much of what was regarded as objectivity in
Western social science was actually an agreement
primarily among white, middle-class European
men. Equally real experiences common to women,
to ethnic minorities, to non-Western cultures, or to
the poor were not necessarily represented in that
reality.

Thus, early anthropologists are now criticized
for often making modern, Westernized “sense”
out of the beliefs and practices of nonliterate tribes
around the world, sometimes by portraying their
subjects as superstitious savages. We often call
orally transmitted beliefs about the distant past
“creation myth,” whereas we speak of our own
beliefs as “history.” Increasingly today, there is a
demand to find the native logic by which various
peoples make sense out of life and to understand it
on its own terms.

Ultimately, we’ll never be able to completely
distinguish between an objective reality and our
subjective experience. We can’t know whether our

postmodernism A paradigm that questions the
assumptions of positivism and theories describing an
“objective” reality.

critical realism A paradigm that holds things are
real insofar as they produce effects.

concepts correspond to an objective reality or are
simply usetul in allowing us to predict and con-
trol our environment. So desperate is our need to
know what is really real, however, that both posi-
tivists and postmodernists are sometimes drawn
into the belief that their own view is real and true.
There is a dual irony in this. On the one hand, the
positivist’s belief that science precisely mirrors the
objective world must ultimately be based on faith;
this conviction cannot be proved by “objective” sci-
ence, because that’s precisely what is at issue. And
the postmodernists, who say nothing is objectively
so and everything is ultimately subjective, do at
least feel that that is really the way things are.

Postmodernism is often portrayed as a denial
of the possibility of social science. This textbook
makes no assumption about the existence or
absence of an objective reality. At the same time,
human beings demonstrate an extensive and
robust ability to establish agreements as to what'’s
“real.” This appears in regard to rocks and trees,
as well as ghosts and gods, and even more elusive
ideas such as loyalty and treason. Whether some-
thing like “prejudice” really exists, research into
its nature can take place, because enough people
agree that prejudice does exist, and researchers can
use agreed-on techniques of inquiry to study it.

Another social science paradigm, critical
realism, suggests that we define “reality” as that
which can be seen to have an effect. Since preju-
dice clearly has an observable effect in our lives, it
must be judged “real” in terms of this point of view.
This paradigm fits interestingly with an oft-quoted
statement by early U.S. sociologist, W. I. Thomas:
"If men define situations as real, they are real in
their consequences” (1928: 571-72).

This book will not require or even encourage
you to choose among positivism, postmodernism,
or any of the other paradigms discussed in this
chapter. In fact, I invite you to look for value in any
and all as you seek to understand the world that
may or may not exist around you.

Similarly, as social researchers, we are not
forced to align ourselves entirely with either posi-
tivism or postmodernism. Instead, we can treat
them as two distinct arrows in our quiver. Each
approach compensates for the weaknesses of the



other by suggesting complementary perspectives
that can produce useful lines of inquiry.

For example, the renowned British physicist
Stephen Hawking has elegantly described the
appealing simplicity of the positivistic model but
tempers his remarks with a recognition of the way
science is practiced.

According to this way of thinking, a scientific
theory is a mathematical model that describes
and codifies the observations we make. A good
theory will describe a large range of phenom-
ena on the basis of a few simple postulates

and will make definite predictions that can be
tested. If the predictions agree with the obser-
vations, the theory survives that test, though it
can never be proved to be correct. On the other
hand, if the observations disagree with the
predictions, one has to discard or modity the
theory. (At least, that is what is supposed to
happen. In practice, people often question the
accuracy of the observations and the reliabil-
ity and moral character of those making the
observations.)

(2001:31)

In summary, a rich variety of theoretical
paradigms can be brought to bear on the study of
social life. With each of these fundamental frames
of reference, useful theories can be constructed.
We turn now to some of the issues involved
in theory construction, which are of interest
and use to all social researchers, from positiv-
ists to postmodernists—and all those in between.
Now let’s look at some other fundamental options
for organizing social research.

Elements of Social Theory

As we have seen, paradigms are general frame-
works or viewpoints: literally “points from which
to view.” They provide ways of looking at life and
are grounded in sets of assumptions about the na-
ture of reality.

Where a paradigm offers a way of looking,
a theory aims at explaining what we see. Theo-
ries are systematic sets of interrelated statements
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intended to explain some aspect of social life.
Thus, theories flesh out and specify paradigms.
Recall from Chapter 1 that social scientists engage
in both idiographic and nomothetic explanations.
Idiographic explanations seek to explain a limited
phenomenon as completely as possible—explaining
why a particular woman voted as she did, for
example—whereas nomothetic explanations
attempt to explain a broad range of phenomena
at least partially: identifying a few factors that
account for much voting behavior in general.

Let’s look a little more deliberately now at
some of the elements of a theory. As I mentioned
in Chapter 1, science is based on observation. In
social research, observation typically refers to seeing,
hearing, and (less commonly) touching. A cor-
responding idea is fact. Although for philosophers
“fact” is as complex a notion as “reality,” social
scientists generally use the term to refer to some
phenomenon that has been observed. It is a fact,
for example, that Barack Obama defeated John
McCain in the 2008 presidential election.

Scientists aspire to organize many facts under
“rules” called laws. Abraham Kaplan (1964: 91)
defines laws as universal generalizations about
classes of facts. The law of gravity is a classic
example: Bodies are attracted to each other in
proportion to their masses and in inverse proportion
to the distance separating them.

Laws must be truly universal, however, not
merely accidental patterns found among a specific
set of facts. It is a fact, Kaplan points out (1964: 92),
that in each of the U.S. presidential elections from
1920 to 1960, the major candidate with the lon-
gest name won. That is not a law, however, as
shown by elections since. The earlier pattern was a
coincidence.

Sometimes called principles, laws are important
statements about what is so. We speak of them as
being “discovered,” granting, of course, that our
paradigms affect what we choose to look for and
what we see. Laws in and of themselves do not
explain anything. They just summarize the way
things are. Explanation is a function of theory, as
we'll see shortly.

There are no social science laws that claim the
universal certainty of those of the natural sciences.
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Social scientists debate among themselves whether
such laws will ever be discovered. Perhaps social
life essentially does not abide by invariant laws.
This does not mean that social life is so chaotic as
to dety prediction and explanation. As we saw in
Chapter 1, social behavior falls into patterns, and
those patterns quite often make perfect sense,
although we may have to look below the surface
to find the logic.

As T'just indicated, laws should not be confused
with theories. Whereas a law is an observed regu-
larity, a theory is a systematic explanation for obser-
vations that relate to a particular aspect of life. For
example, someone might offer a theory of juvenile
delinquency, prejudice, or political revolution.

Theories explain observations by means of
concepts. Jonathan Turner (1989: 5) calls concepts
the “basic building blocks of theory.” Concepts are
abstract elements representing classes of phenom-
ena within the field of study. The concepts relevant
to a theory of juvenile delinquency, for example,
include “juvenile” and “delinquency,” for starters.
A “peer group”—the people you hang around with
and identify with—is another relevant concept.
“Social class” and “ethnicity” are undoubtedly rel-
evant concepts in a theory of juvenile delinquency.
“School performance” might also be relevant.

A variable is a special kind of concept. Some of
the concepts just mentioned refer to things, and
others refer to sets of things. As we saw in
Chapter 1, each variable comprises a set of at-
tributes; thus, delinquency, in the simplest case, is
made up of delinquent and not delinquent. A theory
of delinquency would aim at explaining why some
juveniles are delinquent and others are not.

Axioms or postulates are fundamental assertions,
taken to be true, on which a theory is grounded. In
a theory of juvenile delinquency, we might begin
with axioms such as “Everyone desires material

hypothesis A specified testable expectation about
empirical reality that follows from a more general
proposition; more generally, an expectation about
the nature of things derived from a theory. It is a
statement of something that ought to be observed in
the real world if the theory is correct.

comforts” and “The ability to obtain material com-
forts legally is greater for the wealthy than for the
poor.” From these we might proceed to propositions:
specific conclusions, derived from the axiomatic
groundwork, about the relationships among con-
cepts. From our beginning axioms about juvenile
delinquency, for example, we might reasonably
formulate the proposition that poor youths are
more likely to break the law to gain material com-
forts than are rich youths.

This proposition, incidentally, accords with
Robert Merton’s classic attempt to account for de-
viance in society. Merton (1957: 139-57) spoke
of the agreed-on means and ends of a society. In
Merton’s model, nondeviants are those who share
the societal agreement as to desired ends (such as
anew car) and the means prescribed for achieving
them (such as to buy it). One type of deviant—
Merton called this type the “innovator”—agrees
on the desired end but does not have access to the
prescribed means for achieving it. Innovators find
another method, such as crime, of attaining the
desired end.

From propositions, in turn, we can derive
hypotheses. A hypothesis is a specified testable
expectation about empirical reality that follows
from a more general proposition. Thus, a re-
searcher might formulate the hypothesis, “Poor
youths have higher delinquency rates than do rich
youths.” Research is designed to test hypotheses.
In other words, research will support (or fail to
support) a theory only indirectly—by testing
specific hypotheses that are derived from theories
and propositions.

Let’s look more clearly at how theory and re-
search come together.

Two Logical Systems Revisited
The Traditional Model of Science

Most of us have a somewhat idealized picture of
“the scientific method.” It is a view gained as result
of the physical science education we've received
ever since our elementary school days. Although
this traditional model of science tells only a part of
the story, it’s helpful to understand its logic.



There are three main elements in the tradi-
tional model of science: theory, operationalization,
and observation. At this point we're already well
acquainted with the idea of theory.

Theory

According to the traditional model of science, sci-
entists begin with a thing, from which they derive
testable hypotheses. For example, as social scien-
tists we might have a theory about the causes of
juvenile delinquency. Let’s assume that we have
arrived at the hypothesis that delinquency is in-
versely related to social class. That is, as social class
goes up, delinquency goes down.

Operationalization

To test any hypothesis, we must specify the mean-
ings of all the variables involved in it, in obser-
vational terms. In the present case, the variables
are social class and delinquency. To give these terms
specific meaning, we might define delinquency as
“being arrested for a crime,” “being convicted of a
crime,” or some other plausible phrase, whereas
social class might be specified in terms of family
income, for the purposes of this particular study.

Once we have defined our variables, we
need to specify how we’ll measure them. (Recall
from Chapter 1 that science, in the classical
ideal depends on measurable observations.)
Operationalization literally means specifying
the exact operations involved in measuring a vari-
able. There are many ways we can attempt to test
our hypothesis, each of which allows for ditferent
ways of measuring our variables.

For simplicity, let’s assume we're planning to

conduct a survey of high school students. We might
operationalize delinquency in the form of the ques-

tion “Have you ever stolen anything?” Those who
answer “yes” will be classified as delinquents in
our study; those who say “no” will be classified as
nondelinquents. Similarly, we might operational-
ize social class by asking respondents, “What was
your family’s income last year?” and providing
them with a set of family income categories: under
$10,000; $10,000-%$24,999; $25,000-$49,999; and
$50,000 and above.
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At this point someone might object that de-
linquency can mean something more than or dif-
ferent from having stolen something at one time
or another, or that social class isn’t necessarily the
same as family income. Some parents might think
body piercing is a sign of delinquency even if their
children don’t steal, and to some, social class might
include an element of prestige or community
standing as well as how much money a family has.
For the researcher testing a hypothesis, however,
the meaning of variables is exactly and only what
the operational definition specifies.

In this respect, scientists are very much like
Humpty Dumpty in Lewis Carroll’s Through the
Looking Glass [1895] 2009. “When I use a word,”
Humpty Dumpty tells Alice, “it means just what I
choose it to mean—neither more nor less.”

“The question is,” Alice replies, “whether you
can make words mean so many different things.”
To which Humpty Dumpty responds, “The ques-
tion is, which is to be master—that’s all” ([1895]
2009: 190)

Scientists have to be “masters” of their
operational definitions for the sake of precision
in observation, measurement, and communication.
Otherwise, we would never know whether a
study that contradicted ours did so only because it
used a different set of procedures to measure one
of the variables and thus changed the meaning of
the hypothesis being tested. Of course, this also
means that to evaluate a study’s conclusions about
juvenile delinquency and social class, or any other
variables, we need to know how those variables
were operationalized.

The way we have operationalized the variables
in our imaginary study could be open to other

operationalization One step beyond conceptual-
ization. Operationalization is the process of develop-
ing operational definitions, or specifying the exact
operations involved in measuring a variable.

operational definition The concrete and specific
definition of something in terms of the operations
by which observations are to be categorized. The
operational definition of “earning an A in this course”
might be “correctly answering at least 90 percent of
the final exam questions.”
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problems, however. Perhaps some respondents will
lie about having stolen anything; in those cases
we’ll misclassify them as nondelinquent. Some
respondents will not know their family incomes
and will give mistaken answers; others may be
embarrassed and lie. We'll consider issues like these
in detail in Part 2.

Our operationalized hypothesis now is that
the highest incidence of delinquents will be found
among respondents who select the lowest family
income category (under $10,000); a lower percent-
age of delinquents will be found in the $10,000-
$24,999 category; still fewer delinquents will be
found in the $25,000-$49,999 category; and the
lowest percentage of delinquents will be found
in the $50,000-and-above category. Now we're
ready for the final step in the traditional model of
science—observation. Having developed theoreti-
cal clarity and specific expectations, and having
created a strategy for looking, all that remains is to
look at the way things actually are.

Observation

The final step in the traditional model of science in-
volves actual observation, looking at the world and
making measurements of what is seen.

Let’s suppose our survey produced the follow-
ing data:

Percent Delinquent
Under $10,000 20
$10,000-524,999 15
$25,000-549,999 10
$50,000 and above 5

Observations producing such data would confirm
our hypothesis. But suppose our findings were as
follows:

Percent Delinquent
Under $10,000 15
$10,000-524,999 15
$25,000-549,999 15
$50,000 and above 15

Idea/interest
“What causes Y?”

{

THEORETICAL UNDERSTANDING

X causes Y

HYPOTHESIS
Y=1f(X)  Theoretical expectation
u u Operationalization
y=1f(x) Testable hypothesis

Lb y?= f(x) Observation

(hypothesis testing)

FIGURE 3-2

The Traditional Image of Science. The deductive model of scientific
inquiry begins with a sometimes vague or general question, which
is subjected to a process of specification, resulting in hypotheses that
can be tested through empirical observations.

These findings would disconfirm our hypoth-
esis regarding family income and delinquency.
Disconfirmability, or the possibility of falsification,
is an essential quality in any hypothesis. In other
words, if there is no chance that our hypothesis
will be disconfirmed, it hasn’t said anything mean-
ingful. You can't test whether a hypothesis is true
unless your test contains the possibility of deciding
it’s false.

For example, the hypothesis that juvenile
delinquents commit more crimes than do non-
delinquents cannot possibly be disconfirmed,
because criminal behavior is intrinsic to the idea
of delinquency. Even if we recognize that some
young people commit crimes without being caught
and labeled as delinquents, they couldn’t threaten
our hypothesis, because our actual observations
would lead us to conclude they were law-abiding
nondelinquents.

Figure 3-2 provides a schematic diagram of
the traditional model of scientific inquiry. In it we
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Hints for Stating Hypotheses

Riley E. Dunlap
Department of Sociology, Oklahoma State University

Ahypothesis is the basic statement that is tested in research. Typically

a hypothesis states a relationship between two variables. (Although it
is possible to use more than two variables, you should stick to two for
now.) Because a hypothesis makes a prediction about the relationship
between the two variables, it must be testable so you can determine if
the prediction is right or wrong when you examine the results obtained
in your study. A hypothesis must be stated in an unambiguous manner
to be clearly testable. What follows are suggestions for developing
testable hypotheses.

Assume you have an interest in trying to predict some phenomenon
such as “attitudes toward women’s liberation,”and that you can measure
such attitudes on a continuum ranging from “opposed to women’s
liberation”to “neutral”to “supportive of women’s liberation.” Also assume
that, lacking a theory, you'll rely on “hunches”to come up with variables
that might be related to attitudes toward women’s liberation.

Ina sense, you can think of hypothesis construction as a case of
filling in the blank:” is related to attitudes toward women's
liberation."Your job is to think of a variable that might plausibly be
related to such attitudes, and then to word a hypothesis that states a
relationship between the two variables (the one that fills in the “blank”
and“attitudes toward women’s liberation”). You need to do so in a pre-
cise manner so that you can determine clearly whether the hypothesis is
supported or not when you examine the results (in this case, most likely
the results of a survey).

The key is to word the hypothesis carefully so that the prediction
it makes is quite clear to you as well as others. If you use age, note that
saying “Age is related to attitudes toward women’s liberation” does not
say precisely how you think the two are related (in fact, the only way this
hypothesis could be falsified is if you fail to find a statistically significant
relationship of any type between age and attitudes toward women's lib-

eration). In this case a couple of steps are necessary. You have two options:

1. "Ageis related to attitudes toward women’s liberation, with
younger adults being more supportive than older adults.” (Or, you
could state the opposite, if you believed older people are likely to
be more supportive.)

2. "Ageis negatively related to support for women’s liberation.” Note
here that | specify “support”for women's liberation (SWL) and then
predict a negative relationship—that s, as age goes up, | predict
that SWL will go down.
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In this hypothesis, note that both of the variables (age, the inde-
pendent variable or likely “cause,”and SWL, the dependent variable or
likely “effect”) range from low to high. This feature of the two variables
is what allows you to use “negatively” (or “positively”) to describe the
relationship.

Notice what happens if you hypothesize a relationship between
sex and SWL. Since sex is a nominal variable (as you'll learn in Chapter 6)
it does not range from low to high—people are either male or female
(the two attributes of the variable sex). Consequently, you must be
careful in stating the hypothesis unambiguously:

1. “Sexis positively (or negatively) related to SWL”is not an adequate
hypothesis, because it doesn't specify how you expect sex to be
related to SWL—that is, whether you think men or women will be
more supportive of women's liberation.

2. Itstempting to say something like“Women are positively related
to SWL,"but this really doesn't work, because female is only an
attribute, not a full variable (sex s the variable).

3. "Sexis related to SWL, with women being more supportive
than men”would be my recommendation. Or, you could say,
“with men being less supportive than women,” which makes
the identical prediction. (Of course, you could also make
the opposite prediction, that men are more supportive than
women are, if you wished.)

4. Equally legitimate would be “Women are more likely to support
women’s liberation than are men.” (Note the need for the second
“are,”or you could be construed as hypothesizing that women
support women’s liberation more than they support men—not
quite the same idea.)

The previous examples hypothesized relationships between a
“characteristic” (age or sex) and an “orientation” (attitudes toward
women's liberation). Because the causal order s pretty clear (obviously
age and sex come before attitudes, and are less alterable), we could state
the hypotheses as I've done, and everyone would assume that we were
stating causal hypotheses.

Finally, you may run across references to the null hypothesis,
especially in statistics. Such a hypothesis predicts no relationship
(technically, no statistically significant relationship) between the two
variables, and it is always implicit in testing hypotheses. Basically, if you
have hypothesized a positive (or negative) relationship, you are hoping
that the results will allow you to reject the null hypothesis and verify
your hypothesized relationship.
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see the researcher beginning with an interest in a
phenomenon (such as juvenile delinquency). Next
comes the development of a theoretical under-
standing, in this case that a single concept (such

as social class) might explain others. The theoreti-
cal considerations result in an expectation about
what should be observed if the theory is correct.
The notation Y = f(X) is a conventional way of
saying that Y (for example, delinquency) is a func-
tion of (depends on) X (for example, social class).
At that level, however, X and Y still have rather
general meanings that could give rise to quite dif-
ferent observations and measurements. Opera-
tionalization specifies the procedures that will be
used to measure the variables. The lowercase y in
Figure 3-2, for example, is a precisely measurable
indicator of capital Y. This operationalization pro-
cess results in the formation of a testable hypothe-
sis: For example, self-reported theft is a function of
family income. Observations aimed at finding out
whether this statement accurately describes reality
are part of what is typically called hypothesis testing.
(See “Hints for Stating Hypotheses” for more on
the process of formulating hypotheses.)

Deductive and Inductive
Reasoning: A Case lllustration

In Chapter 1, I introduced deductive and inductive
reasoning, with a promise that we would return to
them later. It’s later.

As you probably recognized, the traditional
model of science just described is a nice example
of deductive reasoning: From a general theoretical
understanding, the researcher derives (deduces) an
expectation and finally a testable hypothesis. This
picture is tidy, but in reality, science uses inductive
reasoning as well. Let’s consider a real research ex-
ample as a vehicle for comparing the deductive and
inductive linkages between theory and research.

null hypothesis In connection with hypothesis
testing and tests of statistical significance, that hy-
pothesis that suggests there is no relationship among
the variables under study. You may conclude that
the variables are related after having statistically re-
jected the null hypothesis.

Years ago, Charles Glock, Benjamin Ringer, and

1 (1967) set out to discover what caused differing
levels of church involvement among U.S. Epis-
copalians. Several theoretical or quasi-theoretical
positions suggested possible answers. I'll focus on
only one here: what we came to call the “Comfort
Hypothesis.”

In part, we took our lead from the Christian
injunction to care for “the halt, the lame, and
the blind” and those who are “weary and heavy
laden.” At the same time, ironically, we noted the
Marxist assertion that religion is an “opiate for the
masses.” Given both, it made sense to expect the
following, which was our hypothesis: “Parishioners
whose life situations most deprive them of satisfac-
tion and fulfillment in the secular society turn to
the church for comfort and substitute rewards”
(Glock, Ringer, and Babbie 1967: 107-8).

Having framed this general hypothesis, we set
about testing it. Were those deprived of satisfaction
in the secular society in fact more religious than
those who received more satisfaction from the sec-
ular society? To answer this, we needed to distin-
guish who was deprived. The questionnaire, which
was constructed for the purpose of testing the
Comfort Hypothesis, included items that seemed to
offer indicators of whether parishioners were rela-
tively deprived or gratified in secular society.

To start, we reasoned that men enjoy more
status than women do in our generally male-
dominated society. Though hardly novel, this con-
clusion laid the groundwork for testing the Comfort
Hypothesis. If we were correct in our hypothesis,
women should appear more religious than men.
Once the survey data had been collected and ana-
lyzed, our expectation about sex and religion was
clearly confirmed. On three separate measures
of religious involvement—ritual (such as church
attendance), organizational (such as belonging
to church organizations), and intellectual (such
as reading church publications)—women were
more religious than men. On our overall measure,
women scored 50 percent higher than men.

In another test of the Comfort Hypothesis, we
reasoned that in a youth-oriented society, old peo-
ple would be more deprived of secular gratification
than the young would. Once again, the data



confirmed our expectation. The oldest parishioners
were more religious than the middle-aged, who
were more religious than young adults.

Social class—measured by education and
income—afforded another test of the Comfort
Hypothesis. Once again, the test succeeded. Those
with low social status were more involved in the
church than those with high social status were.

The hypothesis was even confirmed in a
test that went against everyone’s commonsense
expectations. Despite church posters showing
worshipful young families and bearing the slogan
“The Family That Prays Together Stays Together,”
the Comfort Hypothesis suggested that parishion-
ers who were married and had children—the
clear American ideal at that time—would enjoy
secular gratification in that regard. As a conse-
quence, they should be less religious than those
who lacked one or both family components. Thus,
we hypothesized that parishioners who were both
single and childless should be the most religious;
those with either spouse or child should be
somewhat less religious; and those married with
children—representing the ideal pictured on all
those posters—should be the least religious of all.
That’s exactly what we found.

Finally, the Comfort Hypothesis suggested that
the various kinds of secular deprivation should be
cumulative: Those with all the characteristics as-
sociated with deprivation should be the most reli-
gious; those with none should be the least. When
we combined the four individual measures of de-
privation into a composite measure, the theoretical
expectation was exactly confirmed. Comparing
the two extremes, we found that single, childless,
elderly, lower-class female parishioners scored
more than three times as high on the measure of
church involvement than did young, married, upper-
class fathers. Thus was the Comfort Hypothesis
confirmed.

I like this research example because it so clearly
illustrates the logic of the deductive model. Begin-
ning with general, theoretical expectations about
the impact of social deprivation on church involve-
ment, one could derive concrete hypotheses link-
ing specific measurable variables, such as age and
church attendance. The actual empirical data could
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then be analyzed to determine whether empirical
reality supported the deductive expectations.

I say this example shows how it was possible to
address the issue of religiosity deductively, but, alas,
T've been fibbing. To tell the truth, although we
began with an interest in discovering what caused
variations in church involvement among Episco-
palians, we didn’t actually begin with a Comfort
Hypothesis, or any other hypothesis for that matter.
The study is actually an example of the inductive
model. (In the interest of further honesty, Glock
and Ringer initiated the study, and I joined it years
after the data had been collected.) A questionnaire
was designed to collect information that might shed
some light on why some parishioners participated
in the church more than others, but it was not
guided by any precise, deductive theory.

Once the data were collected, the task of ex-
plaining differences in religiosity began with an
analysis of variables that have a wide impact on
people’s lives, including sex, age, social class, and
family status. Each of these four variables was found
to relate strongly to church involvement, in the
ways already described. Indeed, they had a cumula-
tive effect, also already described. Rather than being
good news, however, this presented a dilemma.

Glock recalls discussing his findings with col-
leagues over lunch at the Columbia faculty club.
Once he had displayed the tables illustrating the
impact of each individual variable as well as their
powerful composite effect, a colleague asked,
“What does it all mean, Charlie?” Glock was at a
loss. Why were those variables so strongly related to
church involvement?

That question launched a process of reasoning
about what the several variables had in common,
aside from their impact on religiosity. Eventually
we saw that each of the four variables also reflected
differential status in the secular society. He then had
the thought that perhaps the issue of comfort was
involved. Thus, the inductive process had moved
from concrete observations to a general theoretical
explanation.

It seems easier to lay out the steps involved
in deductive than inductive research. Deductive
research begins with a theory, from which we may
derive hypotheses—which are then tested through
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observations. Inductive research begins with obser-
vations and proceeds with a search for patterns in
what we have observed. In a quantitative study, we
can search for correlations or relationships between
variables (discussed further in Chapter 16). Thus,
once a relationship has been discovered between
gender and religiosity, our attention turns to figur-
ing out logical reasons why that is so.

Most qualitative research is oriented toward the
inductive rather than the deductive approach. How-
ever, qualitative research does not, by definition,
allow us to use statistical tools to find correlations
that point toward patterns in need of explanation
(see Chapter 14). Although there are computer pro-
grams designed for recording and analyzing qualita-
tive data, the qualitative inductive analyst needs a
strong reserve of insight and reflection to tease im-
portant patterns out of a body of observations.

A Graphic Contrast

As the preceding case illustration shows, the-

ory and research can usefully be done both induc-
tively and deductively. Figure 3-3 shows a graphic
comparison of the two approaches as applied to

an inquiry into study habits and performance

on exams. In both cases, we are interested in the
relationship between the number of hours spent
studying for an exam and the grade earned on
that exam. Using the deductive method, we would
begin by examining the matter logically. Doing
well on an exam reflects a student’s ability to recall
and manipulate information. Both of these abilities
should be increased by exposure to the information
before the exam. In this fashion, we would arrive
at a hypothesis suggesting a positive relationship
between the number of hours spent studying and
the grade earned on the exam. We say “positive”
because we expect grades to increase as the hours
of studying increase. If increased hours produced
decreased grades, that would be called a “negative,”
or “inverse,” relationship. The hypothesis is repre-
sented by the graph line in part 1(a), representing
the deductive model in Figure 3-3. In part (a) we
see the expectation of a simple, positive, linear
relationship between the two variables. Part (b)
represents what we observe when we study the

two variables. Finally, part (c) is the need to decide
whether the observations are close enough to what
was expected to justify accepting the hypothesis.
Our next step would be to make observations
relevant to testing our hypothesis. The shaded
area in part 1(b) of the figure represents perhaps
hundreds of observations of different students,
specifically, how many hours they studied and
what grades they received. Finally, in part 1(c), we
compare the hypothesis and the observations. Be-
cause observations in the real world seldom, if ever,
match our expectations perfectly, we must decide
whether the match is close enough to consider the
hypothesis confirmed. Stated differently, can we
conclude that the hypothesis describes the general
pattern that exists, granting some variations in real
life? Sometimes, answering this question neces-
sitates methods of statistical analysis, which will be
discussed in Part 4 of this book.

Now suppose we used the inductive method to
address the same research question. In this case, we
would begin with a set of observations, as in part
2(a) of Figure 3-3. Curious about the relationship
between hours spent studying and grades earned,
we might simply arrange to collect relevant data.
Then we’d look for a pattern that best represented
or summarized our observations. In part 2(b) of the
figure, the pattern is shown as a curved line run-
ning through the center of our observations.

The pattern found among the points in this
case suggests that with 1 to 15 hours of studying,
each additional hour generally produces a higher
grade on the exam. With 15 to about 25 hours,
however, more study seems to lower the grade
slightly. Studying more than 25 hours, on the other
hand, results in a return to the initial pattern: More
hours produce higher grades. Using the inductive
method, then, we end up with a tentative conclu-
sion about the pattern of the relationship between
the two variables. The conclusion is tentative be-
cause the observations we have made cannot be
taken as a test of the pattern—those observations
are the source of the pattern we’ve created.

As I discussed in Chapter 1, in actual prac-
tice, theory and research interact through a
never-ending alternation of deduction and in-
duction. A good example is the classic work of
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Deductive and Inductive Methods. Both deduction and induction are legitimate and valuable approaches to understanding. Deduction
begins with an expected pattern that is tested against observations, whereas induction begins with observations and seeks to find a

pattern within them.

Emile Durkheim on suicide ([1897] 1951). When
Durkheim pored over table after table of official
statistics on suicide rates in different areas, he was
struck by the fact that Protestant countries consis-
tently had higher suicide rates than Catholic ones
did. Why should that be the case? His initial obser-
vations led him to create inductively a theory of

religion, social integration, anomie, and suicide. His
theoretical explanations in turn led deductively to
further hypotheses and further observations.

In summary, the scientific norm of logical
reasoning provides a two-way bridge between
theory and research. Scientific inquiry in practice
typically involves alternating between deduction
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and induction. Both methods involve an interplay
of logic and observation. And both are routes to the
construction of social theories.

Although both inductive and deductive meth-
ods are valid in scientific inquiry, individuals may
feel more comfortable with one approach than
the other. Consider this exchange in Sir Arthur
Conan Doyle’s story “A Scandal in Bohemia,” as
Sherlock Holmes answers Dr. Watson'’s inquiry
(Doyle [1891] 1892: 13):

“What do you imagine that it means?”

“I have no data yet. It is a capital mistake
to theorise before one has data. Insensibly one
begins to twist facts to suit theories, instead of
theories to suit facts.”

Some social scientists would more or less agree
with this inductive position (see especially the
discussion of grounded theory in Chapter 11),
whereas others would take a more deductive
stance. Most, however, concede the legitimacy of
both approaches.

With this understanding of the deductive and
inductive links between theory and research in
hand, let’s now delve more deeply into how theo-
ries are constructed using either of these two differ-
ent approaches.

Deductive Theory Construction

To see what'’s involved in deductive theory con-
struction and hypothesis testing, imagine that
you're going to construct a deductive theory. How
would you go about it?

Getting Started

The first step in deductive theory construction is to
pick a topic that interests you. The topic can be very
broad, such as “What is the structure of society?” or
it can be narrower, as in “Why do people support or
oppose the idea of a woman’s right to an abortion?”
Whatever the topig, it should be something you're
interested in understanding and explaining.

Once you've picked your topic, the next
step is to undertake an inventory of what'’s al-
ready known or thought about it. In part, this

means writing down your own observations and
ideas. Beyond that, it means learning what other
scholars have said about it. You can talk to other
people, and you’ll want to read the scholarly
literature on the topic. Appendix A), provides
guidelines for using the library—you'll likely
spend a lot of time there.

Your preliminary research will probably un-
cover consistent patterns discovered by prior
scholars. For example, religious and political vari-
ables will stand out as important determinants of
attitudes about abortion. Findings such as these will
be very useful to you in creating your own theory.
We'll return to techniques of the literature review in
more detail as the book continues.

In this process, don’t overlook the value of
introspection. Whenever we can look at our own
personal processes—including reactions, fears, and
prejudices—we may gain important insights into
human behavior in general. I don't mean to say
that everyone thinks like you or me, but introspec-
tion can provide a useful source of insights that can
inform our inquiries.

Constructing Your Theory

Now that you’ve reviewed previous work on the
topic, you're ready to begin constructing your the-
ory. Although theory construction is not a lockstep
affair, the process generally involves something like
the following steps.

1. Specity the topic.

2. Specify the range of phenomena your theory
addresses. Will your theory apply to all of
human social life, will it apply only to U.S.
citizens, only to young people, or what?

3. Identify and specify your major concepts and
variables.

4. Find out what is known (propositions) about
the relationships among those variables.

5. Reason logically from those propositions to the
specific topic you're examining.

We've already discussed items (1) through (3),
so let’s focus now on (4) and (5). As you identify
the relevant concepts and discover what'’s already
been learned about them, you can begin to create



a propositional structure that explains the topic
under study.

Let’s look now at an example of how these
building blocks fit together in deductive theory
construction and empirical research.

An Example of Deductive Theory:
Distributive Justice

A topic of interest to scholars is the concept of dis-
tributive justice, people’s perceptions of whether
they are being treated fairly by life, whether they
are getting “their share.” Guillermina Jasso de-
scribes the theory of distributive justice more
formally, as follows:

The theory provides a mathematical description
of the process whereby individuals, reflecting
on their holdings of the goods they value (such
as beauty, intelligence, or wealth), compare
themselves to others, experiencing a funda-
mental instantaneous magnitude of the justice
evaluation (J), which captures their sense of
being fairly or unfairly treated in the distribu-
tions of natural and social goods.

(Jasso 1988:11)

Notice that Jasso has assigned a symbolic rep-
resentation for her key variable: J will stand for
distributive justice. She does this to support her
intention of stating her theory in mathematical
formulas. Though theories are often expressed
mathematically, we'll not delve too deeply into
that practice here.

Jasso indicates that there are three kinds of
postulates in her theory. “The first makes explicit
the fundamental axiom which represents the sub-
stantive point of departure for the theory.” She
elaborates as follows: “The theory begins with the
received Axiom of Comparison, which formalizes
the long-held view that a wide class of phenomena,
including happiness, self-esteem, and the sense of
distributive justice, may be understood as the prod-
uct of a comparison process” (Jasso 1988: 11).

Thus, your sense of whether you're receiving
a fair share of the good things of life comes from
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comparing yourself with others. If this seems obvi-
ous to you, that’s not a shortcoming of the axiom.
Remember, axioms are the taken-for-granted be-
ginnings of theory.

Jasso continues to do the groundwork for
her theory. First, she indicates that our sense
of distributive justice is a function of “Actual
Holdings (4)” and “Comparison Holdings (C)” of
some good. Let’s consider money, for example.
My sense of justice in this regard is a function of
how much I actually have, compared with how
much others have. By specifying the two compo-
nents of the comparison, Jasso can use them as
variables in her theory.

Next, Jasso offers a “measurement rule” that
further specifies how the two variables, A and C,
will be conceptualized. This step is needed because
some of the goods to be examined are concrete and
commonly measured (such as money), whereas
others are less tangible (such as respect). The for-
mer kind, she says, will be measured convention-
ally, whereas the latter will be measured “by the
individual’s relative rank . . . within a specially se-
lected comparison group.” The theory will provide
a formula for making that measurement (Jasso
1988: 13).

Jasso continues in this fashion to introduce ad-
ditional elements, weaving them into mathematical
formulas to be used in deriving predictions about
the workings of distributive justice in a variety of
social settings. Here is just a sampling of where her
theorizing takes her (1988: 14-15).

e Other things [being] the same, a person will
prefer to steal from a fellow group member
rather than from an outsider.

e The preference to steal from a fellow group
member is more pronounced in poor groups
than in rich groups.

o In the case of theft, informants arise only in
cross-group theft, in which case they are mem-
bers of the thief’s group.

e Persons who arrive a week late at summer
camp or for freshman year of college are more
likely to become friends of persons who play
games of chance than of persons who play
games of skill.



80 = Chapter 3: Inquiry, Theory, and Paradigms

e A society becomes more vulnerable to deficit
spending as its wealth increases.

e Societies in which population growth is wel-
comed must be societies in which the set of val-
ued goods includes at least one quantity-good,
such as wealth.

Jasso’s theory leads to many other propositions,
but this sampling should provide a good sense of
where deductive theorizing can take you. To get
a feeling for how she reasons her way to these
propositions, let’s look briefly at the logic involved
in two of the propositions that relate to theft within
and outside one’s group.

e Other things [being] the same, a person will
prefer to steal from a fellow group member
rather than from an outsider.

Beginning with the assumption that thieves
want to maximize their relative wealth, ask yourself
if that goal would be best served by stealing from
those you compare yourself with or from outsiders.
In each case, stealing will increase your Actual Hold-
ings, but what about your Comparison Holdings?

A moment’s thought should suggest that steal-
ing from people in your comparison group will
lower their holdings, further increasing your rela-
tive wealth. To simplify, imagine there are only
two people in your comparison group: you and L.
Suppose we each have $100. If you steal $50 from
someone outside our group, you will have increased
your relative wealth by 50 percent compared with
me: $150 versus $100. But if you steal $50 from me,
you will have increased your relative wealth 200
percent: $150 to my $50. Your goal is best served by
stealing from within the comparison group.

e In the case of theft, informants arise only in
cross-group theft, in which case they are mem-
bers of the thief’s group.

Can you see why it would make sense for in-
formants (1) to arise only in the case of cross-group
theft and (2) to come from the thief’s comparison
group? This proposition again depends on the
fundamental assumption that everyone wants to
increase his or her relative standing. Suppose you
and I are in the same comparison group, but this
time the group contains additional people. If you

steal from someone else within our comparison
group, my relative standing in the group does not
change. Although your wealth has increased, the
average wealth in the group remains the same
(because someone else’s wealth has decreased by
the same amount). So my relative standing remains
the same. I have no incentive to inform on you.

If you steal from someone outside our com-
parison group, however, your nefarious income
increases the total wealth in our group. Now my
own wealth relative to that total is diminished.
Because my relative wealth has suffered, I'm more
likely to inform on you in order to bring an end
to your stealing. Hence, informants arise only in
cross-group theft.

This last deduction also begins to explain why
these informants come from the thief’s own com-
parison group. We’ve just seen how your theft de-
creased my relative standing. How about members
of the other group (other than the individual you
stole from)? Each of them actually profits from
the theft, because you have reduced the total with
which they compare themselves. Hence, they have
no reason to inform on you. Thus, the theory of
distributive justice predicts that informants arise
from the thief’s own comparison group.

This brief peek into Jasso’s derivations should
give you some sense of the enterprise of deduc-
tive theory. Of course, the theory guarantees none
of the given predictions. The role of research is
to test each of them to determine whether what
makes sense (logic) actually occurs in practice
(observation).

See “Tips and Tools: Generating a Hypothesis
from a Theory” for a look at creating hypotheses
for deductive purposes.

Inductive Theory Construction

As we have seen, quite often social scientists

begin constructing a theory through the inductive
method by first observing aspects of social life and
then seeking to discover patterns that may point to
relatively universal principles. Barney Glaser and
Anselm Strauss (1967) coined the term grounded
theory in reference to this method.
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Generating a Hypothesis from a Theory

As we have seen, the deductive method of research typically focuses on
the testing of a hypothesis. Let's take a minute to look at how to create a
hypothesis for testing.

Hypotheses state an expected causal relationship between two
(or more) variables. Let’s suppose you're interested in student political
orientations, and your review of the literature and your own reasoning
suggest to you that college major will play some part in determining
students'political views. Already, we have two variables: college major
and political orientation. Moreover, political orientation is the dependent
variable—you believe it depends on something else, on the indepen-
dent variable, which in this case is college major.

Now we need to specify the attributes comprising each of these
variables. For simplicity’s sake, let’s assume political orientation includes
only liberal or conservative. And to simplify the matter of major, let's
suppose your research interests focus on the presumed differences be-
tween business students and those in the social sciences.

Even with these simplifications, you would need to specify more
concretely how you would recognize a liberal or a conservative when

Inductive Theory Construction = 81

you came across them in your study. This process of specification will
be discussed at length in Chapter 6. For now, let’s assume you will ask
student-subjects whether they consider themselves liberals or conserva-
tives, letting each student report on what the terms mean to them. (As
we'll see later, this simple dichotomy is unlikely to work in practice, as
some students would want to identify themselves as independents or
something else.)

dentifying students'majors isn't as straightforward as you might
think. For example, what disciplines compose the social sciences in your
study? Also, must students be declared majors or simply be planning to
major in one of the relevant fields?

Once these issues have been settled, you are ready to state your
hypothesis. For example, it might be the following:

“Students majoring in the social sciences will be more likely to
identify themselves as liberals than are those majoring in business.”

In addition to this basic expectation, you may wish to specify “more
likely”in terms of how much more likely. Chapter 16 will provide some
options in this regard.

Field research—the direct observation of events
in progress—is frequently used to develop theories
through observation. In a long and rich tradition,
anthropologists have used this method to good
advantage.

Among modern social scientists, no one has
been more adept at seeing the patterns of human
behavior through observation than Erving Goffman:

A game such as chess generates a habitable
universe for those who can follow it, a plane of
being, a cast of characters with a seemingly un-
limited number of different situations and acts
through which to realize their natures and des-
tinies. Yet much of this is reducible to a small
set of interdependent rules and practices. If the
meaningfulness of everyday activity is similarly
dependent on a closed, finite set of rules, then
explication of them would give one a powerful
means of analyzing social life.

(1974:5)

In a variety of research efforts, Goffman uncov-
ered the rules of such diverse behaviors as living in a

mental institution (1961) and managing the “spoiled
identity” of being disfigured (1963). In each case,
Goffman observed the phenomenon in depth and
teased out the rules governing behavior. Goffman'’s
research provides an excellent example of qualita-
tive field research as a source of grounded theory.

Our earlier discussion of the Comfort Hypoth-
esis and church involvement shows that qualitative
field research is not the only method of observation
appropriate to the development of inductive the-
ory. Here’s another detailed example to illustrate
further the construction of inductive theory using
quantitative methods.

An Example of Inductive
Theory: Why Do People
Smoke Marijuana?

During the 1960s and 1970s, marijuana use on
U.S. college campuses was a subject of consider-
able discussion in the popular press. Some people
were troubled by marijuana’s popularity; others
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welcomed it. What interests us here is why some
students smoked marijuana and others didn’t. A
survey of students at the University of Hawaii by
David Takeuchi (1974) provided the data to answer
that question.

At the time of the study, a huge number of
explanations were being offered for drug use.
People who opposed drug use, for example,
often suggested that marijuana smokers were
academic failures trying to avoid the rigors of
college life. Those in favor of marijuana, on the
other hand, often spoke of the search for new
values: Marijuana smokers, they said, were
people who had seen through the hypocrisy of
middle-class values.

Takeuchi’s analysis of the data gathered from
University of Hawaii students, however, did not
support any of the explanations being offered.
Those who reported smoking marijuana had es-
sentially the same academic records as those who
didn’t smoke it, and both groups were equally in-
volved in traditional “school spirit” activities. Both
groups seemed to feel equally well integrated into
campus life.

There were other differences between the
groups, however:

1. Women were less likely than men to smoke
marijuana.

2. Asian students (a large proportion of the stu-
dent body) were less likely to smoke marijuana
than non-Asians were.

3. Students living at home were less likely to
smoke marijuana than those living in their
Own apartments were.

As in the case of religiosity, the three variables
independently affected the likelihood of a student’s
smoking marijuana. About 10 percent of the Asian
women living at home had smoked marijuana,
in contrast to about 80 percent of the non-Asian
men living in apartments. And, as in the religiosity
study, the researchers discovered a powerful pat-
tern of drug use before they had an explanation for
that pattern.

In this instance, the explanation took a pecu-
liar turn. Instead of explaining why some students
smoked marijuana, the researchers explained why

some didn’t. Assuming that all students had some
motivation for trying drugs, the researchers sug-
gested that students differed in the degree of “social
constraints” preventing them from following
through on that motivation.

U.S. society is, on the whole, more permissive
with men than with women when it comes to de-
viant behavior. Consider, for example, a group of
men getting drunk and boisterous. We tend to dis-
miss such behavior with references to “camarade-
rie” and “having a good time,” whereas a group of
women behaving similarly would probably be re-
garded with disapproval. We have an idiom, “Boys
will be boys,” but no comparable idiom for girls.
The researchers reasoned, therefore, that women
would have more to lose by smoking marijuana
than men would. In other words, being female
provided a constraint against smoking marijuana.

Students living at home had obvious con-
straints against smoking marijuana, compared with
students living on their own. Quite aside from dif-
ferences in opportunity, those living at home were
seen as being more dependent on their parents—
hence more vulnerable to additional punishment
for breaking the law.

Finally, the Asian subculture in Hawaii has tra-
ditionally placed a higher premium on obedience
to the law than other subcultures have, so Asian
students would have more to lose if they were
caught violating the law by smoking marijuana.

Overall, then, a “social constraints” theory was
offered as the explanation for observed differences
in the likelihood of smoking marijuana. The more
constraints a student had, the less likely he or she
would be to smoke marijuana. It bears repeating
that the researchers had no thoughts about such
a theory when their research began. The theory
came from an examination of the data.

The Links between Theory
and Research

Throughout this chapter, we have seen various

aspects of the links between theory and research
in social science inquiry. In the deductive model,
research is used to test theories. In the inductive



model, theories are developed from the analysis of
research data. This final section looks more closely
into the ways theory and research are related in
actual social science inquiry.

Whereas we have discussed two idealized logi-
cal models for linking theory and research, social
science inquiries have developed a great many
variations on these themes. Sometimes theoreti-
cal issues are introduced merely as a background
for empirical analyses. Other studies cite selected
empirical data to bolster theoretical arguments. In
neither case do theory and research really interact
for the purpose of developing new explanations.
Some studies make no use of theory at all, aim-
ing specifically, for example, at an ethnographic
description of a particular social situation, such as
an anthropological account of food and dress in a
particular society.

As you read social research reports, however,
you'll often find that the authors are conscious of
the implications of their research for social theories
and vice versa.

Research Ethics and Theory

In Chapter 1, I introduced the subject of research
ethics and said we would return to that topic
throughout the book. At this point, what ethical is-
sues do you suppose theory engenders?

In this chapter, we have seen how the para-
digms and theories that guide research inevitably
impact what is observed and how it is interpreted.
Choosing a particular paradigm or theory does not
guarantee a particular research conclusion, but it
will affect what you look for and what you ignore.
Whether you choose a functionalist or a conflict
paradigm to organize your research on police—
community relations will make a big difference.

This is a difficult issue to resolve in practice.
Choosing a theoretical orientation for the purpose
of encouraging a particular conclusion would be re-
garded as unethical as a general matter, but when
research is linked to an intention to bring about so-
cial change, the researcher will likely choose a the-
oretical orientation appropriate to that intention.
Let’s say you're concerned about the treatment of
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homeless people by the police in your community.
You might organize your research in terms of in-
teractionist or conflict paradigms and theories that
would reveal any instances of mistreatment that
may Occur.

Two factors counter the potential problem of
bias from theoretical orientation. First, as we'll see
in the remainder of the book, social science re-
search techniques—the various methods of obser-
vation and analysis—place a damper on our simply
seeing what we expect. Even if you expect to find
the police mistreating the homeless and use theo-
ries and methods that will reveal such mistreat-
ment, you will not observe what isn’t there if you
apply those theories and methods appropriately.

Second, the collective nature of social research
offers further protection. As we’ll discuss more in
Chapter 17, peer review in which researchers evalu-
ate each other’s efforts will point to instances of
shoddy and/or biased research. Moreover, with
several researchers studying the same phenom-
enon, perhaps using different paradigms, theories,
and methods, the risk of biased research findings is
further reduced.

MAIN POINTS

Introduction

e Theories function in three ways in research:
(1) helping to avoid flukes, (2) making sense of
observed patterns, and (3) shaping and directing
research efforts.

Some Social Science Paradigms

e Social scientists use a variety of paradigms to orga-
nize how they understand and inquire into social
life.

e A distinction between types of theories that cuts
across various paradigms is macrotheory (theories
about large-scale features of society) versus micro-
theory (theories about smaller units or features
of society).

e The positivistic paradigm assumes that we can
scientifically discover the rules governing social
life.

e The Social Darwinist paradigm sees a progressive
evolution in social life.
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e The conflict paradigm focuses on the attempt of
individuals and groups to dominate others and to
avoid being dominated.

e The symbolic interactionist paradigm examines
how shared meanings and social patterns develop
in the course of social interactions.

e Ethnomethodology focuses on the ways people
make sense out of social life in the process of liv-
ing it, as though each were a researcher engaged
in an inquiry.

e The structural functionalist (or social systems) par-
adigm seeks to discover what functions the many
elements of society perform for the whole system.

e Feminist paradigms, in addition to drawing atten-
tion to the oppression of women in most societies,
highlight how previous images of social reality
have often come from and reinforced the experi-
ences of men.

e Like feminist paradigms, critical race theory both
examines the disadvantaged position of a social
group (African Americans) and offers a different
vantage point from which to view and understand
society.

e Some contemporary theorists and researchers
have challenged the long-standing belief in an
objective reality that abides by rational rules.
They point out that it is possible to agree on an
“intersubjective” reality, a view that characterizes
postmodernism.

Elements of Social Theory

e The elements of social theory include observations,
facts, and laws (which relate to the reality being
observed), as well as concepts, variables, axioms or
postulates, propositions, and hypotheses (which are
logical building blocks of the theory itself).

Two Logical Systems Revisited

e In the traditional image of science, scientists pro-
ceed from theory to operationalization to obser-
vation. But this image does not accurately depict
how scientific research is actually done.

e Social scientific theory and research are linked
through the two logical methods of deduction
(the derivation of expectations and hypotheses
from theories) and induction (the development of
generalizations from specific observations).

e In practice, science is a process involving an alter-
nation of deduction and induction.
Deductive Theory Construction

e Guillermina Jasso’s theory of distributive justice
illustrates how formal reasoning can lead to a

variety of theoretical expectations that can be
tested by observation.

Inductive Theory Construction

e David Takeuchi’s study of factors influencing mar-
ijuana smoking among University of Hawaii stu-
dents illustrates how collecting observations can
lead to generalizations and an explanatory theory.

The Links between Theory and Research

e In practice, there are many possible links between
theory and research and many ways of going
about social inquiry.

Research Ethics and Theory

e Researchers should not use paradigm and theory
selection as a means of achieving desired research
results.

e The collective nature of social research offers pro-
tection against biased research findings.

KEY TERMS

The following terms are defined in context in the
chapter and at the bottom of the page where the term
is introduced, as well as in the comprehensive glossary
at the back of the book.

conflict paradigm null hypothesis

critical race theory operational definition

critical realism operationalization
feminist paradigms paradigm
hypothesis positivism

interest convergence postmodernism

macrotheory structural functionalism

microtheory symbolic interactionism

PROPOSING SOCIAL RESEARCH: THEORY

As this chapter has indicated, social research can be
pursued within numerous theoretical paradigms—
each suggesting a somewhat different way to ap-
proach the research question. In this portion of your
proposal, you should identify the paradigm(s) that will
shape the design of your research.

We have also seen that paradigms provide frame-
works within which causal theories may be devel-
oped. Perhaps your research project will explore or
test an existing theory. Or more ambitiously, you may
propose a theory or hypothesis for testing. This is the



section of the proposal in which to describe this aspect
of your project.

Not all research projects are formally organized
around the creation and/or testing of theories and
hypotheses. However, your research will involve
theoretical concepts, which should be described in
this section of the proposal. As we’ll see more fully in
Chapter 17, this portion of your proposal will reflect
the literature on previous theory and research that has
shaped your own thinking and research plans.

REVIEW QUESTIONS AND EXERCISES

1. Consider the possible relationship between
education and prejudice that was mentioned in
Chapter 1. Describe how you might examine that
relationship through (a) deductive and (b) induc-
tive methods.

2. Review the relationships between theory and re-
search discussed in this chapter. Select a research
article from an academic journal and classify the
relationship between theory and research you
find there.

3. Using one of the many search engines (such as
Google, Bing, Dogpile, Excite, HotBot, LookSmart,
Lycos, Netscape, WebCrawler, Yahoo, Altavista, or
another of your choosing), find information on
the web concerning at least three of the following
paradigms: functionalism, symbolic interaction-
ism, conflict theory, ethnomethodology, feminist
paradigms, critical race paradigms, rational choice
paradigm. Give the web locations and report on
the theorists discussed in connection with the in-
formation you found.

4. See if you can locate Judith A. Howard (2000),
“Social Psychology of Identities,” Annual Review of
Sociology 26:367-93. What paradigm does Howard
find most useful for the study of social identities?
Explain why she feels that it is the appropriate
paradigm. Do you agree? Why or why not?
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SPSS Exercises

See the booklet that accompanies your text for ex-
ercises using SPSS (Statistical Package for the Social
Sciences). There are exercises offered for each chapter,
and you’ll also find a detailed primer on using SPSS.

Online Study Resources

Access the resources your instructor has assigned. For
this book, you can access:

CourseMate for The
=¥ Practice of Social Research

Login to CengageBrain.com to access chapter-specific
learning tools including Learning Objectives, Practice
Quizzes, Videos, Internet Exercises, Flash Cards, Glossaries,
Web Links, and more from your Sociology CourseMate.

aplia
If your professor has assigned Aplia homework:

1. Sign into your account.

2. After you complete each page of questions, click
“Grade It Now” to see detailed explanations of
every answer.

3. Click “Try Another Version” for an opportunity to
improve your score.

Visit www.cengagebrain.com to access your account
and purchase materials.



Purpose and Design
of Research Projects

Sampling Logic

From Concept
to Measurement

Typologies, Indexes,
and Scales

osing problems properly is often more difficult
than answering them. Indeed, a properly
phrased question often seems to answer itself.
You may have discovered the answer to a
question just in the process of making the question
clear to someone else.

Part 2 deals with what should be observed;
that is, Part 2 considers the posing of proper scientific
questions, the structuring of inquiry. Part 3 will
describe some of the specific methods of social science
observation.

Chapter 4 addresses the beginnings of research.

It examines some of the purposes of inquiry, units of
analysis, and the reasons scientists get involved in
research projects.

Next, we'll look at how social researchers select
people or things for observation. Chapter 5, on sam-
pling, addresses the fundamental scientific issue of
generalizability. As you'll see, we can select a few
people or things for observation and then apply what
we observe to a much larger group. For example, by
surveying 2,000 U.S. citizens about whom they favor
for president of the United States, we can accurately




The Structuring of Inquiry:
Quantitative and Qualitative

predict how tens of millions will vote. In this chapter,
we'll examine techniques that increase the generalizabil-
ity of what we observe.

Chapter 6 deals with the specification of what it is
you want to measure—the processes of conceptualiza-
tion and operationalization. It looks at some of the
terms that you and | use quite casually in everyday
life—prejudice, liberalism, happiness, and so forth—and
shows how essential it is to clarify what we really mean
by such terms when we do research. This process of
clarification is called conceptualization.

Once we clarify what we mean by certain terms, we
can then measure the referents of those terms. The
process of devising steps or operations for measuring
what we want to study is called operationalization.
Chapter 6 deals with the topic of operationalization in
general, paying spedial attention to the framing of
questions for interviews and questionnaires.

To complete the introduction to measurement,
Chapter 7 breaks with the chronological discussion of
how research is conducted. In this chapter, we'll exam-
ine techniques for measuring variables in quantitative
research through the combination of several indicators:
typologies, indexes, and scales. As an example, we
might ask survey respondents five different questions
about their attitudes toward gender equality and
then combine the answers to all five questions into a
composite measure of gender-based egalitarianism.
Although such composite measures are constructed dur-
ing the analysis of data (see Part 4), the raw materials
for them must be provided for in the design and execu-
tion of data collection.

What you learn in Part 2 will bring you to the verge
of making controlled social science observations. Part 3
will then show you how to take that next step.
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Purpose and Design of Research
Projects

CHAPTER OVERVIEW

Here you'll see the wide variety
of research designs available to
social researchers as well as how to

design a study—that is, specifying

exactly who or what is to be studied

when, how, and for what purpose.
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Introduction

Science is an enterprise dedicated to “finding out.”
No matter what you want to find out, though, there
will likely be a great many ways of doing it. That’s
true in life generally. Suppose, for example, that you
want to find out whether a particular automobile—
say, the new Turbo Tiger—would be a good car for
you. You could, of course, buy one and find out that
way. Or you could talk to a lot of Turbo Tiger owners
or to people who considered buying one but didn’t.
You might check the classified ads to see if there are
a lot of Turbo Tigers being sold cheap. You could
read a consumer magazine evaluation of Turbo
Tigers. A similar situation occurs in scientific inquiry.

Ultimately, scientific inquiry comes down to
making observations and interpreting what you've
observed, the subjects of Parts 3 and 4 of this book.
Before you can observe and analyze, however, you
need a plan. You need to determine what you're
going to observe and analyze: why and how. That’s
what research design is all about.

Although the details vary according to what
you wish to study, you face two major tasks in any
research design. First, you must specify as clearly
as possible what you want to find out. Second, you
must determine the best way to do it. Interestingly,
if you can handle the first consideration fully, you'll
probably handle the second in the same process.
As mathematicians say, a properly framed question
contains the answer.

Let’s say you're interested in conducting social
research on terrorism. When Jeffrey Ross (2004)
addressed this issue, he found the existing studies
used a variety of qualitative and quantitative ap-
proaches. Qualitative researchers, for example,
generated original data through

Autobiographies

Incident Reports and Accounts

Hostages’” Experiences with Terrorists
Firsthand Accounts of Implementing Policies

Ross goes on to discuss some of the secondary
materials used by qualitative researchers:

“biographies of terrorists, case studies of terrorist
organizations, case studies on types of terror-
ism, case studies on particular terrorist incidents,
and case studies of terrorism in selected regions
and countries” (2004: 27). Quantitative research-
ers, on the other hand, have addressed terrorism
in a variety of ways, including analyses of media
coverage, statistical modeling of terrorist events,
and the use of various databases relevant to the
topic. As you'll see in this chapter, any research
topic can be approached from many ditferent di-
rections. Each of the topics we’ll examine is rele-
vant to both qualitative and quantitative studies,
though some topics may be more relevant to one
than to the other approach.

This chapter provides a general introduction
to research design, whereas the other chapters in
Part 2 elaborate on specific aspects of it. In prac-
tice, all aspects of research design are interrelated.
As you read through Part 2, the interrelationships
among parts will become clearer.

We'll start by briefly examining the main pur-
poses of social research. Then, we'll consider units
of analysis—the what or whom you want to study.
Next we'll consider ways of handling time in social
research, or how to study a moving target that
changes over time.

With these ideas in hand, we’ll turn to how
to design a research project. This overview of the
research process serves two purposes: Besides de-
scribing how you might go about designing a study,
it provides a map of the remainder of this book.

Next, we'll look at the elements of research
proposals. Often, you'll need to detail your inten-
tions before you actually conduct your research;
this might be required in order to obtain funding
for a major project or perhaps to get your instruc-
tor’s approval for a class project. You'll see that the
research proposal provides an excellent opportu-
nity for you to consider all aspects of your research
in advance. Also, this section should help you
with the end-of-chapter exercise concerning the
research proposal, if you are doing that. Finally, the
last section of this chapter focuses on the ethical
dimension of research design.
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Three Purposes of Research

Social research can serve many purposes. Three
of the most common and useful purposes are ex-
ploration, description, and explanation. Although
a given study can have more than one of these
purposes—and most do—examining them sepa-
rately is useful because each has different implica-
tions for other aspects of research design.

Exploration

Much of social research is conducted to explore

a topic, that is, to start to familiarize a researcher
with that topic. This approach typically occurs when
a researcher examines a new interest or when the
subject of study itself is relatively new.

As an example, let’s suppose that widespread
taxpayer dissatisfaction with the government
erupts into a taxpayers’ revolt. People begin refus-
ing to pay their taxes, and they organize them-
selves around that issue. You might like to learn
more about the movement: How widespread is
it? What levels and degrees of support are there
within the community? How is the movement
organized? What kinds of people are active in
it? An exploratory study could help you find at
least approximate answers to some of these ques-
tions. You might check figures with tax-collecting
officials, collect and study the literature of the
movement, attend meetings, and interview
leaders.

Exploratory studies are also appropriate for
more persistent phenomena. Suppose you're un-
happy with your college’s graduation requirements
and want to help change them. You might study
the history of such requirements at the college and
meet with college officials to learn the reasons for
the current standards. You could talk to several stu-
dents to get a rough idea of their sentiments on the
subject. Though this last activity would not neces-
sarily yield an accurate picture of student opinion,
it could suggest what the results of a more exten-
sive study might be.

Sometimes exploratory research is pursued
through the use of focus groups, or guided small-
group discussions. This technique is frequently

used in market research; we’ll examine it further in
Chapter 11.

Exploratory studies are most typically done
for three purposes: (1) to satisty the researcher’s
curiosity and desire for better understanding, (2) to
test the feasibility of undertaking a more extensive
study, and (3) to develop the methods to be em-
ployed in any subsequent study.

A while back, for example, I became aware of
the growing popularity of something called “chan-
neling,” in which a person known as a channel or
medium enters a trance state and begins speaking
with a voice that claims it originates outside the
channel. Some of the voices say they come from
a spirit world of the dead, some say they are from
other planets, and still others say they exist in di-
mensions of reality difficult to explain in ordinary
human terms.

The channeled voices, often referred to as
“entities,” sometimes use the metaphor of radio
or television for the phenomenon they represent.
“When you watch the news,” one told me in the
course of an interview, “you don’t believe the net-
work news anchor is really inside the television set.
The same is true of me. I use this medium’s body
the way the reporter uses your television set.”

The idea of channeling interested me from
several perspectives, not the least of which was
the methodological question of how to study
scientifically something that violates so much
of what we take for granted, including scientific
staples such as space, time, causation, and in-
dividuality.

Lacking any rigorous theory or precise ex-
pectations, I merely set out to learn more. Using
some of the techniques of qualitative field research
we will discuss in Chapter 11, I began amassing
information and forming categories for making
sense of what I observed. I read books and articles
about the phenomenon and talked to people who
had attended channeling sessions. I then attended
channeling sessions myself, observing those who
attended as well as the channel and entity. Next,

I conducted personal interviews with numerous
channels and entities.

In most interviews, I began by asking the
human channels questions about how they first



began channeling, what it was like, and why they
continued, as well as standard biographical ques-
tions. The channel would then go into a trance,
whereby the interview continued with the entity
speaking. “Who are you?” I might ask. “Where do
you come from?” “Why are you doing this?” “How
can I tell if you are real or a fake?” Although I went
into these interview sessions with several questions
prepared in advance, each of the interviews fol-
lowed whatever course seemed appropriate in light
of the answers given.

This example of exploration illustrates where
social research often begins. Whereas research-
ers working from deductive theories have the key
variables laid out in advance, one of my first tasks
was to identify some of the possibly relevant vari-
ables. For example, I noted a channel’s gender, age,
education, religious background, regional origins,
and previous participation in things metaphysical.

I chose most of these variables because they com-
monly atfect behavior.

I also noted differences in the circumstances
of channeling sessions. Some channels said they
must go into deep trances, some use light trances,
and others remain conscious. Most sit down while
channeling, but others stand and walk about. Some
channels operate under pretty ordinary conditions;
others seem to require props such as dim lights,
incense, and chanting. Many of these differences
became apparent to me only in the course of my
initial observations.

Regarding the entities, I have been interested
in classifying where they say they come from.

Over the course of my interviews, I've developed
a set of questions about specific aspects of “real-
ity,” attempting to classify the answers they give.
Similarly, I ask each to speak about future events.

Over the course of this research, my exami-
nation of specific topics has become increasingly
focused as I've identified variables that seem worth
pursuing: gender, education, and religion, for ex-
ample. Note, however, that I began with a reason-
ably blank slate.

Exploratory studies are quite valuable in social
science research. They're essential whenever a re-
searcher is breaking new ground, and they almost
always yield new insights into a topic for research.
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Exploratory studies are also a source of grounded
theory, as discussed in Chapter 3.

The chief shortcoming of exploratory studies
is that they seldom provide satisfactory answers
to research questions, though they can hint at
the answers and can suggest which research
methods could provide definitive ones. The rea-
son exploratory studies are seldom definitive in
themselves has to do with representativeness;
that is, the people you study in your exploratory
research may not be typical of the larger popu-
lation that interests you. Once you understand
representativeness, you'll be able to know whether
a given exploratory study actually answered its
research problem or only pointed the way to-
ward an answer. (Representativeness is discussed
at length in Chapter 5.)

Description

A major purpose of many social science studies is
to describe situations and events. The researcher
observes and then describes what was observed.
Because scientific observation is careful and delib-
erate, however, scientific descriptions are typically
more accurate and precise than casual ones are.

The U.S. Census is an excellent example of
descriptive social research. The goal of the census
is to describe accurately and precisely a wide va-
riety of characteristics of the U.S. population, as
well as the populations of smaller areas such as
states and counties. Other examples of descrip-
tive studies are the computation of age-gender
profiles of populations done by demographers,
the computation of crime rates for different cities,
and a product-marketing survey that describes the
people who use, or would use, a particular product.
A researcher who carefully chronicles the events
that take place on a labor union picket line has, or
at least serves, a descriptive purpose. A researcher
who computes and reports the number of times
individual legislators voted for or against organized
labor also fulfills a descriptive purpose.

Many qualitative studies aim primarily at
description. An anthropological ethnography, for
example, may try to detail the particular culture
of some preliterate society. At the same time, such
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studies are seldom limited to a merely descriptive
purpose. Researchers usually go on to examine
why the observed patterns exist and what they
imply.

Explanation

The third general purpose of social science research
is to explain things. Descriptive studies answer
questions of what, where, when, and how; explan-
atory questions, of why. So when William Sanders
(1994) set about describing the varieties of gang
violence, he also wanted to reconstruct the process
that brought about violent episodes among the
gangs of different ethnic groups.

Reporting the voting intentions of an electorate
is descriptive, but reporting why some people plan
to vote for Candidate A and others for Candidate
B is explanatory. Identifying variables that explain
why some cities have higher crime rates than oth-
ers involves explanation. A researcher who sets out
to know why an antiabortion demonstration ended
in a violent confrontation with police, as opposed
to simply describing what happened, has an ex-
planatory purpose.

Let’s look at a specific case. What factors do
you suppose might shape people’s attitudes toward
the legalization of marijuana? To answer this, you
might first consider whether men and women dif-
fer in their opinions. An explanatory analysis of the
2006 General Social Survey (GSS) data indicates
that 41 percent of men and 30 percent of women
said marijuana should be legalized.

What about political orientation? The GSS data
show that 50 percent of liberals said marijuana
should be legalized, compared with 36 percent of
moderates and 24 percent of conservatives.
Further, 44 percent of Democrats, compared with
35 percent of Independents and 23 percent of
Republicans, supported legalization.

Given these statistics, you might begin to
develop an explanation for attitudes toward
marijuana legalization. Further study of gender
and political orientation might then lead to a
deeper explanation of these attitudes.

In Chapter 1, we noted there were two
different approaches to explanation in social

research (and in everyday life). Let’s return to
those now.

Idiographic Explanation

As you will recall from Chapter 1, idiographic
explanation seeks an exhaustive understanding

of the causes producing events and situations in

a single or limited number of cases. If you wished
to understand why a student protest broke out

on a particular college campus, you would seek to
root out everything that contributed to that result.
You would consider the history of the college, its
organizational structure, the nature of the student
body, the actions of influential individuals (ad-
ministrators, faculty, students, others), the context
of student activities nationally, triggering events
(e.g., shutting down a student organization, ar-
resting a student), and so forth. You’ll know your
analysis is complete when the explanatory factors
you have assembled made the protest inevitable
and when the absence of any of those factors might
have kept it from happening.

There is no statistical test that can tell you
when you have achieved this analytical success,
however. This conclusion rests on the “art” of social
research, which is achieved primarily through ex-
perience: by reading the analyses of others and by
conducting your own. Here are a few techniques to
consider.

e Pay attention to the explanations offered by the
people living the social processes you are studying. It
is important that you not believe everything
you are told, of course, but don’t make the op-
posite mistake of thinking you understand the
situation better than those living there. (Social
researchers have sometimes been accused of a
certain degree of arrogance in this respect.) If
there is wide agreement as to the importance of
a certain factor, that should increase your con-
fidence that it was a cause of the event under
study. This would be more so if participants
with very different points of view agree on that
point. In the case of the student protest, admin-
istrators and students are likely to have very
different opinions about what happened, but if



they all agree that the arrest of a student activ-
ist was a triggering event, then it probably was
an important cause.

o Comparisons with similar situations, either in differ-
ent places or at different times in the same place, can
be insightful. Perhaps the campus in question has
had previous protests or perhaps there was a
time when a protest almost occurred but didn’t.
Knowledge of such instances can provide use-
ful comparisons and contrasts to the case under
study. Similarly, protests or non-protests at
other campuses can offer useful comparisons.

Nomothetic Explanation

Earlier in this chapter, the examination of what
factors might cause attitudes about legalizing mari-
juana illustrates nomothetic explanation. Recall
that in this model, we try to find a few factors (in-
dependent variables) that can account for many of
the variations in a given phenomenon. Thus, we
saw, men were more likely than women to sup-
port legalization; liberals more likely than conser-
vatives, and so on. This explanatory model stands
in contrast to the idiographic model, in which

we seek a complete, in-depth understanding of a
single case.

In our example, an idiographic approach would
suggest all the reasons that one person was op-
posed to legalization—involving what her parents,
teachers, and clergy told her about it; any bad
experiences experimenting with it; and so forth.
When we understand something idiographically,
we feel we really understand it. When we know all
the reasons why someone opposed legalizing mari-
juana, we couldn’t imagine that person having any
other attitude.

In contrast, a nomothetic approach might sug-
gest that overall political orientations account for
much of the difference of opinion about legalizing
marijuana. Because this model is inherently proba-
bilistic, it is more open to misunderstanding and
misinterpretation than the idiographic model is.
Let’s examine what social researchers mean when
they say one variable (nomothetically) causes an-
other. Then, we’ll look at what they don’t mean.
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Criteria for Nomothetic Causality

There are three main criteria for nomothetic causal
relationships in social research: (1) the variables
must be correlated, (2) the cause takes place before
the effect, and (3) the variables are nonspurious.

Correlation

Unless some actual relationship—a statistical
correlation—is found between two variables, we
can’t say that a causal relationship exists. Our anal-
ysis of GSS data suggested that political orientation
was a cause of attitudes about legalizing marijuana.
Had the same percentage of liberals and conser-
vatives supported legalization, we could hardly

say that political orientations caused the attitude.
Though this criterion is obvious, it emphasizes the
need to base social research assertions on actual
observations rather than assumptions.

Time Order

Next, we can’t say a causal relationship exists un-
less the cause precedes the effect in time. Notice
that it makes more sense to say that most children’s
religious affiliations are caused by those of their
parents than to say that parents’ affiliations are
caused by those of their children—even though it
would be possible for you to change your religion
and for your parents to follow suit. Remember,
nomothetic explanation deals with “most cases”
but not all.

In our marijuana example, it would make
sense to say that gender causes, to some extent, at-
titudes toward legalization, whereas it would make
no sense to say that opinions about marijuana
determine a person’s gender. Notice, however, that
the time order connecting political orientations and

correlation An empirical relationship between two
variables such that (1) changes in one are associated
with changes in the other or (2) particular attributes
of one variable are associated with particular attri-
butes of the other. Correlation in and of itself does
not constitute a causal relationship between the two
variables, but it is one criterion of causality.
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attitudes about legalization is less clear, though we
sometimes reason that general orientations cause
specific opinions. And sometimes our analyses in-
volve two or more independent variables that were
established at the same time: looking at the effects
of gender and race on voting behavior, for ex-
ample. As we’ll see in Chapter 6, the issue of time
order can be a complex matter.

Nonspuriousness

The third requirement for a causal relationship

is that the effect cannot be explained in terms of
some third variable. For example, there is a cor-
relation between ice-cream sales and deaths due
to drowning: the more ice cream sold, the more
drownings, and vice versa. There is, however, no
direct link between ice cream and drowning. The
third variable at work here is season or temperature.
Most drowning deaths occur during summer—the
peak period for ice-cream sales.

Here are a couple of other examples of
spurious relationships, or ones that aren’t
genuine. There is a negative relationship between
the number of mules and the number of Ph.D.’s in
towns and cities: the more mules, the fewer Ph.D.’s
and vice versa. Perhaps you can think of another
variable that would explain this apparent relation-
ship. The answer is rural versus urban settings:
There are more mules (and fewer Ph.D.’s) in rural
areas, whereas the opposite is true in cities.

Or, consider the positive correlation between
shoe size and math ability among schoolchildren.
Here, the third variable that explains the puzzling
relationship is age. Older children have bigger feet
and more highly developed math skills, on average,
than younger children do. See Figure 4-1 for an
illustration of this spurious relationship. Notice that
observed associations go in both directions. That
is, as one variable occurs or changes, so does the
other.

The list goes on. Areas with many storks
have high birthrates. Those with few storks have

spurious relationship A coincidental statistical
correlation between two variables, shown to be
caused by some third variable.

low birthrates. Do storks really deliver babies?
Birthrates are higher in the country than in the
city; more storks live in the country than the city.
The third variable here is urban/rural areas.

Finally, the more fire trucks that put out a fire,
the more damage to the structure. Can you guess
what the third variable is? In this case, it’s the size
of the fire.

Thus, when social researchers say there is a
causal relationship between, say, education and
racial tolerance, they mean (1) there is a statistical
correlation between the two variables, (2) a per-
son’s educational level occurred before their cur-
rent level of tolerance or prejudice, and (3) there
is no third variable that can explain away the
observed correlation as spurious.

Nomothetic Causal Analysis
and Hypothesis Testing

The nomothetic model of causal analysis lends itself
to hypothesis testing (see Chapter 1), though hy-
potheses are not required in nomothetical research.
To test a hypothesis, you would carefully specify
the variables you think are causally related, as well
as specifying the manner in which you will mea-
sure them. (These steps will be discussed in detail
in the following chapter under the terms conceptual-
ization and operationalization.)

In addition to hypothesizing that two vari-
ables will be correlated with each other, you may
specify the strength of the relationship you expect
within the study design you are using. Often this
specification will take the form of a level of statisti-
cal significance: the chance you are willing to take
that a given relationship might have been caused
by chance in the selection of subjects for study.
(This will be discussed further in Chapter 5, on
sampling.)

Finally, you may specify the tests for spurious-
ness that any observed relationship must survive.
Not only will you hypothesize, for example, that
increased education will reduce levels of prejudice,
but you will specify further that the hypothesized
relationship will not be the product of, say, political
orientations.
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Observed Correlation

Positive (direct) correlation

Shoe size

)

Math skill

Bigger shoe size is associated with greater
math skill, and vice versa.

Spurious causal relationships

Math skill

o

Shoe size

oy

Neither shoe size nor math skill is a cause
of the other.

Shoe size Math skill

FIGURE 4-1

Actual causal relationships

Age

Shoe size Math skill

The underlying variable of age causes both
bigger shoe size and greater math skill,
thus explaining the observed correlation.

An Example of a Spurious Causal Relationship. Finding an empirical correlation between two variables does not necessarily establish a causal
relationship. Sometimes the observed correlation is the incidental result of other causal relationships, involving other variables.

False Criteria for Nomothetic
Causality

Because notions of cause and etfect are well
entrenched in everyday language and logic, it’s
important to specify some of the things social re-
searchers do not mean when they speak of causal
relationships. When they say that one variable
causes another, they do not necessarily mean to
suggest complete causation, to account for excep-
tional cases, or to claim that the causation exists in
a majority of cases.

Complete Causation

Whereas an idiographic explanation of causation

is relatively complete, a nomothetic explanation

is probabilistic and usually incomplete. As we've
seen, social researchers may say that political orien-
tations cause attitudes toward legalizing marijuana
even though not all liberals approve nor all con-
servatives disapprove. Thus, we say that political
orientation is one of the causes of the attitude, but
not the only one.

Exceptional Cases

In nomothetic explanations, exceptions do not dis-
prove a causal relationship. For example, it is con-
sistently found that women are more religious than
men in the United States. Thus, gender may be a
cause of religiosity, even if your uncle is a religious
zealot or you know a woman who is an avowed
atheist. Those exceptional cases do not disprove the
overall, causal pattern.

Majority of Cases
Causal relationships can be true even if they don’t
apply in a majority of cases. For example, we say
that children who are not supervised after school
are more likely to become delinquent than those
who are supervised are; hence, lack of supervision
is a cause of delinquency. This causal relationship
holds true even if only a small percentage of those
not supervised become delinquent. As long as they
are more likely than those who are supervised to be
delinquent, we say there is a causal relationship.
The social science view of causation may vary
from what you are accustomed to, because people
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Female

Necessary Cause. Being female is a necessary cause of pregnancy; that is, you can’t get pregnant unless you are female.

commonly use the term cause to mean something
that completely causes another thing. The some-
what different standard used by social researchers
can be seen more clearly in terms of necessary and
sufficient causes.

Necessary and Sufficient Causes

A necessary cause represents a condition that must
be present for the effect to follow. For example,
it is necessary for you to take college courses in
order to get a degree. Take away the courses, and
the degree never follows. However, simply taking
the courses is not a sufficient cause of getting a
degree. You need to take the right ones and pass
them. Similarly, being female is a necessary condi-
tion of becoming pregnant, but it is not a sufficient
cause. Otherwise, all women would get pregnant.
Figure 4-2 illustrates this relationship between the
variables of sex and pregnancy as a matrix show-
ing the possible outcomes of combining these
variables.

A sufficient cause, on the other hand, represents
a condition that, if it is present, guarantees the ef-
fect in question. This is not to say that a sufficient
cause is the only possible cause of a particular
effect. For example, skipping an exam in this

course would be a sufficient cause for failing it,
though students could fail it other ways as well.
Thus, a cause can be sufficient, but not necessary.
Figure 4-3 illustrates the relationship between
taking or not taking the exam and either passing or
failing it.

The discovery of a cause that is both neces-
sary and sufficient is, of course, the most satistying
outcome in research. If juvenile delinquency were
the effect under examination, it would be nice to
discover a single condition that (1) must be present
for delinquency to develop and (2) always results
in delinquency. In such a case, you would surely
feel that you knew precisely what caused juvenile
delinquency.

Unfortunately, we never discover single causes
that are absolutely necessary and absolutely
sufficient when analyzing the nomothetic rela-
tionships among variables. It is not uncommon,
however, to find causal factors that are either 100
percent necessary (you must be female to become
pregnant) or 100 percent sufficient (skipping an
exam will inevitably cause you to fail it).

In the idiographic analysis of single cases, you
may reach a depth of explanation from which it is
reasonable to assume that things could not have
turned out differently, suggesting you have deter-
mined the sufficient causes for a particular result.
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Sufficient Cause. Not taking the exam is a sufficient cause of failing
it, even though there are other ways of failing (such as answering
randomly).

(Anyone with all the same details of your genetic
inheritance, upbringing, and subsequent experi-
ences would have ended up going to college.) At
the same time, there could always be other causal
paths to the same result. Thus, the idiographic
causes are sufficient but not necessary.

Units of Analysis

In social research, there is virtually no limit to what
or whom can be studied, or the units of analysis.
This topic is relevant to all forms of social research,
although its implications are clearest in the case of
nomothetic, quantitative studies.

The idea for units of analysis may seem slip-
pery at first, because research—especially nomo-
thetic research—often studies large collections of
people or things, or aggregates. It's important to
distinguish between the unit of analysis and the
aggregates that we generalize about. For instance,
a researcher may study a class of people, such as
Democrats, college undergraduates, African Amer-
ican women under 30, or some other collection.
But if the researcher is interested in exploring,
describing, or explaining how different groups of
individuals behave as individuals, the unit of analy-
sis is the individual, not the group. This is true

Units of Analysis = 97

even though the researcher uses the information
about individuals to generalize about aggregates of
individuals, as in saying that more Democrats than
Republicans favor legalizing marijuana. Think of

it this way: Having an attitude about marijuana is
something that can only be an attribute of an indi-
vidual, not a group; that is, there is no one group
“mind” that can have an attitude. So even when
we generalize about Democrats, we're generalizing
about an attribute they possess as individuals.

In contrast, we may sometimes want to study
groups, considered as individual “actors” or enti-
ties that have attributes as groups. For instance, we
might want to compare the characteristics of dif-
ferent types of street gangs. In that case our unit of
analysis would be gangs (not members of gangs),
and we might proceed to make generalizations
about different types of gangs. For example, we
might conclude that male gangs are more violent
than female gangs. Each gang (unit of analysis)
would be described in terms of two variables:

(1) What sex are the members? and (2) How vio-
lent are its activities? So we might study 52 gangs,
reporting that 40 were male and 12 were female,
and so forth. The “gang” would be the unit of
analysis, even though some of the characteristics
were drawn from the components (members) of
the gangs.

Social researchers tend to choose individual
people as their units of analysis. You may note the
characteristics of individual people—sex, age, re-
gion of birth, attitudes, and so forth. You can then
combine these descriptions to provide a composite
picture of the group the individuals represent,
whether a street-corner gang or a whole society.

For example, you may note the age and sex
of each student enrolled in Political Science 110
and then characterize the group of students as
being 53 percent men and 47 percent women and
as having a mean age of 18.6 years. Although the
final description would be of the class as a whole,

units of analysis The what or whom being stud-
ied. In social science research, the most typical units
of analysis are individual people.
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the description is based on characteristics that
members of the class have as individuals.

The same distinction between units of analy-
sis and aggregates occurs in explanatory studies.
Suppose you wished to discover whether students
with good study habits received better grades
in Political Science 110 than students with poor
study habits did. You would operationalize the
variable study habits and measure this variable,
perhaps in terms of hours of study per week.

You might then aggregate students with good
study habits and those with poor study habits
and see which group received the best grades in
the course. The purpose of the study would be to
explain why some groups of students do better in
the course than others do, but the unit of analysis
is still individual students.

Units of analysis in a study are usually also the
units of observation. Thus, to study success in a po-
litical science course, we would observe individual
students. Sometimes, however, we “observe” our
units of analysis indirectly. For example, suppose
we want to find out whether disagreements about
the death penalty tend to cause divorce. In this
case, we might “observe” individual husbands and
wives by asking them about their attitudes about
capital punishment, in order to distinguish couples
who agree and disagree on this issue. In this case,
our units of observation are individual wives and
husbands, but our units of analysis (the things we
want to study) are couples.

Units of analysis, then, are those things we
examine in order to create summary descriptions
of all such units and to explain differences among
them. In most research projects, the unit of analy-
sis will probably be clear to you. When the unit of
analysis is not clear, however, it’s essential to deter-
mine what it is; otherwise, you cannot determine
what observations are to be made about whom or
what.

Some studies try to describe or explain more
than one unit of analysis. In these cases, the re-
searcher must anticipate what conclusions she or
he wishes to draw with regard to which units of
analysis. For example, we may want to discover
what kinds of college students (individuals) are
most successful in their careers; we may also want

to learn what kinds of colleges (organizations) pro-
duce the most-successful graduates.

Here’s an example that illustrates the complex-
ity of units of analysis. Murder is a fairly personal
matter: One individual kills another individual.
However, when Charis Kubrin and Ronald Weitzer
(2003: 157) ask, “Why do these neighborhoods
generate high homicide rates?” the unit of analysis
in that phrase is neighborhood. You can probably
imagine some kinds of neighborhoods (e.g., poor,
urban) that would have high homicide rates and
some (e.g., wealthy, suburban) that would have
low rates. In this particular conversation, the unit
of analysis (neighborhood) would be categorized in
terms of variables such as economic level, locale, and
homicide rate.

In their analysis, however, Kubrin and Weitzer
were also interested in different types of homicide:
in particular, those that occurred in retaliation for
some earlier event, such as an assault or insult. Can
you identify the unit of analysis common to all of
the following excerpts?

1. The sample of killings . . .

2. The coding instrument includes over
80 items related to the homicide.

3. Ofthe 2,161 homicides that occurred from
1985 [to] 1995 . ..

4. Of those with an identified motive,
19.5 percent (n = 337) are retaliatory.

(Kubrin and Weitzer 2003: 163)

In each of these excerpts, the unit of analysis
is homicide (also called killing or murder). Some-
times you can identify the unit of analysis in the
description of the sampling methods, as in the
first excerpt. A discussion of classification methods
might also identify the unit of analysis, as in the
second excerpt (80 ways to code the homicides).
Often, numerical summaries point the way: 2,161
homicides; 19.5 percent (of the homicides). With a
little practice you'll be able to identify the units of
analysis in most social research reports, even when
more than one is used in a given analysis.

To explore this topic in more depth, let’s con-
sider several common units of analysis in social
research.



Individuals

As mentioned, individual human beings are per-
haps the most typical units of analysis for social
research. Social researchers tend to describe and
explain social groups and interactions by ag-
gregating and manipulating the descriptions of
individuals.

Any type of individual may be the unit of
analysis for social research. This point is more
important than it may seem at first. The norm of
generalized understanding in social research should
suggest that scientific findings are most valuable
when they apply to all kinds of people. In practice,
however, social researchers seldom study all kinds
of people. At the very least, their studies are typi-
cally limited to the people living in a single country,
though some comparative studies stretch across
national boundaries. Often, though, studies are
quite circumscribed.

Examples of classes of individuals that might
be chosen for study include students, gays and
lesbians, auto workers, voters, single parents, and
faculty members. Note that each of these terms
implies some population of individuals. Descriptive
studies with individuals as their units of analysis
typically aim to describe the population that com-
prises those individuals, whereas explanatory stud-
ies aim to discover the social dynamics operating
within that population.

As the units of analysis, individuals may be
characterized in terms of their membership in
social groupings. Thus, an individual may be
described as belonging to a rich family or to a
poor one, or a person may be described as hav-
ing a college-educated mother or not. We might
examine in a research project whether people
with college-educated mothers are more likely to
attend college than are those with non-college-
educated mothers or whether high school gradu-
ates in rich families are more likely than those in
poor families to attend college. In each case, the
unit of analysis—the “thing” whose characteris-
tics we are seeking to describe or explain—is the
individual. We then aggregate these individuals
and make generalizations about the population
they belong to.

Units of Analysis = 99

Groups

Social groups can also be units of analysis in social
research. That is, we may be interested in charac-
teristics that belong to one group, considered as a
single entity. If you were to study the members of
a criminal gang to learn about criminals, the indi-
vidual (criminal) would be the unit of analysis; but
if you studied all the gangs in a city to learn the
differences, say, between big gangs and small ones,
between “uptown” and “downtown” gangs, and so
forth, you would be interested in gangs rather than
their individual members. In this case, the unit of
analysis would be the gang, a social group.

Here’s another example. Suppose you were
interested in the question of access to computers in
different segments of society. You might describe
families in terms of total annual income and ac-
cording to whether or not they had computers.
You could then aggregate families and describe the
mean income of families and the percentage with
computers. You would then be in a position to
determine whether families with higher incomes
were more likely to have computers than were
those with lower incomes. In this case, the unit of
analysis would be families.

As with other units of analysis, we can derive
the characteristics of social groups from those of
their individual members. Thus, we might describe
a family in terms of the age, race, or education
of its head. In a descriptive study, we might find
the percentage of all families that have a college-
educated head of family. In an explanatory study,
we might determine whether such families have,
on average, more or fewer children than do fami-
lies headed by people who have not graduated
from college. In each of these examples, the family
is the unit of analysis. In contrast, had we asked
whether college-educated individuals have more
or fewer children than do their less-educated coun-
terparts, then the individual would have been the
unit of analysis.

Other units of analysis at the group level could
be friendship cliques, married couples, census
blocks, cities, or geographic regions. As with indi-
viduals, each of these terms implies some popu-
lation. Street gangs implies some population that
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includes all street gangs, perhaps in a given city.
You might then describe this population by gener-
alizing from your findings about individual gangs.
For instance, you might describe the geographic
distribution of gangs throughout a city. In an ex-
planatory study of street gangs, you might discover
whether large gangs are more likely than small
ones to engage in intergang warfare. Thus, you
would arrive at conclusions about the population
of gangs by using individual groups as your unit of
analysis.

Organizations

Formal social organizations may also be the units
of analysis in social research. For example, a re-
searcher might study corporations, by which he
or she implies a population of all corporations.
Individual corporations might be characterized in
terms of their number of employees, net annual
profits, gross assets, number of defense contracts,
percentage of employees from racial or ethnic mi-
nority groups, and so forth. We might determine
whether large corporations hire a larger or smaller
percentage of minority group employees than small
corporations do. Other examples of formal social
organizations suitable as units of analysis include
church congregations, colleges, army divisions,
academic departments, and supermarkets.

Figure 4-4 provides a graphic illustration of
some different units of analysis and the statements
that might be made about them.

Social Interactions

Sometimes social interactions are the relevant
units of analysis. Instead of individual humans,
you can study what goes on between them: tele-
phone calls, kisses, dancing, arguments, fistfights,
e-mail exchanges, chat-room discussions, and so
forth. As you saw in Chapter 3, social interac-
tion is the basis for one of the primary theoretical
paradigms in the social sciences, and the number

social artifact Any product of social beings or their
behavior. Can be a unit of analysis.

of units of analysis that social interactions provide
is nearly infinite.

Even though individuals are usually the actors
in social interactions, there is a difference between
(1) comparing the kinds of people who subscribe
to different Internet service providers (individuals
being the units of analysis) and (2) comparing the
length of chat-room interactions on those same
providers (interactions being the units of analysis).

Social Artifacts

Another unit of analysis is the social artifact, or
any product of social beings or their behavior. One
class of artifacts includes concrete objects such as
books, poems, paintings, automobiles, buildings,
songs, pottery, jokes, student excuses for missing
exams, and scientific discoveries.

For example, Lenore Weitzman and her associ-
ates (1972) were interested in learning how gen-
der roles are taught. They chose children’s picture
books as their unit of analysis. Specifically, they
examined books that had received the Caldecott
Medal. Their results were as follows:

We found that females were underrepresented
in the titles, central roles, pictures, and stories
of every sample of books we examined. Most
children’s books are about boys, men, male
animals, and deal exclusively with male ad-
ventures. Most pictures show men singly or in
groups. Even when women can be found in
the books, they often play insignificant roles,
remaining both inconspicuous and nameless.
(Weitzman et al. 1972: 1128)

In a more recent study, Roger Clark, Rachel
Lennon, and Leana Morris (1993) concluded that
male and female characters were portrayed less ste-
reotypically than before, observing a clear progress
toward portraying men and women in nontradi-
tional roles. However, they did not find total equal-
ity between the sexes.

As this example suggests, just as people or
social groups imply populations, each social ob-
ject implies a set of all objects of the same class:
all books, all novels, all biographies, all introduc-
tory sociology textbooks, all cookbooks, all press
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Units of Analysis Sample Statements

60% of the sample are women

10% of the sample are wearing an
eye patch

Individuals

10% of the sample have pigtails

20% of the families have a single parent
50% of the families have two children

20% of the famillies have no children

The mean number of children per family
is1.3
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FIGURE 4-4

20% of the households are occupied by
more than one family

30% of the households have holes in
their roofs

10% of the households are occupied
by aliens

Households

Notice also that 33% of the families live
in multiple-family households with family
as the unit of analysis
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Tips and Tools

Identifying the Unit of Analysis

The unit of analysis is an important element in research design and later
in data analysis. However, students sometimes find identifying it elusive.
The easiest way to identify the unit of analysis is to examine a statement
regarding the variables under study.

Consider the following: “The average household income
was $40,000." Income is the variable of interest, but who or what
has income? Households, in this instance. We would arrive at the
given statement by examining the incomes of several households.
To calculate the mean (average) income, we would add up all
the household incomes and divide by the number of households.
Household is the unit of analysis. It is the unit being analyzed in
terms of the variable, income.

Consider another statement: “Italian movies show more nudity than do
American movies." The variable here is the extent to which nudity is shown,
but who or what shows nudity? Movies. Movies are the units of analysis.

One way of identifying the unit of analysis is to imagine the process
that would result in the conclusion reached.

Consider this research conclusion: “Twenty-four percent of the
families have more than one adult earing at least $30,000 a year."To be
sure, adults are earning the income, but the statement is about whether
families have such adults. To make this statement, we would study
several families. For each, we would ask whether they had more than
two adults earning in excess of $30,000; each family would be scored as
“yes” or“no”in that respect. Finally, we would calculate the percentage of
families scored as “yes.” The family, therefore, is the unit of analysis.

conferences. In a study using books as the units

of analysis, an individual book might be charac-
terized by its size, weight, length, price, content,
number of pictures, number sold, or description of
the author. Then the population of all books or of
a particular kind of book could be analyzed for the
purpose of description or explanation: what kinds
of books sell best and why, for example.

Similarly, a social researcher could analyze
whether paintings by Russian, Chinese, or U.S.
artists showed the greatest degree of working-class
consciousness, taking paintings as the units of anal-
ysis and describing each, in part, by the nationality
of its creator. Or you might examine a newspaper’s
editorials regarding a local university, for the pur-
pose of describing, or perhaps explaining, changes
in the newspaper’s editorial position on the univer-
sity over time. In this example, individual editorials
would be the units of analysis. See “Tips and Tools:
Identifying the Unit of Analysis” for more.

Units of Analysis in Review

The examples in this section should suggest the
nearly infinite variety of possible units of analysis
in social research. Although individual human
beings are typical objects of study, many research
questions can be answered more appropriately

through the examination of other units of analysis.
Indeed, social researchers can study just about any-
thing that bears on social life.

Moreover, the types of units of analysis named
in this section do not begin to exhaust the possi-
bilities. Morris Rosenberg (1968: 234-48), for ex-
ample, speaks of individual, group, organizational,
institutional, spatial, cultural, and societal units of
analysis. John Lofland and his associates (2006:
122-32) speak of practices, episodes, encounters,
roles and social types, social and personal relation-
ships, groups and cliques, organizations, settle-
ments and habitats, subcultures, and lifestyles as
suitable units of study. The important thing here is
to grasp the logic of units of analysis. Once you do,
the possibilities for fruitful research are limited only
by your imagination.

Categorizing possible units of analysis
might make the concept seem more complicated
than it needs to be. What you call a given unit
of analysis—a group, a formal organization, or a
social artifact—is irrelevant. The key is to be clear
about what your unit of analysis is. When you
embark on a research project, you must decide
whether you're studying marriages or marriage
partners, crimes or criminals, corporations or
corporate executives. Otherwise, you run the
risk of drawing invalid conclusions because your



Red Families and Blue Families

During recent American political campaigns, concern for“family values”
has often been featured as a hot-button issue. Typically, conservatives
and Republicans have warned of the decline of such traditional values,
citing divorce rates, teen pregnancies, same-sex marriage, and such. This
is, however, a more complex matter than would it on a bumper sticker.

In their analysis of conservative “red families”and liberal “blue
families,"Naomi Cahn and June Carbone report:

Red family champions correctly point out that growing numbers
of single-parent families threaten the well-being of the next
generation, and they accurately observe that greater male fidelity
and female “virtue”strengthen relationships. Yet red regions of the
country have higher teen pregnancy rates, more shotgun
marriages, and lower average ages at marriage and first birth.
(2010:2)

Reviewing the Cahn—Carbone study, Jonathan Rauch headlines the
question, “DoFamily Values” Weaken Families?” and summarizes the
data thusly:

Six of the seven states with the lowest divorce rates in 2007, and all
seven with the lowest teen birthrates in 2006, voted blue in both
elections. Six of the seven states with the highest divorce rates in
2007, and five of the seven with the highest teen birthrates, voted
red. It’s as if family strictures undermine family structures.

(Rauch 2010)

Units of Analysis = 103

Assuming that young people are going to have sex, Cahn and
Carbone argue that the “traditional family values” that oppose sex educa-
tion, contraception, and abortion will result in unplanned births that
will typically be dealt with by forcing the young parents to marry. This,
in turn, may interrupt their educations, limit their employment oppor-
tunities, lead to poverty, and result in unstable marriages that may not
survive. This interpretation of the data may be completely valid, but can
you recognize a methodological issue that might be raised? Think about
the ecological fallacy.

The units of analysis used in these analyses are the 50 states of
the union. The variables correlated are (1) overall voting patterns of the
states and (2) family-problem rates in the states. States voting Repub-
lican overall have more problems than those voting Democratic overall.
However, the data do not guarantee that Republican families or teenag-
ersin Republican families have more problems than their Democratic
counterparts. The ecological data suggest that’s the case, but it is pos-
sible that Democrats in Republican states have the most family problems
and Republicans in Democratic states have the least. Itis unlikely but it
is possible.

To be more confident about the conclusions drawn above, we
would need to do a study in which the family or the individual was the
unit of analysis.

Source: Jonathan Rauch, “Do ‘Family Values” Weaken Families?” National Journal, May
6,2010 (http://www.nationaljournal.com/njmagazine/st_20100501_5904.php).

assertions about one unit of analysis are actually
based on the examination of another. We'll see
an example of this issue in the next section as we
look at the ecological fallacy.

Faulty Reasoning about Units
of Analysis: The Ecological
Fallacy and Reductionism

At this point, it’s appropriate to introduce two types
of faulty reasoning that you should be aware of:
the ecological fallacy and reductionism. Each repre-
sents a potential pitfall regarding units of analysis,
and either can occur in doing research and drawing
conclusions from the results.

The Ecological Fallacy

In this context, “ecological” refers to groups or
sets or systems: something larger than individu-
als. The ecological fallacy is the assumption that
something learned about an ecological unit says
something about the individuals making up that
unit. Let’s consider a hypothetical illustration of
this fallacy.

Suppose we're interested in learning something
about the nature of electoral support received by a

ecological fallacy Erroneously drawing conclu-
sions about individuals solely from the observation
of groups.
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female political candidate in a recent citywide elec-
tion. Let’s assume we have the vote tally for each
precinct so we can tell which precincts gave her the
greatest support and which the least. Assume also
that we have census data describing some charac-
teristics of these precincts. Our analysis of such data
might show that precincts with relatively young
voters gave the female candidate a greater propor-
tion of their votes than precincts with older voters
did. We might be tempted to conclude from these
findings that younger voters are more likely to
vote for female candidates than older voters are—
in other words, that age affects support for the
woman. In reaching such a conclusion, we run the
risk of committing the ecological fallacy because it
may have been the older voters in those “young”
precincts who voted for the woman. Our problem
is that we have examined precincts as our units of
analysis but wish to draw conclusions about voters.

The same problem would arise if we discov-
ered that crime rates were higher in cities having
large African American populations than in those
with few African Americans. We would not know
if the crimes were actually committed by African
Americans. Or, if we found suicide rates higher in
Protestant countries than in Catholic ones, we still
could not know for sure that more Protestants than
Catholics committed suicide.

In spite of these hazards, social researchers
often have little choice but to address a particular
research question through an ecological analysis.
Perhaps the most appropriate data are simply not
available. For example, the precinct vote tallies and
the precinct characteristics mentioned in our initial
example may be easy to obtain, but we may not
have the resources to conduct a postelection survey
of individual voters. In such cases, we may reach
a tentative conclusion, recognizing and noting the
risk of an ecological fallacy.

Although you should be careful not to com-
mit the ecological fallacy, don’t let these warnings
lead you into committing what we might call the

reductionism A fault of some researchers: a strict
limitation (reduction) of the kinds of concepts to
be considered relevant to the phenomenon under
study.

individualistic fallacy. Some people who approach
social research for the first time have trouble rec-
onciling general patterns of attitudes and actions
with individual exceptions. But generalizations and
probabilistic statements are not invalidated by indi-
vidual exceptions. Your knowing a rich Democrat,
for example, doesn’t deny the fact that most rich
people vote Republican—as a general pattern. Sim-
ilarly, if you know someone who has gotten rich
without any formal education, that doesn’t deny
the general pattern of higher education relating to
higher income.

The ecological fallacy deals with something else
altogether—confusing units of analysis in such a
way that we draw conclusions about individuals
solely from the observation of groups. Although
the patterns observed between variables at the
level of groups may be genuine, the danger lies in
reasoning from the observed attributes of groups
to the attributes of the individuals who made up
those groups, even though we have not actually
observed individuals. The box on the previous
page, “Red Families and Blue Families,” illustrates
some of the complexities presented by different
units of analysis.

Reductionism

A second type of faulty reasoning related to
units of analysis is reductionism. Reductionism
involves attempts to explain a particular phe-
nomenon in terms of limited and/or lower-order
concepts. The reductionist explanation is not alto-
gether wrong; it is simply too limited. Thus, you
might attempt to predict this year’s winners and
losers in the National Basketball Association by
focusing on the abilities of the individual players
on each team. This is certainly not stupid or irrel-
evant, but the success or failure of teams involves
more than just the individuals in them; it involves
coaching, teamwork, strategies, finances, facilities,
fan loyalty, and so forth. To understand why some
teams do better than others, you would make team
the unit of analysis, and the guality of players would
be one variable you would probably want to use in
describing and classifying the teams.

Further, different academic disciplines ap-
proach the same phenomenon quite differently.



Sociologists tend to consider sociological variables
(such as values, norms, and roles), economists pon-
der economic variables (such as supply and demand
and marginal value), and psychologists examine
psychological variables (such as personality types and
traumas). Explaining all or most human behavior
in terms of economic factors is called economic re-
ductionism, explaining it in terms of psychological
factors is called psychological reductionism, and so
forth. Notice how this issue relates to the discussion
of theoretical paradigms in Chapter 3.

For many social scientists, the field of
sociobiology is a prime example of reduction-
ism, suggesting that all social phenomena can
be explained in terms of biological factors. Thus,
for example, Edward O. Wilson (1975) sought
to explain altruistic behavior in human beings in
terms of genetic makeup. In his neo-Darwinian
view, Wilson suggests that humans have evolved
in such a way that individuals sometimes need to
sacrifice themselves for the benefit of the whole
species. Some people might explain such sacrifice
in terms of ideals or warm feelings between hu-
mans. However, genes are the essential unit in
Wilson’s paradigm, producing his famous dictum
that human beings are “only DNA’s way of mak-
ing more DNA.”

Reductionism of any type tends to suggest that
particular units of analysis or variables are more
relevant than others. Suppose we ask what caused
the American Revolution. Was it a shared commit-
ment to the value of individual liberty? The eco-
nomic plight of the colonies in relation to Britain?
The megalomania of the founders? As soon as we
inquire about e single cause, we run the risk of
reductionism. If we were to regard shared values as
the cause of the American Revolution, our unit of
analysis would be the individual colonist. An econo-
mist, though, might choose the 13 colonies as units
of analysis and examine the economic organiza-
tions and conditions of each. A psychologist might
choose individual leaders as the units of analysis for
purposes of examining their personalities. Of course,
there’s nothing wrong in choosing these units of
analysis as part of an explanation of the American
Revolution, but I think you can see how each alone
would not produce a complete answer.
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Like the ecological fallacy, reductionism can
occur when we use inappropriate units of analy-
sis. The appropriate unit of analysis for a given
research question, however, is not always clear.
Social researchers, especially across disciplinary
boundaries, often debate this issue.

The Time Dimension

So far in this chapter, we've regarded research
design as a process for deciding what aspects we’ll
observe, of whom, and for what purpose. Now we
must consider a set of time-related options that cuts
across each of these earlier considerations. We can
choose to make observations more or less at one
time or over a long period.

Time plays many roles in the design and execu-
tion of research, quite aside from the time it takes
to do research. Earlier we noted that the time se-
quence of events and situations is critical to deter-
mining causation (a point we'll return to in Part 4).
Time also affects the generalizability of research
findings. Do the descriptions and explanations re-
sulting from a particular study accurately represent
the situation of ten years ago, ten years from now,
or only the present? Researchers have two princi-
pal options available to deal with the issue of time
in the design of their research: cross-sectional stud-
ies and longitudinal studies.

Cross-Sectional Studies

A cross-sectional study involves observations

of a sample, or cross section, of a population or
phenomenon that are made at one point in time.
Exploratory and descriptive studies are often cross-
sectional. A single U.S. Census, for instance, is a
study aimed at describing the U.S. population at a
given time.

sociobiology A paradigm based in the view that
social behavior can be explained solely in terms of
genetic characteristics and behavior.

cross-sectional study A study based on observa-
tions representing a single point in time.
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Many explanatory studies are also cross-
sectional. A researcher conducting a large-scale
national survey to examine the sources of racial
and religious prejudice would, in all likelihood, be
dealing with a single time frame—taking a snap-
shot, so to speak, of the sources of prejudice at a
particular point in history.

Explanatory cross-sectional studies have an
inherent problem. Although their conclusions are
based on observations made at only one time, typi-
cally they aim at understanding causal processes
that occur over time. This problem is somewhat
akin to that of determining the speed of a moving
object on the basis of a high-speed, still photograph
that freezes the movement of the object.

Yanjie Bian, for example, conducted a survey of
workers in Tianjin, China, for the purpose of study-
ing stratification in contemporary, urban Chinese
society. In undertaking the survey in 1988, how-
ever, he was conscious of the important changes
brought about by a series of national campaigns,
such as the Great Proletarian Cultural Revolu-
tion, dating from the Chinese Revolution in 1949
(which brought the Chinese Communists into
power) and continuing into the present.

These campaigns altered political atmospheres
and affected people’s work and nonwork activi-
ties. Because of these campaigns, it is difficult to
draw conclusions from a cross-sectional social
survey, such as the one presented in this book,
about general patterns of Chinese workplaces
and their effects on workers. Such conclusions
may be limited to one period of time and are
subject to further tests based on data collected
at other times.

(1994: 19)

The problem of generalizations about social life
from a “snapshot” is one this book repeatedly ad-
dresses. One solution is suggested by Bian’s final
comment—about data collected “at other times”:
Social research often involves revisiting phenom-
ena and building on the results of earlier research.

longitudinal study A study design involving the
collection of data at different points in time.

Longitudinal Studies

In contrast to cross-sectional studies, a
longitudinal study is designed to permit
observations of the same phenomenon over an
extended period. For example, a researcher can
participate in and observe the activities of a UFO
cult from its inception to its demise. Other lon-
gitudinal studies use records or artifacts to study
changes over time. In analyses of newspaper edi-
torials or Supreme Court decisions over time, for
example, the studies are longitudinal whether the
researcher’s actual observations and analyses were
made at one time or over the course of the actual
events under study.

Many field research projects, involving direct
observation and perhaps in-depth interviews, are
naturally longitudinal. Thus, for example, when
Ramona Asher and Gary Fine (1991) studied the
life experiences of the wives of alcoholic men, they
were in a position to examine the evolution of
troubled marital relationships over time, sometimes
even including the reactions of the subjects to the
research itself.

In the classic study When Prophecy Fails (1956),
Leon Festinger, Henry Reicker, and Stanley
Schachter were specifically interested in learning
what happened to a flying saucer cult when their
predictions of an alien encounter failed to come
true. Would the cult members close down the
group, or would they become all the more com-
mitted to their beliefs? A longitudinal study was
required to provide an answer. (The cult redoubled
their efforts to get new members.)

Longitudinal studies can be more difficult for
quantitative studies such as large-scale surveys.
Nonetheless, they are often the best way to study
changes over time. There are three special types
of longitudinal studies that you should know
about: trend studies, cohort studies, and panel
studies.

Trend Studies

A trend study is a type of longitudinal study that
examines changes within a population over time.
A simple example is a comparison of U.S. Censuses
over a period of decades, showing shifts in the



makeup of the national population. A similar use
of archival data was made by Michael Carpini and
Scott Keeter (1991), who wanted to know whether
contemporary U.S. citizens were better or more
poorly informed about politics than citizens of an
earlier generation were. To find out, they com-
pared the results of several Gallup Polls conducted
during the 1940s and 1950s with a 1989 survey
that asked several of the same questions tapping
political knowledge.

Overall, the analysis suggested that contem-
porary citizens were slightly better informed than
earlier generations were. In 1989, 74 percent of
the sample could name the vice president of the
United States, compared with 67 percent in 1952.
Substantially higher percentages of people in 1989
than in 1947 could explain presidential vetoes and
congressional overrides of vetoes. On the other
hand, more of the 1947 sample could identity their
U.S. representative (38 percent) than the 1989
sample (29 percent) could.

An in-depth analysis, however, indicates that
the slight increase in political knowledge resulted
from the fact that the people in the 1989 sample
were more highly educated than those from earlier
samples were. When educational levels were taken
into account, the researchers concluded that politi-
cal knowledge has actually declined within specific
educational groups.

Cohort Studies

In a cohort study, a researcher examines specific
subpopulations, or cohorts, as they change over
time. Typically, a cohort is an age group, such as
people born during the 1950s, but it can also be
some other time grouping, such as people born
during the Vietnam War, people who got mar-
ried in 1994, and so forth. An example of a co-
hort study would be a series of national surveys,
conducted perhaps every 20 years, to study the
attitudes of the cohort born during World War II
toward U.S. involvement in global affairs. A sam-
ple of people 15-20 years old might be surveyed
in 1960, another sample of those 35-40 years old
in 1980, and another sample of those 55-60 years
old in 2000. Although the specific set of people
studied in each survey would differ, each sample
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would represent the cohort born between 1940
and 1945.

Figure 4-5 offers a graphic illustration of a co-
hort design. In the example, three studies are being
compared: one was conducted in 1980, another
in 1990, and the third in 2000. Those who were
20 years old in the 1980 study are compared with
those who were 30 in the 1990 study and those
who were 40 in the 2000 study. Although the sub-
jects being described in each of the three groups are
different, each set of subjects represents the same
cohort: those who were born in 1960.

James Davis (1992) turned to a cohort analy-
sis in an attempt to understand shifting political
orientations during the 1970s and 1980s in the
United States. Overall, he found a liberal trend on
issues such as race, sex, religion, politics, crime, and
free speech. But did this trend represent people in
general getting a bit more liberal, or did it merely
reflect liberal younger generations replacing the
conservative older ones?

To answer this question, Davis examined na-
tional surveys (from the General Social Survey, of
which he is a founder) conducted in four time pe-
riods, five years apart. In each survey, he grouped
the respondents into age groups, also five years
apart. This strategy allowed him to compare differ-
ent age groups at any given point in time as well
as to follow the political development of each age
group over time.

One of the questions he examined was whether
a person who admitted to being a Communist should

trend study A type of longitudinal study in which
a given characteristic of some population is moni-
tored over time. An example would be a series of
Gallup Polls showing the electorate’s preferences for
political candidates over the course of a campaign,
even though different samples were interviewed at
each point.

cohort study A study in which some specific sub-
population, or cohort, is studied over time, although
data may be collected from different members in
each set of observations. For example, a study of the
occupational history of the class of 1970 in which
questionnaires were sent every five years would be
a cohort study.
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A Cohort Study Design. Each of the three groups shown here is a sample representing people who were born in 1960.

be allowed to speak in the respondents’” communi-
ties. Consistently, the younger respondents in each
time period were more willing to let the Com-
munist speak than the older ones were. Among
those aged 20-40 in the first set of the survey, for
example, 72 percent took this liberal position, con-
trasted with 27 percent among respondents 80 and
older. What Davis found when he examined the
youngest cohort over time is shown in Table 4-1.
This pattern of a slight, conservative shift in the
1970s, followed by a liberal rebound in the 1980s,
typifies the several cohorts Davis analyzed

(J. Davis 1992: 269).

In another study, Eric Plutzer and Michael
Berkman (2005) used a cohort design to completely
reverse a prior conclusion regarding aging and sup-
port for education. Logically, as people grow well
beyond the child-rearing years, we might expect
them to reduce their commitment to educational
funding. Moreover, cross-sectional data support that
expectation. The researchers present several data
sets showing those over 65 voicing less support for
educational funding than those under 65 did.

Such simplistic analyses, however, leave out an
important variable: increasing support for educa-
tional funding in U.S. society over time in general.

panel study A type of longitudinal study, in which
data are collected from the same set of people (the
sample or panel) at several points in time.

The researchers add to this the concept of “gen-
erational replacement,” meaning that the older re-
spondents in a survey grew up during a time when
there was less support for education in general,
whereas the younger respondents grew up during
a time of greater overall support.

A cohort analysis allowed the researchers
to determine what happened to the attitudes of
specific cohorts over time. Here, for example, are
the percentages of Americans born during the
1940s who felt educational spending was too low,
when members of that cohort were interviewed
over time (Plutzer and Berkman 2005: 76):

Percent Who Say Educational

Year Interviewed Funding Is Too Low
1970s 58
1980s 66
1990s 74
2000s 79

As these data indicate, those who were born
during the 1940s have steadily increased their sup-
port for educational funding as they have passed
through and beyond the child-rearing years.

Panel Studies

Though similar to trend and cohort studies, a
panel study examines the same set of people each
time. For example, we could interview the same
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TABLE 4-1

Age and Political Liberalism

Survey dates 197210 1974
Age of cohort 20-24
Percent who would let the 72%

Communist speak

1977 t0 1980 1982 to 1984 1987 t0 1989
25-29 30-34 35-39
68% 73% 3%

sample of voters every month during an election
campaign, asking for whom they intended to vote.
Though such a study would allow us to analyze
overall trends in voter preferences for different can-
didates, it would also show the precise patterns of
persistence and change in intentions. For example,
a trend study that showed that Candidates A and B
each had exactly half of the voters on September 1
and on October 1 as well could indicate that none
of the electorate had changed voting plans, that

all of the voters had changed their intentions, or
something in-between. A panel study would elimi-
nate this confusion by showing what kinds of vot-
ers switched from A to B and what kinds switched
from B to A, as well as other facts.

Joseph Veroft, Shirley Hatchett, and Elizabeth
Douvan (1992) wanted to learn about marital ad-
justment among newlyweds, specifically regarding
differences between white and African American
couples. To get subjects for study, they selected
a sample of couples who applied for marriage li-
censes in Wayne County, Michigan, April through
June 1986.

Concerned about the possible impact their
research might have on the couples’ marital ad-
justment, the researchers divided their sample
in half at random: an experimental group and a
control group (concepts we’ll explore further in
Chapter 9). Couples in the former group were
intensively interviewed over a four-year period,
whereas the latter group was contacted only
briefly each year.

By studying the same couples over time, the
researchers could follow the specific problems that
arose and the way the couples dealt with them.

As a by-product of their research, they found that
those studied the most intensely seemed to achieve

a somewhat better marital adjustment. The re-
searchers felt that the interviews could have forced
couples to discuss matters they might have other-
wise buried.

Comparing the Three Types
of Longitudinal Studies

To reinforce the distinctions among trend, cohort,
and panel studies, let’s contrast the three study
designs in terms of the same variable: religious
affiliation. A trend study might look at shifts in U.S.
religious affiliations over time, as the Gallup Poll
does on a regular basis. A cohort study might fol-
low shifts in religious affiliations among “the De-
pression generation,” specifically, say, people who
were 20 to 30 years old in 1932. We could study a
sample of people 3040 years old in 1942, a new
sample of people aged 40-50 in 1952, and so forth
throughout their life span. A panel study could
start with a sample of the whole population or of
some special subset and study those specific indi-
viduals over time. Notice that only the panel study
would give a full picture of the shifts among the
various categories of affiliations, including “none.”
Cohort and trend studies would uncover only net
changes.

Longitudinal studies have an obvious advan-
tage over cross-sectional ones in providing infor-
mation describing processes over time. But this
advantage often comes at a heavy cost in both time
and money, especially in a large-scale survey. Ob-
servations may have to be made at the time events
are occurring, and the method of observation may
require many research workers.

Panel studies, which offer the most compre-
hensive data on changes over time, face a special
problem: panel attrition. Some of the respondents
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studied in the first wave of the survey might not
participate in later waves. (This is comparable to
the problem of experimental mortality discussed in
Chapter 9.) The danger is that those who drop out
of the study may be atypical, thereby distorting the
results of the study. Thus, when Carol Aneshensel
and her colleagues conducted a panel study of ado-
lescent girls (comparing Latinas and non-Latinas),
they looked for and found differences in character-
istics of survey dropouts among Latinas born in the
United States and those born in Mexico. These dif-
ferences needed to be taken into account to avoid
misleading conclusions about differences between
Latinas and non-Latinas (Aneshensel et al. 1989).
Roger Tourangeau and Cong Ye (2009) were
curious about ways of decreasing panel attrition.
Specifically, they considered positive and negative
inducements for subjects to continue. To find out,
they randomly divided their panel survey sample
in half and gave the two groups different pleas to
continue. In one subsample, they stressed the ben-
efits to be gained if everyone continued with the
study. In the other subsample, they stressed how
the study would be hurt by people dropping out.
The latter, negative, message increased continued
participation by ten percentage points.

Approximating Longitudinal
Studies

Longitudinal studies do not always provide a fea-
sible or practical means of studying processes that
take place over time. Fortunately, researchers often
can draw approximate conclusions about such
processes even when only cross-sectional data are
available. Here are some ways to do that.
Sometimes cross-sectional data imply processes
over time on the basis of simple logic. For example,
in the study of student drug use conducted at the
University of Hawaii (Chapter 3), students were
asked to report whether they had ever tried each
of several illegal drugs. The study found that some
students had tried both marijuana and LSD, some
had tried only one, and others had tried neither.
Because these data were collected at one time, and
because some students presumably would experi-
ment with drugs later on, it would appear that such

a study could not tell whether students were more
likely to try marijuana or LSD first.

A closer examination of the data showed,
however, that although some students reported
having tried marijuana but not LSD, there were
no students in the study who had tried only LSD.
From this finding it was inferred—as common
sense suggested—that marijuana use preceded
LSD use. If the process of drug experimentation
occurred in the opposite time order, then a study
at a given time should have found some students
who had tried LSD but not marijuana, and it
should have found no students who had tried
only marijuana.

Researchers can also make logical inferences
whenever the time order of variables is clear. If
we discovered in a cross-sectional study of col-
lege students that those educated in private high
schools received better college grades than those
educated in public high schools did, we would
conclude that the type of high school attended
affected college grades, not the other way around.
Thus, even though we made our observations at
only one time, we would feel justified in drawing
conclusions about processes taking place across
time.

Very often, age differences discovered in a
cross-sectional study form the basis for inferring
processes across time. Suppose you're interested in
the pattern of worsening health over the course of
the typical life cycle. You might study the results
of annual checkups in a large hospital. You could
group health records according to the ages of those
examined and rate each age group in terms of sev-
eral health conditions—sight, hearing, blood pres-
sure, and so forth. By reading across the age-group
ratings for each health condition, you would have
something approximating the health history of
individuals. Thus, you might conclude that the av-
erage person develops vision problems before hear-
ing problems. You would need to be cautious in
this assumption, however, because the differences
might reflect societywide trends. Perhaps improved
hearing examinations instituted in the schools had
affected only the young people in your study.

Asking people to recall their pasts is another
common way of approximating observations over



time. Researchers use that method when they

ask people where they were born or when they
graduated from high school or whom they voted
for in 1988. Qualitative researchers often conduct
in-depth “life history” interviews. For example,

C. Lynn Carr (1998) used this technique in a study
of “tomboyism.” Her respondents, aged 25-40,
were asked to reconstruct aspects of their lives from
childhood on, including experiences of identifying
themselves as tomboys.

The danger in this technique is evident. Some-
times people have faulty memories; sometimes
they lie. When people are asked in postelection
polls whom they voted for, the results inevitably
show more people voting for the winner than ac-
tually did so on election day. As part of a series of
in-depth interviews, such a report can be validated
in the context of other reported details; however,
results based on a single question in a survey must
be regarded with caution.

Cohorts can also be used to infer processes over
time from cross-sectional data. For example, when
Prem Saxena and his colleagues (2004) wanted to
examine whether wartime conditions would affect
the age at which people married, he used cross-
sectional data from a survey of Lebanese women.
During the Lebanese Civil War from 1975 to 1990,
many young men migrated to other countries. By
noting the year in which the survey respondents
first married, he could determine that the average
age-at-first-marriage increased with the onset of
the war.

This discussion of the ways that time figures
into social research suggests several questions you
should confront in your own research projects. In
designing any study, be sure to look at both the
explicit and implicit assumptions you're making
about time. Are you interested in describing some
process that occurs over time, or are you simply
going to describe what exists now? If you want to
describe a process occurring over time, will you be
able to make observations at different points in the
process, or will you have to approximate such ob-
servations by drawing logical inferences from what
you can observe now? If you opt for a longitudinal
design, which method best serves your research
purposes?
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Examples of Research Strategies

As the preceding discussions have implied, so-
cial research follows many paths. The following
short excerpts further illustrate this point. As you
read each excerpt, note both the content of each
study and the method used to study the cho-
sen topic. Does the study seem to be exploring,
describing, or explaining (or some combination
of these)? What are the sources of data in each
study? Can you identify the unit of analysis? Is
the dimension of time relevant? If so, how will it
be handled?

e This case study of unobtrusive mobilizing by
Southern California Rape Crisis Center uses
archival, observational, and interview data to
explore how a feminist organization worked to
change police, schools, prosecutors, and some
state and national organizations from 1974 to
1994. (Schmitt and Martin 1999: 364)

e By drawing on interviews with activists in the
former Estonian Soviet Socialist Republic, we
specify the conditions by which accommoda-
tive and oppositional subcultures exist and
are successfully transformed into social move-
ments. (Johnston and Snow 1998: 473)

e Using interviews obtained during fieldwork
in Palestine in 1992, 1993, and 1994, and
employing historical and archival records, I
argue that Palestinian feminist discourses were
shaped and influenced by the sociopolitical
context in which Palestinian women acted and
with which they interacted. (Abdulhadi 1998:
649)

e I collected data [on White Separatist rhetoric]
from several media of public discourse, includ-
ing periodicals, books, pamphlets, transcripts
from radio and television talk shows, and
newspaper and magazine accounts. (Berbrier
1998: 435)

e In the analysis that follows, racial and gender
inequality in employment and retirement will
be analyzed, using a national sample of per-
sons who began receiving Social Security Old
Age benefits in 1980-81. (Hogan and Perrucci
1998: 528)
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How to Design
a Research Project

You've now seen some of the options available

to social researchers in designing projects. I know
there are a lot of components, and the relationships
among them may not be totally clear, so here’s a
way of pulling them together. Let’s assume you
were to undertake research. Where would you
start? Then, where would you go?

Although research design occurs at the begin-
ning of a research project, it involves all the steps
of the subsequent project. This discussion, then,
provides both guidance on how to start a research
project and an overview of the topics that follow in
later chapters of this book.

Figure 4-6 presents a schematic view of the
traditional image of research design. I present this
view reluctantly, because it may suggest more of a
step-by-step order to research than actual practice
bears out. Nonetheless, this idealized overview
of the process provides a context for the specific
details of particular components of social research.
Essentially, it is another and more detailed picture
of the scientific process presented in Chapter 3.

At the top of the diagram are interests, ideas,
and theories, the possible beginning points for a
line of research. The letters (A, B, X, Y, and so forth)
represent variables or concepts such as prejudice or
alienation. Thus, you might have a general inter-
est in finding out what causes some people to be
more prejudiced than others, or you might want to
know some of the consequences of alienation. Al-
ternatively, your inquiry might begin with a specific
idea about the way things are. For example, you
might have the idea that working on an assembly
line causes alienation. The question marks in the
diagram indicate that you aren’t sure things are the
way you suspect they are—that’s why you're doing
the research. Notice that a theory is represented as a
set of complex relationships among several variables.

Or consider this question: How is leadership
established in a juvenile gang? You may wonder
how much age, strength, family and friendship
ties, intelligence, or other variables figure into the
determination of who runs things. We don’t always

begin with a clear theory about the causal relation-
ships at play.

The double arrows between “interest,
and “theory” suggest that a movement back and
forth across these several possible beginnings often
takes place. An initial interest may lead to the for-
mulation of an idea, which may be fit into a larger
theory, and the theory may produce new ideas and
create new interests.

Any or all of these three may suggest the need
for empirical research. The purpose of such re-
search can be to explore an interest, test a specific
idea, or validate a complex theory. Whatever the
purpose, the researcher needs to make a variety
of decisions, as indicated in the remainder of the
diagram.

To make this discussion more concrete, let’s
take a specific research example. Suppose you're
concerned with the issue of abortion and have
a special interest in learning why some college
students support abortion rights and others op-
pose them. Going a step further, let’s say you've
formed the impression that students in the hu-
manities and social sciences seem generally more
inclined to support the idea of abortion rights
than those in the natural sciences do. (That kind
of thinking often leads people to design and con-
duct social research.)

So, where do you start? You have an idea you
want to pursue, one that involves abortion atti-
tudes and choice of college major. In terms of the
options we've discussed in this chapter, you proba-
bly have both descriptive and explanatory interests,
but you might decide you only want to explore the
issue. You might wonder what sorts of attitudes
students with different majors have about abortion
(exploratory), what percentage of the student body
supports a woman'’s right to an abortion (descrip-
tive), or what causes some to support it and others
to oppose it (explanation). The units of analysis in
this case would be individuals: college students. But
we're jumping the gun. As you can see, even be-
fore we've “started,” we've started. The reciprocal
processes described in Figure 4-6 begin even before
you’'ve made a commitment to a project. Let’s look

" ous

idea,”

more formally at the various steps, then, keeping
this reciprocal motion in mind.
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INTEREST

THEORY

CONCEPTUALIZATION

Specify the meaning
of the concepts and
variables to be studied

OPERATIONALIZATION

How will we actually
measure the variables
under study?

CHOICE OF POPULATION
RESEARCH METHOD AND SAMPLING

Experiments Whom do we want
Survey research to be able to draw
conclusions about?
Who will be observed
for that purpose?

Field research
Content analysis
Existing data research
Comparative research
Evaluation research

OBSERVATIONS

Collecting data for
analysis and interpretation

DATA PROCESSING

Transforming the data
collected into a form
appropriate to manipulation
and analysis

Analyzing data and
drawing conclusions

APPLICATION

FIGURE 4-6

Traditional Image of Research Design

Reporting results and
assessing their implications
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Getting Started

At the outset of your project, your aim would
probably be exploratory. At this point, you might
choose among several possible activities in pur-
suing your interest in student attitudes about
abortion rights. To begin with, you might want
to read something about the issue. If you have
a hunch that attitudes are somehow related to
college major, you might find out what other
researchers may have written about that. Ap-
pendix A of this book will help you make use

of your college library. In addition, you would
probably talk to some people who support abor-
tion rights and some who don’t. You might
attend meetings of abortion-related groups.

All these activities could help prepare you to
handle the various decisions of research design
we’re about to examine.

Before designing your study, you must define
the purpose of your project. What kind of study
will you undertake—exploratory, descriptive, ex-
planatory? Do you plan to write a research paper
to satisfy a course or thesis requirement? Is your
purpose to gain information that will support you
in arguing for or against abortion rights? Do you
want to write an article for the campus newspaper
or an academic journal? In reviewing the previous
research literature regarding abortion rights, you
should note the design decisions other researchers
have made, always asking whether the same deci-
sions would satisty your purpose.

Usually, your purpose for undertaking research
can be expressed as a report. A good first step in de-
signing your project is to outline such a report (see
Chapter 17 for help on this). Although your final re-
port may not look much like your initial image of it,
this exercise will help you figure out which research
designs are most appropriate. During this step,
clearly describe the kinds of statements you want to
make when the research is complete. Here are some
examples of such statements: “Students frequently
mentioned abortion rights in the context of discuss-
ing social issues that concerned them personally.” “X
percent of State U. students favor a woman’s right
to choose an abortion.” “Engineers are (more/less)
likely than sociologists to favor abortion rights.”

Conceptualization

Once you have a well-defined purpose and a clear
description of the kinds of outcomes you want to
achieve, you can proceed to the next step in the
design of your study—conceptualization. We often
talk pretty casually about social science concepts
such as prejudice, alienation, religiosity, and liber-
alism, but it’s necessary to clarify what we mean
by these concepts, in order to draw meaningful
conclusions about them. Chapter 6 examines this
process of conceptualization in depth. For now, let’s
see what it might involve in the case of our hypo-
thetical example.

If you're going to study how college students
feel about abortion and why, the first thing you'll
have to specify is what you mean by “the right to
an abortion.” Because support for abortion prob-
ably varies according to the circumstances, you'll
want to pay attention to the different conditions
under which people might approve or disapprove
of abortion: for example, when the woman'’s life is
in danger, in the case of rape or incest, or simply as
a matter of personal choice.

Similarly, you’ll need to specify exact mean-
ings for all the other concepts you plan to study.

If you want to study the relationship of opinion
about abortion to college major, you'll have to de-
cide whether you want to consider only officially
declared majors or to include students” intentions
as well. What will you do with those who have no
major?

In surveys and experiments, you need to spec-
ity such concepts in advance. In less tightly struc-
tured research, such as open-ended interviews, an
important part of the research may involve the dis-
covery of different dimensions, aspects, or nuances
of concepts. In such cases, the research itself may
uncover and report aspects of social life that were
not evident at the outset of the project.

Choice of Research Method

As we'll discuss in Part 3, each research method
has its strengths and weaknesses, and certain
concepts are more appropriately studied through
some methods than through others. In our study of



attitudes toward abortion rights, a survey might be
the most appropriate method: either interviewing
students or asking them to fill out a questionnaire.
Surveys are particularly well suited to the study of
public opinion. This is not to say that you couldn’t
make good use of the other methods presented in
Part 3. For example, you might use the method of
content analysis to examine letters to the editor
and analyze the different images of abortion that
letter writers have. Field research would provide an
avenue to understanding how people interact with
one another regarding the issue of abortion, how
they discuss it, and how they change their minds.
Other research methods introduced in Part 3 could
also be used in studying this topic. Usually, the best
study design uses more than one research method,
taking advantage of their different strengths. If you
look back at the brief examples of actual studies at
the end of the preceding section, you'll see several
instances where the researchers used many meth-
ods in a single study.

Operationalization

Once you've specified the concepts to be studied
and chosen a research method, the next step is
operationalization, or deciding on your measure-
ment techniques (discussed further in Chapters
6 and 7). The meaning of variables in a study is
determined in part by how they are measured.
Part of the task here is deciding how the desired
data will be collected: direct observation, review
of official documents, a questionnaire, or some
other technique.

If you decided to use a survey to study attitudes
toward abortion rights, part of operationalization
is determining the wording of questionnaire items.
For example, you might operationalize your main
variable by asking respondents whether they would
approve of a woman'’s right to have an abortion
under each of the conditions you've conceptual-
ized: in the case of rape or incest, if her life were
threatened by the pregnancy, and so forth. You’'d
design the questionnaire so that it asked respon-
dents to express approval or disapproval for each
situation. Similarly, you would specify exactly how
respondents would indicate their college major, as
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well as what choices to provide those who have
not declared a major.

Population and Sampling

In addition to refining concepts and measure-
ments, you must decide whom or what to study.
The population for a study is that group (usually
of people) about whom we want to draw con-
clusions. We’re almost never able to study all

the members of the population that interests us,
however, and we can never make every possible
observation of them. In every case, then, we select
a sample from among the data that might be col-
lected and studied. The sampling of information,
of course, occurs in everyday life and often pro-
duces biased observations. (Recall the discussion
of “selective observation” in Chapter 1.) Social
researchers are more deliberate in their sampling
of what will be observed.

Chapter 5 describes methods for selecting
samples that adequately reflect the whole popu-
lation that interests us. Notice in Figure 4-6 that
decisions about population and sampling are re-
lated to decisions about the research method to
be used. Whereas probability sampling techniques
would be relevant to a large-scale survey or a
content analysis, a field researcher might need to
select only those informants who will yield a bal-
anced picture of the situation under study, and an
experimenter might assign subjects to experimen-
tal and control groups in a manner that creates
comparability.

In your hypothetical study of abortion atti-
tudes, the relevant population would be the stu-
dent population of your college. As you’ll discover
in Chapter 5, however, selecting a sample will
require you to get more specific than that. Will
you include part-time as well as full-time students?
Only degree candidates or everyone? International
students as well as U.S. citizens? Undergraduates,
graduate students, or both? There are many such
questions—each of which must be answered in
terms of your research purpose. If your purpose is
to predict how students would vote in a local refer-
endum on abortion, you might want to limit your
population to those eligible and likely to vote.
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Observations

Having decided what to study among whom

by what method, you're now ready to make
observations—to collect empirical data. The chap-
ters of Part 3, which describe the various research
methods, give the different observation techniques
appropriate to each.

To conduct a survey on abortion, you might
want to print questionnaires and mail them to a
sample selected from the student body. Alterna-
tively, you could arrange to have a team of inter-
viewers conduct the survey over the telephone.
The relative advantages and disadvantages of these
and other possibilities are discussed in Chapter 8.

Data Processing

Depending on the research method chosen, you'll
have amassed a volume of observations in a form
that probably isn’t immediately interpretable. If
you've spent a month observing a street-corner
gang firsthand, you'll now have enough field
notes to fill a book. In a historical study of ethnic
diversity at your school, you may have amassed
volumes of official documents, interviews with ad-
ministrators and others, and so forth. Chapters 13
and 14 describe some of the ways social science
data are processed or transformed for qualitative or
quantitative analysis.

In the case of a survey, the “raw” observations
are typically in the form of questionnaires with
boxes checked, answers written in spaces, and the
like. The data-processing phase of a survey typically
involves the classification (coding) of written-in
answers and the transfer of all information to a
computer.

Analysis

Once the collected data are in a suitable form,
you're ready to interpret them for the purpose of
drawing conclusions that reflect the interests, ideas,
and theories that initiated the inquiry. Chapters 13
and 14 describe a few of the many options avail-
able to you in analyzing data. In Figure 4-6, notice
that the results of your analyses feed back into
your initial interests, ideas, and theories. Often this

feedback represents the beginning of another cycle
of inquiry.

In the survey of student attitudes about abor-
tion rights, the analysis phase would pursue both
descriptive and explanatory aims. You might begin
by calculating the percentages of students who
favored or opposed each of the several different
versions of abortion rights. Taken together, these
several percentages would provide a good picture
of student opinion on the issue.

Moving beyond simple description, you might
describe the opinions of subsets of the student
body, such as different college majors. Provided
that your design called for trapping other informa-
tion about respondents, you could also look at men
versus women; freshmen, sophomores, juniors,
seniors, and graduate students; or other categories
that you've included. The description of subgroups
could then lead you into an explanatory analysis.

Application

The final stage of the research process involves the
uses made of the research you've conducted and the
conclusions you've reached. To start, you'll probably
want to communicate your findings so that others
will know what you’ve learned. It may be appropri-
ate to prepare—and even publish—a written report.
Perhaps you’ll make oral presentations, such as
papers delivered to professional and scientific meet-
ings. Other students would also be interested in
hearing what you've learned about them.

You may want to go beyond simply reporting
what you’ve learned to discussing the implica-
tions of your findings. Do they say anything about
actions that might be taken in support of policy
goals? Both the proponents and the opponents of
abortion rights would be interested.

Finally, be sure to consider what your research
suggests in regard to further research on your sub-
ject. What mistakes should be corrected in future
studies? What avenues—opened up slightly in your
study—should be pursued further?

Research Design in Review

As this overview shows, research design involves a
set of decisions regarding what topic is to be studied



among what population with what research meth-
ods for what purpose. Although you'll want to
consider many ways of studying a subject—and use
your imagination as well as your knowledge of a
variety of methods—research design is the process
of focusing your perspective for the purposes of a
particular study.

If you're doing a research project for one of
your courses, many aspects of research design
may be specified for you in advance, including the
method (such as an experiment) or the topic (as in
a course on a particular subject, such as prejudice).
The following summary assumes that you're free to
choose both your topic and your research strategy.

In designing a research project, you'll find it
useful to begin by assessing three things: your in-
terests, your abilities, and the available resources.
Each of these considerations will suggest a large
number of possible studies.

Simulate the beginning of a somewhat conven-
tional research project: Ask yourself what you're
interested in understanding. Surely you have sev-
eral questions about social behavior and attitudes.
Why are some people politically liberal and others
politically conservative? Why are some people
more religious than others? Why do people join
militia groups? Do colleges and universities still dis-
criminate against minority faculty members? Why
would a woman stay in an abusive relationship?
Spend some time thinking about the kinds of ques-
tions that interest and concern you.

Once you have a few questions you’d be in-
terested in answering for yourself, think about the
kind of information needed to answer them. What
research units of analysis would provide the most
relevant information: college students, corpora-
tions, voters, cities, or corporations? This question
will probably be inseparable in your thoughts from
the question of research topics. Then ask which
aspects of the units of analysis would provide the
information you need in order to answer your re-
search question.

Once you have some ideas about the kind of
information relevant to your purpose, ask yourself
how you might go about getting that information.
Are the relevant data likely to be already available
somewhere (say, in a government publication), or
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would you have to collect them yourself? If you
think you would have to collect them, how would
you go about doing it? Would you need to survey a
large number of people, or interview a few people
in depth? Could you learn what you need to know
by attending meetings of certain groups? Could
you glean the data you need from books in the
library?

As you answer these questions, you'll find
yourself well into the process of research design.
Keep in mind your own research abilities and the
resources available to you. There’s little point in
designing a perfect study that you can’t actually
carry out. You may want to try a research method
you haven’t used before so you can learn from
it, but be careful not to put yourself at too great
a disadvantage.

Once you have a general idea of what you
want to study and how, carefully review previous
research in journals and books to see how other
researchers have addressed the topic and what they
have learned about it. Your review of the litera-
ture may lead you to revise your research design:
Perhaps you’ll decide to use a previous researcher’s
method or even replicate an earlier study. A stan-
dard procedure in the physical sciences, the inde-
pendent replication of research projects is just as
important in the social sciences, although social
researchers tend to overlook that. Or, you might
want to go beyond replication and study some as-
pect of the topic that you feel previous researchers
have overlooked.

Here’s another approach you might take. Sup-
pose a topic has been studied previously using field
research methods. Can you design an experiment
that would test the findings those earlier research-
ers produced? Or, can you think of existing statis-
tics that could be used to test their conclusions?
Did a mass survey yield results that you'd like to
explore in greater detail through on-the-spot
observations and in-depth interviews? The use
of several different research methods to test the
same finding is sometimes called triangulation, and
you should always keep it in mind as a valuable
research strategy. Because each research method
has particular strengths and weaknesses, there is
always a danger that research findings will reflect,
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at least in part, the method of inquiry. In the best
of all worlds, your own research design should
bring more than one research method to bear on
the topic.

The Research Proposal

Quite often, in the design of a research project,
you'll have to lay out the details of your plan for
someone else’s review and/or approval. In the case
of a course project, for example, your instructor
might very well want to see a “proposal” before
you set off to work. Later in your career, if you
wanted to undertake a major project, you might
need to obtain funding from a foundation or
government agency, who would most definitely
want a detailed proposal that describes how you
would spend their money. You might respond to a
Request for Proposals (RFP), which both public and
private agencies often circulate in search of some-
one to do research for them.

This chapter continues with a brief discussion
of how you might prepare a research proposal.
This will give you one more overview of the
whole research process that the rest of this book
details.

Elements of a Research Proposal

Although some funding agencies (or your instruc-
tor, for that matter) may have specific requirements
for the elements or structure of a research proposal,
here are some basic elements you should include.

Problem or Objective

What exactly do you want to study? Why is it
worth studying? Does the proposed study have
practical significance? Does it contribute to the con-
struction of social theories?

Literature Review

What have others said about this topic? What theo-
ries address it and what do they say? What previ-
ous research exists? Are there consistent findings,
or do past studies disagree? Are there flaws in the

body of existing research that you think you can
remedy?

Chapter 17 has a lengthier discussion of this
topic. You'll find that reading social science re-
search reports requires special skills. If you need
to undertake a review of the literature at this
point in your course, you may want to skip ahead
to Chapter 17. It will familiarize you with the dif-
ferent types of research literature, how to find
what you want, and how to read it. There is a
special discussion of how to use online resources
and how to avoid being misled by information on
the Internet.

In part, your review of the literature will be
shaped by the data-collection method(s) you in-
tend to use in your study. Reviewing the designs
of previous studies using that same technique can
give you a head start in planning your own study.
At the same time, you should focus your search
on your research topic, regardless of the methods
other researchers have used. So, if you're planning
field research on, say, interracial marriages, you
might gain some useful insights from the findings
of surveys on the topic; further, past field research
on interracial marriages could be invaluable in your
designing a survey on the topic.

Because the literature review will appear early
in your research proposal, you should write it
with an eye to introducing the reader to the topic
you will address, laying out in a logical manner
what has already been learned on the topic by
past researchers, then leading up to the holes or
loose ends in our knowledge of the topic, which
you propose to remedy. Or, a little differently, your
review of the literature may point to inconsisten-
cies or disagreements to be found among the exist-
ing research findings. In that case, your proposed
research will aim to resolve the ambiguities that
plague us. I don’t know about you, but I'm already
excited about the research you're proposing to
undertake.

Subjects for Study

Whom or what will you study in order to collect
data? Identify the subjects in general, theoreti-
cal terms; then, in specific, more concrete terms,



identify who is available for study and how you’ll
reach them. Will it be appropriate to select a sample?
If so, how will you do that? If there is any possibility
that your research will affect those you study, how
will you ensure that the research does not harm
them?

Beyond these general questions, the specific
research method you’ll use will further specity the
matter. If you're planning to undertake an experi-
ment, a survey, or field research, for example, the
techniques for subject selection will vary quite a
bit. Happily, Chapter 5 of this book discusses sam-
pling techniques for both qualitative and quantita-
tive studies.

Measurement

What are the key variables in your study? How will
you define and measure them? Do your definitions
and measurement methods duplicate or differ from
those of previous research on this topic? If you
have already developed your measurement device
(a questionnaire, for example) or will be using
something previously developed by others, it might
be appropriate to include a copy in an appendix to
your proposal.

Data-Collection Methods

How will you actually collect the data for your
study? Will you conduct an experiment or a sur-
vey? Will you undertake field research or will you
focus on the reanalysis of statistics already created
by others? Perhaps you’ll use more than one
method.

Analysis

Indicate the kind of analysis you plan to conduct.
Spell out the purpose and logic of your analysis.
Are you interested in precise description? Do you
intend to explain why things are the way they
are? Do you plan to account for variations in

some quality: for example, why some students

are more liberal than others? What possible ex-
planatory variables will your analysis consider, and
how will you know if you've explained variations
adequately?
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Schedule

It’s often appropriate to provide a schedule for the
various stages of research. Even if you don’t do this
for the proposal, do it for yourself. Unless you have
a timeline for accomplishing the several stages of
research and keeping track of how you're doing,
you may end up in trouble.

Budget

When you ask someone to cover the costs of
your research, you need to provide a budget that
specifies where the money will go. Large, expen-
sive projects include budgetary categories such as
personnel, equipment, supplies, telephones, and
postage. Even for a project you'll pay for yourself,
it’s a good idea to spend some time anticipating
expenses: office supplies, photocopying, digital-
storage devices, telephone calls, transportation,
and so on.

As you can see, if you're interested in con-
ducting a social research project, it’s a good idea
to prepare a research proposal for your own pur-
poses, even if you aren’t required to do so by your
instructor or a funding agency. If you're going to
invest your time and energy in such a project, you
should do what you can to ensure a return on that
investment.

Now that you’ve had a broad overview
of social research, you can move on to the
remaining chapters in this book and learn ex-
actly how to design and execute each specific
step. If you've found a research topic that really
interests you, you'll want to keep it in mind as you
see how you might go about studying it. As always,
however, you should keep the ethical dimension
of research design in mind as you explore your
options.

MAIN POINTS

Introduction

e Any research design requires researchers to spec-
ify as clearly as possible what they want to find
out and then determine the best way to do it.
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Three Purposes of Research

The principal purposes of social research include
exploration, description, and explanation. Research
studies often combine more than one purpose.
Exploration is the attempt to develop an initial,
rough understanding of some phenomenon.
Description is the precise measurement and re-
porting of the characteristics of some population
or phenomenon under study.

Explanation is the discovery and reporting of
relationships among different aspects of the
phenomenon under study. Whereas descriptive
studies answer the question “What'’s so?” explana-
tory ones tend to answer the question “Why?”

Idiographic Explanation

Idiographic explanation seeks an exhaustive un-
derstanding of the causes producing events and
situations in a single or limited number of cases.
Pay attention to the explanations offered by the
people living the social processes you are studying
Comparisons with similar situations, either in
different places or at different times in the same
place, can be insightful.

Nomothetic Explanation

Both idiographic and nomothetic models of
explanation rest on the idea of causation. The
idiographic model aims at a complete under-
standing of a particular phenomenon, using all
relevant causal factors. The nomothetic model
aims at a general understanding—not necessarily
complete—of a class of phenomena, using a small
number of relevant causal factors.

There are three basic criteria for establishing cau-
sation in nomothetic analyses: (1) The variables
must be empirically associated, or correlated,

(2) the causal variable must occur earlier in time
than the variable it is said to affect, and (3) the
observed effect cannot be explained as the effect
of a different variable.

Necessary and Sufficient Causes

Mere association, or correlation, does not in itself
establish causation. A spurious causal relationship
is an association that in reality is caused by one or
more other variables.

Units of Analysis

Units of analysis are the people or things whose
characteristics social researchers observe, describe,
and explain. Typically, the unit of analysis in so-
cial research is the individual person, but it may
also be a social group, a formal organization, a

social interaction, a social artifact, or some other
phenomenon such as a lifestyle.

The ecological fallacy involves taking conclusions
drawn solely from the analysis of groups (e.g.,
corporations) and applying them to individuals
(e.g., the employees of corporations).
Reductionism is the attempt to understand a
complex phenomenon in terms of a narrow set
of concepts, such as attempting to explain the
American Revolution solely in terms of economics
(or political idealism or psychology).

The Time Dimension

Research into processes that occur over time pres-
ents social challenges that can be addressed through
cross-sectional studies or longitudinal studies.
Cross-sectional studies are based on observations
made at one time. Although this characteristic
limits such studies, researchers can sometimes
use them to make inferences about processes that
occur over time.

In longitudinal studies, observations are made at
many times. Such observations may be made of
samples drawn from general populations (trend
studies), samples drawn from more specific sub-
populations (cohort studies), or the same sample
of people each time (panel studies).

How to Design a Research Project

Research design starts with an initial interest, idea,
or theoretical expectation and proceeds through

a series of interrelated steps to narrow the focus
of the study so that concepts, methods, and pro-
cedures are well defined. A good research plan
accounts for all these steps in advance.

At the outset, a researcher specifies the meaning
of the concepts or variables to be studied (con-
ceptualization), chooses a research method or
methods (e.g., experiments versus surveys), and
specifies the population to be studied and, if appli-
cable, how it will be sampled.

To operationalize the concepts to be studied, the
researcher states precisely how variables in the
study will be measured. Research then proceeds
through observation, data processing, analysis,
and application, such as reporting the results and
assessing their implications.

The Research Proposal

A research proposal provides a preview of why a
study will be undertaken and how it will be con-
ducted. A research project is often required to get
permission or necessary resources. Even when not
required, a proposal is a useful device for planning.



KEY TERMS

The following terms are defined in context in the
chapter and at the bottom of the page where the term
is introduced, as well as in the comprehensive glossary
at the back of the book.

cohort study reductionism

correlation social artifact

cross-sectional study sociobiology

ecological fallacy spurious relationship

longitudinal study trend study

panel study units of analysis

PROPOSING SOCIAL RESEARCH: DESIGN

This chapter has laid out many different ways social
research can be structured. In designing your research
project, you will need to specify which among these
you will use. Is your purpose that of exploring a topic,
providing a detailed description, or explaining the social
differences and processes you may observe? If you are
planning a causal analysis, you should say something
about how you will organize and pursue that goal.

Further, will your project collect data at one point in
time or compare data across time? What data collection
technique(s) will you employ? You will revisit these and
similar questions as you delve into your project.

REVIEW QUESTIONS AND EXERCISES

1. One example in this chapter suggested that political
orientations cause attitudes toward legalizing mari-
juana. Can you make an argument that the time
order is just the opposite of what was assumed?

2. Here are some examples of real research topics.
For each one, can you name the unit of analysis?
(The answers are at the end of this chapter.)

a. Women watch TV more than men because
they are likely to work fewer hours outside
the home than men. . . . Black people watch
an average of approximately three-quarters of
an hour more television per day than white
people. (Hughes 1980: 290)

b. Of the 130 incorporated U.S. cities with more
than 100,000 inhabitants in 1960, 126 had at
least two short-term nonproprietary general
hospitals accredited by the American Hospital
Association. (Turk 1980: 317)
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c. The early TM [transcendental meditation] or-
ganizations were small and informal. The Los
Angeles group, begun in June 1959, met at a
member’s house where, incidentally, Maharishi
was living. (Johnston 1980: 337)

d. However, it appears that the nursing staffs
exercise strong influence over . . . a decision
to change the nursing care system. . . . Con-
versely, among those decisions dominated by
the administration and the medical staffs . . .
(Comstock 1980: 77)

e. Though 667,000 out of 2 million farmers in the
United States are women, women historically
have not been viewed as farmers, but rather, as
the farmer’s wife. (Votaw 1979: 8)

f. The analysis of community opposition to group
homes for the mentally handicapped . . . in-
dicates that deteriorating neighborhoods are
most likely to organize in opposition, but that
upper-middle class neighborhoods are most
likely to enjoy private access to local officials.
(Graham and Hogan 1990: 513)

g. Some analysts during the 1960s predicted that
the rise of economic ambition and political
militancy among blacks would foster discon-
tent with the “otherworldly” black mainline
churches. (Ellison and Sherkat 1990: 551)

h. This analysis explores whether propositions
and empirical findings of contemporary theo-
ries of organizations directly apply to both
private product producing organizations
(PPOs) and public human service organizations
(PSOs). (Schiflett and Zey 1990: 569)

i. This paper examines variations in job title
structures across work roles. Analyzing 3,173
job titles in the California civil service system
in 1985, we investigate how and why lines of
work vary in the proliferation of job categories
that differentiate ranks, functions, or particular
organizational locations. (Strang and Baron
1990: 479)

Review the logic of spuriousness. Can you think
up an example where an observed relationship
between two variables could actually be explained
away by a third variable?

Using InfoTrac College Edition on your Sociology
CourseMate at www.cengagebrain.com or printed
journals in the library, locate a research project
involving a panel study. Describe the nature of the
study design and its primary findings.
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SPSS EXERCISES

See the booklet that accompanies your text for ex-
ercises using SPSS (Statistical Package for the Social
Sciences). There are exercises offered for each chapter,
and you’ll also find a detailed primer on using SPSS.

Online Study Resources

Access the resources your instructor has assigned. For
this book, you can access:

CourseMate for The
Practice of Social Research

Login to CengageBrain.com to access chapter-specific
learning tools including Learning Objectives, Practice
Quizzes, Videos, Internet Exercises, Flash Cards, Glossaries,

-

Web Links, and more from your Sociology CourseMate.

aplia
If your professor has assigned Aplia homework:

1. Sign into your account.

2. After you complete each page of questions, click
“Grade It Now” to see detailed explanations of
every answer.

3. Click “Try Another Version” for an opportunity to
improve your score.

Visit www.cengagebrain.com to access your account
and purchase materials.

ANSWERS TO UNITS OF ANALYSIS QUIZ (Exercise 2 on
previous page)

a. Men and women, black and white people
(individuals)

=

Incorporated U.S. cities (groups)

Transcendental meditation organizations (groups)
Nursing staffs (groups)

Farmers (individuals)

Neighborhoods (groups)

Blacks (individuals)

Service and production organizations (formal
organizations)

@ o0 oan

i. Job titles (artifacts)



CHAPTER 5

Sampling Logic

CHAPTER OVERVIEW
Now you'll see how social scien-
tists can select a few people for

study—and discover things that

apply to hundreds of millions of

people not studied.

Introduction Populations and Sampling Frames
A Brief History of Sampling Review of Populations
President Alf Landon and Sampling Frames
President Thomas E. Dewey Types of Sampling Designs
Two Types of Sampling Methods Simple Random Sampling

Systematic Sampling
Stratified Sampling

Implicit Stratification
in Systematic Sampling

Nonprobability Sampling
Reliance on Available Subjects
Purposive or Judgmental Sampling

Snowball San.lphng Ilustration: Sampling University
Quota Sampling Students
Selecting Informants Multistage Cluster Sampling
The Theory and Logic

o : Multistage Designs and Sampling
of Probability Sampling

Error
Conscious and Subconscious Stratification in Multistage Cluster
Sampling Bias Sampling
Representativeness and Probability Probability Proportionate to Size
of Selection (PPS) Sampling

Random Selection Disproportionate Sampling

Probability Theory, Sampling and Weighting
DIStrlbutl.Ol'lS, ame] IEmmaes Probability Sampling in Review
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Introduction

One of the most visible uses of survey sampling lies
in the political polling that is subsequently tested
by election results. Whereas some people doubt
the accuracy of sample surveys, others complain
that political polls take all the suspense out of cam-
paigns by foretelling the result.

Going into the 2008 presidential elections,
pollsters were in agreement as to who would win,
in contrast to their experiences in 2000 and 2004,
which were closely contested races. Table 5-1
reports polls conducted during the few days pre-
ceding the election. Despite some variations, the
overall picture they present is amazingly consistent
and pretty well matches the election results.

Now, how many interviews do you suppose it
took each of these pollsters to come within a cou-
ple of percentage points in estimating the behavior
of more than 131 million voters? Often fewer than
2,000! In this chapter, we're going to find out how
social researchers can pull off such wizardry.

For another powerful illustration of the potency
of sampling, look at this graphic portrayal of
then-President George W. Bush’s approval ratings
prior to and following the September 11, 2001,
terrorist attack on the United States (see Figure 5-1).
The data reported by several different polling agen-
cies describe the same pattern.

Political polling, like other forms of social re-
search, rests on observations. But neither pollsters
nor other social researchers can observe everything
that might be relevant to their interests. A critical
part of social research, then, is deciding what to
observe and what not. If you want to study voters,
for example, which voters should you study?

The process of selecting observations is called
sampling. Although sampling can mean any pro-
cedure for selecting units of observation—for ex-
ample, interviewing every tenth passerby on a busy
street—the key to generalizing from a sample to
a larger population is probability sampling, which
involves the important idea of random selection.

Much of this chapter is devoted to the logic
and skills of probability sampling. This topic is

TABLE 5-1

Election-Eve Polls Reporting Presidential Voting
Plans, 2008

Poll Date Ended ~ Obama McCain
FOX Nov 2 54 46
NBC/WSJ Nov 2 54 46
Marist College Nov 2 55 45
Harris Interactive Nov 3 54 46
Reuters/C-SPAN/Zogby Nov 3 56 44
ARG Nov 3 54 46
Rasmussen Nov 3 53 47
IBD/TIPP Nov 3 54 46
DailyKos.com/Research 2000 Nov 3 53 47
qy Nov 3 53 47
Marist College Nov 3 55 45
Actual vote Nov 4 54 46

Source: Poll data are adapted from data presented at Pollster.com (http://www
.polister.com/polls/us/08-us-pres-ge-mvo.php) on January 29, 2009. The official
election results are from the Federal Election Commission (http://www.fec
.gov/pubrec/fe2008/2008presgeresults.pdf) on the same date. For simplicity,
since there were no undecideds in the official results and each of the third-party
candidates received less than one percentage of the vote, I've apportioned the
undecided and other votes according to the percentages saying they were voting
for Obama or McCain.

more rigorous and precise than some of the other
topics in this book. Whereas social research as

a whole is both art and science, sampling leans
toward science. Although this subject is some-
what technical, the basic logic of sampling is not
difficult to understand. In fact, the logical neatness
of this topic can make it easier to comprehend
than, say, conceptualization.

Although probability sampling is central to
social research today, we’ll take some time to ex-
amine a variety of nonprobability methods as well.
These methods have their own logic and can pro-
vide usetul samples for social inquiry.

Before we discuss the two major types of sam-
pling, I'll introduce you to some basic ideas by way
of a brief history of sampling. As you'll see, the poll-
sters who correctly predicted the election in 2008
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Bush Approval: Raw Poll Data. This graph demonstrates how independent polls produce the same picture of reality. This also shows the impact of

a national crisis on the president’s popularity: in this case, the September 11

terrorist attack and then-President George W. Bush'’s popularity.

Source: Copyright © 2001, 2002 by drlimerick.com. (http://www.pollkatz.homestead.com/files/MyHTML2.gif). All rights reserved.

did so in part because researchers had learned to
avoid some pitfalls that earlier pollsters had fallen
into.

A Brief History of Sampling

Sampling in social research has developed hand
in hand with political polling. This is the case, no
doubt, because political polling is one of the few
opportunities social researchers have to discover
the accuracy of their estimates. On election day,
they find out how well or how poorly they did.

President Alf Landon

President Alf Landon? Who's he? Did you sleep
through an entire presidency in your U.S. his-
tory class? No—but Alf Landon would have been

president if a famous poll conducted by the Literary
Digest had proved to be accurate. The Literary Digest
was a popular newsmagazine published between
1890 and 1938. In 1916, Digest editors mailed post-
cards to people in six states, asking them whom
they were planning to vote for in the presidential
campaign between Woodrow Wilson and Charles
Evans Hughes. Names were selected for the poll
from telephone directories and automobile regis-
tration lists. Based on the postcards sent back, the
Digest correctly predicted that Wilson would be
elected. In the elections that followed, the Literary
Digest expanded the size of its poll and made correct
predictions in 1920, 1924, 1928, and 1932.

In 1936, the Digest conducted its most ambi-
tious poll: Ten million ballots were sent to people
listed in telephone directories and on lists of auto-
mobile owners. Over 2 million people responded,
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giving the Republican contender, Alf Landon, a
stunning 57 to 43 percent landslide over the in-
cumbent, President Franklin Roosevelt. The editors
modestly cautioned,

We make no claim to infallibility. We did not
coin the phrase “uncanny accuracy” which has
been so freely applied to our Polls. We know
only too well the limitations of every straw
vote, however enormous the sample gathered,
however scientific the method. It would be a
miracle if every State of the forty-eight behaved
on Election Day exactly as forecast by the Poll.
(Literary Digest 1936a: 6)

Two weeks later, the Digest editors knew the
limitations of straw polls even better: The voters
gave Roosevelt a second term in office by the
largest landslide in history, with 61 percent of
the vote. Landon won only 8 electoral votes to
Roosevelt’s 523.

The editors were puzzled by their unfortunate
turn of luck. A part of the problem surely lay in the
22 percent return rate garnered by the poll. The
editors asked,

Why did only one in five voters in Chicago to
whom the Digest sent ballots take the trouble to
reply? And why was there a preponderance of
Republicans in the one-fifth that did reply? . . .
We were getting better cooperation in what

we have always regarded as a public service
from Republicans than we were getting from
Democrats. Do Republicans live nearer to mail-
boxes? Do Democrats generally disapprove of
straw polls?

(Literary Digest 1936b: 7)

Actually, there was a better explanation—what
is technically called the sampling frame used by the
Digest. In this case, the sampling frame consisted
of telephone subscribers and automobile own-
ers. In the context of 1936, this design selected a
disproportionately wealthy sample of the voting
population, especially coming on the tail end of
the worst economic depression in the nation’s his-
tory. The sample effectively excluded poor people,
and the poor voted predominantly for Roosevelt’s
New Deal recovery program. The Digest's poll may

or may not have correctly represented the voting
intentions of telephone subscribers and automobile
owners. Unfortunately for the editors, it decidedly
did not represent the voting intentions of the popu-
lation as a whole.

President Thomas E. Dewey

The 1936 election also saw the emergence of a
young pollster whose name would become syn-
onymous with public opinion. In contrast to the
Literary Digest, George Gallup correctly predicted
that Roosevelt would beat Landon. Gallup’s suc-
cess in 1936 hinged on his use of something called
quota sampling, which we’ll look at more closely
later in the chapter. For now, it’s enough to know
that quota sampling is based on a knowledge of
the characteristics of the population being sampled:
what proportion are men, what proportion are
women, what proportions are of various incomes,
ages, and so on. Quota sampling selects people to
match a set of these characteristics: the right num-
ber of poor, white, rural men; the right number of
rich, African American, urban women; and so on.
The quotas are based on those variables most rel-
evant to the study. In the case of Gallup’s poll, the
sample selection was based on levels of income; the
selection procedure ensured the right proportion of
respondents at each income level.

Gallup and his American Institute of Public
Opinion used quota sampling to good effect in
1936, 1940, and 1944—correctly picking the presi-
dential winner each of those years. Then, in 1948,
Gallup and most political pollsters suffered the em-
barrassment of picking Governor Thomas Dewey
of New York over the incumbent, President Harry
Truman. The pollsters’ embarrassing miscue con-
tinued right up to election night. A famous photo-
graph shows a jubilant Truman—whose followers’
battle cry was “Give ‘em hell, Harry!”—holding
aloft a newspaper with the banner headline
“Dewey Defeats Truman.”

Several factors accounted for the pollsters’
failure in 1948. First, most pollsters stopped poll-
ing in early October despite a steady trend toward
Truman during the campaign. In addition, many
voters were undecided throughout the campaign,
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and these went disproportionately for Truman
when they stepped into the voting booth.

More important, Gallup’s failure rested
on the unrepresentativeness of his samples. Quota
sampling—which had been effective in earlier
years—was Gallup’s undoing in 1948. This tech-
nique requires that the researcher know something
about the total population (of voters in this in-
stance). For national political polls, such informa-
tion came primarily from census data. By 1948,
however, World War II had produced a massive
movement from the country to cities, radically
changing the character of the U.S. population from
what the 1940 census showed, and Gallup relied on
1940 census data. City dwellers, moreover, tended
to vote Democratic; hence, the overrepresentation
of rural voters in his poll had the effect of underes-
timating the number of Democratic votes.

Two Types of Sampling Methods

By 1948, some academic researchers had already
been experimenting with a form of sampling based
on probability theory. This technique involves the
selection of a “random sample” from a list contain-
ing the names of everyone in the population being
sampled. By and large, the probability-sampling
methods used in 1948 were far more accurate than
quota-sampling techniques.

Today, probability sampling remains the pri-
mary method of selecting large, representative
samples for social research, including national
political polls. At the same time, probability sam-
pling can be impossible or inappropriate in many
research situations. Accordingly, before turning
to the logic and techniques of probability sam-
pling, we’ll first take a look at techniques for
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nonprobability sampling and how they’re used in
social research.

Nonprobability Sampling

Social research is often conducted in situations that
do not permit the kinds of probability samples used
in large-scale social surveys. Suppose you wanted
to study homelessness: There is no list of all home-
less individuals, nor are you likely to create such a
list. Moreover, as you'll see, there are times when
probability sampling wouldn’t be appropriate even
it it were possible. Many such situations call for
nonprobability sampling.

In this section, we'll examine four types of
nonprobability sampling: reliance on available
subjects, purposive (judgmental) sampling, snow-
ball sampling, and quota sampling. We'll conclude
with a brief discussion of techniques for obtaining
information about social groups through the use of
informants.

Reliance on Available Subjects

Relying on available subjects, such as stopping
people at a street corner or some other location, is
sometimes called “convenience” or “haphazard”
sampling. This is a common method for journalists
in their “person-on-the-street” interviews, but it

is an extremely risky sampling method for social
research. Clearly, this method does not permit any
control over the representativeness of a sample. It’s
justified only if the researcher wants to study the
characteristics of people passing the sampling point
at specified times or if less-risky sampling methods

nonprobability sampling Any technique in
which samples are selected in some way not sug-
gested by probability theory. Examples include
reliance on available subjects as well as purposive
(judgmental), quota, and snowball sampling.
purposive (judgmental) sampling A type of
nonprobability sampling in which the units to be
observed are selected on the basis of the researcher’s
judgment about which ones will be the most useful
or representative.

are not feasible. Even when this method is justified
on grounds of feasibility, researchers must exercise
great caution in generalizing from their data. Also,
they should alert readers to the risks associated
with this method.

University researchers frequently conduct sur-
veys among the students enrolled in large lecture
classes. The ease and frugality of such a method
explains its popularity, but it seldom produces data
of any general value. It may be useful for pretest-
ing a questionnaire, but such a sampling method
should not be used for a study purportedly describ-
ing students as a whole.

Consider this report on the sampling design in
an examination of knowledge and opinions about
nutrition and cancer among medical students and
family physicians:

The fourth-year medical students of the
University of Minnesota Medical School in
Minneapolis comprised the student popula-
tion in this study. The physician population
consisted of all physicians attending a “Family
Practice Review and Update” course sponsored
by the University of Minnesota Department of
Continuing Medical Education.
(Cooper-Stephenson and Theologides 1981: 472)

After all is said and done, what will the results
of this study represent? The data do not provide a
meaningful comparison of medical students and
family physicians in the United States or even in
Minnesota. Who were the physicians who attended
the course? We can guess that they were probably
more concerned about their continuing educa-
tion than other physicians were, but we can't say
for sure. Although such studies can provide useful
insights, we must take care not to overgeneralize
from them.

Purposive or Judgmental
Sampling

Sometimes it’s appropriate to select a sample on the
basis of knowledge of a population, its elements,
and the purpose of the study. This type of sampling

is called purposive or judgmental sampling. In
the initial design of a questionnaire, for example,



you might wish to select the widest variety of
respondents to test the broad applicability of ques-
tions. Although the study findings would not
represent any meaningful population, the test run
might effectively uncover any peculiar defects in
your questionnaire. This situation would be consid-
ered a pretest, however, rather than a final study.

In some instances, you may wish to study a
small subset of a larger population in which many
members of the subset are easily identified, but the
enumeration of them all would be nearly impos-
sible. For example, you might want to study the
leadership of a student protest movement; many
of the leaders are easily visible, but it would not
be feasible to define and sample all the leaders. In
studying all or a sample of the most visible leaders,
you may collect data sufficient for your purposes.

Or let’s say you want to compare left-wing and
right-wing students. Because you may not be able
to enumerate and sample from all such students,
you might decide to sample the memberships of
left- and right-leaning groups, such as the Green
Party and the Tea Party. Although such a sample
design would not provide a good description of
either left-wing or right-wing students as a whole,
it might suffice for general comparative purposes.

Field researchers are often particularly in-
terested in studying deviant cases—cases that
don't fit into fairly regular patterns of attitudes and
behaviors—in order to improve their understand-
ing of the more-regular pattern. For example, you
might gain important insights into the nature of
school spirit, as exhibited at a pep rally, by inter-
viewing people who did not appear to be caught
up in the emotions of the crowd or by interviewing
students who did not attend the rally at all. Select-
ing deviant cases for study is another example of
purposive study.

In qualitative research projects, the sampling
of subjects may evolve as the structure of the situ-
ation being studied becomes clearer and certain
types of subjects seem more central to understand-
ing than others do. Let’s say you're conducting an
interview study among the members of a radical
political group on campus. You may initially focus
on friendship networks as a vehicle for the spread
of group membership and participation. In the
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course of your analysis of the earlier interviews,
you may find several references to interactions
with faculty members in one of the social science
departments. As a consequence, you may expand
your sample to include faculty in that department
and other students that they interact with. This is
called “theoretical sampling,” since the evolving
theoretical understanding of the subject directs the
sampling in certain directions.

Snowball Sampling

Another nonprobability sampling technique, which
some consider to be a form of accidental sampling,
is called snowball sampling. This procedure is
appropriate when the members of a special popu-
lation are difficult to locate, such as homeless
individuals, migrant workers, or undocumented
immigrants. In snowball sampling, the researcher
collects data on the few members of the target
population he or she can locate, then asks those
individuals to provide the information needed to
locate other members of that population whom
they happen to know. “Snowball” refers to the
process of accumulation as each located subject
suggests other subjects. Because this procedure also
results in samples with questionable representative-
ness, it’s used primarily for exploratory purposes.
Suppose you wish to learn a community
organization’s pattern of recruitment over time. You
might begin by interviewing fairly recent recruits,
asking them who introduced them to the group.
You might then interview the people named, ask-
ing them who introduced them to the group. You
might then interview those people named, asking,
in part, who introduced them. Or, in studying a
loosely structured political group, you might ask
one of the participants who he or she believes to
be the most influential members of the group. You
might interview those people and, in the course of
the interviews, ask who they believe to be the most
influential. In each of these examples, your sample

snowball sampling A nonprobability sampling
method, often employed in field research, whereby
each person interviewed may be asked to suggest
additional people for interviewing.



130 = Chapter 5: Sampling Logic

would “snowball” as each of your interviewees
suggested other people to interview.

Examples of this technique in social science
research abound. Karen Farquharson (2005)
provides a detailed discussion of how she used
snowball sampling to discover a network of tobacco
policy makers in Australia: both those at the core
of the network and those on the periphery.

Kath Browne (2005) used snowballing through
social networks to develop a sample of non-
heterosexual women in a small town in the United
Kingdom. She reports that her own membership
in such networks greatly facilitated this type of
sampling, and that potential subjects in the study
were more likely to trust her than to trust hetero-
sexual researchers.

In more-general, theoretical terms, Chaim Noy
argues that the process of selecting a snowball sam-
ple reveals important aspects of the populations
being sampled, uncovering “the dynamics of natu-
ral and organic social networks” (2008: 329). Do
the people you interview know others like them-
selves? Are they willing to identify those people to
researchers? Thus, snowball sampling can be more
than a simple technique for finding people to study.
It can be a revealing part of the inquiry.

Quota Sampling

Quota sampling is the method that helped
George Gallup avoid disaster in 1936—and set up
the disaster of 1948. Like probability sampling,
quota sampling addresses the issue of representa-
tiveness, although the two methods approach the
issue quite differently.

Quota sampling begins with a matrix, or table,
describing the characteristics of the target popula-
tion. Depending on your research purposes, you
may need to know what proportion of the popula-
tion is male and what proportion female, as well
as knowing what proportions of each sex fall into

quota sampling A type of nonprobability sampling
in which units are selected into a sample on the basis
of prespecified characteristics, so that the total sample
will have the same distribution of characteristics
assumed to exist in the population being studied.

various age categories, educational levels, ethnic
groups, and so forth. In establishing a national
quota sample, you might need to know what pro-
portion of the national population is urban, eastern,
male, under 25, white, working class, and the like,
and all the possible combinations of these attributes.

Once you've created such a matrix and assi-
gned a relative proportion to each cell in the
matrix, you proceed to collect data from people
having all the characteristics of a given cell. You
then assign to all the people in a given cell a weight
appropriate to their portion of the total population.
When all the sample elements are so weighted, the
overall data should provide a reasonable represen-
tation of the total population.

Although quota sampling resembles probability
sampling, it has several inherent problems. First,
the quota frame (the proportions that different cells
represent) must be accurate, and it’s often difficult
to get up-to-date information for this purpose. The
Gallup failure to predict Truman as the presiden-
tial victor in 1948 was due partly to this problem.
Second, the selection of sample elements within
a given cell may be biased even though its pro-
portion of the population is accurately estimated.
Instructed to interview five people who meet a
given, complex set of characteristics, an interviewer
may still avoid people living at the top of seven-story
walk-ups, having particularly run-down homes, or
owning vicious dogs.

In recent years, attempts have been made to
combine probability- and quota-sampling meth-
ods, but the effectiveness of this effort remains to
be seen. At present, you would be advised to treat
quota sampling warily if your purpose is statistical
description.

At the same time, the logic of quota sampling
can sometimes be applied usefully to a field re-
search project. In the study of a formal group, for
example, you might wish to interview both lead-
ers and nonleaders. In studying a student political
organization, you might want to interview radical,
moderate, and conservative members of that group.
You may be able to achieve sufficient representa-
tiveness in such cases by using quota sampling to
ensure that you interview both men and women,
both younger and older people, and so forth.



Selecting Informants

When field research involves the researcher’s at-
tempt to understand some social setting—a juvenile
gang or local neighborhood, for example—much of
that understanding will come from a collaboration
with some members of the group being studied.
Whereas social researchers speak of respondents as
people who provide information about themselves,
allowing the researcher to construct a composite
picture of the group those respondents represent,
an informant is a member of the group who can
talk directly about the group per se.

Especially important to anthropologists, infor-
mants are important to other social researchers as
well. If you wanted to learn about informal social
networks in a local public-housing project, for
example, you would do well to locate individuals
who could understand what you were looking for
and help you find it.

When Jeffrey Johnson (1990) set out to study
a salmon-fishing community in North Carolina,
he used several criteria to evaluate potential infor-
mants. Did their positions allow them to interact
regularly with other members of the camp, for ex-
ample, or were they isolated? (In this case, he found
that the carpenter had a wider range of interactions
than the boat captain did.) Was their information
about the camp pretty much limited to their specific
jobs, or did it cover many aspects of the operation?
These and other criteria helped determine how use-
ful the potential informants might be.

Usually, you'll want to select informants some-
what typical of the groups you're studying. Other-
wise, their observations and opinions may be mis-
leading. Interviewing only physicians will not give
you a well-rounded view of how a community medi-
cal clinic is working, for example. Along the same
lines, an anthropologist who interviews only men in
a society where women are sheltered from outsiders
will get a biased view. Similarly, although informants
fluent in English are convenient for English-speaking
researchers from the United States, they do not typity
the members of many societies nor even many sub-
groups within English-speaking countries.

Simply because they're the ones willing to
work with outside investigators, informants will
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almost always be somewhat “marginal” or atypi-
cal within their group. Sometimes this is obvious.
Other times, however, you'll learn about their mar-
ginality only in the course of your research.

In Jeffrey Johnson’s study, a county agent
identified one fisherman who seemed squarely in
the mainstream of the community. Moreover, he
was cooperative and helpful to Johnson’s research.
The more Johnson worked with the fisherman,
however, the more he found the man to be a mar-
ginal member of the fishing community.

First, he was a Yankee in a southern town.
Second, he had a pension from the Navy [so he
was not seen as a “serious fisherman” by others
in the community]. . . . Third, he was a major
Republican activist in a mostly Democratic
village. Finally, he kept his boat in an isolated
anchorage, far from the community harbor.
(1990: 56)

Informants’ marginality may not only bias the view
you get, but their marginal status may also limit
their access (and hence yours) to the different sec-
tors of the community you wish to study.

These comments should give you some sense
of the concerns involved in nonprobability sam-
pling, typically used in qualitative research projects.
I conclude with the following injunction:

Your overall goal is to collect the richest possible
data. By rich data, we mean a wide and diverse
range of information collected over a relatively
prolonged period of time in a persistent and
systematic manner. Ideally, such data enable
you to grasp the meanings associated with the
actions of those you are studying and to under-
stand the contexts in which those actions are
embedded.

(Lofland et al. 2006: 15)

In other words, nonprobability sampling does
have its uses, particularly in qualitative research
projects. But researchers must take care to

informant Someone who is well versed in the
social phenomenon that you wish to study and who
is willing to tell you what he or she knows about it.
Not to be confused with a respondent.
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acknowledge the limitations of nonprobability
sampling, especially regarding accurate and precise
representations of populations. This point will be-
come clearer as we discuss the logic and techniques
of probability sampling.

The Theory and Logic
of Probability Sampling

However appropriate to some research purposes,
nonprobability sampling methods cannot guarantee
that the sample we observed is representative of the
whole population. When researchers want precise,
statistical descriptions of large populations—for
example, the percentage of the population who is
unemployed, plan to vote for Candidate X, or feel a
rape victim should have the right to an abortion—
they turn to probability sampling. All large-scale
surveys use probability-sampling methods.

Although the application of probability sam-
pling involves some sophisticated use of statistics,
the basic logic of probability sampling is not difficult
to understand. If all members of a population were
identical in all respects—all demographic charac-
teristics, attitudes, experiences, behaviors, and so
on—there would be no need for careful sampling
procedures. In this extreme case of perfect homoge-
neity, in fact, any single case would suffice as a sam-
ple to study characteristics of the whole population.

In fact, of course, the human beings who
compose any real population are quite heteroge-
neous, varying in many ways. Figure 5-2 offers a
simplified illustration of a heterogeneous popula-
tion: The 100 members of this small population
differ by sex and race. We’ll use this hypothetical
micropopulation to illustrate various aspects of
probability sampling.

The fundamental idea behind probability
sampling is this: To provide useful descriptions of
the total population, a sample of individuals from
a population must contain essentially the same

probability sampling The general term for samples
selected in accord with probability theory, typically
involving some random-selection mechanism. Specific
types of probability sampling include EPSEM, PPS,
simple random sampling, and systematic sampling.
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A Population of 100 Folks. Typically, sampling aims to reflect the
characteristics and dynamics of large populations. For the purpose of
some simple illustrations, let's assume our total population only has
100 members.

variations that exist in the population. This isn’t as
simple as it might seem, however. Let’s take a min-
ute to look at some of the ways researchers might
go astray. Then, we’ll see how probability sampling
provides an efficient method for selecting a sample
that should adequately reflect variations that exist
in the population.

Conscious and Subconscious
Sampling Bias
At first glance, it may look as though sampling
is pretty straightforward. To select a sample of
100 university students, you might simply inter-
view the first 100 students you find walking
around campus. This kind of sampling method is
often used by untrained researchers, but it runs a
high risk of introducing biases into the samples.
In connection with sampling, bias simply
means that those selected are not typical or repre-
sentative of the larger populations they have been
chosen from. This kind of bias does not have to be
intentional. In fact, it is virtually inevitable when
you pick people by the seat of your pants.
Figure 5-3 illustrates what can happen when
researchers simply select people who are conve-
nient for study. Although women are only 50 per-
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A Sample of Convenience: Easy, but Not Representative. Simply selecting and observing those people who are most readily at
hand is the simplest method, perhaps, but it's unlikely to provide a sample that accurately reflects the total population.

the researcher (in the lower right corner) happen
to be 70 percent women, and although the popu-
lation is 12 percent African American, none was
selected into the sample.

Beyond the risks inherent in simply studying
people who are convenient, other problems can
arise. To begin with, the researcher’s personal lean-
ings may affect the sample to the point where it
does not truly represent the student population.
Suppose you're a little intimidated by students who
look particularly “cool,” feeling they might ridicule
your research effort. You might consciously or
subconsciously avoid interviewing such people. Or,
you might feel that the attitudes of “super-straight-
looking” students would be irrelevant to your
research purposes and so avoid interviewing them.

Even if you sought to interview a “balanced”
group of students, you wouldn’t know the exact
proportions of different types of students making
up such a balance, and you wouldn’t always be
able to identify the different types just by watching
them walk by.

Even if you made a conscientious effort to
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university library, you could not be sure of a rep-
resentative sample, because different types of stu-
dents visit the library with different frequencies.
Your sample would overrepresent students who
visit the library more often than others do.

The possibilities for inadvertent sampling bias
are endless and not always obvious. Fortunately,
many techniques can help us avoid bias.

Representativeness and
Probability of Selection

Although the term representativeness has
no precise, scientific meaning, it carries a

representativeness That quality of a sample of
having the same distribution of characteristics as the
population from which it was selected. By implica-
tion, descriptions and explanations derived from an
analysis of the sample may be assumed to represent
similar ones in the population. Representativeness is
enhanced by probability sampling and provides for
generalizability and the use of inferential statistics.
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commonsense meaning that makes it useful here.
For our purpose, a sample is representative of the
population from which it is selected if the aggregate
characteristics of the sample closely approximate
those same aggregate characteristics in the popula-
tion. If, for example, the population contains 50
percent women, then a sample must contain “close
to” 50 percent women to be representative. Later,
we’ll discuss “how close” in detail.

Note that samples need not be representative
in all respects; representativeness is limited to those
characteristics that are relevant to the substantive
interests of the study. However, you may not know
in advance which characteristics are relevant.

A basic principle of probability sampling is that
a sample will be representative of the population
from which it is selected if all members of the pop-
ulation have an equal chance of being selected in
the sample. (We’ll see shortly that the size of the
sample selected also affects the degree of represen-
tativeness.) Samples that have this quality are often
labeled EPSEM samples (EPSEM stands for “equal
probability of selection method”). Later, we’ll dis-
cuss variations of this principle, which forms the
basis of probability sampling.

Moving beyond this basic principle, we must
realize that samples—even carefully selected EPSEM
samples—seldom if ever perfectly represent the pop-
ulations from which they are drawn. Nevertheless,
probability sampling offers two special advantages.

First, probability samples, although never
perfectly representative, are typically more rep-
resentative than other types of samples, because
the biases previously discussed are avoided. In
practice, a probability sample is more likely than

EPSEM (equal probability of selection
method) A sample design in which each member of
a population has the same chance of being selected
into the sample.

element That unit of which a population is com-
posed and which is selected in a sample. Distin-
guished from wunits of analysis, which are used in data
analysis.

population The theoretically specified aggregation
of the elements in a study.

a nonprobability sample to be representative of the
population from which it is drawn.

Second, and more important, probability the-
ory permits us to estimate the accuracy or rep-
resentativeness of the sample. Conceivably, an
uninformed researcher might, through wholly
haphazard means, select a sample that nearly per-
fectly represents the larger population. The odds
are against doing so, however, and we would be
unable to estimate the likelihood that he or she
has achieved representativeness. The probability
sampler, on the other hand, can provide an acc-
urate estimate of success or failure. We'll see
exactly how this estimate can be achieved.

TI've said that probability sampling ensures that
samples are representative of the population we
wish to study. As we’ll see in a moment, probability
sampling rests on the use of a random-selection
procedure. To develop this idea, though, we need
to give more-precise meaning to two important
terms: element and population.*

An element is that unit about which infor-
mation is collected and that provides the basis of
analysis. Typically, in survey research, elements are
people or certain types of people. However, other
kinds of units can constitute the elements for social
research: Families, social clubs, or corporations
might be the elements of a study. In a given study,
elements are often the same as units of analysis,
though the former are used in sample selection and
the latter in data analysis.

Up to now we’ve used the term population to
mean the group or collection that we're interested
in generalizing about. More formally, a population is
the theoretically specified aggregation of study ele-
ments. Whereas the vague term Americans might be
the target for a study, the delineation of the popu-
lation would include the definition of the element
Americans (for example, citizenship, residence) and
the time referent for the study (Americans as of
when?). Translating the abstract “adult New York-
ers” into a workable population would require a

*I would like to acknowledge a debt to Leslie Kish and
his excellent textbook Survey Sampling. Although I've
modified some of the conventions used by Kish, his
presentation is easily the most important source of this
discussion.



specification of the age defining adult and the
boundaries of New York. Specifying the term college
student would include a consideration of full- and
part-time students, degree candidates and non-
degree candidates, undergraduate and graduate
students, and so forth.

A study population is that aggregation
of elements from which the sample is actually
selected. As a practical matter, researchers are
seldom in a position to guarantee that every
element meeting the theoretical definitions laid
down actually has a chance of being selected in
the sample. Even where lists of elements exist for
sampling purposes, the lists are usually somewhat
incomplete. Some students are always inadver-
tently omitted from student rosters. Some tele-
phone subscribers request that their names and
numbers be unlisted.

Often, researchers decide to limit their study
populations more severely than indicated in the
preceding examples. National polling firms may
limit their national samples to the 48 adjacent
states, omitting Alaska and Hawaii for practical rea-
sons. A researcher wishing to sample psychology
professors may limit the study population to those
in psychology departments, omitting those in other
departments. Whenever the population under
examination is altered in such fashions, you must
make the revisions clear to your readers.

Random Selection

With these definitions in hand, we can define the
ultimate purpose of sampling: to select a set of
elements from a population in such a way that
descriptions of those elements accurately portray
the total population from which the elements are
selected. Probability sampling enhances the likeli-
hood of accomplishing this aim and also provides
methods for estimating the degree of probable
success.

Random selection is the key to this process. In
random selection, each element has an equal
chance of selection independent of any other event
in the selection process. Flipping a coin is the most
frequently cited example: Provided that the coin is
perfect (that is, not biased in terms of coming up
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heads or tails), the “selection” of a head or a tail

is independent of previous selections of heads or
tails. No matter how many heads turn up in a row,
the chance that the next flip will produce “heads”
is exactly 50-50. Rolling a perfect set of dice is
another example.

Such images of random selection, although
useful, seldom apply directly to sampling methods
in social research. More typically, social researchers
use tables of random numbers or computer pro-
grams that provide a random selection of sampling
units. A sampling unit is that element or set of
elements considered for selection in some stage of
sampling. In Chapter 8, on survey research, we’ll
see how computers are used to select random
telephone numbers for interviewing, a technique
called random-digit dialing.

The reasons for using random-selection meth-
ods are twofold. First, this procedure serves as a
check on conscious or unconscious bias on the part
of the researcher. The researcher who selects cases
on an intuitive basis might very well select cases
that would support his or her research expecta-
tions or hypotheses. Random selection erases this
danger. More importantly, random selection offers
access to the body of probability theory, which pro-
vides the basis for estimating the characteristics of
the population as well as estimating the accuracy of
samples. Let’s now examine probability theory in
greater detail.

Probability Theory, Sampling
Distributions, and Estimates

of Sampling Error

Probability theory is a branch of mathematics that

provides the tools researchers need to devise sam-
pling techniques that produce representative

study population That aggregation of elements
from which a sample is actually selected.
random selection A sampling method in which

each element has an equal chance of selection inde-
pendent of any other event in the selection process.

sampling unit That element or set of elements
considered for selection in some stage of sampling.
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FIGURE 5-4

A Population of 10 People with $0-$9. Let's simplify matters even more now by imagining a population of only 10 people with

differing amounts of money in their pockets—ranging from $0 to $9.

samples and to analyze the results of their sampling
statistically. More formally, probability theory pro-
vides the basis for estimating the parameters of a
population. A parameter is the summary descrip-
tion of a given variable in a population. The mean
income of all families in a city is a parameter; so is
the age distribution of the city’s population. When
researchers generalize from a sample, they're
using sample observations to estimate population
parameters. Probability theory enables them to
both make these estimates and arrive at a judg-
ment of how likely the estimates will accurately
represent the actual parameters in the population.
For example, probability theory allows pollsters to
infer from a sample of 2,000 voters how a popula-
tion of 100 million voters is likely to vote—and to
specify exactly what the probable margin of error
of the estimates is.

Probability theory accomplishes these seemingly
magical feats by way of the concept of sampling

parameter The summary description of a given
variable in a population.

distributions. A single sample selected from a
population will give an estimate of the population
parameter. Other samples would give the same or
slightly different estimates. Probability theory tells
us about the distribution of estimates that would be
produced by a large number of such samples. To see
how this works, we'll look at two examples of sam-
pling distributions, beginning with a simple example
in which our population consists of just ten cases,
then moving on to a case of percentages that allows
a clear illustration of probable margin of error.

The Sampling Distribution of Ten Cases

Suppose there are ten people in a group, and

each has a certain amount of money in his or her
pocket. To simplify, let’s assume that one person
has no money, another has one dollar, another
has two dollars, and so forth up to the person with
nine dollars. Figure 5-4 presents the population of
ten people.*

*I want to thank Hanan Selvin for suggesting this
method of introducing probability sampling.
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The Sampling Distribution of Samples of 1. In this simple example,

the mean amount of money these people have is $4.50 ($45/10). If
we picked 10 different samples of 1 person each, our “estimates” of
the mean would range all across the board.

Our task is to determine the average amount
of money one person has: specifically, the mean
number of dollars. If you simply add up the money
shown in Figure 5-4, you’ll find that the total is
$45, so the mean is $4.50. Our purpose in the rest
of this exercise is to estimate that mean without
actually observing all ten individuals. We’ll do that
by selecting random samples from the population
and using the means of those samples to estimate
the mean of the whole population.

To start, suppose we were to select—at random—
a sample of only one person from the ten. Our
ten possible samples thus consist of the ten cases
shown in Figure 5-4.

The ten dots shown on the graph in Figure 5-5
represent these ten samples. Because we're tak-
ing samples of only one, they also represent the
“means” we would get as estimates of the popu-
lation. The distribution of the dots on the graph
is called the sampling distribution. Obviously, it
wouldn’t be a very good idea to select a sample of
only one, because the chances are great that we'll
miss the true mean of $4.50 by quite a bit.

Now suppose we take a sample of two. As
shown in Figure 5-6, increasing the sample size im-
proves our estimations. There are now 45 possible
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The Sampling Distribution of Samples of 2. By merely increasing

our sample size to 2, we get possible samples that provide somewhat
better estimates of the mean. We couldn’t get either $0 or $9, and

the estimates are beginning to cluster around the true value of the
mean: $4.50.

samples: [$0 $17], [$0 $2], ... [$7 $8], [$8 $9].
Moreover, some of those samples produce the same
means. For example, [$0 $6], [$1 $5], and [$2 $4]
all produce means of $3. In Figure 5-6, the three
dots shown above the $3 mean represent those
three samples.

Moreover, the 45 samples are not evenly dis-
tributed, as they were when the sample size was
only one. Rather, they're somewhat clustered
around the true value of $4.50. Only two possible
samples deviate by as much as $4 from the true
value ([$0 $1] and [$8 $9]), whereas five of the
samples would give the true estimate of $4.50;
another eight samples miss the mark by only
50 cents (plus or minus).

Now suppose we select even larger samples.
What do you think that will do to our estimates of
the mean? Figure 5-7 presents the sampling distri-
butions of samples of 3, 4, 5, and 6.

The progression of sampling distributions is
clear. Every increase in sample size improves the
distribution of estimates of the mean. The limiting
case in this procedure, of course, is to select a sam-
ple of ten. There would be only one possible sam-
ple (everyone) and it would give us the true mean
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The Sampling Distributions of Samples of 3, 4, 5, and 6. As we increase the sample size, the possible samples cluster evermore tightly around
the true value of the mean. The chance of extremely inaccurate estimates is reduced at the two ends of the distribution, and the percentage of the
samples near the true value keeps increasing.



0 50 100
Percent of students approving of the student code
FIGURE 5-8

Range of Possible Sample Study Results. Shifting to a more realistic
example, let's assume that we want to sample student attitudes con-
cerning a proposed conduct code. Let's assume that 50 percent of the
whole student body approves and 50 percent disapproves—though
the researcher doesn’t know that.

of $4.50. As we'll see shortly, this principle applies
to actual sampling of meaningful populations. The
larger the sample selected, the more accurate it is as
an estimation of the population from which it was
drawn.

Sampling Distribution

and Estimates of Sampling Error

Let’s turn now to a more realistic sampling situ-
ation involving a much larger population and

see how the notion of sampling distribution ap-
plies. Assume that we wish to study the student
population of State University (SU) to determine
the percentage of students who approve or disap-
prove of a student-conduct code proposed by the
administration. The study population will be the
aggregation of, say, 20,000 students contained in a
student roster: the sampling frame. The elements
will be the individual students at SU. We'll select a
random sample of, say, 100 students for the pur-
poses of estimating the entire student body. The
variable under consideration will be attitudes toward
the code, a binomial variable: approve and disapprove.
(The logic of probability sampling applies to the
examination of other types of variables, such as
mean income, but the computations are somewhat
more complicated. Consequently, this introduction
focuses on binomials.)

The horizontal axis of Figure 5-8 presents all
possible values of this parameter in the population—
from 0 percent to 100 percent approval. The mid-
point of the axis—50 percent—represents half the
students approving of the code and the other half
disapproving.

To choose our sample, we give each student on
the student roster a number and select 100 random
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Sample 2 (51%)

Sample 1 (48%) \ / Sample 3 (52%)
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FIGURE 5-9

Results Produced by Three Hypothetical Studies. Assuming a large
student body, let’s suppose that we selected three different samples,
each of substantial size. We would not necessarily expect those
samples to perfectly reflect attitudes of the whole student body, but
they should come reasonably close.

numbers from a table of random numbers. Then
we interview the 100 students whose numbers
have been selected and ask for their attitudes to-
ward the student code: whether they approve or
disapprove. Suppose this operation gives us 48 stu-
dents who approve of the code and 52 who disap-
prove. This summary description of a variable in a
sample is called a statistic. We present this statistic
by placing a dot on the x axis at the point repre-
senting 48 percent.

Now let’s suppose we select another sample of
100 students in exactly the same fashion and mea-
sure their approval or disapproval of the student
code. Perhaps 51 students in the second sample
approve of the code. We place another dot in the
appropriate place on the x axis. Repeating this pro-
cess once more, we may discover that 52 students
in the third sample approve of the code.

Figure 5-9 presents the three different sample
statistics representing the percentages of students in
each of the three random samples who approved
of the student code. The basic rule of random sam-
pling is that such samples drawn from a population
give estimates of the parameter that exists in the
total population. Each of the random samples,
then, gives us an estimate of the percentage of stu-
dents in the total student body who approve of
the student code. Unhappily, however, we have

statistic The summary description of a variable in a
sample, used to estimate a population parameter.
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The Sampling Distribution. If we were to select a large number of good samples, we
would expect them to cluster around the true value (50 percent), but given enough such

samples, a few would fall far from the mark.

selected three samples and now have three sepa-
rate estimates.

To retrieve ourselves from this problem, let’s
draw more and more samples of 100 students each,
question each of the samples concerning their ap-
proval or disapproval of the code, and plot the new
sample statistics on our summary graph. In draw-
ing many such samples, we discover that some of
the new samples provide duplicate estimates, as in
the illustration of ten cases. Figure 5-10 shows the
sampling distribution of, say, hundreds of samples.
This is often referred to as a normal curve.

Note that by increasing the number of samples
selected and interviewed, we’ve also increased the
range of estimates provided by the sampling opera-
tion. In one sense we’ve increased our dilemma in
attempting to guess the parameter in the popula-
tion. Probability theory, however, provides certain
important rules regarding the sampling distribution
presented in Figure 5-10.

First, if many independent random samples
are selected from a population, the sample statis-
tics provided by those samples will be distributed
around the population parameter in a known way.

sampling error The degree of error to be expected
by virtue of studying a sample instead of everyone.
For probability sampling, the maximum error
depends on three factors: the sample size, the
diversity of the population, and the confidence level.

Thus, although Figure 5-10 shows a wide range
of estimates, more of them are in the vicinity of
50 percent than elsewhere in the graph. Probability
theory tells us, then, that the true value is in the
vicinity of 50 percent.

Second, probability theory gives us a formula
for estimating how closely the sample statistics
are clustered around the true value. To put it an-
other way, probability theory enables us to estimate
the sampling error—the degree of error to be
expected for a given sample design. This formula
contains three factors: the parameter, the sam-
ple size, and the standard error (a measure of
sampling error):

s =

n

The symbols P and Q in the formula equal the
population parameters for the binomial: If 60 per-
cent of the student body approve of the code and
40 percent disapprove, P and Q are 60 percent and
40 percent, respectively, or 0.6 and 0.4. Note that
Q=1-Pand P =1 - Q. The symbol 7 equals the
number of cases in each sample, and s is the stan-
dard error.

Let’s assume that the population parameter in
the student example is 50 percent approving of the
code and 50 percent disapproving. Recall that we've
been selecting samples of 100 cases each. When
these numbers are put into the formula, we find that
the standard error equals 0.05, or 5 percent.



In probability theory, the standard error is a
valuable piece of information because it indicates
the extent to which the sample estimates will be
distributed around the population parameter. (If
you're familiar with the standard deviation in sta-
tistics, you may recognize that the standard error,
in this case, is the standard deviation of the sam-
pling distribution.) Specifically, probability theory
indicates that certain proportions of the sample es-
timates will fall within specified increments—each
equal to one standard error—from the population
parameter. Approximately 34 percent (0.3413) of
the sample estimates will fall within one standard
error increment above the population parameter,
and another 34 percent will fall within one stan-
dard error below the parameter. In our example,
the standard error increment is 5 percent, so we
know that 34 percent of our samples will give es-
timates of student approval between 50 percent
(the parameter) and 55 percent (one standard error
above); another 34 percent of the samples will give
estimates between 50 percent and 45 percent (one
standard error below the parameter). Taken to-
gether, then, we know that roughly two-thirds
(68 percent) of the samples will give estimates
within 5 percent of the parameter.

Moreover, probability theory dictates that
roughly 95 percent of the samples will fall within
plus or minus two standard errors of the true value,
and 99.9 percent of the samples will fall within plus
or minus three standard errors. In our present ex-
ample, then, we know that only one sample out of
a thousand would give an estimate lower than 35
percent approval or higher than 65 percent.

The proportion of samples falling within one,
two, or three standard errors of the parameter
is constant for any random sampling procedure
such as the one just described, providing that a
large number of samples are selected. The size of
the standard error in any given case, however, is
a function of the population parameter and the
sample size. If we return to the formula for a mo-
ment, we note that the standard error will increase
as a function of an increase in the quantity P times
Q. Note further that this quantity reaches its maxi-
mum in the situation of an even split in the popu-
lation. If P= 0.5, PQ = 0.25; if P= 0.6, PQ = 0.24;
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it P=0.8, PQ=0.16; if P=0.99, PQ = 0.0099. By
extension, if P is either 0.0 or 1.0 (either 0 percent
or 100 percent approve of the student code), the
standard error will be 0. If everyone in the popu-
lation has the same attitude (no variation), then
every sample will give exactly that estimate.

The standard error is also a function of the
sample size—an inverse function. As the sample
size increases, the standard error decreases. As the
sample size increases, the several samples will be
clustered nearer to the true value. Another gen-
eral guideline is evident in the formula: Because
of the square-root formula, the standard error is
reduced by half if the sample size is quadrupled.

In our present example, samples of 100 produce a
standard error of 5 percent; to reduce the standard
error to 2.5 percent, we must increase the sample

size to 400.

All of this information is provided by established
probability theory in reference to the selection of
large numbers of random samples. (If you've taken
a statistics course, you may know this as the Cen-
tral Tendency Theorem.) If the population param-
eter is known and many random samples are
selected, we can predict how many of the sample
estimates will fall within specified intervals from
the parameter.

Recognize that this discussion illustrates only
the logic of probability sampling; it does not de-
scribe the way research is actually conducted. Usu-
ally, we don’t know the parameter: The very reason
we conduct a sample survey is to estimate that
value. Moreover, we don’t actually select large
numbers of samples: We select only one sample.
Nevertheless, the preceding discussion of probabil-
ity theory provides the basis for inferences about
the typical social research situation. Knowing what
it would be like to select thousands of samples al-
lows us to make assumptions about the one sample
we do select and study.

Confidence Levels and Confidence Intervals

Whereas probability theory specifies that 68 percent
of that fictitious large number of samples would

produce estimates falling within one standard error
of the parameter, we can turn the logic around and
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infer that any single random sample estimate has a
68 percent chance of falling within that range. This
observation leads us to the two key components of
sampling error estimates: confidence level and
confidence interval. We express the accuracy

of our sample statistics in terms of a level of con-
fidence that the statistics fall within a specified
interval from the parameter. For example, we may
say we are 95 percent confident that our sample
statistics (for example, 50 percent favor the new
student code) are within plus or minus 5 per-
centage points of the population parameter. As the
confidence interval is expanded for a given statistic,
our confidence increases. For example, we may say
that we are 99.9 percent confident that our statistic
falls within three standard errors of the true value.
(Now perhaps you can appreciate the humorous
quip of unknown origin: Statistics means never
having to say you are certain.)

Although we may be confident (at some level)
of being within a certain range of the parameter,
we’ve already noted that we seldom know what
the parameter is. To resolve this problem, we sub-
stitute our sample estimate for the parameter in the
formula; that is, lacking the true value, we substi-
tute the best available guess.

The result of these inferences and estimations
is that we can estimate a population parameter
and also the expected degree of error on the basis
of one sample drawn from a population. Begin-
ning with the question “What percentage of the
student body approves of the student code?” you
could select a random sample of 100 students and
interview them. You might then report that your
best estimate is that 50 percent of the student body
approves of the code and that you are 95 percent
confident that between 40 and 60 percent (plus
or minus two standard errors) approve. The range

confidence level The estimated probability that a
population parameter lies within a given confidence
interval. Thus, we might be 95 percent confident
that between 35 and 45 percent of all voters favor
Candidate A.

confidence interval The range of values within
which a population parameter is estimated to lie.

from 40 to 60 percent is the confidence interval.
(At the 68 percent confidence level, the confidence
interval would be 45-55 percent.)

The logic of confidence levels and confidence
intervals also provides the basis for determining the
appropriate sample size for a study. Once you've
decided on the degree of sampling error you can
tolerate, you'll be able to calculate the number of
cases needed in your sample. Thus, for example,
if you want to be 95 percent confident that your
study findings are accurate within plus or minus
5 percentage points of the population parameters,
you should select a sample of at least 400. (Appen-
dix F is a convenient guide in this regard.)

This, then, is the basic logic of probability sam-
pling. Random selection permits the researcher
to link findings from a sample to the body of
probability theory so as to estimate the accuracy
of those findings. All statements of accuracy in
sampling must specify both a confidence level and
a confidence interval. The researcher must report
that he or she is x percent confident that the popu-
lation parameter is between two specific values.

In this example, I've demonstrated the logic of
sampling error using a variable analyzed in per-
centages. A different statistical procedure would be
required to calculate the standard error for a mean,
for example, but the overall logic is the same.

Notice that nowhere in this discussion of sam-
ple size and accuracy of estimates did we consider
the size of the population being studied. This is
because the population size is almost always irrel-
evant. A sample of 2,000 respondents drawn prop-
erly to represent Vermont voters will be no more
accurate than a sample of 2,000 drawn properly
to represent all voters in the United States, even
though the Vermont sample would be a substan-
tially larger proportion of that small state’s voters
than would the same number chosen to represent
the nation’s voters. The reason for this counter-
intuitive fact is that the equations for calculating
sampling error all assume that the populations
being sampled are infinitely large, so every sample
would equal 0 percent of the whole.

Of course, this is not literally true in practice.
However, a sample of 2,000 represents only 0.61
percent of the Vermonters who voted for president



in the 2008 election, and a sample of 2,000 U.S.
voters represents a mere 0.0015 percent of the
national electorate. Both of these proportions are
sufficiently small as to approach the situation with
infinitely large populations.

Unless a sample represents, say, 5 percent or
more of the population it’s drawn from, that pro-
portion is irrelevant. In those rare cases of large
proportions being selected, a “finite population cor-
rection” can be calculated to adjust the confidence
intervals. The following formula calculates the pro-
portion to be multiplied against the calculated error.

. . . N—n
finite population correction = N1

In the formula, N is the population size and
n is the size of the sample. Notice that in the ex-
treme case where you studied the whole popula-
tion (hence N = n), the formula would yield zero as
the finite population correction. Multiplying zero
times the sampling error calculated by the earlier
formula would give a final sampling error of zero,
which would, of course, be precisely the case since
you wouldn’t have sampled at all.

Lest you weary of the statistical nature of this
discussion, it is useful to realize what an amazing
thing we have been examining. There is remark-
able order within what might seem random and
chaotic. One of the researchers to whom we owe
this observation is Sir Francis Galton (1822-1911),

Order in Apparent Chaos—I know of scarcely
anything so apt to impress the imagination as
the wonderful form of cosmic order expressed
by the “Law of Frequency of Error.” The law
would have been personified by the Greeks
and deified, if they had known of it. It reigns
with serenity and in complete self-effacement
amidst the wildest confusion. The huger the
mob, and the greater the apparent anarchy, the
more perfect is its sway. It is the supreme law
of Unreason (1889: 66).

Two cautions are in order before we conclude
this discussion of the basic logic of probability sam-
pling. First, the survey uses of probability theory as
discussed here are technically not wholly justified.
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The theory of sampling distribution makes assump-
tions that almost never apply in survey conditions.
The exact proportion of samples contained within
specified increments of standard errors, for ex-
ample, mathematically assumes an infinitely large
population, an infinite number of samples, and
sampling with replacement—that is, every sam-
pling unit selected is “thrown back into the pot”
and could be selected again. Second, our discus-
sion has greatly oversimplified the inferential jump
from the distribution of several samples to the
probable characteristics of one sample.

I offer these cautions to provide perspective on
the uses of probability theory in sampling. Social
researchers often appear to overestimate the preci-
sion of estimates produced by the use of probability
theory. As I'll mention elsewhere in this chapter
and throughout the book, variations in sampling
techniques and nonsampling factors may further
reduce the legitimacy of such estimates. For exam-
ple, those selected in a sample who fail or refuse to
participate detract further from the representative-
ness of the sample.

Nevertheless, the calculations discussed in this
section can be extremely valuable to you in under-
standing and evaluating your data. Although the
calculations do not provide as precise estimates as
some researchers might assume, they can be quite
valid for practical purposes. They are unquestion-
ably more valid than less-rigorously derived esti-
mates based on less-rigorous sampling methods.
Most important, being familiar with the basic logic
underlying the calculations can help you react sen-
sibly both to your own data and to those reported
by others.

Populations
and Sampling Frames

The preceding section introduced the theoretical
model for social research sampling. Although as
students, research consumers, and researchers we
need to understand that theory, it’s no less impor-
tant to appreciate the less-than-perfect conditions
that exist in the field. In this section we’ll look

at one aspect of field conditions that requires a
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compromise with idealized theoretical conditions
and assumptions: the congruence of or disparity
between populations of sampling frames.

Simply put, a sampling frame is the list or
quasi list of elements from which a probability
sample is selected. If a sample of students is selected
from a student roster, the roster is the sampling
frame. If the primary sampling unit for a complex
population sample is the census block, the list of
census blocks composes the sampling frame—in
the form of a printed booklet or, better, some digital
format permitting computer manipulation. Here
are some reports of sampling frames appearing in
research journals. In each example I've italicized
the actual sampling frames.

We purchased a list of 50,000 Maryland resi-
dents who were registered to vote from Aristotle,
which maintains a national database including
175 million registered voters. We refer to these
residents as “registered voters” even though
some of them have not actually gone to the polls
in some time. The Aristotle database is compiled
from state records, county boards of elections,
state boards of registrars, etc.

(Tourangeau et al. 2010: 416)

Respondents were undergraduates enrolled in
introductory psychology classes at Ohio State
University in spring 2001.

(Chang and Krosnick, 2010: 155)

The data reported in this paper . . . were gath-
ered from a probability sample of adults aged 18
and over residing in households in the 48 contiguous
United States. Personal interviews with 1,914
respondents were conducted by the Survey
Research Center of the University of Michigan
during the fall of 1975.

(Jackman and Senter 1980: 345)

sampling frame That list or quasi list of units com-
posing a population from which a sample is selected.
If the sample is to be representative of the popula-
tion, it is essential that the sampling frame include
all (or nearly all) members of the population.

Properly drawn samples provide information
appropriate for describing the population of ele-
ments composing the sampling frame—nothing
more. I emphasize this point in view of the all-too-
common tendency for researchers to select samples
from a given sampling frame and then make asser-
tions about a population similar to, but not iden-
tical to, the population defined by the sampling
frame.

For example, take a look at this report, which
discusses the drugs most frequently prescribed by
U.S. physicians:

Information on prescription drug sales is not
easy to obtain. But Rinaldo V. DeNuzzo, a
professor of pharmacy at the Albany College

of Pharmacy, Union University, Albany, NY,
has been tracking prescription drug sales for

25 years by polling nearby drugstores. He pub-
lishes the results in an industry trade magazine,
MMEM.

DeNuzzo’s latest survey, covering 1980,
is based on reports from 66 pharmacies in
48 communities in New York and New Jersey.
Unless there is something peculiar about that
part of the country, his findings can be taken
as representative of what happens across the
country.

(Moskowitz 1981: 33)

What is striking in the excerpt is the casual com-
ment about whether there is anything peculiar
about New York and New Jersey. There is. The
lifestyle in these two states hardly typifies the other
48. We cannot assume that residents in these large,
urbanized, eastern seaboard states necessarily have
the same drug-use patterns that residents of Missis-
sippi, Nebraska, or Vermont do.

Does the survey even represent prescription
patterns in New York and New Jersey? To deter-
mine that, we would have to know something
about the way the 48 communities and the 66 phar-
macies were selected. We should be wary in this
regard, in view of the reference to “polling nearby
drugstores.” As we'll see, there are several methods
for selecting samples that ensure representative-
ness, and unless they’re used, we shouldn’t gener-
alize from the study findings.



A sampling frame, then, covers the population
we wish to study. In the simplest sample design,
the sampling frame is a list of the elements com-
posing the study population. In practice, though,
existing sampling frames often define the study
population rather than the other way around. That
is, we often begin with a population in mind for
our study; then we search for possible sampling
frames. Having examined and evaluated the frames
available for our use, we decide which frame pres-
ents a study population most appropriate to our
needs.

Studies of organizations are often the simplest
from a sampling standpoint because organizations
typically have membership lists. In such cases, the
list of members constitutes an excellent sampling
frame. If a random sample is selected from a mem-
bership list, the data collected from that sample
may be taken as representative of all members—if
all members are included in the list.

Populations that can be sampled from good
organizational lists include elementary school,
high school, and university students and faculty;
church members; factory workers; fraternity or
sorority members; members of social, service,
or political clubs; and members of professional
associations.

The preceding comments apply primarily to
local organizations. Often, statewide or national
organizations do not have a single membership list.
There is, for example, no single list of Episcopalian
church members. However, a slightly more com-
plex sample design could take advantage of local
church membership lists by first sampling churches
and then subsampling the membership lists of
those churches selected. (More about that later.)

Other lists of individuals may be especially rel-
evant to the research needs of a particular study.
Government agencies maintain lists of registered
voters, for example, and some political pollsters use
registration-based sampling (RBS), using those lists.
In some cases, there may be delays in keeping such
files up-to-date, and a person who is registered
to vote may not actually do so in the election of
interest.

Other lists that may be available contain the
names of automobile owners, welfare recipients,
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taxpayers, business permit holders, licensed profes-
sionals, and so forth. Although it may be difficult
to gain access to some of these lists, they provide
excellent sampling frames for specialized research
purposes.

Of course, the sampling elements in a study
need not be individuals. Social researchers might
use lists of universities, businesses, cities, academic
journals, newspapers, unions, political clubs, pro-
fessional associations, and so forth.

Telephone directories were once used for
“quick-and-dirty” public opinion polls. They're easy
and inexpensive to use—no doubt the reason for
their popularity. And, if you want to make asser-
tions about telephone subscribers, the directory is a
fairly good sampling frame. (Realize, of course, that
a given directory will not include new subscribers
or those who have requested unlisted numbers.
Sampling is further complicated by the directories’
inclusion of nonresidential listings.) Unfortunately,
telephone directories are all too often used as a
listing of a city’s population or of its voters. Of the
many defects in this reasoning, the chief one in-
volves a bias, as we have seen. Poor people are less
likely to have telephones; rich people may have
more than one line. A telephone directory sample,
therefore, is likely to have a middle- or upper-class
bias. As we'll see a little later, the telephone direc-
tory may produce an age bias, since many young
people have only cell phones.

The class bias inherent in telephone direc-
tory samples is often hidden. Pre-election polls
conducted in this fashion are sometimes quite
accurate, perhaps because of the class bias evident
in voting itself: Poor people are less likely to vote.
Frequently, then, these two biases nearly coincide,
so that the results of a telephone poll may come
very close to the final election outcome. Unhappily,
you never know for sure until after the election.
And sometimes, as in the case of the 1936 Literary
Digest poll, you may discover that the voters have
not acted according to the expected class biases.
The ultimate disadvantage of this method, then, is
the researcher’s inability to estimate the degree of
error to be expected in the sample findings.

In Chapter 8 we’ll return to the matter of
sampling telephones, in connection with survey
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research. We'll examine random-digit dialing,
which was developed to resolve some of the prob-
lems just discussed, and we’ll see that the growth
in popularity of cell phones has further complicated
matters.

Street directories and tax maps are sometimes
used for easy samples of households, but they may
present incompleteness and bias. For example, in
strictly zoned urban regions, illegal housing units
are unlikely to appear on official records. As a re-
sult, such units could not be selected, and sample
findings could not be representative of those units,
which are often poorer and more crowded than the
average.

The preceding comments apply to the United
States but not to all countries. In Japan, for ex-
ample, the government maintains quite accurate
population registration lists. Moreover, citizens
are required by law to keep their information
up-to-date, such as changes in residence or
births and deaths in the household. As a conse-
quence, you can select simple random samples
of the population more easily in Japan than in
the United States. Such a registration list in the
United States would conflict directly with this
country’s norms regarding individual privacy.

In recent years, American researchers have
begun experimenting with address files maintained
by the U.S. Postal Service, such as the Special De-
livery Sequence File. As problems have increasingly
arisen with regard to the sampling of telephone
numbers (discussed further in Chapter 8), address-
based sampling (ABS) for use in mail surveys has
been improving (Link et al. 2008).

Review of Populations
and Sampling Frames

Because social research literature gives surprisingly
little attention to the issues of populations and
sampling frames, I've devoted special attention to
them. Here is a summary of the main guidelines to
remember:

1. Findings based on a sample can be taken as
representing only the aggregation of elements
that compose the sampling frame.

2. Often, sampling frames do not truly include
all the elements their names might imply.
Omissions are almost inevitable. Thus, a first
concern of the researcher must be to assess the
extent of the omissions and to correct them
if possible. (Of course, the researcher may
feel that he or she can safely ignore a small
number of omissions that cannot easily be
corrected.)

3. To be generalized even to the population
composing the sampling frame, all elements
must have equal representation in the frame.
Typically, each element should appear only
once. Elements that appear more than once
will have a greater probability of selection, and
the sample will, overall, overrepresent those
elements.

Other, more practical matters relating to
populations and sampling frames will be treated
elsewhere in this book. For example, the form of
the sampling frame—such as a list in a publica-
tion, a 3-by-5 card file, CD-ROM, or USB storage
drive—can affect how easy it is to use. And ease
of use may often take priority over scientific con-
siderations: An “easier” list may be chosen over a
“harder” one, even though the latter is more ap-
propriate to the target population. We should not
take a dogmatic position in this regard, but every
researcher should carefully weigh the relative ad-
vantages and disadvantages of such alternatives.

Types of Sampling Designs

Up to this point, we’ve focused on simple random
sampling. Indeed, the body of statistics typically
used by social researchers assumes such a sample.
As you'll see shortly, however, you have several
options in choosing your sampling method, and
you'll seldom if ever choose simple random sam-
pling. There are two reasons for this. First, with all
but the simplest sampling frame, simple random
sampling is not feasible. Second, and probably sur-
prisingly, simple random sampling may not be the
most accurate method available. Let’s turn now to
a discussion of simple random sampling and the
other options available.



Simple Random Sampling

As noted, simple random sampling (SRS) is
the basic sampling method assumed in the statisti-
cal computations of social research. Because the
mathematics of random sampling are especially
complex, we’'ll detour around them in favor of
describing the ways of employing this method in
the field.

Once a sampling frame has been properly
established, to use simple random sampling the
researcher assigns a single number to each element
in the list, not skipping any number in the process.
A table of random numbers (Appendix C) is then
used to select elements for the sample. See the Tips
and Tools feature, “Using a Table of Random Num-
bers” for more about this process.

If your sampling frame is in a machine-readable
form, such as CD-ROM or USB storage drive, a
computer can automatically select a simple random
sample. (In effect, the computer program numbers
the elements in the sampling frame, generates its
own series of random numbers, and prints out the
list of elements selected.)

Figure 5-11 offers a graphic illustration of sim-
ple random sampling. Note that the members of our
hypothetical micropopulation have been numbered
from 1 to 100. Moving to Appendix C, we decide
to use the last two digits of the first column and to
begin with the third number from the top. This
yields person number 30 as the first one selected
into the sample. Number 67 is next, and so forth.
(Person 100 would have been selected if “00” had
come up in the list.)

Systematic Sampling

Simple random sampling is seldom used in practice.
As you'll see, it’s not usually the most efficient
method, and it can be laborious if done manually.
Typically, simple random sampling requires a list of
elements. When such a list is available, researchers
usually employ systematic sampling instead.

In systematic sampling, every kth element in
the total list is chosen (systematically) for inclusion
in the sample. If the list contained 10,000 elements
and you wanted a sample of 1,000, you would
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select every tenth element for your sample. To en-
sure against any possible human bias in using this
method, you should select the first element at ran-
dom. Thus, in the preceding example, you would
begin by selecting a random number between one
and ten. The element having that number is in-
cluded in the sample, plus every tenth element
following it. This method is technically referred to
as a systematic sample with a random start. Two terms
are frequently used in connection with systematic
sampling. The sampling interval is the standard
distance between elements selected in the sample:
ten in the preceding sample. The sampling ratio
is the proportion of elements in the population that
are selected: 1/10 in the example.

sampling interval = W
sample size

sample size

sampling ratio = ————————
population size

In practice, systematic sampling is virtually
identical to simple random sampling. If the list of
elements is indeed randomized before sampling,
one might argue that a systematic sample drawn
from that list is in fact a simple random sample.
By now, debates over the relative merits of simple
random sampling and systematic sampling have

simple random sampling (SRS) A type of prob-
ability sampling in which the units composing a
population are assigned numbers. A set of random
numbers is then generated, and the units having
those numbers are included in the sample.

systematic sampling A type of probability sam-
pling in which every kth unit in a list is selected for
inclusion in the sample—for example, every 25th
student in the college directory of students. You
compute k by dividing the size of the population

by the desired sample size; k is called the sampling
interval. Within certain constraints, systematic sam-
pling is a functional equivalent of simple random
sampling and is usually easier to do. Typically, the
first unit is selected at random.

sampling interval The standard distance between
elements selected from a population for a sample.
sampling ratio The proportion of elements in the
population that are selected to be in a sample.
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Tips and Tools

Using a Table of Random Numbers

In social research, it's often appropriate to select a set of random num-
bers from a table such as the one in Appendix C. Here's how to do that.

Suppose you want to select a simple random sample of 100 peaple
(or other units) out of a population totaling 980.

1. Tobegin, number the members of the population: in this case,
from 1 t0 980. Now the task is to select 100 random numbers.
Once you've done that, your sample will consist of the people
having the numbers you've selected. (Note: It's not essential to
actually number them, as long as you're sure of the total. If you
have them in a list, for example, you can always count through the
list after you've selected the numbers.)

2. The nextstep is to determine the number of digits you'll need
in the random numbers you select. In our example, there are
980 members of the population, so you'll need three-digit
numbers to give everyone a chance of selection. (If there were
11,825 members of the population, youd need to select five-digit
numbers.) Thus, we want to select 100 random numbers in the
range from 001 to 980.

3. Now turn to the first page of Appendix C. Notice there are several
rows and columns of five-digit numbers, and are two pages, with
the columns continuing from the first page to the second. The table
represents a series of random numbers in the range from 00001 to
99999. To use the table for your hypothetical sample, you have to
answer these questions:

a. How will you create three-digit numbers out of five-digit
numbers?

b. What pattern will you follow in moving through the table to
select your numbers?

¢ Where will you start?

Each of these questions has several satisfactory answers. The key is to
create a plan and follow it. Here's an example.

4. To create three-digit numbers from five-digit numbers, let’s agree
to select five-digit numbers from the table but consider only the
left-most three digits in each case. If we picked the first number on

the first page—10480—we'd consider only the 104. (We could
agree to take the digits farthest to the right, 480, or the middle
three digits, 048, and any of these plans would work.) They key is
to make a plan and stick with it. For convenience, let’s use the left-
most three digits.

We can also choose to progress through the tables any way we
want: down the columns, up them, across to the right or to the left,
or diagonally. Again, any of these plans will work just fine as long
as we stick to it. For convenience, let’s agree to move down the
columns. When we get to the bottom of one column, we'll go to
the top of the next.

Now, where do we start? You can close your eyes and stick a pencil
into the table and start wherever the pencil point lands. (I know

it doesn't sound scientific, but it works.) Or, if you're afraid you'll
hurt the book or miss it altogether, close your eyes and make up a
column number and a row number. (“I'll pick the number in the
fifth row of column 2.") Start with that number.

Let's suppose we decide to start with the fifth number in column 2.
Ifyou look on the first page of Appendix C, you'll see that the
starting number is 39975. We've selected 399 as our first random
number, and we have 99 more to go. Moving down the second
column, we select 069, 729, 919, 143, 368, 695, 409, 939, and

so forth. At the bottom of column 2 (on the second page of this
table), we select number 017 and cont