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comments. 
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Introduction 

1. The method of infinite descent 

1.1 One way of proving the irrationality of the square root of 2 is the 
following one, known as the infinite descent method [I]. Assume that x 
and y are non-zero positive integers such that 

(1) x2 = 2y2. 

Then x2 is even, hence x is even, 

(2) x = 2z, 

say. Substituting in (1) and dividing by two we get 

(3) y2 = 2z2. 

In other words, we have a new solution of (1). But this solution (y, z) is 
smaller than the previous one. For instance, the squared norm y2 + Z2 

of the vector (y,·z) is smaller than x 2 + y2. 

We can repeat the argument starting from the solution (y, z) to get a 
new solution (z, t), and so on. Since a bounded set of integers is finite, 
this "descent" must end. We get a solution of (1) with either x or y 
equal to zero. But then, by (2), the original solution must also be the 
trivial one; a contradiction. 

1.2 One may wonder whether this method of infinite descent, due to 
Fermat, can solve all diophantine equations, i.e., systems of polynomial 
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equations with integral coefficients and integral unknowns. It is very 
appropriate for showing that a diophantine equation has no nontrivial 
solution; for instance, x4 + y4 = Z2 or x 3 + y3 = Z3 [WI]. 

It is also a good method for obtaining infinitely many solutions. One 
starts with a few small solutions; then, by running the descent argument 
backwards, these generate infinitely many others. This applies to Pell's 
equation and to the proof of the Mordell-Weil theorem. 

But the argument we just made suggests that, when descent applies, 
there are either zero or infinitely many nontrivial solutions. Indeed, if 
there are finitely many solutions, when trying to show there are no more, 
we would have to be sure that the descent process avoids the nontrivial 
ones! 

1.3 To overcome this difficulty, we describe the method of infinite de­
scent in other terms. Forgetting the (fortuitous?) fact that equation (3) 
repeats equation (1), we may say that infinite descent is a combination 
of congruence and height (= size) arguments. In that sense, one may 
hope for a geometry which, instead of using these two kinds of arguments 
one after the other, would involve them simultaneously. Such a static 
version of infinite descent might prove finiteness theorems. 

1.4 The Grothendieck theory of schemes gives an adequate geometric 
generalization of the congruence arguments in diophantine equations. 
Indeed, a scheme X over 7l is viewed as a family of varieties over Spec 7l, 
the fiber at a prime p being the reduction of X modulo p. 

Given such a variety X, if we want to control the height of its points 
we have to consider the complex variety X(CC) (we assume it is smooth) 
from the point of view of hermitian complex geometry. This means that 
we endow holomorphic vector bundles on X(CC) with smooth hermitian 
metrics. 

Arakelov geometry [Al][A2] is a combination of schemes and hermi­
tian complex geometry. Its main achievement today is the proof of the 
Mordell conjecture [Fl][V2][Bo]: a smooth projective curve of genus 
greater than one has only finitely many rational points. 

1.5 As we said earlier, Arakelov geometry is a static generalization 
of infinite descent. For instance, when doing intersection theory on X 
(see Chapter I below) one is not allowed to move the cycles; no analog 
of Chow's Moving Lemma is known over 7l. A more dynamic approach 
would be an adelic variant of Arakelov geometry. The main object of 
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study in this theory would be a smooth variety V over <Q, and vector 
bundles on V equipped with metrics at archimedean places, and p-adic 
analogs of these at finite places. Such an adelic geometry is still to be 
built. 

2. The analogy between function fields and number fields 

2.1 Several authors, including A. Weil [W2J, have emphasized the 
analogy between a number field, Le., a finite extension of <Q, and the 
field CC(S) of meromorphic functions on a smooth complete curve S. 

For instance, for any function IE CC(S), I =I- 0, and any point XES, 

denote by vA!) E 7l the valuation of I at x, Le., the order of vanishing 
of f at x or minus the order of the pole of I at x. From the Cauchy 
residue lormula we get 

(4) 2>x(f) = 2)lesx (j) = 0, 
xES xES 

where Resx denotes the residue at x of differential forms. 
When I E <Q* is a rational number we have the product lormula 

(5) III = IIpvp(f) , 
p 

where p runs over all integral primes and vp(f) E 7l is the p-adic valua­
tion of I. If we define 

(6) voo(f) = -log III E It, 

we may rewrite (5) as 

(7) L vp(f) log(P) + voo(f) = 0, 
p 

an analog for <Q of equation (4) for CC(S). 
From this example we see that, in this analogy, the complete curve 

S is analogous to the affine scheme Spec 7l to which is added a point 
at infinity (at this point the archimedean norm is used instead of dis­
crete valuations). This fits with the view expressed above that algebraic 
geometry has to be completed by hermitian complex geometry. 

2.2 In general, let X be an arithmetic variety. By this we mean a 
regular scheme, projective and flat over 7l. 

In other words, we consider a system of polynomial equations 

(8) h(xo,··· ,XN) = h(xo,··· ,XN) = ... = h(xo,··· ,XN) = 0, 

where /1, ... , h E 7l[Xo,···, XN] are homogeneous polynomials with 
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integral coefficients. These define the projective scheme X = Proj(S), 
where S is the quotient of Z[Xo,···, XN 1 by the ideal generated by 
It, ... , !k. The points of X are those homogeneous prime ideals P in 
S which do not contain the augmentation ideal ([HJ, 11.2). The map 
f : X --> Spec Z maps P to P n Z. The fiber of f over a prime integer 
(special fiber) is the variety f- 1(PZ) = X/p = Proj(S/pS) over the field 
with p elements. The generic fiber is f- 1((0)) = XC(! = Proj(S ®z <Q). 
We assume that X is regular and that f is flat, i.e. S is torsion free. It 
follows that X/p is smooth, except for finitely many values of p, like q 
in Figure 1, where it may not even be reduced. 

X/q 

~ 
" 
/~ 

/ YJ 

X 

Spec(Z) 

p q 00 

Figure 1: An arithmetic variety 

In the same way that we completed Spec Z by adding a point 00 to 
it, we "complete" the family X of varieties over Spec Z by adding to 
it the complex variety Xoo = X(<r) , i.e. the set of complex solutions 
of (8), viewed as the fiber at infinity. We think of the whole family 
as analogous to a complete smooth complex manifold Y fibered over a 
smooth complete curve S via a flat proper map f : Y --> S, and we 
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visualize the situation as in Figure 1. If the fibers of f have dimension 
one, X has Krull dimension two (we call it an arithmetic surface) and 
Xoo is a complex curve (a Riemann surface). Notice that an integral 
solution of (8) is a (rational) point P in X(Z) = X(<Q) c X(CC), i.e. a 
section (j of f. 

The need to control the size of these points P leads us to take as our 
main object of study an algebraic vector bundle E on X, endowed with 
a smooth hermitian metric h on the corresponding holomorphic vector 
bundle Eoo on Xoo (we further assume that h is invariant under the 
complex conjugation Fco on Xco). The pair E = (E, h) will be called 
an hermitian vector bundle on X. 

3. The contents of this book 

3.1 Let X be an arithmetic variety and E an hermitian vector bun­
dle on X. We shall attach to E characteristic classes with values in 
arithmetic Chow groups. 

More specifically, an arithmetic cycle is a pair (Z, g) consisting of an 
algebraic cycle on X, i.e. a finite sum l:",n",Z"" n", E Z, where Z", is 
a closed irreducible subscheme of X, of fixed codimension p, say, and a 
Green current 9 for Z. By this we mean that 9 is a real current on Xco 
which satisfies F~ (g) = (-1 )P-l g and 

(9) ddCg + 6z = w, 

where w is (the current attached to) a smooth form on X co , and 6z is 
the current given by integration on Zco: 

(10) 6z (7]) = L n", [ 7], 

'" J Z,,«(;) 

for any smooth form 7] of appropriate degree. 
The arithmetic Chow group CiiP 

(X) is the abelian group of arith­
metic cycles, modulo the subgroup generated by pairs (0, au + 8v) and 
(div f, -log IfI2 ), where u and v are arbitrary currents of the appropri­
ate degree and div f is the divisor of a non-zero rational function f on 
some irreducible closed subscheme of codimension p - 1 in X. 

-P 
3.2 In Chapter III we study the groups CH (X), showing that they 
have functoriality properties and a graded product structure, at least 
after tensoring them by <Q. To prove these facts is rather difficult, for 
two reasons. 
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First, the intersection theory on a general regular scheme such as X 
cannot be defined in the usual way, since no Moving Lemma is available. 
We remedy this in Chapter I by using algebraic K-theory and Adams 
operations as in [GS1]. In particular, we give a proof of the vanishing 
of Serre's intersection multiplicities of two modules on a regular local 
ring, when the sum of the codimensions of their supports exceeds the 
dimension of the ring. 

A second difficulty is that, given two arithmetic cycles (Z, g) and 
(Z',g'), we need a Green current for their intersection. The formula 

gil = wg' + g6z" 
where w is defined as in (9), is formally satisfactory, but involves a 
product of currents g6z,. To make sense of it in general we need to show 
that we can take for g a smooth form on Xoo - Zoo, of logarithmic type 
along Zoo. This is done in Chapter II. 

3.3 After having set up arithmetic intersection theory, we define in 
~hapter IV characteristic classes for hermitian vector bundles E on X. 
For instance, we get a Chern character class 

(11) clt(E) E E9 CIt (X) @z<Q. 
p~O 

This class satisfies the usual axiomatic properties of a Chern character. 
But it does depend on the choice of a metric on E. Furthermore it is 
not additive for arbitrary exact sequences; it is additiVe, however, on 
orthogonal direct sums. Its failure to be additive on exact sequences is 
given by a secondary characteristic class first introduced by Bott and 
Chern [BC]. Similar results hold for the Chern classes cn(E) and the 
Todd class Td(E). 

3.4 Our next construction is some direct image map for hermitian 
vector bundles. Let I : X ~ Y be a proper flat map between arithmetic 
varieties, smooth on the generic fiber X~. According to [KM], there is a 
canonical line bundle >.(E) on Y whose fiber at every point y E Y is the 
determinant of the cohomology of Xy = 1-1 (y) with coefficients in E: 

(12) >'(E)y = Q9Amax(Hq(Xy,E»<-l)q, 
q~O 

where A ma.x denotes the maximal exterior power, and L -1 the dual of a 
line bundle L. 

To get a metric on >'(E) let us fix a Kahler metric on X oo , hence 
on each fiber Xy, y E Yoo. According to Quillen (Q2] we may then 
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get a smooth metric hQ on )..(E)oo by multiplying its L2-metric (given 
by integration along the fibers) by the exponential of the Ray-Singer 
analytic torsion: 

(13) 

with 

(14) 

hQ = hp . exp(T(E)), 

q::::o 
Here (~(O) is the derivative at the origin of the zeta function (q(s), s E ee, 
of the Laplace operator !::J. q = aa* + ita acting upon forms of type (0, q) 
on X y , y E Yoo, with coefficients in Eoo. 

In Chapter V we study (q(s) and the Quillen metric. Following [BGSl] 
we show that hQ is smooth and compute the curvature on Y 00 of the 
hermitian line bundle )..(E)Q = ()"(E), hQ). It is given by a Riemann­
Roch-Grothendieck formula at the level of forms. 

3.5 When combining the above results with the Riemann-Roch-Gro­
thendieck theorem for algebraic Chow groups, we get in Chapter VI 
a Riemann-Roch-Grothendieck theorem for arithmetic Chow groups. 
Given a proper map f : X -+ Y between arithmetic varieties, smooth on 
XG;l, and an hermitian vector bundle E on X, this theorem states that 

(15) 6(E) = ci()..(E)Q) - f*(clt(E)TdU))(I) 

depends only on the class of E in the Grothendieck group Ko(XG;l) of 
the generic fiber of X; here oP) is the degree one component of a E 

ffi8HP 
(X)@z<Q. 

P::::O 

3.6 An application of this is the following existence theorem of small 
sections for powers of ample line bundles [GS4]. Let L be a hermitian 
line bundle on some arithmetic variety X, of relative dimension dover 
Spec 7l. Assume that L is ample, the metric on Loo is positive, and the 

arithmetic self-intersection y;I+l E 1R of L is positive. Let E be any 
holomorphic vector bundle on X, and r the rank of E. Call hO(X, E @ 

L) E 1R the logarithm of the number of sections s E HO (X, E @ L n) of 
E @ Ln such that 

(16) IIs(x)1I :S 1 for every x E Xoo; 

compare with (6). 
Then, as n goes to infinity, we have 

(17) hO(X,E@L) 2': r y;I+lnd+1 +O(ndlog n). 
(d + I)! 



8 o Introduction 

The proof of this result combines the arithmetic (relative) Riemann­
Roch-Grothendieck theorem for the map X --> Spec 7l with the Minkow­
ski theorem for the lattice HO(X, E 0 Ln ), endowed with the appropri­
ate metrics. This fits well with the view of Weil [W2] that Minkowski's 
theorem is an arithmetic analog of the (absolute) Riemann-Roch theo­
rem for complex curves; see also [GS6]. Notice that the base point over 
which such a curve is defined has no obvious arithmetic counterpart! 

The proof of (17) was used by Vojta in one of the steps of his proof 
of Mordell's conjecture. We refer the reader to his paper [V2], and to 
Faltings' paper [F3] for the use of arithmetic intersection theory in the 
study of rational points on abelian varieties. 

3.7 Finally, a word of warning. Several proofs in this book are only 
sketched. Furthermore, we shall quote without proofs results from alge­
braic K-theory ([Ql], [SI], [GSl]) and the family index theorem ([Bl], 
[BV], [BGV]). Generally speaking, we assume more knowledge of alge­
bra, especially in Chapter I, than of differential geometry, but it might 
help to consult other books for the basic material, for instance [BGV] 
when reading Chapters V, VI and VII. 

The book contains several remarks and open problems. These range 
from precise assertions and references to vague conjectures. We have 
not censored them too much, rather hoping that they will stimulate the 
reader's own research. 
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Intersection Theory on Regular Schemes 

In this chapter, we shall follow [GSl] and define an intersection the­
ory on an arbitrary regular noetherian finite-dimensional scheme X, Le. 
a graded pairing between the Chow groups CHP(X) of cycles of codi­
mension p on X, modulo linear equivalence. However, in general, this 
pairing is defined only up to torsion. 

When X is of finite type over a field, the usual method to get an 
intersection theory for cycles on X is to use the Moving Lemma [RJ], 
which asserts that, given two cycles, one can change one of them by 
linear equivalence and make their intersection proper. Unfortunately 
this Lemma is not known on a general base. When X is smooth over 
a Dedekind ring, Fulton's method of the normal cone can be applied 
instead of the Moving Lemma [Fu]. But in general no geometric method 
is available (see however [RP] and [KT] for an extension of Fulton's 
method, up to torsion). 

The tool we shall be using here is an isomorphism between CHP(X)IQ 
and Ko(X)(p), the weight p-part, for the Adams operations, of the 
Grothendieck K-group of locally free coherent Ox-modules. The pair­
ing between Ko(X)(p) and Ko(X)(q) is then just given by the tensor 
product of Ox-modules. 

The plan of this chapter is as follows. In §l and §2 we state the main 
results (see Theorem 2). In §3 we introduce Grothendieck groups. In 
Theorem 3(i) we state that their filtration by codimension is multiplica­
tive up to torsion, and in Theorem 3(ii) we compare it with the Chow 
groups. In Corollary 1 we deduce from Theorem 3 a conjecture of Serre 
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on the vanishing of some intersection multiplicities; another proof was 
given by Roberts [RPJ, using Fulton's theory. In §4 we define A-rings and 
we state the existence of such a structure on the Grothendieck groups 
(with supports). This result is proved in §5. In §6 we prove Theo­
rem 3(i), thus completing the proof of Serre's conjecture. Finally, we 
describe how the A-ring structure on Quillen higher K-theory [Kr] [SIJ 
leads to the comparison of Chow groups and Grothendieck groups stated 
in Theorem 3(ii). However, at this point, we do not give any details. 

We shall use the following convention (valid for the whole book): given 
an abelian group A, we denote by AG;) the vector space A ®z <Q. 

1. Length and order 

1.1 Let R be a noetherian ring and M a finitely generated R-module. 
There exists a chain of submodules 

(1) M = Mo ::) Ml ::) ... ::) Me = 0 

with Mi-dMi ~ R/fiJi, where fiji is a prime ideal of R [Se2]. 

Definition 1 M is said to have finite length, if all fiji occurring in (1) 
are maximal ideals. 

A module M has finite length if and only if its support Supp M = 

{fiJ E SpecR: Mp = M Q9R Rp i- O} consists of maximal ideals. If M 
has finite length, it can be shown that any two chains (1) have the same 
length; we denote it by fR(M) and call it the length of M. The function 
fRO is additive on exact sequences. 

1.2 Let now R be a one-dimensional integral domain and K its frac-
tion field. 

Definition 2 For 1 E K*, 1 = a . b-1 with a, b E R we put 

ordR(f) := fR(R/aR) - fR(R/bR) 

and call it the order 01 I. 

Then ordR : K* ~ 7l is a homomorphism from the multiplicative 
group K* to the additive group 7l. If R is a one-dimensional regular 
local ring, then the order of any 1 E R coincides with the valuation of 
I; note that R is then a discrete valuation ring. 
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2. Chow Groups 

Let X be a noetherian and separated scheme of dimension d, an as­
sumption which will be made during the whole of Chapter L For any 
integer p ~ 0, denote by X(p) the set of points of codimension p in X. 
For x E X(p), {x} is a closed irreducible subscheme of X of codimension 
p. Let ZP(X) be the free abelian group generated by X(p)j hence an 
element of ZP(X) can be viewed as a finite integral linear combination 
of closed irreducible integral subschemes of X of codimension p. We call 
elements of ZP(X) p-cycles. Two p-cycles Zl, Z2 are called rationally 
equivalent if there exist finitely many functions fi E k(Yi)*, Yi E X(p-l), 
Yo := {Yi} such that 

where 

divfi = 

Z2 = Zl + Ldivfi, 
i 

Definition 3 The p-th Chow group CHP(X) of X is the quotient group 

CHP(X) := ZP(X)/rational equivalence. 

Definition 4 Two cycles Y E ZP(X), Z E zq(X) intersect properly, 
if Y n Z is empty or 

codimx(Y n Z) = codimxY + codimxZ (= p+ q). 

Assume Y E ZP(X), Z E zq(X) intersect properly. Then, following 
Serre [Se2] , the intersection multiplicity XX (Y, Z) for x E Y n Z n X(p+q) 

is the integer: 

XX(Y, Z) = L( -1)i£ox,x(Tor7X ,x (Oy,x, Oz,x))· 

Recall that, if R is a ring and M, N are R-modules, Tor~(M, N) is 
defined as follows. Take projective resolutions P, ---+ M and Q. ---+ N of 
M and N respectively. Then Tor~(M, N) = Hi(P. 0 QJ 

Theorem 1 Assume X is a regular scheme. Then there exists a unique 
pairing 
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such that lor Y, Z intersecting properly (Y E ZP(X), Z E zq(X)), we 
have 

[Y]·[Z]=[ XX(y,Z)· {x}]. 

This theorem is a special case of Theorem 2 below. 

For a closed subscheme Y S;; X we define Zf.(X) as the group of 
cycles of codimension p on X supported in the closed subset attached to 
Y. We then define CHf.(X) as the quotient of Zf.(X) by the subgroup 
generated by the elements divl, where f E k(y)* and y E Xp-l n Y. 

This group CHf.(X) is the Chow group of codimension p of X with 
supports in Y. Given an inclusion Y' C Y of closed subschemes of X 
there is an obvious map of change of supports 

CHf.,(X) -+ CH~(X). 

Theorem 2 Assume X is a regular scheme and let Y, Z be closed 
subschemes. Then there exists a pairing 

CHf.(X)CQ Q9 CH~(X)CQ -+ CH~~~(X)CQ 

satisfying the following properties: 

(i) E&y,pCHf.(X)CQ is a commutative ring with unit element [X] E 
CHO(X). 

(ii) It is compatible with change of supports associated to inclusions 
yl C Y,Z' C Z. 

(iii) For [Y1] E CH~(X), [Zl] E CH~(X) with Y1 , Zl intersecting prop­
erly, we have 

The proof of Theorem 2 will follow from Theorem 3 below; see the 
discussion after Corollary 2. 

3. K-Theory 

3.1 By Ko(X), resp. K~(X), we denote the Grothendieck group of 
coherent locally free, resp. coherent, "x-modules. For any closed sub­
scheme Y S;; X, we denote by K6 (X) the Grothendieck group generated 
by finite complexes 

:F. : 0 ...... fn -+ .•. -+ Fl -+ Fo -+ 0 
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of locally free sheaves on X, acyclic outside Y, modulo the following two 
relations: 

(i) [F] = [J], if there exists a quasi-isomorphism from F. to P. 
(ii) [F] = [F:] + [F:'], if there is an exact sequence 

o ..... F: ..... F . ..... F:' ..... o. 
From SGA VI and [H], III.6, Exercise 6.9, we have: 

Lemma 1 If X is regular, then Ko(X) ~ K6(X). 

Sketch of proof One constructs as follows a map K6(X) ..... Ko(X), 
which is an inverse of the obvious map Ko(X) ..... K6(X). Since X is 
regular, any coherent Ox-module F has a finite and locally free resolu­
tion 

o ..... Fn ............. Fl ..... Fo ..... F ..... OJ 

see [GBI] or [H], Exercise III.6.9(a). We send [F] to L:~=o(-l)i[Fi] E 

Ko(X). 0 

We refer to [GBI] and [H], 11.6, Exercise 6.10 for Lemma 2 below. The 
proof of Lemma 3 is easy. 

Lemma 2 If Y ~ X is a closed subscheme, there is an exact sequence 

K~(Y) ..... K~(X) ..... K~(X - Y) ..... o. 

Lemma 3 If Y, Z ~ X are closed subschemes, one can define a biad­
ditive pairing 

Kri (X) 18> Kl (X) ..... Krinz (X), 

by the formula [F]· [g.] := [F. Q9 g.]. 

i 
Lemma 4 If X is regular and Y ~ X a closed subscheme, then 
Kri (X) ~ K6(Y). 

Proof We first define a map 

'P: Kri (X) ~ K6(Y) 
[F] .......... L:i(-l)i[L:k J; ·Hi(F.)/J;+l·Hi(F.)], 

where Jy denotes the ideal sheaf of Y j note that the inner sum is actually 
finite, because there exists N E IN such that Jf annihilates Hi(F). 
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We can also define a map in the other direction 

1/;: Kb(Y) -. K't; (X) 

[EJ f-> [F. (E)], 
where F. (E) ~ i.E denotes a finite, locally free resolution of i.E, which 
exists by the regularity assumption on X. One can show that the class 
of F.(E) does not depend on the specific resolution and is additive on 
exact sequences, hence 1/; is well-defined. 

One immediately checks c.p 0 1/; = id. So we are left with showing that 
1/; is surjective. Given (F.], a generator of K6 (X), we have to show that 
[F.J is in the image of 1/;. We do it by induction on the number of non­
zero homology groups of F.. If F. is acyclic, then [F,] = O. In general, 
if n = sup{il1i i (F.) #- OJ, consider a surjective morphism 

a: gn+l-ker(8 : Fn -+ Fn-I) , 

with gn+l locally free. Let 

.r:.+l = Fn+1 EB gn+1 
be mapped to Fn by 8' = 8 EB a, and let 

a: gn+2-ker(8': F~+l -+ Fn) 

be a surjective morphism with gn+2 locally free. By iterating this con­
struction (which will end when ()' becomes injective) we get a new com­
plex F~ (equal to F. in degree less than n + 1) and an exact sequence 

o ~ F. ~ F~ ~ g. ~ O. 

Here F~ has one less homology group than F., so that, by induction 
hypothesis, its class is in the image of 1/;. On the other hand, one checks 
easily that g, is a resolution of 'H.n(F.), so it is also in the image of 1/;. 
We conclude that [F.J = [F~J - [g.J lies in the image of 'IjJ. 0 

3.2 Let X, X' be noetherian and separated schemes and I : X ~ X' 
a morphism. We get a morphism f* : Ko(X') ~ Ko(X) by pulling back 
locally free sheaves: /*([.1"]) = [/*F'J. 

On the other hand, if I is proper, there is a map I. : Kb(X) ~ Kb(X') 
defined by means of the higher direct images: 

I.([F]) = 2) _l)i[Ri I.F]; 

note that for a coherent sheaf F, Ri I.F is also coherent, if I is proper, 
cf. EGA III.3.2.1. Notice the projection lormula: 

I.U"[FJ . [g]) = [FJ . I. ([g]) 

for [FJ E Ko(X'), [gJ E Kb(X) (note Kb(X) is a Ko(X)-module by 
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means of the tensor product); this formula follows from the isomorphisms 

Rif.(f*F Q9 Q) = FQ9 Rif.Q, 

cf. [H], III.8, Exercise 8.3. 

On K6 (X) we define a decreasing filtration 

by 

K6 (X) = F O K6 (X) J Fl K6 (X) J ... J Fd K6 (X) 

J F d+1K6(X) = {O} (d = dimX), 

FPK6(X) := U im(Kl(X) -> K6(X)). 
ZCy 

codimxz~p 

Let GrPK6(X) = FPK6(X)IFp+lK6(X), 
If Z E Z~(X) is an irreducible p-cycle contained in Y, we can choose 

a finite, locally free resolution F. of i.Oz, where i : Z ~ X is the 
closed immersion. Denote by a(Z) E FP K6 (X) the class of F.. 

3.3 

Theorem 3 [G-Sl] Let X be a finite-dimensional Tef!ular scheme. 

(i) FPK6(X)If).' FqKl(X)1f). ~ FPHK6nz(X)If)., the product being 
defined as in Lemma 3.3. 

(ii) The map a induces an isomorphism 

~: CH~(X)1f). ~ GrPK6(X)If).' 

(iii) For any morphism f : X -> X' we have, with Y = f-1(y'), 

f* FP Kt (X')1f). C FP K6 (X)If).. 

The proof of this theorem will be given in Section 6. 
Before going on, we give two corollaries to Theorem 3. 

Corollary 1 (Serre's vanishing conjecture) Let R be a regular local ring 
with maximal ideal m and residue field k = Rim. Let M, N be finitely 
generated R-modules. Put X = SpeeR, Y = SuppM, Z = SuppN and 
suppose Y n Z = m. If codimx Y + codimx Z > dimX, then 

XR(M,N):= })-I)i£R(Tor~(M,N)) = O. 

Proof. By Lemma 4, we have isomorphisms 

r.p: K6nz(X) = Ko{m}(SpecR) ~ Kb(k) ~ 'Il, 
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where the last isomorphism is given by the dimension. 
Now let P -- M, Q. -- N be projective resolutions of M, N and 

denote by [PJ, [Q.J their classes in Kr (X), Kl(X) respectively. For the 
product [P.] . [Q.J we get by the very definition 

<p([PJ . [Q.]) = 2) _l)i L dimk(mj Hi(P. ® Q.)/mHl) 
i j 

On the other hand, by Theorem 3, [P'] . [Q.] E FPNKJ"nz(X) , which 
vanishes, because of the assumption codimx Y + codimx Z > dimX. 
Hence 

o 

It is still an open problem whether XR(M, N) is always greater or 
equal to zero as conjectured by Serre [Se 2J. 

Corollary 2 Let X be a regular scheme of dimension d, E a vector 
bundle and L a line bundle on X. Then [E ® Lnj E Ko(X)G2 is a 
polynomial of degree d with respect to n, the coefficients being certain 
classes of vector bundles. 

Proof. Let U be an open set in X such that Llu ~ Ou; put Z := 

X\U. Now the class a := [LJ - [OxJ lies in Ker(Ko(X) -- Ko(U)) = 
im(K~(Z) -. Ko(X)), by Lemma 2. Hence 

a E FIKf (X) = U im(Kl(X) -. Kf(X)), 
zcx 

using Lemma 1 and Lemma 4. By Theorem 3 we get 

ad+! E F d+1Kf(X)G2 = O. 

If we now expand, we get the desired result: 

[E ® LnJ = [EJ(a + [Ox])n = [EJ(a + l)n 

= ~[EJai ( 7 ) = ~[EJai ( 7 ) . 
o 

Note finally that Theorem 3 implies Theorem 2, namely we take the 
commutativity of the following diagram as the definition of our intersec­
tion pairing: 
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~ GrP Kf (X)CQ 0 Grq Kt (X)CQ 

1 
~ GrP+qKfnz(x)CQ 

4. )..-rings 

4.1 

Definition 5 A )"-ring is a unitary ring R with operations )..k Vk ?: 
0, satisfying 

(i) )..0 = 1,)..l(x) = X Vx E R, )..k(l) = 0 Vk> 1. 

(ii) )..k(x + y) = E:=O)..i(x) . )..k-i(y). 
(iii) .,)..k(xy) = Pk()..l(x), ... , )..k(x); )..1 (y), ... , )..k(y)) for some universal 
" polynomials Pk with integer coefficients (defined below). 
(iv) )..k()..l(x)) = Pk,l ().. I (x), ... , )..kl(x)) for some universal polynomi­

als Pk,l with integer coefficients (defined below). 

What we call a )..-ring is sometimes called a "special )..-ring". 
Putting )..t(x) := Ek)..k(x)tk, we have by (ii) 

(2) )..t(x + y) = )"t(x) . )"t(Y). 

4.2 Let us define Pk. We first guess a formula for Pk in the case 
x. = Xl + ... + Xm where )..k(Xi) = 0 Vk > 1, i = 1, ... , m and 
y = YI + ... + Yn where )..k(Yj) = 0 Vk> 1, j = 1, ... ,n. By (2) we 
find 

m 

)"t(x) = II (1 + tXi), 
i=l 

hence 

)..k(X) = {O'k(X1,'" ,xm) k = 1, ... , m 
o k>m, 

O'k being the elementary symmetric function of degree k. Let us impose 
the following condition on )..k: if )..k(x) = )..k(y) = 0 for k > 1 then 
)..k(xy) = 0 for k > 1. Then we get 

m n 

)..t(xy) = II II(1+ tXiYj)· 
i=l j=l 

Hence )..k(xy) is a symmetric polynomial in Xl, ... ,xm of degree k and 
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YI, ... ,Yn of degree k, and so it can be expressed as a polynomial in the 
elementary symmetric polynomials up to degree k: 

>..k(xy) = Pk(O"I(Xi), ... ,00k(Xi);0"1(Yj), ... ,00k(Yj)) 

= Pk (>..l (x), .. , ,Ak(x); >..l(y), ... ,>..k(y)). 

This is our definition of Pk . 

4.3 Similarly, we shall define Pk,l by first guessing a formula for Pk,l 
in the case x = Xl + .. , + Xm where >..k(Xi) = 0 for all k > 1 and then 
taking this formula as a definition. By 4.2 we have 

>..l(x) = LXi, ... , . Xit, 
l~i, < ... <it~m 

hence >..k(>..l(x)) is the coefficient of tk in 

IT (1 + t . Xi, ..... Xit)' 

But this is a symmetric polynomial in XI. ... , Xm of degree kR, hence it 
can be expressed as a polynomial in the elementary symmetric polyno­
mials up to degree kR: 

Ak(>..l(X)) = Pk,e(O"I (Xi), .. . ,00kl(Xi) 

= Pk,l(A1(X), ... , >..kl(x»). 

4.4 In order to check universal relations among operations on >..-rings 
(i.e. polynomials in the >..k), it is sufficient to check these on elements of 
the form X = Xl + ... + XN with >..k(Xi) = 0 for all k > 1 (i = 1, ... , N) 
(this is the 'Verification Principle', cf. [AT], §I.3). Furthermore, there 
is the following 'Splitting Principle' (cf. [AT], §I.6): if R is a >..-ring and 
X E R with >..k(x) = 0 Vk > N, then there exists a >..-ring R' :> R such 
that X = Xl + ... + XN with Xi E R' and >..k (Xi) = 0 (for all k > 1 and 
i = 1, ... ,N). 

4.5 Put 

and 

.1. ().= -t . d>"t(x)/dt 
'I'-t X • At(X) 

1jJt(X) := L 1jJk(x)tk . 
k~l 

Definition 6 1jJk are called the Adams operations on the A-ring R. 
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From the remark in 4.1 we see that the Adams operations are additive: 

'l/Jk(x + y) = 'l/Jk(x) + 'l/Jk(y). 

Now let X,y E R with )..k(x) = )..k(y) = 0 for all k > 1 (hence )..k(xy) = 0 
for all k > 1). Then )..t (xy) = 1 + txy and therefore 

'I/J-t(xy) = -t~, 
1 +txy 

'l/Jt(xy) = ~ = 2)xy)k tk 
1 - txy k~l 

'l/Jk(xy) = (xy)k = xkyk = 'l/Jk(x)'l/Jk(y). 

By the verification principle and the additivity of 'l/Jk, this is true for all 
x, y E R, i.e. the Adams operations constitute ring endomorphisms. 

With the verification principle one can also check, for any x E R, 

'l/Jk ('l/Jl(x)) = 'l/Jkl(x). 

:'1\ The Adams operations can be expressed in terms of the )..-operations . 
. To cheek this, by the verification principle, we may assume that x = 
~l + ... + xm , where )..k(Xi) = 0 for all k > 1 and i = 1, ... , m. In that 
case 

m 

i=l 
m 

= LX: = Nk (0"1 (Xi), ... ,00k(Xi)) 
i=l 

= Nk()..l(x), ... , )..k(X)) , 

where Nk denotes the k-th Newton polynomial, which expresses L::'l xf 
in terms of the elementary symmetric functions of degree less or equal 
to k. 

4.6 

Theorem 4 Let X be a regular scheme. Then there exists a )"-ring 

structure on EB Kr (X) with the following properties: 
y~x 

(i) )..k maps Kr (X) to itself for every k ~ o. 
(ii) The )"-ring structure is functorial. 
(iii) If X = SpeeR, Y = Spec(RjaR) (a E R), then for the class of 

the Koszul complex Kos(a) in Kr (X), we have 

'l/Jk([Kos(a)]) = k· [Kos(a)]. 
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Here Kos(a) is the complex defined by 0 -- R':::"R -- 0, with R in 
degrees 0 and 1. 

The proof of this Theorem will be given in the next section. 

5. Proof of Theorem 4 

5.1 We first show that Ko(X) is a A-ring. In order to define a A­
ring structure on Ko(X), one is led to take the k-th exterior powers for 
the operations Ak. The problem now consists in verifying the properties 
(iii), (iv) of Definition 5, (i) and (ii) being obviously true. We solve this 
problem by constructing an action of the Grothendieck group of certain 
representations, known to be a A-ring, on Ko(X). 

Let us be more precise. Let Mn denote the set of n x n matrices and 
H = Z[Mn] = Z[Xll , X I2 , ••• , Xnn] the associated Hopf algebra over Z, 
the coproduct J.t: H -- H @z H being defined as 

n 

J.t(Xij ) := 2:Xik @Xkj . 
k=1 

Denote by Rz(Mn) the Grothendieck group of (isomorphism classes of) 
H-Ieft comodules, free and finitely generated over Z. The homomor­
phism 

idn: zn ~ H @z zn 
ei 1---+ L:j=1 Xij @ ej, 

(3) 

where el, ... , en is the obvious basis of zn, gives zn the structure of an 
H-Ieft comodule. In other words, the diagram 

H@zzn 
1'<811 \.. 

(H @z H) @z 7ln 

commutes. We denote the corresponding element in Rz(Mn) by Al(idn ). 

When k > 1 we then denote by Ak(idn ) the element of Rz(Mn) obtained 
by taking the k-th exterior power of the representation idn , defined by 
(3). 

Theorem 5 [Sel]' [Kr]. The ring Rz(Mn) is isomorphic to the poly­
nomial ring 
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The exterior powers define a A-ring structure on Rz(Mn). 

Proof. We will just give a brief description and refer the reader to [Se1] 
and [Kr] for details. By the theory of characters, one knows that the 
Grothendieck group of representations over <Q of the linear group is 

~(GLn) = Z[AI(idn), ... , An(idn), An(idn)-I]. 

This implies that 

~(Mn) = Z[AI(idn), ... , An(idn)]. 

Similarly, for any finite field F p , one has 

RFp(Mn) = Z[AI(idn), ... , An(idn)]. 

As shown in [Se1] §2.4, one has an exact sequence 

U RFp(Mn) ~ Rz(Mn) ~ ~(Mn) ~ 0, 
pprime 

where i is defined by extension of scalars and j is given as follows. For 
[M] E RFp (Mn), i.e. M an Fp[Mn]-left comodule, finitely generated 

over F p , there is an exact sequence ° --- PI --- Po --- M --- ° with 
Po, PI being H-Ieft comodules, free and finitely generated over Z. The 
element [Po]- [PI] in Rz(Mn) does not depend on the choice of this exact 
sequence, cf. [Se1], §2.3. We put jp([M]) := [Po] - [PI] and j = (jp). 
On the other hand, by reduction modulo p, one gets a homomorphism 
dp : Rz(Mn) --- RFp(Mn), and, as in [Se1], §2.7, one finds jpdp = 0, 
hence j = 0, because dp is surjective (each Ak(idn) lifts). From this the 
first assertion follows. 

To prove the second assertion, we note from the previous result that 
Rz(GLn) ~ ~(GLn) injects into ~(Tn), the Grothendieck group of 
representations over <Q of the group of diagonal matrices of size n. But 
one can check easily that exterior powers induce a A-ring on the latter 
group, since all representations of Tn are direct sums of one-dimensional 
representations, cf. [Se1], §3.6. 0 

5.2 Let A be a unitary ring. Any m = (mij) E Mn(A) defines a 
homomorphism m: H = Z[Mnl --- A by evaluating polynomials at mij. 

Hence any representation p : V --- H @z V (V a left H-comodule, free 
and finitely generated over Z) induces an action p( m) on A@z V, namely 
the composition 

A@z V i~ A@z(H@z V) ~d A@zV. 
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Let now P be a projective A-module, i.e. a direct factor of An for 
some n E N: there exists an A-module Q with An = P EB Q. Denote 
by p E Mn(A) the projector of An onto P. For any representation Pn of 
Mn define 

Pn([P]) = lim Pn(P)] in Ko(A). 

This element is well-defined since replacing Q by Q' leads to replace p 
by p' = g-lp 9 for some 9 E GLn(A), hence does not affect the class 
lim (Pn(P))] E Ko(A) of the image of the projector Pn(P). Furthermore, 
given an exact sequence of representations 

o ...... P~ ...... P~ ...... P~ ...... 0 

we get an exact sequence of A-modules 

0 ...... im p~(p) ...... im p~(p) ...... im p~(p) ...... o. 
Finally, this construction is compatible with the standard inclusion 
Mn ...... Mn+1. So to every P we have attached a ring morphism from 
Rz(Moo) = liEI Rz(Mn) to Ko(A). 

n 

5.3 The construction above extends to an arbitrary scheme X as 
follows. Let F be a coherent locally free sheaf on X. Cover X by affine 
open subsets U = SpecA. The restriction Flu of F to U is the sheaf 
attached to a finitely generated projective A-module P. Using 5.2, given 
a representation Pn of Mn, we define Pn(P) and these modules can be 
glued together to give a coherent locally free sheaf Pn(F) on X. AI; in 
the affine case, F defines a ring morphism from Rz(Moo) to Ko(X). 

We are now able to show that Ko(X) is a A-ring. Indeed, the image 
of (Ak(idn)) E Rz(Moo) by the above map is Ak(F) , the k-th exterior 
power of F. Applying Theorem 5 we conclude that these satisfy the 
relations (i)-(iv) of Definition 5 (for more details, cf. [GSl]). 

5.4 We now proceed to the general situation, i.e. we show that there 
exists a A-ring structure on ffi K6 (X) satisfying the properties stated 

YCX 
in Theorem 4. For that purpo~, we construct operations Ak : K6 (X) ...... 
K6 (X) satisfying (i)-(iv) of Definition 5. 

If F. is a finite complex of locally free sheaves on X, acyclic outside 
Y, one is of course tempted to define the A-ring structure by Ak(F.) := 
(Ak F.), Le., taking the k-th exterior power of each member of the com­
plex F . . But one easily verifies by counting dimensions that Ak(F.) will 
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no longer be, in general, acyclic outside Y. Therefore, we have to con­
sider a different definition. For this, we shall use the notion of simplicial 
objects in an abelian category and its relation to the category of chain 
complexes, which we now describe in more detail, following the article 
of Dold and Puppe [DP]. 

Let ~ denote the category of totally ordered finite sets and monotonic 
maps. So the objects of ~ are the finite sets [n] = {D < 1 < 2 < ... < n} 
and the morphisms of ~ are generated by the maps 

Vi : [n - 1] ---- [n], defined by Vi(j) = {. j 
J+1 

j<i 

j?i 

G'i: [n] ____ [n - 1], defined by G'i(j) = . J 
{ 

. j ~ i 

J -1 j > i. 
The maps Vi (resp. G'i) are called faces (resp. degeneracies) for i = 
D, •.• ,n. 

; If e is any category, the category se of simplicial objects in e is defined 
as follows. The objects of se are contravariant functors S: ~ --- e and 
the morphisms are natural transformations between these. Hence, a 
simplicial object is given by a sequence {Sn = S([n])} and, for each 
monotonic map a : [m] --- [n], a map So: := S(a) : S,.. --- Sm, such that 

Sid[n] = idsn 

and 

SOtofj = Sfj 0 SOt. 

Define di := Sa, : Sn --- Sn-l, Si := Sq, : Sn-l --- Sn. A simplicial 
morphism f between S and T is given by a sequence of maps 

{In : Sn --- Tn}, 

such that the following diagram commutes: 

In 

----
1m 
----

5.5 Now, if A is an abelian category, i.e. there is a notion of kernel 
and cokernel, we denote by CA the category of chain complexes (of 
homological type) associated to A. We define a functor N: SA --- CA 
as follows. For any object S of SA, put 

n 

(NS)n:= n ker(di : Sn --- Sn-d 
i=l 
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for n.2 1 and (NS)o = So. Because di 0 d j = dj - 1 0 di for i < j, 
do(NS)n c (NS)n-l and d5 = 0, hence do defines a map 

0: (NS)n -4 (NS)n-l 

with az = 0, and we define NS to be the chain complex (NS)n with 
boundary map o. If f : S -4 T is a simplicial map, we obtain by 
restriction a chain map N f : NS -4 NT. 

Conversely, one can also define a functor K : CA -4 SA. For any 
object C in CA, we put 

(4) 
qS;n '1 

where TJ runs over all surjective monotonic maps TJ : [n] - [q]. Further­
more, for each monotonic map Q : [m] -t [n], we define 

(KC)a : (KC)n -4 (KC)m 

by giving the restrictions of (KC)a to each summand in (4) as follows; 
note that for Q : [m] -4 In], TJ: [n]- [qj, there exist unique monotonic 
maps TJ' : [mj- [pj, f: [Pj '-+ !qj for some p, such that TJ 0 0= f 0 TJ': 

(a) If p = q, then (KC)alcq : Cq -4 Cq is given by the identity map 
on Cq ; 

(b) If p = q - 1 and f(O) = 1, then (KC)alcq : Cq -4 Cp is given by 
the boundary map 0 on Cq ; 

(c) In all other cases, (KC)aICq : Cq -t Cp is given by the zero map 
on Cq. 

If f : C -t D is a chain map, one checks that it induces a simplicial 
map Kf between KC and KD. 

The main result now states (cf. IDP] , Satz 3.6) that the functor 
NK: CA -4 CA is the identity and that KN: SA -4 SA is naturally 
equivalent to the identity functor, i.e., there exist natural transforma­
tions F : K N -4 idsA and G: idsA -4 K N such that FoG = GoF = id. 
As a consequence, Nand K are exact functors. 

5.6 If G is a free abelian group with generators 9i (i E I), one defines 
for any A E ob(A) the tensor product G @ A E ob(A) by 

G@A:=EB A. 
iEI 

This definition can be made independent of the choice of the set of 
generators (cf. [DP], §3.32). 

Using this remark, we can define chain (resp. simplicial) homotopy in 
CA (resp. SA). Let N(l) E ob(CA) denote the normalized chain 
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complex of the standard I-simplex, namely N(l)n = 0 for n > 1, 
N(lh = Z[e], N(l)o = Z[eo] EB Z[el] and 8(e) = el - eo. A chain 
homotopy between two chain maps 10, II : 0 --+ D in OA is a mor­
phism 

h: N(l) Q9 0 --+ D 

such that h(eiQ9c) = /;(c) (i = 0, 1). The restriction of h to N(lh Q9C 
is a map H: 0[-1]--- D , and h is a chain map iff 8H + H8 = 10 - /I, 
i.e. H is a homotopy between the chain maps 10 and /I. 

On the other hand, let K(l) := K(N(l)) E ob(SA). A simplicial 
homotopy between two morphisms 10, /I : S --- T in SA is a morphism 

h : K(l) Q9 S --+ T 

such that h(s8(ei) Q9 s) = /;(s) (i = 0,1). Here eo, el denote the two 
generators of K(l)o = N(l)o and s8 is the obvious inclusion 

K(l)o '-+ K(l)n = N(l)o EB EBN(lh, 
'1 

where TJ runs over all surjective monotonic maps [n]- [1]. So, in degree 

n, the map hn : Sn EB Sn EB EBSn --- Tn is equal to lo,n (resp. /I,n) on 
'1 

the first (resp. second) summand. 

By [DP], Satz 3.31, we know that Nand K preserve homotopy. In 
the sequel, we call 0 E ob(OA) (resp. S E ob(SA)) contractible when 
the identity map on 0 (resp. S) is homotopic to the zero map. 

Let now F: A --- B be a functor between the abelian categories A, B 
satisfying F(O) = O. We extend F to a functor F: CA --- OB by setting 

F(O) := NFK(O). 

According to [DP], Satz 3.31, this functor will preserve homotopy. In­
deed, we just need to check it for simplicial objects and, given a homo­
topy h: K(l) Q9 S --- T, we get the homotopy 

F(h) : K(l) Q9 FS -+ FT, 

by composing h with the natural map 

K(l) Q9 FS --+ F(K(l) Q9 S). 

5.7 We are now able to define operations )...k : K6 (X) --- K6 (X). 
Let P(X) be the category of locally free coherent sheaves on X and 
F = )...k : P(X) ___ P(X) be the k-th exterior power. By the above 
procedure, we define 
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here P(X) is embedded in the abelian category of all coherent Ox­
modules. One checks that )...k(F,) is also in CP(X). Therefore)...k induces 
a homotopy preserving functor from CP(X) into itself (see §5.5). If:F. 
is acyclic outside Y, the restriction to any open affine set in X\ Y is also 
acyclic and therefore contractible; hence )...k(F.) is also acyclic outside 
Y. Similarly, given any quasi-isomorphism from :F. to g., the induced 
morphism from )...k(F,) to )...k(g.) is an homotopy equivalence on each 
open affine set, hence a quasi-isomorphism. Finally, we know, by [DP] 
§4.23, that the complex )...k(F,) is finite when the complex F, is finite 
(the length of )...k(:F.) is at most k times the length of :F.). Therefore 
we get maps )...k : K6 (X) -+ K6 (X), and we need to verify (i)-(iv) of 
Definition 5. Obviously (i) is true, because, by convention, )...O(F) = Ox 
for any locally free sheaf F. To prove (ii), we first note that, if 

o -+ F' -+ F -+ F" -+ 0 

is an exact sequence in P(X), then )...k(F) admits a canonical filtra­
tion whose successive quotients are canonically isomorphic to )...k' (F') Q9 

)...k" (F") with k' + kIf = k. Let now [:F.] = [F~] + (F~'] in K6 (X), i.e. 
there is an exact sequence in CP(X) 

o ----+ F: ----+ :F. ----+ F:' ----+ 0 . 

Since K is exact, )...k K(:F.) admits a filtration whose successive quotients 
are isomorphic to )...k' K (F:)Q9)...kll K(F') with k' +k" = k. Since N is also 
exact, N)...kK(:F.) = )...k(:F.) has a filtration whose successive quotients 
are isomorphic to N()...k' K(F:) Q9 )...k" K(F:')) , which is isomorphic to 
N)...k' K(P) Q9 N)...k" K(F:'). Therefore, in the group K6 (X), we get the 
equality 

k 

[)...k(:F.)] = EB[)"'\F:)] Q9 [)...k-i(F:')], 
i=O 

which proves (ii). 
To prove (iii) and (iv) we proceed as in the case Y = X considered 

above. Let (Poo] E Rz(Moo) an element of degree d as a polynomial in 
l~()...l(idn), ... , )...n(idn )] and (F,] E K6<X), with F, of length N. We 

n 
define (Poo](F,) E K6 (X) as follows. Let no be such that all the bundles 
K(F.)n, n S; Nd + 1, are locally direct factors of O~o. We may then 
define, as in 5.3, p(K(F.)n) for any representation p of Mno' Take 

p(F.}n = n ker(di on p(K(F)n)) 

when n S; N d+ 1. One can show that p( F.) N d+ 1 = 0, so it makes sense to 
take p(F.)n = 0 when n ~ Nd+ 1. This construction is compatible with 
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exact sequences and stabilization, so we get an element [Poo](.F) for any 
[Pool E Rz(Moo ). When Poo = Ak(id), we have [Ak(id)](.F) = [Ak(J]]. 
Using the fact that Rz(Moo) is a A-ring, we conclude that the properties 
(i)-(iv) in Definition 5 are satisfied by Ak on K{ (X) (see [GSl] for more 
details). 

5.8 This proves that EB K"6 (X) has a A-ring structure. By con-
y<;;x 

struction this A-ring structure is functorial. To complete the proof 
of Theorem 4, we have to verify that, when X = SpecR and Y = 
Spec(RjaR) (a E R), ¢k([Kos(a)]) = k· [Kos(a)]. Here Kos(a) is the 
Koszul complex 

G : 0 --- E~ F --- 0, 

where E = F = R and u is the multiplication by a. By the definitions 
of the functor K, we have 

(KG)n = FEB EB E, 

where "Ii are the n surjective monotonic maps from [n] onto [1], given by 

(.)_{O j<i 
"It J - 1 j<i (i = 1, ... ,n). 

We write (KG)n = FEBEI EB .. . EBEn , where Ei is the copy of E belonging 
to "Ii. Because "Ii 0 [)i = "Ii for i ~ j and "Ii 0 [)i = TJi-l for i > j, unless 
i = 1, j = 0 or i = j = n (where "II 0 (jJ and "In 0 an are the zero maps), 
dj : (KG)n --- (KG)n-l is given by the formulae 

do(f, e1, ... ,en) = (f + u(eI), e2, ... , en), 

dj(f, e1,···, en) = (f, el,···, ej-l, ej + ej+l,···, en) if 0 < j < n, 

dn(f, el,· .. ,en) = (j, el> ... , en-d· 

Now Ak KG is given by the sequence 

(Ak KG)n = EB AQ F Q9 A(3, El Q9 ••• Q9 A(3n En, 

the sum being taken over all tuples (a, (31, ... ,(3n) E INn+! such that 
0.+(31 + ... + (3n = k. The faces dj on Ak KG are induced by the faces 
on KG described above. One computes 

n 

j=l 

= EB AQ F Q9 A(3, EJ Q9 .•• Q9 A(3n En, 

the sum being taken over all tuples (a, (31, ... , (3n) E INn+ 1 such that 
Q + (31 + ... + (3n = k and (3i > O. Therefore Q = 0, 1 and (3i = 1, since 
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F = Ei = R (i = 1, ... , n). From this we deduce N)..k KO = 0[1- k], 
which implies 

)..k[Kos(a)] = )..k[O] = [N)..k KG] 

= [0[1- k]] = (_I)k-l[O] (note that [0] = -[0[-1]]), 
and this gives 

'l/Jk([Kos(a)]) = k· [Kos(a)], 

by noting that [Kos(a)j2 = O. 

5.9 
Remark If X is defined over F p , it has a Frobenius endomorphism F, 
which is the identity map on the underlying topological space and raises 
the sections of the structure sheaf Ox to the p-th power. For any closed 
subset Y <;;; X this induces a map F* : K6 (X) -- K6 (X). One can 
show that F* = 'l/Jp. So, in characteristic p > 0, Frobenius provides a 
quick definition of the Adams operation 'l/Jp. 

6. Proof of Theorem 3 

6.1 We first prove part (i) of Theorem 3. 

Lemma 5 Let X be a regular scheme and Y <;;; X a closed subscheme 
with codimx Y = m. Then there exists an exact sequence 

0-- F m +lK6(X) -- K6'(X) -- EB KJx}(Ox,x). 
xEYnX(m) 

Proof By Lemma 2 we have, for Z <;;; Y a closed subscheme, the 
following exact sequence 

KMZ) -- K~(Y) -- K~(Y - Z) -- O. 
By Lemma 4, it may be written 

o --t im(Kt(X) -- K6(X)) -- K6(X) -- K6'-z(X - Z) -- O. 

By taking the inductive limit over all closed subschemes Z <;;; Y with 
codimxZ ? m + 1, we get 

o -- F m + 1 K?; (X) -- Kri (X) --

The isomorphism 

~ 
ZCY 

codim~Z~m+l 

K?;-Z(X - Z) -- O. 

~ K6'-z(X - Z) ~ EB KJx} (Ox,x) 
ZCY 

codimxZ~m+l 
xEYnX(m) 
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completes the proof. o 

Definition 7 Pix k > 1. Por i ? 0, we define the weight i-part 
of Kl (X)CQ to be the subspace Kl (X)(i) made of the elements Q E 

Kl (X)CQ such that 

From Theorem 4.1 it follows that K6 (X)(i) does not depend on the 
choice of k (see [Sl]). 

Lemma 6 With the above notation we have 

pr Kl (X)CQ = EB Kl (X)(i). 
i~p 

Proof. We use descending induction on m = codimxY. So suppose first 
that Y = {x}. Then KJx}(X) ~ Kh({x}) ~ Ko(k(x)) ~ 7l (the last 
isomorphism is given by the dimension), so the only thing to check is that 
the action of tPk on a single non-zero element of KJ x } (~) = p d K l (X) 
(d = dim X) is multiplication by kd • For that purpose, let R be the 
regular local ring Ox,x with maximal ideal m = (al, ... , ad), al, ... , ad 
denoting a system of parameters. By [Ma], p. 135, we then know that 

d 

Kos(al, ... , ad) = ® Kos(ai) 
i=l 

is a resolution of Rim = k(x) (because al,···, ad is an R-regular se­
quence), so it defines an element in KJx}(X). We now compute tPk 
of this element using Theorem 4.1 (without loss of generality, we may 
replace X by SpecOx,x): 

d d 

tPk([Kos(al' ... ' ad)]) = tPk(®[Kos(ai)]) = IT k· [Kos(ai)] 
i=l i=l 

as claimed. 
We now proceed to the general case, i.e. we assume codimx Y = m < 

d, assuming the claim for all closed subschemes of codimension bigger 
than m. 

For Q E pp Kl (X)CQ, we first show the existence of a decomposition 
" k i Q = L..Ji~pQi, where tP (Qi) = k Qi· 

Ifp > m, Q E pm+IKl(x), i.e. Q E im(Kl(X) -+ Kl(X)) for some 
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Z with codimx Z ?: m + 1. Hence in this case the decomposition follows 
by the induction hypothesis. 

If p = m, look at the exact sequence from Lemma 6.1: 

0-> Fffi+lKri (X) -> Kri (X) ~ ED KJx}(Ox,x) -> O. 
xEYnX(m) 

By the above argument ~k(E(Q)) = kffiE(Q), hence E(~k(Q) - kffiQ) = O. 
So ~k(Q) - kmQ E Fm+l K6 (X) and, by the induction hypothesis, 

~k(Q) - km . Q = E f3i, 
i>m 

where ~k(f3i) = k i f3i (i > m). Now put 

Qi := (ki - kffi)-lf3i ,i >m, 

Qm :=Q- EQi. 
i>m 

Then, if i > m, we get 

(~k _ ki)(Qi) = (ki - km)-l(ki - k i )f3i = O. 

Furthermore, 

(~k_km)(Qm)= Ef3i- E(~k_km)(Qi) 
i>m i>m 

ki _ km 

= 2: f3i - E k i _ km . f3i = O. 
i>m i>m 

Hence Q = Ei~mQi' with ~k(Qi) = ki 
. Qi, as desired. 

The uniqueness of such a decomposition follows also inductively. As­
sume we had two decompositions 

EQi=Q= EQ~· 
i~m i?m 

Applying ~k, we derive the two decompositions 

E(ki - km)Qi = E(k i 
- km)Q~ . 

i>m i>m 
By the induction hypothesis Qi = Q~ for i > m, hence also Qm = Q:n, as 
desired. 

So far, we have shown the inclusion 

FP K6 (X)CQ c ED K6 (X)(i) 
i?p 

The proof of Lemma 6 will be complete if we show the opposite inclusion. 
So assume Q E EBi2PK6 (X)(i) and Q E FQK6(X)\Fq+l K6(X). We 
have 

Q = EQi = Ef3j with f3Q of- O. 
i?p j?,q 
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Hence a q i= 0, from which p :::; q, i.e. a E FP K6 (X), follows. 0 

We can now easily prove Theorem 3(i). Let a E FP K6 (X)CQ and 
{J E FqKt(X)CQ. By Lemma 6 we then have a = ~i~pai with ai E 

K6 (X)(i) and {J = ~j~q{Jj with (Jj E Kt (X)(j). Therefore, a{J 
~" .ai{JJ" with L.n"J 

1jJk(ai{Jj) = ki+jai{Jj, i + j ? p + q. 

So a{J lies in Fp+q K6nz (X)CQ, as claimed. 

6.2 We are left with proving Theorem 3(ii), namely the isomorphism 

CH~(X)CQ ~ GrP Kci (X)CQ. 

To achieve this, we have first to review some knowledge of algebraic 
K-theory (cf. [Ql]). Unfortunately, giving more details on these con­
structions would take us beyond the scope of this book. 

Definition 8 A category £ is called exact if there exists an abelian 
category A such that £ is a full subcategory of A closed under extension: 
for any exact sequence 0 -+ E' --> E -+ E" -+ 0 in A, if E' and E" are 
in ob(£) then E lies in ob(£). 

For an exact category £, Quillen [Ql] defined K-groups Km(£) (m E 

IN) by introducing a simplicial set BQ£, constructed out of the objects 
and exact sequences of £, and putting 

Km(£) := 7rm+l(BQ£), 

the (m + l)-th homotopy group of BQ£j this definition does not depend 
on choice of the abelian category A. Furthermore Ko(£) is isomorphic 
to the Grothendieck group of £. 

In our situation, X a noetherian, separated scheme and Y ~ X a 
closed subset, we us~ the following exact categories: M(X), the category 
of coherent sheaves on Xj My(X), the category of coherent sheaves on 
X supported on Yj P(X), the category of coherent locally free sheaves 
on X. 

For m E IN we then put 

K:n(X) := Km(M(X)); 

K:(X) := Km(My(X))j 

Km(X) := Km(P(X)). 

We note that these definitions are compatible with the previous ones in 
the case m = 0, due to the above mentioned isomorphism between Ko(£) 
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and the Grothendieck group of £. Furthermore K:;: (X) is isomorphic 
to K:"(Y). 

If A is a unitary commutative ring, we write Km(A) instead of 
Km(Spec A). For example, when A = F is a field, we have (cf. [Mil, 
§§1, 3, 11): 

Ko(F) ~ 'Il, 

Kl(F) ~ F*, 

K2(F) ~ F* 0z F* I(x 0 (1- x) : x E F*\{1}). 

In other words, K2(F) is defined by the generators {x,y}, X,y E 

F*\{l}, and the relations 

{XIX2, y} = {Xl, y} + {X2' y}, 

{X,YlY2} = {x,yt} + {X,Y2}, and 

{x,l-x}=O. 

The tensor product of modules induces a product 

_ Km(X) 0 Kn(X) -+ Km+n(X), 

making ~m:?:oKm (X) into a ring. It gives also a product 

Km(X) 0 K~(X) -+ K:n+n(X), 

making Ef)m:?:OK:"(X) into a Ef)m:?:oKm(X)-left module. 

The product by the class of Ox defines a natural map 
Km(X) -+ K:"(X). This is an isomorphism if X is regular, cf. Lemma 
4 in the case m = O. 

6.3 
Definition 9 A subcategory S of an exact category £ is called a Serre 
subcategory if S is a full subcategory and for any exact sequence 0 -+ 

E' -+ E -+ E" -+ 0 in £, E' , E" E ob(S) is equivalent to E E ob(S). 

In the situation of Definition 9, there exists a quotient category £1 S, 
which is again an exact category. In this context Quillen established the 
following long exact sequence, called the localization exact sequence (cf. 
[Ql]) 

... -+ Km+l(£IS) -+ Km(S) -+ Km(£) -+ Km(£IS) -+ Km-1(S) -+ .... 

For example, let A be a Dedekind domain, F its quotient field, £ 
the exact category of finitely generated A-modules, and S the Serre 
subcategory of torsion A-modules. Observing £IS ~ P(SpecF) and 
S ~ llp7'wP(Speck(p», where p runs over all non-zero prime ideals of 
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A and k(fP) denotes the residue field AlfP, we obtain the exact sequence 

... -t Km+l(F) -t EBKm(k(fP)) -t Km(A) -t Km(F) 
1";"0 

-t EBKm-1(k(fP)) -t •.• 

In particular, the map 

F* ~ Kl(F) ~ EBKo(k(fP)) ~ EBZ 
1";"0 1";"0 

is nothing but the valuation map f f-> (vp(f)), f E F*. 

The localization exact sequence leads also to the following. Let X, Y 
be as above and dimX < 00. Denote by M~(X) the category of coher­
ent sheaves:F on X supported on Y and such that codimx(supp:F) 2: p. 

These give a filtration of the exact category My(X) by Serre subcate­
gories. 

Theorem 6 There exists a spectral sequence E:{J(X) with differentials 
d1!.,q . EP,q(X) ~ EP+r,q-r+l (X) with 

r . rY rY 

pq {K_p_q(M~(X)IM~+l(X)) 
Ely(X) = 0 

p 2: O,p+ q ~ 0 

otherwise 

and converging to K~_q(X). 

Proof. The long exact sequence for £ = M~(X) and S = M~+l(X) 
leads to the exact couple 

EBKm(M~+l(X)) ~ EBKm(M~(X)) 
m>O 
p~o 

EBKm(M~(X)IM~+l(X)) 
m>O 
p~o 

m>O 
p~o 

,/ 

which gives us the desired spectral sequence {E:{J(X)} converging to 
K_p_q(My(X)) = K~_q(X). 0 

From [Ql] we also know 

Km(M~(X)IM~+l(X)) ~ EB Km(k(x)), 
xEX(p)nY 

where k(x) denotes the residue field of Xj hence we have 

{ 

EB K_p_q(k(x)) P 2: O,p + q ~ 0 
Ei{J(X) ~ xEX(p)nY 

o otherwise. 
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We can also compute E~y-P(X). By Theorem 6 we get 

d1 = d!{-l,-p : Eiyl,-P(X) ---> Eiy-P(X) ---> O. 

We have 

Eiyl,-P(X) S;' EB Kl (k(y)) S;' EB k(y)' 

and 

Hence we obtain 

d1 : EB k(y)* ---> Z~(X) ---> O. 

One can show that for (fy) E E9 k(y)* the image d1(fy) is given by 
Eydivfy E Z~(X). We conclude that coker d1 = Z~(X)/im d1 = 
CH~(X), i.e. 

Similarly we compute E~yl,-p(X). Again by Theorem 6 we have 

d1 = d!{-2,-p : Eiy 2,-P(X) ---> Eiyl,-P(X). 

We know that Eiy 2,-P(X) S;' E9z
E

X(p-2) ny K 2 (k(z)). Hence we obtain 

d1 : EB k(y)*. 

The map d1 : K 2 (k(z)) ---> k(y)* is zero, unless y E {z} =: Z. To 
describe it in the latter case we first assume that the local ring OZ,y is 
regular, hence a discrete valuation ring with valuation v, quotient field 
k(z) and residue field key). The map d1 is then given by the tame symbol 
av (see [G2]): 

d1({f,g}) = av({f,g}) 

:= class of ((-It(f)v(g). r(g)· g-v(f»), if f,g E k(z)*\{l}. 

In the non-regular case, let W := Spec(OZ,y) with OZ,y the normaliza­
tion of OZ,y (inside of k(z)) and denote by Yl,'" ,ye the preimages of 
y in W. Because OW,y; are now regular local rings, we can define d1 

by using the tame symbols aVi (here Vi denotes the discrete valuation of 
OW,Yi) and then the following formula holds : 

e 
d1({f,g}):= IT Nk(y;J/k(y)aVi({f,g}), 

i=l 

where key;) denotes the residue field of OW,Yi and Nk(y;)/k(y) is the norm 
from key;) to key), a finite extension. 
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Let us define 
CH~-l,P(X) := E~;;l,-P(X) 

{(!y) E EB k(y)' : L:y divfy = O} 
yEX(p-1lnY 

~ ------~----------~-----------EB K2(k(z))} 

6.4 In the previous section we observed that E~rp(X) ~ CH~(X). 
We shall now sketch the proof of an isomorphism 

E~y-P(X)(Q ~ GrPK6 (X)(Q, 

when X is regular. This will finish the proof of Theorem 3(ii). 
For this purpose, we first note that Quillen's K-groups K:;: (X) can 

be computed as follows [BG]. Denote by IC the Zariski simplicial sheaf 
associated to the presheaf 

U 1--+ Z x limBGLn(r(U,Ox))+ =: Z x BGL(r(U,Ox))+. 
--+ 
n 

By means of flasque resolutions for Zariski simplicial sheaves, one can 
define a cohomology theory with coefficients in any such sheaf (loc. cit.). 
Applying this to IC we define 

K~(X):= H;;m(x,IC). 

When X is regular, a generalization of Lemma 4 gives an isomorphism 

K:;: (X) ~ K~(X). 

This definition of K~(X) can be used to define operations 

).k : K~(X) ~ K~(X), 

making EB K~(X) into a ).-ring, where the product on this group is 
m>O 
YCX 

defined to -be zero if both factors have positive degree. 
More precisely, for all integers k, 0 :S k :S n, exterior powers give 

maps of sheaves 

).k : GLn(OX) --t GLG) (Ox). 

They can be used to construct maps of simplicial sheaves 

).k : Z x BGLn(Ox)+ --t IC, 

which are stable for the inclusion GLn ~ GLn +1 , hence induce oper­
ations 

).k : H;;m(x, IC) --t H;;m(x, IC), 

cf. [SI], Proposition 4. Furthermore, one can prove the following ([SI], 
TMoreme 4): 
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Theorem 7 When X is regular the above constructions induce opera­
tions 

).k : E~iJ(X) __ E:}'!(X) 

on the spectral sequence of Theorem 6. These converge to the operations 

).k : K':p_q(X) ---> K':p_q(X). 

For the isomorphism 

i. : EB K_p_q(k(x)) ~ Ei}'!(X) 
xEX(p)nY 

the Adams operations 'ljJk, associated to these ).k, satisfy 

'ljJk(i.(a)) = kP . i.('ljJk(a)) 

for any a E Ef)xEx(p)nyK_p-q(k(x)). 

Because the operations 'ljJk act on Ko (resp. Kr) of a field by the 
identity (resp. multiplication by k), the above Theorem implies that the 
operations 1fJk act on E~iJ (X) by multiplication by k-q when q = -p 
and -p - 1. Since the differentials 

dl'.-l,-p . EP-l.-p(X) ....... EP-l+r.-p-r+l(X) r . rY rY 
commute with the Adams operations 'ljJk, we have the relation (k r - 1 -1) . 
~-l,-p = O. Hence, if r ;::: 2, after tensoring with <Q, ~-l.-p vanishes. 
This gives 

E~y-P(X)~ = E~},P(X)~ ~ GrP Kri (X)~. 
So we finally get the desired isomorphism 

CH~(X)~ ~ E~y-P(X)~ ~ GrP Kri (X)~. 

6.5 
Remarks For a bound on the denominators in the isomorphism above 
see [SI]. 

Gersten conjectured that, for any regular noetherian finite- dimen­
sional scheme X and for all p ;::: 0, the group CHP(X) is isomorphic 
to the Zariski cohomology group HP (X, ICp), where ICp is the sheaf of 
abelian groups attached to the presheaf U ~ Kp(U); see [Ql]. In that 
case an intersection pairing 

CHP(X) ® CHq(X) -+ CHp+q(X) 

could be defined as the cup product (up to sign) 

HP(X,lCp) ® Hq(X,lCq) -+ Hp+q(X,lCp+q) 

induced by the products on higher K-groups; this definition is valid when 
X is of finite type over some field, see for instance [G3]. 
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Green Currents 

In this chapter, following [GS2], we shall deal with some constructions 
in complex analytic geometry. If X is a smooth projective complex 
variety, and Z c X a closed irreducible subvariety, or more generally a 
cycle on X, we define a Green current for Z to be a current 9 on X such 
that ddc 9 + 8 z is a smooth form w z, where 8 z denotes the current given 
by integration on Z. This notion generalizes the Green functions on 
a Riemann surface which were used by Arakelov to get an intersection 
theory on arithmetic surfaces [AI]. 

In the first section we prove the existence of these Green currents 
by applying the 88-Lemma of Hodge theory (Theorem 1). When Z has 
codimension one, a formula due to Poincare and Lelong proves that these 
currents can be obtained using hermitian line bundles (Theorem 2). In 
general, we prove in the second paragraph that there exists a Green 
current for Z given by a smooth form on X - Z which is integrable on 
X and grows slowly along Z. More precisely, it is of logarithmic type 
along Z; see 2.1 for the precise definition. The construction relies upon 
Hironaka's resolution of singularities to get to the case of divisors. 

Given two cycles Y and Z on X meeting properly, and gy (resp. gz) 
a Green current for Y (resp. Z), we then look for a Green current for 
the intersection cycle of Y and Z in X. The heuristic formula 

(1) gy * gz := gy 1\ 8z + Wy 1\ gz 
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provides one since, formally, we have 

(2) 

ddC(gy * gz) = ddC(gy) /I. 8z + Wy /I. ddC(gz) 

= (Wy - 8y ) /l.8z +Wy /I. (wz - 8z) 

= -8y /I. 8z +Wy /l.wz 

= -8ynz +Wy /l.wz. 
But (1) requires a rigorous definition of the product of currents gy /I. 8z 
and the use of the rules of differentiation in (2) has to be justified. We 
show in the third section that this can be done when gy is of logarithmic 
type (Theorem 4). We also quote from [GS2] several properties of this 
*-product. 

1. Currents 

1.1 Let X be a smooth projective complex equidimensional variety of 
complex dimension d. Denote by Ap,q(X) the vector space of <C-valued 
differential forms of type (p, q). If Z = (Zl,"" Zd) are local coordinates, 
we have, for W E AP,q(X), 
(3) 

1:5i1 < ... <ip:5d 
W = L !;1.·.ip,j, ... jq (z, Z)dZi1 /I. ... /I. dzip /I. azj, /I. ... /I. azjq 

1:5j1 < ... <jq:5d 
III=p 

= L iI,J(z, z)dzI /I. azJ, 
IJI=q 

where iI,J(z, z) are COO-functions. The space An(x) of differential forms 
of degree n is then given by 

(4) An(X) = E9 AP,q(X). 

We denote by a: AP,q(X) -t AP+l,q(X), '8: Ap,q(X) -t AP,q+l(X) and 
d = 8+ '8: An(x) -t An+l(X) the usual differentials. 

Following De Rham [DR1], we let Dn(X) := An(x)*, i.e. Dn(X) de­
note the space of linear functionals on An(x), which are continuous in 
the sense of Schwartz: for a sequence {wr } C An(x) with Suppw,. con­
tained in some fixed compact set K and T E Dn(X), we have T(wr ) -t 0, 
if Wr -t 0, meaning that all coefficients in (3) together with finitely many 
of their derivatives tend uniformly to zero on K when r -t 00. By (4) 
we obtain the decomposition 

Dn(X) = E9 Dp,q(X), 
p+q=n 
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Dp,q(X) being the duals of Ap,q(X). 

Definition 1 Dp,q(X):= Dd-p,d-q(X). 

1.2 The differentials 8, a, d induce maps from DP,q(X) to DP+l,q(X), 
DP,q+l(X), and Dp+q+1(X) respectively. We denote these maps by 

8', a', d' respectively. For instance, ifT E Dp,q(X), a E Ad-(P+1),d-q(X) 
we have (8'T)(a) = T(8a). Now we have the inclusion map 

Ap,q(X) -----+ Dp,q(X) 

w f-> [w], 
defined by 

[wJ(a):= Ix w/l.a for any a E Ad-P,d-q(X). 

Here we chose an orientation on X by deciding that dZ1azl ... dznazn 
has positive orientation on ern. If p + q = n, Stokes' Theorem leads to 

[dwJ(a) = Ix dw/l.a 

= Ix d(w/l.a) - 1x(-l)nW /l. da 

= (-1 t+1 Ix w /I. da 

= (-l)n+1[wJ(da) 

= (-l)n+1(d'[w])(a). 

Let us denote (-l)n+18', (_1)n+la', and (_l)n+1d' by 8,a and d re­
spectively. We have commutative diagrams 

(and idem with a and d). These diagrams induce isomorphisms on the 
level of cohomology with respect to 8, a, and d, cf. [GHJ, p. 382. 

Now, for every irreducible analytic subvariety Y ~ X of codimension 
p, we define a current Dy E DP,P(X) by setting, for all a E Ad-P,d-q(X), 

Dy(a):= r i*a }yns 
where yns is the non-singular locus of y. By linearity we extend this 
definition to arbitrary analytic subvarieties Y. The fact that Dy is well­
defined and gives a current is due to Lelong [LeJ. 
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This also follows from Hironaka's theorem [Hi] on the resolution of 
singularities. This states that given any Z C Y, where Z contains the 
singular locus of Y, there exists a proper map 1r : Y -+ Y such that 

(i) Y is smooth; 
(ii) E:= 1r-1 (Z) is a divisor with normal crossings; 
(iii) 1r: Y - E -+ Y - Z is an isomorphism. 

We then have 

8y (a) = [ i*a = ~ 1r*i*a. jyns }y 

Definition 1.2 A Green current for a codimension p analytic subva­
riety Y, is a current 9 E DP-1,p-1(X) such that 

ddCg + 8y = [w] 

for some form wE AP,P(X). 

Theorem 1 If X is Kiihler, then every Y c X has a Green current. 
If 91, g2 are two Green currents for Y, then 

g1 - 92 = [17] + 8S1 + 882 

with 17 E AP-1,P-1(X), S1 E DP-2,p-1(X), S2 E DP-1,P-2(X). 

Before proving Theorem 1, we recall the Hodge decomposition theo­
rem for AM(X) and DP,q(X). From a Kahler structure on X we get 
adjoints 8*,8*, d* of 8,8, d for the L2-scalar product ( .,. ) on forms. 
The Laplacian is then defined as t::.d := 2(8*8 + 88*) = 2(8*8 + 88*) = 
dOd + dd*. If 1tp,q := kert::.d denotes the harmonic forms, the Hodge 
decomposition for AM(X) are orthogonal decompositions 

AM (X) = 1tM EB im8 EB im8* 

= 1tM EB im8 EB im8* 

= 1tM EB imd EB imd* . 

By duality, completely analogous results hold for DM(X). As a conse­
quence of this, we can prove the 88-Lemma: 
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Lemma 1 If T E DP,P(X) with T = dS for some current S, then 
T = ddcU with U E DP-I,p-I(X). 

Proof. We have T = as + 8S; by Hodge decomposition we have 

S = hI + 8x} + a*YI = h2 + 8X2 + 8* Y2, 

8S = 88x2 + aF Y2, 

8S = 8aXI +8trYI, 

hence 

T = 88xl + 88x2 + 88* Y2 + 88*YI' 

Now 8T = Err = 0, implies a88*Yl = 0, 888* Y2 = 0. Therefore, since 
8* anticommutes with 8 (see [OH]) , 

0= (888*Yl,8Yl) = -(88*Yl' 88*Yl)' 

So 88*Yl = 0, and similarly 88*Y2 = 0. So we have 

T = 88(X2 - xI). 

o 

Proof of Theorem 1. By Stokes' Theorem we have d8y = 0, hence by 
1.2. we deduce 8y = [wI + dB for some wE AP,P(X) and some current 
S. Now we deduce from Lemma 1 that 

[w]- 8y = -dS = ddc9 

for some 9 E DP-l,p-l(X). 

To prove the second part of the theorem, we first note ddC (91 - 92) = 
[WI] - [W2] = ddC [17'] for some 71' E AP-l,p-l(X) by the 88-Lemma for 
smooth currents, which is proved in the same way as Lemma 1. If 
we show that ddcxo = 0, with Xo of type (p - 1,p - 1) implies Xo = 
[17"] + 8S1 + 8S2, the proof will be complete. But 88xo = ° implies 
8xo = [171] + 8x}, hence 8Xl = ['1'J] + 8x2,because 88xl = 8[171]' If we 
iterate this argument, we get a sequence of currents Xn and forms 17n 
such that 8xn = [17n+l] +8xn+l' with x~ of type (p - n -1, q + n - 1). 
When n is big enough, we conclude that 8xn = [17n+l], from which Xn = 
[~n] + 8vn follows. Now 8Xn-l = ['1n] + 8xn = [17n] + 8[~n] + 88vn leads 
to 8(Xn-l + 8vn) = [17n] + 8[~n]' hence Xn-l = [~n-l] + 8Un -l + 8Vn-l, 
so, by repeating the argument, X(I = [~o] + 8uo + 8vo, as claimed. 0 

1.4 

Theorem 2 (The Poin('~Lekmg formula). Let L be a holomorphic 
line bundle on X with hermitian metric 11·11, s a meromorphic section of 
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Land cl(L, II· II) the first Chern form of L. Then -log IIsll 2 E Ll(X), 
hence induces a distribution [-log I/sll2] E DO.O(X). This is a Green 
current for divs: 

Proof. By definition, an hermitian metric on L is an hermitian scalar 
product on each fiber Lx, which varies smoothly with x; see also §IV.2.3. 
Since L has rank one, this is the same as a smooth norm 1/ . 1/ on L. On 
X minus the support of divs, one has an equality of differential forms 

-ddc log IIsl/ 2 = (27ri)-188 log I/sl/2 = cl(L, 1/ '11) 

which can be taken as definition of the first Chern form cl(L, 1/ . II) on 
X, since replacing s by s' = f· s with some non-vanishing holomorphic 
function f, gives 

88loglls'I/2 = 88loglls11 2, 

because 88 log Ifl2 = 0 (for another definition, see below Definition 
IV.2 ). 

Using the theorem of resolution of singularities (see 1.2) we may as­
sume that, in a local chart U ~ ern, the divisor divs has equation 
Zl ... Zk = O. By linearity we are reduced to the case s = Zl and what 
we have to show is then the following equality (for every form w of type 
(n - 1, n - 1) with compact support in U): 

f log IZll2ddCw = f w. 
U Z1=0 

First we note 

f loglZll2ddCW = lim r loglzll2ddCw. 
U .-+0 liz,,?' 

Now, applying Stokes' Theorem twice, we get 

lim r log IZll2 . ddcw 
.-+0 liz,,?. 

= - lim r log IZll2 . dCw - lim 1 dlog IZll2 . dCw 
.-+0 llz11=. <-+0 Izd?< 

= lim r dC log IZll2 . dw 
<-+0 II z11?< 

= lim r ~ log IZll2 . W + lim r ddc log IZll2 . W 
<-+0 llz11=< £-+0 llz11?' 

=1 W 
%1=0 ' 
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because dC loglzl l2 = (411"i)-1(8 - 8)log(ZlZr) = (211")-lim(dzdzr) = 
(211")-1. d(fh) with 91 = argzl, and ddc log IZll2 = O. This completes the 
proof of the Poincare--Lelong formula. 0 

2. Green forms of logarithmic type 

2.1 As in the first section, let X be a smooth projective complex 
variety and Y an analytic subvariety of X which does not contain any 
of its irreducible components. 

Definition 3 A smooth form a on X - Y is said to be of logarithmic 
type along Y, if there exists a projective map 7r : X -+ X such that 
E:= 1I"-1(y) is a divisor with normal crossings, 11": X - E -+ X - Y is 
smooth and a is the direct image by 11" of a form {3 on X - E with the 
following property. 

Near each x E X, let ZlZ2 ... Zk = 0 be a local equation of E. Then 
there exists 8 and 8 closed smooth forms ai and a smooth form 'Y such 
that 

k 

(5) {3 = L ai log IZil
2 + 'Y. 

i=l 

If a is of logarithmic type along Y, it is locally integrable on X, hence 
it defines a current [a], which is the direct image by 11" of the current [(3]. 

Lemma 2 

(i) Let f : X' -+ X be a morphism of smooth projective varieties, and 
on X - Y, let a be a form of logarithmic type along the subvariety 
Y. If f- l (Y) does not contain any component of X', the form 
/*(a) is of logarithmic type along f-l(y). 

(ii) Let f : X -+ X' be a projective morphism of smooth projective 
varieties, and let a be a form on X - Y of logarithmic type along 
the subvariety Y. Assume that f is smooth outside Y and that 
fey) does not contain any component of X'. Then f.(a) is of 
logarithmic type along fey) and f.([a]) = [f.(a)]. 

Proof To prove (i) consider a diagram 

X' I' X --+ 

1,., 1,. 
x' I X --+ 
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where 1r : X -+ X is as in Definition 3, 1r' is projective, U1r')-I(y) is a 
divisor with normal crossings in X', and the same diagram over X - Y 
is cartesian. One gets X' by resolving the singularities of the Zariski 
closure of the fiber product of X' - f-l(y) with X - 1r- I (y) in the 
product of X' and X over X. If a = 1r*({3), with (3 as in (5), we get 

/*(a) = /*(1r*({3)) = 1r:U'*({3))· 

Since f'*({3) satisfies the condition (5) on X', the assertion follows. 
The proof of (ii) is similar; see [GS2] for more details. 0 

2.2 

Theorem 3 For every irreducible sUbvariety Y c X there exists a 
smooth form gy on X - Y of logarithmic type along Y such that [gy] is 

a Green current for Y: 

where w is smooth on X. 

Proof· 
Step 1. Let us show the Theorem for a divisor Y E div X . In that 
case there exists a line bundle L on X with hermitian metric II . II and 
a section s with Y = divs. Putting gy := -log /18/12, we get by the 
Poincare-Lelong formula 

ddC[gy] + 8y = [cl(L, 11·11)]. 

But log IIsl1 2 is of logarithmic type along Y as one can see by making Y 
a divisor with normal crossings. 

Step 2. Let f : Y -+ X be a holomorphic map between complex 
manifolds of dimensions d' and d respectively. Then for the graph r := 

{(y, x) : x = fey)} c Y x X there exists a Green form gr of logarithmic 
type along r. 

To prove this, denote by W the blow-up of Y x X along r. We have 
the following diagram: 

E .J..... w 
l,.r 1,. 
r ~ YxX 

p~ ~ ~ 
Y X 

with E the exceptional divisor. The cohomology class cl(f) ofr is an ele­
ment of H~,d(y xX, R), hence 1r*cl(f) E H~d(W, R) ~ Hd-l,d-l (E, R). 
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Lemma 3 There exists a closed form a E Ad-1,d-l(W) such that 

1r*(8E 1\ [a]) = Or. 

Proof of Lemma 3. Here the currents 8E 1\ [aJ and 1r*(8E 1\ [a]) are 
defined by 

8E 1\ [aJ(w) = i}*a 1\ w 

and 

1r*(8E 1\ [a])(w) = ij*a 1\ 1r*w 

for all w of appropriate degree. By its very definition the exceptional 
divisor is the projective bundle 

E = P(Nyxx/ r ) ~ P(i*TYxx/Tr) 

~ P( i* (P*Ty EI1 q*Tx) /Tr) 

~ P(i*q*Tx), 

since i*p*Ty = PrTy = Trj here N Yxx/ r denotes the normal bundle and 

Tx, Ty ... the tangent bundles of X, Y ., .. Therefore EBHP,P(E, R) is 
p~O 

a free module over EBHP'P (r, R) with basis ~o, e , . : . ,~d-l and with 
p~O 

~ = j*cl(E) equal to the first Chern class of the tautological line bundle 
on E (cl(E) being considered as an element of H1,1(W,R)). Hence we 
have 

d-l 

1r*cl(r) n cl(W) = 'L 1rf.(ai)~i 
i=O 

with 

aiEHd-l-i,d-l-i(r,R) (i=O, ... ,d-l). 

Now 1rr = j*1r*P*(Pr)-l, because Pr1rr = p7rj and 

p~: H*(Y,R) -+ H*(r,R) 

is an isomorphism. Hence, putting 

bi := 1r* p* (p~)-l(ai) E Hd-1-i,d-l-i(W,R), 

we find 
d-l d-l 

1r*cl(r) ncl(W) = 'L}*(bi )}* cl(E)i = }*('Lbi' cl(E)i), 
i=O 

and if a E Ad-1,d-l(W) represents L~~~ bi . cl(E)i we have 

1r*cl(r) n cl(W) = j* cl(a). 
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Because E is smooth over r, we can apply 1I"r. to the last identity 
(integration along the fibres) and we obtain by the projection formula 

1I"r.j* cl(a) = 1I"r.(11"* cl(r) ncl(W)) = 
cl(r) n 11"* cl(W) = cl(r) n cl(Y x X) = cl(r) E HO,o(r, R). 

Now cl(r) induces the current Dr and 1I"r.j* cl(a) induces the current 

[1I"r.j* a](w) = 11"* [j*a](w) = L j*a 1\ 1I"*w = 1I"*(DE 1\ [a])(w). 

Because we are in degree 0, we conclude that 

11"* (DE 1\ [a]) = Dr 

and the lemma is proved. o 

We will now construct the Green form gr. Let L be the line bundle 
on W with hermitian metric II . II and a section 8 with E = div8. By 
Step 1, we know that ddC([log 11811 2]) = -[,8] + DE (here ,8 = CI (L, 11·11)). 
Multiplying the last equation by the a constructed in Lemma 2, we get 

ddC[(log 118112)a] = -[,8 1\ a] + DE 1\ [a]. 

By Lemma 2, the current DE 1\ [a] represents the cohomology class 
1I"*cl(r) E Hd,d(W, R), hence, by the above equation, the same is true 
for [,8 1\ a]. Taking now w E Ad,d(y x X) such that 1I"*W represents 
11"* cl (r) , we know by the 88-Lemma that there exists r.p E Ad-l,d-I(W) 
satisfying 

ddCr.p = ,8 1\ a - 1I"*w. 

With these ingredients we put 

gr := -«log 118112)a + r.p) 

and denote by gr the form corresponding to gr via the isomorphism 
W - E ~ (Y x X) - r. Because 

ddC[(log 118112)a + r.p] = -[,8 1\ a] + DE 1\ [a] + [,8 1\ a]- [1I"*w], 

we get by Lemma 2 

d~[gr] = -1I"*(DE 1\ [a] - [1I"*w]) = [w]- Dr. 

Using Lemma 2(ii) we see that gr is of logarithmic type along r, which 
concludes the proof of Step 2. 

Step 3. Let X be a projective complex manifold and i: Y ~ X a closed 
submanifold of codimension n. Then for any closed form a E AP,P(Y) 
there exists a smooth form 9 on X - Y of type (n + p - 1, n + p - 1) 
which is of logarithmic type along Y and such that 

ddC[g] = [,8] - i.[a] 



11.2 Green forms of logarithmic type 47 

for some (3 E An+p,n+p(x). 

Proof. Denote by r c Y x X the graph of i : Y '-> X and let 
p: Y X X -+ Y, q: Y X X -+ X be the projections. Now consider a 
Green form gr constructed in Step 2. The form 9 := q*(gr /\ p*a). is 
smooth on X - Y of type (n + p -1, n + p -1), and of logarithmic type 
along Y, by Lemma 2(ii). We compute 

dd"[gJ = ddC[q*(gr /\p*a)J 

= [q*ddC(gr /\p*a)J 

= [q*(ddCgr /\p*a)J 

= q*(dd"[grj/\ [p*a]) 

= q* (([wJ - 8r) /\ [po aJ) 

= [{3J - i*[aJ. 
Here we took (3 := q*(w /\ p*a) E An+p,n+p(x) and observed that, for 
all T] of appropriate degree, 

q*(8r /\ [p*aJ)(T]) = (8r /\ [p*aJ)(q*T]) = [p*a /\ q*T] 

= [prO'. /\ q*T] = [a /\ Pr-lq*T] 

= [ a /\ i*T] = [aJ(i*T]) 

= i* [aJ (1)), 

with Pr = pjr : r --=-. Y, as in Step 2. 

Step 4. We can now prove Theorem 3. Let i : Y '-> X be an irreducible 
subvariety of X. Then, see §1.2, there exists a smooth projective com­
plex variety X and a proper map 11" : X -+ X such that X - E ~ X - Y, 
where E = 1I"-1(y) is a divisor with normal crossings, i.e. E = U~=lEi 
with Ei smooth dIvisors such that for every x E Eil n ... n E it there 
exist local coordinates Zl," . , Zm at x such that Eij is given by the equa­
tion Zij = 0, 1 ~ j ~ f. Now consider the cycle class [YJ E CHY(X). 

We have 1I"*[YJ E CH'E(X) ~ CHn-l(E) = (f);CHn-l(Ei ) (cf. [FuJ), 
hence 1I"*[YJ = Li[1)iJ with [1)iJ E CHn-l(Ei ). Therefore the cohomol­
ogy class 1I"*cl(Y) E H~,n(X,R) decomposes to Li ji*(cl(ai)), where 
ai is a closed form of An-l,n-l(Ei ) and ji : Ei <-> E is the inclusion 
(i = 1, ... , k). Now, by Step 3, there exist smooth forms gi on X - Ei 
of type (n - 1, n - 1) with prescribed order of growth near Ei satisfying 

dd"[giJ = [{3iJ - ji* [aiJ 
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for some (3i E An,n(X). Because 1I"'cl(Y) = Ldi.(cl(a;)) = Li cl({3;), 
there is a closed form w E An,n(x) such that 1I"'W - Li{3i is an exact 
form, hence, by the 88-Lemma, there exists 9 E An-l,n-l(X) with 

ddCg = 1I"'w - L (3i. 

We finally put 

and denote by gy the form corresponding to gy via the isomorphism 
11" ; X - E ~ X - Y. The form gy is a smooth form on X - Y of 
logarithmic type along Y, by Step 3. Furthermore, it satisfies 

ddC[gy] = ddC(L 11". [gi] + 11". [g]) 
i 

= L 1I".([{3i]- ji.[ai]) + 1I".[1I"'w]- L 11". [{3i] 
i i 

= [w]- L 1I".ji.[ai]. 
i 

To complete the proof of Theorem 3, we have to show 

Oy = L 1I".ji.[ai]. 
i 

For this we look at the resolution of singularities Zi of Zi ;= 11"( E;) eX. 
Consider the following diagram; 

-
E; ~ Zi 
q, ! ! p, 

Ei 
11", 

Zi .!....X --+ 

where qi is birational and Ei is smooth. We have the equation 

If codimx Zi > codimx Y = n, then Pi. 7ri. [qi'ai] = o. If codimx Zi = 
codimx Y, then Zi = Y because Y is irreducible. Therefore 

L1I".ji.[ai] = P.(S) 
i 

for P ; Y -+ Y a resolution of singularities of Y and S a closed current in 
DO,O(y). So S = A·Oy , hence L i1l".ji.[ai] = A·Oy for some real number 
A. But A = 1, because Oy has cohomology class cl(Y) E HP,P(X, R), so 
the class of AOy is 1I".1I"'cl(Y) E HP'P(X,R), but 1I".1I"·cl(Y) = cl(Y). 

o 
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2.3 Here are two examples of Green currents: 

(1) Let X = ([2 (with coordinates Zr, Z2), and Y = to}. Then 

.- 1 1 (I 12 1 12) (zldz1 - Z2 dz2)(Zlazl - Z2az2) 
go .- 211" og Zl + Z2· (I ZlI2 + IZ212)2 

satisfies ddC[go] = 80, hence [go] defines a Green current on X for 
Y. Its image by 8 was introduced by Bochner and Martinelli [GH]. 

(2) X = pi (with homogeneous coordinates X o, ... ,Xd), Y defined 
by Xo = ... = X p _ 1 = O. Define 

7 := log(lXol2 + ... + IXdI2 ), a:= ddc7 on Xj 

a := log(IXol2 + ... + IXp _ 112), {3:= ddca on X - Yj 
p-l 

A := (7 - a)(L a i 1\ (3P-l-i) on X - Y. 
i=O 

By a theorem of H. Levine [Lv], the smooth form A on X - Y is 
integrable and the associated current on X satisfies 

d~[A] = [aP]- 8y. 

By blowing up Y one can check that A is of logarithmic type along 
Y [GS3]. 

2.4 There are relatively few examples of explicit Green currents. For 
example, one would like to extend the formula of Levine given above to 
the case of arbitrary Schubert cells in the Grassmannian varieties. This 
problem was adressed by Stoll [St], but he did not get a canonical and 
explicit solution. We shall see below, in §1V.4, that a canonical Green 
current exists but we do not know any explicit formula for it. 

2.5 The concept of Green currents plays a central role in Nevanlinna 
theory (see [Sh]). We finish this section with a very brief description of 
their use. Let X be a smooth projective complex variety and Y a closed 
analytic subset of co dimension p. Let f : ([P -+ X be a holomorphic 
map with f(O) ¢. Y. The central question of Nevanlinna theory is the 
following: does f(([P) meet Y? 

Let gy be a Green current for Y, i.e., ddCg = [w]- 8y. For r E R+, 
define 

l
r dt 

Nf(r) := -#{z E ([P: Izi < t, fez) E Y}. 
o t 

At least formally, we get 

l
r 

dt 1 l r 

dt 1 Nf(r) = - f*(8y) = - f*(w-ddCgy), 
o t Izl9 0 t Izl9 
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hence by Stokes' Theorem 

where 

Nf(r) = Tf(r) + Rf(r) - ~ r j*(gy )dC log Izl2 + 0(1), 
J1z1=r 

l
r dtl Tf(r) = - j*(w), 

o t Izl~t 
If gy is positive, we obtain the estimate 

Nf(r) S; Tf(r) + Rf(r) + 0(1), 

hence the behavior of Tf(r) and Rf(r) for r -+ 00 gives an asymptotic 
description of Nf(r), hence of the number of times the image by J of 
the ball of radius r meets Y. 

On the other hand, as we shall see in the next chapter, Green currents 
can be used to develop some intersection theory on arithmetic varieties. 
This fact might well give a key to explaining Vojta's analogy between 
Nevanlinna theory and arithmetic geometry, which led him to formulate 
far-reaching conjectures on diophantine equations [VI]. 

3. The *-product of Green currents 

3.1 Let X be as in Section 2 and let Y, Z c X be closed irreducible 
subsets such that Z 1. Y. Denote by gy a Green form of logarithmic type 
for Y, as constructed in Theorem 3. Let p : Z ---+ Z be a resolution of 
the singularities of Z and q : Z ---+ X its composite with the inclusion 
of Z into X. By Lemma 2(i) we know that q*gy is of logarithmic type 
along the inverse image of Y in Z. In particular it is integrable and the 
formula 

[gy]l\bz := q*[q*gy] 

defines a current on X. For any Green current gz for Z, we define the 
*-product with [gy] to be 

Definition 4 [gy] *gz:= [gY]l\bz + [wy]l\gz. IJcodimxY = nand 
codimxZ = m, then [gy] * gz lies in Dn+m-1,n+m-l(X). 

Theorem 4 IJ Y, Z intersect properly, i. e., iJ Y n Z 
codimx Si = codimx Y + codimx Z = n + m, then 

ddC([gy] * gz) = [Wy 1\ wz]- L JLibS" 
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where the integers J-Li = J-Li (Y, Z) are Serre's intersection multiplicities, 
defined in §I.2. 

Proof. Since q*gy is of logarithmic type along q-l(y), there exists a 
projective map 7r : Z' -+ Z such that E := (q7r)-l(y) is a divisor with 
normal crossings, 7r : Z' - E -+ Z - q-l(y) is smooth and q*gy is the 
direct image by 7r of a form f3 on Z' - E which can be written locally 

k 

f3 = L ai log /Zi/2 + 'Y 
i=O 

as in (5). Using the fact that ai is a and a closed and the Poincare­
Lelong formula, we get 

k 

ddC[f3] = Lji*[ai] + [c], 
i=O 

where ai is smooth and closed on the i-th component Ei of E, ji : Ei -+ 

Z! denotes the inclusion, and c is smooth on the whole of Z'. If r is the 
composite of 7r with q, we deduce 

ddC([gy] ADZ) = ddC(q*[q*gy]) = q*ddC[q*gy] 
k 

= L r*ji*[ai] + r*[c]. 
i=O 

Let Wy be the smooth form on X such that ddC[gy] + Dy = [Wy]. By 
restricting this equation outside Y we get 

r*[c] = q* [q* (Wy)] = [wy] ADz. 

On the other hand, since the map r : Ei -+ r(Ei) is generically smooth 
([HJ, Corollary 10.7) the Fubini Study theorem implies that there is an 
integrable form bi on r(Ei) whose associated current on X is closed and 
equal to r*ji*[ai]. If the codimension of r(Ei) is bigger than m + n, 
this current must vanish since the degree of ai is too small. When the 
codimension of r(Ei) is equal to m + n, the form bi is closed of degree 
zero, hence it is a constant Ai. So we conclude that 

(6) 

with R = L:i AiDs;· 
To show the equality Ai = J-Li(Y, Z), we use the cohomology with 

supports. First we have 

cl(Y) E H:n(x) ~ HO(y), 

cl(Z) E H~(X) ~ HO(Z), 
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hence 

and 

If we show that d(R) is equal to dey) . d(Z), we obtain, since d(os.) 
equals cl(Si), that A; = lLi(Y, Z). To prove the last claim, we view the 
cohomology of X with support in Y as the cohomology of the cone of 
the restriction morphism D*(X) --; D*(X - Y). In this complex dey) 
can be represented by the cyde 

(Oy, 0) E D2n(x) EEl D2n- 1(X - Y), 

which is cohomologous to ([wy],dc(gy]). Similarly cl(Z) is represented 
by 

(oz, 0) E D2m(x) EEl D2m- 1 (X - Z). 

Therefore, cl(Y) . cl(Z) is represented by 

([wyjA oz, dC[gyjA oz) = (oz A [wy], dC[gyjA oz), 

which is cohomologous to 

(R,O) E D2n+2m(x) EEl D2n+2m-l(x - (Y n Z» 

by equation (6); see [GS2j §2.1 for more details. The theorem follows. 
o 

3.2 Let Y c X be as above, let Z be an irreducible smooth projective 
complex variety and f : Z -+ X a map with r 1 (Y) #- Z. If gy 
is a Green form of logarithmic type for Y its pun-back r(gy) is of 
logarithmic type along f-l(y) (Lemma 2 (in, so we define a current 

j*[gyj := [rgyj E Dn-1,n-l(z). 

If f-l(y) = U;Si with codimzSi = codimxY, then one can show, by 
the same proof as Theorem 4, that 

ddcj*(gyj = [j*wyj- LlLios" 

where lLi are the multiplicities of the cycle r (Y). 

3.3 Let Y c X be a closed irreducible subset and gy a Green current 
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for Y. By Theorem 3, there exists a Green form gy of logarithmic type 
for Y. By Theorem 1, we have 

gy = [gy] + [17] + 8S1 + 8S2, 

whence every Green current for Y may be represented by a Green form 
of logarithmic type along Y modulo (im8 + im8). 

Let Y, Z c X be closed irreducible subsets such that Z ¢. Y, and gy 

(resp. gz) a Green current for Y (resp. Z). We define the *-product of 
gy with gz by 

gy * gz := [gy] * gz modulo (im8 + im8) 

where gy is any Green form of logarithmic type for Y congruent to gy 
modulo im8+im8, and [gy] *gZ is defined as in 3.1. One can show that 
this definition does not depend on the choice of gy. 

Furthermore, the *-product is commutative, i.e. 

gy * gz = gz * gy modulo (im8 + im8). 

It is also associative. If Y, Z, W c X are closed irreducible subsets 
meeting properly and gy (resp. gZ,gw) Green currents for Y (resp. 
Z, W), then we have 

gy * (gZ * gw) = (gy * gz) * gw modulo (im8 + im8). 

The proof of these facts in full generality is technical. It uses the precise 
form of Hironaka's theorem about resolution of singularities ([Hi], The­
orem II), see [GS2]. Let us just notice here that, if we compute formally 
with currents as if they were forms, we get 

gy * gz = gy 1\ liz + Wy 1\ gz 

= gy 1\ liz + liy 1\ gz + ddCgy 1\ gz 

= gy 1\ liz + liy 1\ gz + gy 1\ ddCgz 

=gz*gy, 

and 
W*~*~)=WI\~I\~+~l\hl\~+~I\~I\~ 

'= (gy * gz) * gw· 
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Arithmetic Chow Groups 

In this chapter, following [GS2] (see also [G1] for an introduction), 
we begin to develop Arakelov geometry in higher dimensions. Given a 
regular projective flat scheme X over 7l, we introduce in §1 its arithmetic 
Chow groups CiiP 

(X), which are generated by pairs (Z, gz), where Z 
is a cycle of codimension p on X , and gz is a Green current for the 
corresponding cycle on the set X(CC) of complex points of X. We prove 
in Theorem 1 that these groups sit in several exact sequences. In §2, we 
use our previous study of intersection theory on regular schemes Chapter 
I, and *-products of Green currents, in Chapter II, to get an intersection 
pairing 

CiiP 
(X) ® Ciiq 

(X) -; Ciip
+

q 
(X)~. 

In §3 we show that C K (X) is contravariant in X, and covariant for 
maps which are smooth on the generic fiber. After giving a few examples 
in §4, we assume in §5 that X(CC) is endowed with a Kahler metric. It is 
then possible to define a subgroup of CiiP 

(X) by imposing harmonicity 
conditions; when p = 1 and X is an arithmetic surface, we recover 
Arakelov's definitions [A1], [A2]. Finally, in §6, we describe, without 
proofs, recent results on the height of projective varieties where the 
formalism of arithmetic intersection has been used. 

1. Definitions 

1.1 In this chapter, X will always be a regular scheme, projective 
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and flat over Spec 7l. Such a scheme will be called an arithmetic variety. 
Denote complex conjugation by Foo : X(CC) --> X(CC); it is a continuous 
involution of X(CC). We put 

AP,P(X):= {w E AP,P(X(CC)) : w real, F:;'w = (-I)Pw} 

ZP,P(X) := ker(d: AP,P(X) -; A2p+1(X(CC))) C AP'P(X) 

HP,P(X) := {c E HP,P(X(CC» : creal, F:;'c = (-l)pc} 

AP,P(X) := AP,P(X)/(im8 + im8) 

DP,P(X) :.= {T E DP,P(X(CC)): T real, F:;'T = (-I)PT}. 

We note that HP,P(X) = ker ddC /(im8 + imB) c AP,P(X) because X(CC) 
is projective and hence Kahler. AB in §II.1.2, we have an imbedding 
AP,P(X) '-+ DP,P(X) mapping w to [wJ. Furthermore, any cycle Z = 
L:"Z" E ZP(X) defines a current Oz = L"Oz" E DP,P(X). 

A Green current for such a cycle is an element gz E DP-l,p-l(X) such 
that there exists a form Wz E AP,P(X) for which 

d~gz +oz = [wzJ 

in DP,P(X). 
For example, let y be a point in X(P-l), Le. Y = {y} is a closed 

integral sub scheme of X of codimension p-l. Then any rational function 
/ E k(y)* on Y induces a rational function /00 on Y(CC). If Y is a 
resolution of singularities of Y(CC), 100 restricts to a rational function 100 
on Y. Hence log 11001 2 is a real-valued Ll-function on Y and therefore 
defines a current in DO,O(y), whence i*[log 110012 J E DP-l,P-l(X), where 
i is the natural map Y --> X(CC). We denote this current by [log lIn 
i.e. 

[loglfI2](w) = i*[logI10012 J(w) = jy log 110012 ·i*(w) . 

By the Poincare-Lelong formula (see Theorem 11.2), we have 

ddC[log 1/12J = Odivj. 

so -[loglfI2] is a Green current for div/. 
Consider the group ZP(X) of arithmetic cycles, i.e. pairs (Z,gz) where 

Z E ZP(X) and gz is a Green current for Z, with addition defined 
componentwise. Let RP(X) C ZP(X) be the subgroup generated by 
pairs (div /, -[log 111 2]), where / E k(y)* and y E X(p-l), and by pairs 
(0, 8( u) + B( v)), where u and v are currents of type (p - 2, p - I) and 
(p - l,p - 2) respectively. 

Definition 1 The arithmetic Chow group of codimension p 01 X is the 
-p ......... -. 

quotient CH (X) = ZP(X)/RP(X). 
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1.2 Theorem 1 There are two exact sequences 

(1) CHP-l,P(X)..!!....,HP-l,p-l(X)~ CfjP (X)<&::] CHP(X)EBZP'P(X) 

~HP'P(X) --> 0, 

(2) CHP-l,p(X)..!!...., AP-I'P-l(X)~ CfjP (X)-£..CHP(X) -->0. 

In this theorem the maps are defined as follows: 

As we saw in §1.6.3, an element of CHP-l,p(X) is represented by 
(fy), (fy E k(y)*, y E XCP-I») such that L y divfy = O. The 
current Ly - [log Ifyl2] E DP-l,P-l(X) satisfies 

ddC(E -[log Ifyl2]) = -0" divl = 0, 
L..J y y 

y 

hence defines an element in HP-l,p-l(X) and also in AP-l,p-l(X), 
which we denote by p«(fy)). We will show in the proof of the 
Theorem that p is well-defined on CHP-l,P(X). 

Let cl(1]) E AP-I,p-I(X) denote the class of "I E AP-l,p-l(X); we 
-P 

put a(cl(1]» := [(0, [1]])] E CH (X), where 0 denotes the zero cycle 
of ZP(X) and [(0, [1J])J the class of (0, [1']]). Similarly we define 
the map a : HP-l,P-l(X) --> & (X). The map ( : CIr (X) 
sends [(Z,gz)J to [ZJ and w : CfjP (X) --> ZP,P(X) is given by 
w([(Z,gz)]) = Wz, where ddCgz + Oz = [wzJ. One checks easily 
that a, ( and w are well-defined. 

The map cl : CHP(X) EB ZP,P(X) --> HP,P(X) is given by 

cl([Z],w) = cl(Z) - cl(w), 

where cl(Z) denotes the class of the cycle Z in HP,P(X) and cl(w) 
denotes the image of w via the projection ZP,P(X) --> HP,P(X). 

Proof of Theorem 1. 
(i) Obviously, cl and ( are surjective maps. 
(ii) To prove exactness at CHP(X) EB ZP,P(X) note that cl([Z),w) = 0 
if and only if there exists g E DP-l,p-l (X) with ddCg = [wJ - oz, i.e. 
«,w)([(Z, g)]) = ([Z],w). 
(iii) Let us prove the exactness at CfjP (X) for (2) (resp. (1). We have 
«[(Z, gz)]) = 0 if and only if Z = Lydiv fy (fy E k(y)*, y E XCP-l», 
i.e. 

y y 

=: [(O,9)J E CfjP (X). 

But now ddCg = [wz], and therefore 9 = [1]J +881 +882 by Theorem II.1, 
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with T/ E AP-I,p-1(X), 81 E DP-2,p-1(X), 82 E DP-1,p-2(X). Hence 

we have ([(Z, gz)]) = 0 if and only if 

feZ, gz)J = [(O,9)J = [(0, [T/])] = a(cl(T/)), 

where 

cl(T/) E AP-1,p-I(X). 

To prove exactness at fJil (X) for (1), we note in addition that ddCg = 
0, whence T/ E AP-l,p-l(X) is a closed form and it defines an element 
cl(T/) E HP-I,p-l(X) . Again we have «(,w)([(Z,gz)]) = 0 if and only if 

feZ, gz)J = [(O,9)J = [(0, [T/])] = a(cl(T/)). 

(iv) To prove exactness at Ap-I,P-l(X) (resp. HP-l,p-1(X» note that 

a(cl(T/» = 0 if and only if 

(0, [T/]) = ~)div I y, -[log IIyI2]) + (0, a81 + 882) 
y 

in ZP(X) , where I y E k(y)*, y E X(p-ll, 8 1 is a current of type 
(p - 2,p - 1), and 82 a current of type (p - 1,p - 2). This is equivalent 
to Ly divfy = 0 and 

[T/J = E - [log IIyl2J + a81 + 882 , 
y 

in other words p«(fy)) = cl(T/). 
(v) We are left with proving that p is well-defined. Recall that 

CHP-I,p(X) = E~X1,-P(X) 

= {(fy) E ffi k(y)*: EdivIy = O}/imdl , 

yEX(p-l) y 

where dl : ffizEX(p-2)K2 (k(z» --; ffi yEX(p_1)k(y)* is given by the tame 
symbol (see §1.6.3), and hence we have to show that po d l = O. Now 
this is equivalent to the corresponding problem over ct, Le., if X is a 
smooth projective complex variety, Z c X an irreducible subvariety of 
codimension (p - 2), and I, 9 E ct(Z) * , then po d l ({I, g}) = O. To 
prove this, we may assume without loss of generality, that div I U divg 
is a divisor with normal crossings, as the following remark shows. Let 
71' : Z -+ Z be a resolution of singularities of div IUdivg with 71' proper and 
D = 71'-1 (divI U divg) the divisor with normal crossings corresponding 
to div I U divg. By functoriality of K-theory, we have the commutative 
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diagram 

~ D I,I(Z)/(im8+ im8) 

1 ~. 
~ D I,I(Z)/(im8 + im8) 

and therefore p 0 d l = 0 will follow from po dl = 0, which is shown in 
the next lemma. 

Lemma 1 With the above notation, we have the 10rmula 

~ 1 -
podl({j,g}) = -2' (8[aJ +8[,8]), 

Z7r 

where a = log 11121\ 8 log Igl2 and (3 = log lyl2 1\ 8 log 1112. 

Proof. Since the problem is local, we may assume that Z = Am = 
{Z E cem : IZjl < I} and, by the linearity of the symbols {j,g}, we are 
reduced to the following two cases: 
(a) 1 = ZI, 9 = Zl. Then the description of the map d l given in §1.6.3, 
implies 

dl({ZI,ZI}) = (_It(z,),v(zl). z~(zl). z;v(z,) = -1, 

hence p 0 dl ( {Zl' Zl}) = - [log 1 - 11 2J = O. On the other hand, since the 
form 8a + 8(3 vanishes outside the origin, if wE Am-l,m-I(Am) we get 

(8[aJ + 8[(3])(w) = lim r (a + (3) 1\ w . 
...... 0 J1z11=. 

Using polar coordinates Zl = rei1'J, a + (3 becomes (2/r) .log(r2)dr, and 
this integral vanishes as E goes to zero. 
(b) div 1 and divg intersect properly. Again the description of the map 
d l gives 

po d l ( {j, g}) = ~og 111 2J 1\ Odivg - [log Igl 2J 1\ Odivj. 

By definition of the *-product (see Definition 1I.4), we have 

po d l ({j, g}) = -[log 1112J * [log Igl2J + [log Igl 2J * [log 111 2J. 

The result now follows from the following fact. If Y and Z intersect 
properly, and gy (resp. gz) is a Green form of logarithmic type for Y 
(resp. Z), we have 

[gyJ * [gzJ - [gzJ * [gyJ = 1/2i7r' (8[gy 1\ 8gzJ + 8[gz 1\ 8gy J). 
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To prove this identity we use the definition of the *-product to obtain 

[gy] * [gz] - [gz] * [gyl 
= [gy] 1\ Oz + [wy] 1\ [gzl- [gz] 1\ Oy - [wz] 1\ [gy] 

= -[gy] 1\ ([wz] - oz) + [gz] 1\ ([wy] - Oy) 

= -[gy] 1\ dd"[gz] + [gz] 1\ ddc[gy] 

= 1/(2i7l') . (8([gy] 1\ 8[gz]) + 8([gz] 1\ 8[gyJ) 

= 1/(2i7l') . (8[gy 1\ 8gz] + 8[gz 1\ 8gyJ), 
where the last equality can be justified for forms of logarithmic type (see 
[GS2]) . 0 

1.3 Let us mention two conjectures. 

Conjecture 1 (Bass; see also [Ger], Problem 21, for higher K-groups): 
CHP(X) is a finitely generated Z-module. 

Conjecture 2 (BeHinson [Be]): If X is a smooth, projective complex 
variety, the real vector space 

HP-l,P-l(X,R) = HP-l,P-l(X) n H2P-2(X,R) 

is generated by the elements p«(fy» , wherefy E k(y)*, y E X(p-l), and 
Lydivfy = O. 

Conjecture 1 is known when p = 0,1 and dim(X). Conjecture 2, a 
variant of the Hodge conjecture is not even known for surfaces and p=2. 

2. The intersection pairing 

2.1 Recall that X is a regular scheme, projective and flat over Z. We 
denote by XCQ its generic fibre X xSpecZ Spec<Q. Let us introduce the 
following groups 

ZAn (X) := {Z E ZP(X) : IZI n XCQ = 0}, 
where IZI is the support of the cycle Z, 

CH~in(X) := ZAn(X)/(divj), 

where y E X(p-l) - XCQ and f E k(y)*, and 

ZP(XCQ) := HZ, gz) : Z E ZP(XCQ), gz a Green current for Z}. 

Note that any cycle Z E ZP(X) can be written uniquely Z = Zl + Z2 
with Zl E ZAn (X) and Z2 E ZP(XCQ). 
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Lemma 2 We have an isomorphism 

cII (X) ~ (CHAn (X) EB ZP(XG;!»/(cfu,(j); (0,0, im8 + im8»), 

where y E XJ{-l), f E k(y)* and cfu,(j) = (divf, -[log IfI 2]). 

Proof There is a natural map 

GIl (X) -+ (CHAn(X) EB ZP(XG;!»/(cfu,(j); (0,0, im8 + im8») , 

which is obviously surjective. To prove injectivity, one simply notes that 
for f E k(y)*, y E X(p-I) - XG;!, the current ~og Ifl 2J is zero. 

Remark Let Y C X be a closed subscheme such that codimx41(YG;!) = 
p. Then the natural map 

Z~ (X) -+ ZAn (X) EB Z~41 (XG;!) 

induces a map 

CH~(X) -+ CHAn(X) EB Z~41(XG;!) 

and Z~41(XG;!) = CH~41(XG;!). 

2.2 

Theorem 2 There is a pairing 

GII(X)®Cil(X) -+ Cit+q(X)~ 
with the following properties: 

(i) ffip?oGII (X)G;! is a commutative graded unitary <Q-algebra. 
(ii) The map 

C(,w): EB8K(X)G;! -+ EB(CHP(X) EB ZP,P(X»G;! 
P?O P?O 

(cf. Theorem 1) is a <Q-algebra homomorphism. 

-p -q 
Proof Let [(Y,gy)J E CH (X) and [(Z,gz)J E CH (X). To define 
the pairing, we may assume that Y, Z are irreducible and then extend 
the definition by linearity. Furthermore, we assume first that YG;! and 
ZG;! intersect properly, i.e., codimx41(YG;! n ZG;!) = p + q . We have [YJ E 

CH~(X), [ZJ E CHi(X), hence by Theorem 1.2, [YJ·[ZJ E CH~~i(X)G;! 
and we again denote by [YJ . [ZJ the image of this element by the map 

CH~~i(X)G;! -+ CHA~q(X)G;! EB Z~;riZ41(XG;!)G;! 
considered in the remark in §2.1. We then define 

leY, gy)J . [(Z, gz)J := [C[YJ . [zJ, gy * gz)J 
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in 

CH:;~q(X)~ EB Zp+q(X~)~/(iliv(j); (0,0, im8 + im8»)~ ~ Ciip+q(X)~ 
(see Lemma 2). Note that the *-product is well defined, since Y(CC) and 
Z(CC) intersect properly; see §II.3.3. 

We now turn to the case where Y~ and Z~ do not intersect properly. 
By the Moving Lemma over ~ [RP], we know that there are rational 
functions fy E k(y)*, y E XJj-l) such that Y + Eydiv fy and Z intersect 
properly on X~, and we are reduced to the proper intersection case 
treated above. It remains to show that, if gy E k(y)*, y E XJj-l) is 
another choice of rational functions such that (Y + Eydiv(gy»~ and Z~ 
intersect properly, then the cycle 

(Eiliv(jy) - Eiliv(gy». (Z,gz) 
y y 

lies in the subgroup Rv+q(X)~ of Zp+q(X)~ (see §1.1). To prove this, 
we need a Moving Lemma for K I-chains, which we state without proof 
(see [GS2]), using the notation of §I.6.3. 

Lemma 3 Let 

(hy) E EB k(y)* = EB KI(k(y» = Er-l·-p(X~) 
YEXi{-l) YEXJ{-') 

be a Kl-chain on X~ such that (Eydiv(hy»~ and Z~ intersect properly. 

Then there exists u E Ef)zExJ{-~)K2(k(z» such that, if (hy) := (hy) + 

dl(u), then (div(hy»~ intersects Z~ properly for all y E XJj-I). 

In particular, Lemma 3 gives 

Ediv(hy) = E div(hy) , 
y y 

because div 0 dl = 4 = 0, and Ey[log Ihy l2 ] - E'y[log Ihy l2 ] lies in 
(im8 + im8), since po d1 = 0, as shown in the proof of Theorem 1. So, 
given fy and gy as above, we can find (hy) E Ef) EX(P-,)k(y)* such that 

y 41 

div(hy)~ intersects Z~ properly for all y E XJj-l) and 

E(iliv(jy) - iliv(gy) - iliv(hy» . (Z,gz) 
y 

lies in (0, im8 + im8). We are finished if we show that each summand 
iliv(hy) . (Z, gz) lies in RP+q(X)~. To simplify the notation, we write h 

for hy, and furthermore we assume that Zfin = 0. 
Let W be the support of h. Then IW~I n IZ~I = S U T, where 
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codimx41S = p + q - 1 and codimx41T < p + q - 1. In CH~~j.-l(X~)~ 
we have 

[W~J . [Z~] = L JLdSd + T, 

i 

where Si are the irreducible components of S, lSi] E CH~+q-I(X~)~, 
T E CH~+q-I(X~)~ , and JLi = fLi(W~, Z~) are Serre's intersection 
multiplicities. Since (div(h»~ intersects Z~ properly, the restriction 
his. of h to Si is not identically zero (otherwise (div(h»~ would have a 
component of codimension p + q - 1, which is impossible), and hiT is a 
unit, since (div(h»~ n T = 0. 

We now define the product of the K I-chain 

hEED k(y)* = ED Kl(k(y» 
YEXJ;'-l) YEXJ;'-l) 

with the codimension q-cycle 

Z E ED z = E9 Ko(k(x» 
:CEX~q) :CEX~q) 

to be the K I-chain 

h . Z := IT (hlsj"" . (hiT' t) E 

YEXJ;'+·-l) 

where t E Z~+q-l(X~)~ is a representative of T; the product (hiT' t) 
has to be understood in K-theoretic terms. Note that h . Z is only 
defined up to imd1 , so iliv(h . Z) is well-defined, because div 0 d l = 0 
and p 0 dl = O. The proof of Theorem 2 will be complete if we show 
that ilivh . (Z, gz) - iliv(h. Z) lies in (0, imo + im8). 

To prove this, let H E k(X)* be such that Hlw = h. Since div H· W = 
div(Hlw) = divh by [Fu], Chapter 2, we get 

divh· Z = (divH· W)· Z~ = divH· (W~· Z~) 

= div(H)· (LfLiSi + t) 
i 

= LJLidiv(Hls.) + div(Hlt) 

= LJLidiv(hls,) + div(hlT . t) = div(h . Z). 

The Green current component of ilivh· (Z, gz), because of commuta­
tivity and the definition of the *-product, is equal to 

(-[loglhI2]) * gz = gz * (-[loglhI2]) = gZ /\Odivh + [wz]/\ (-[loglhI2]) 

modulo (imo + im8). For the Green current of iliv(h . Z), using The­
orem II.4 (or rather a refinement of it for improper intersections), the 
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associativity, the commutativity and the definition of the *-product, we 
get 

-[log Ih· Z12] = -[log IHI2] /\ ow.z 

= -[log IHI2] * (gW * gz) = gz * (-[log IHI2] * gw) 

= gz /\ OdivH.W + [wz] /\ (-[log IHI2] * gw) 

= gz /\ Odivh - [wz]/\ [log IHI2] /\ Ow 

= gz /\ Odivh + [wz] /\ (-[log Ih1 2
]) 

modulo (im8 + im8). We refer to [GS2] for the justification of these 
equalities. 

The above construction turns Ef)v~oclt (X)~ into a commutative 
-dimX 

graded <Q-algebra with unit [(X,O)] E C H (X); commutativity and 
associativity follow from the corresponding properties of the intersec­
tion product on regular schemes (see Chapter I) and the *-product (see 
Chapter II). The multiplicativity ofthe map «(, w) is also clear, since, 
by Theorem 11.4, we have 

«(,w)([(Y,gy)]' [(Z,gz)]) = «(,w)([([Y]· [Z],gy * gz)]) 

= ([Y] . [Z], [Wy /\ wz]). 

2.3 
Remarks 

2.3.1 From the definitions we get the following useful formula: 

(3) a(1J)x = a(1Jw(x» 

for any x E cit (X) and 1J E AV-I,V-I(X). In particular im(a) = ker«() 
is an ideal of square zero. 

2.3.2 If q = 1 in Theorem 2, we do not have to tensor with ~, i.e. we 
get a pairing 

(4) OK (X) ® ci/ (X) -- CIr+! (X), 

because in this situation there is a Moving Lemma. Namely, if Y E 

ZV(X) and Z E ZI(X), there exists Z' rationally equivalent to Z such 
that Z' intersects Y properly. 

Indeed, let Yi, i E I, be the irreducible components of Y and Yi the 
generic point of Yi. The semi-local ring of functions on X regular near 
all Yi, i E I, is a unique factorization domain since it is regular. So, in 
the spectrum of this ring, Z is the divisor of some rational function. In 
other words, there exists Z' rationally equivalent to Z on X which does 
not contain any of the Yi's. 

Notice also that Green currents in codimension one are easy to con­
struct - they all come from the Poincare-Lelong formula, see Propo-



sition 1 below. Therefore the pairing (4) is easier to define than the 
general pairing in Theorem 2. It turns out that, for many applications, 
this pairing is sufficient; see [F4]. 

2.3.3 Assume that X is smooth on the ring of integers in a number 
field. Then we can use Fulton's approach to intersection theory [Fu], so 
we do not need to tensor with ~ in Theorem 2 (see [GS2]). 

2.3.4 One may wonder whether there exist higher arithmetic K-groups 
Km (see Definition IV.5 below for the case m = 0) and if a formula a la 
Gersten Cit (X) = HP(X, iCp ) would hold, similar to §I.6.5. 

One possible definition when m > 0 is 

Km(X) = 7l'm+l (homotopy fiber of the regulator map), 

where the regulator map is viewed as a map from BQP(X) to a product 
of Eilenberg-Maclane spaces; see [Be] and [G2]. This definition provides 
an exact sequence 

... -J!..... E9 HMX,R(i» ~Km(X) -- Km(X) 

(5) 
m+l+k=2i 

-J!..... EB Hi(X,R(i» -- "', 
m+k=2i 

where p is the Beilinson regulator with values in Deligne cohomology 
[Be]. If iCp is the Zariski sheaf attached to the presheaf U ~ Kp(U) 
defined by (5), a guess is that HP(X, iCp ) is isomorphic to the subgroup 

ker(w) of Cit (X) (see [S2]). 
By means of a generalization of the Bott-Chern character classes, X. 

Wang has defined recently an explicit simplicial set whose homotopy 
groups are those in (5) [Wa]. 

3. Functoriality 

3.1 
Theorem 3 Let X, Y be regular schemes, projective and fiat over Z 
and let f ; Y -> X be a morphism. 

-p -p 
(i) There is a pull-back homomorphism f* ; CH (X) -> CH (Y)CQ. 

It is multiplicative, i. e., given a E CliP (X) and (3 E Cli
q 
(X), one 

has 

f*(a· (3) = f*(a)· /*«(3). 
(ii) If f is proper, fCQ ; YCQ -> XCQ is smooth and X, Y are equidimen­

sional, then there is a push-forward homomorphism 

f. ; CK(y) -> Clip-o(X) (6;= dimY - dimX). 
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(iii) The following projection formula holds: 

f*U*(ex) . (3) = ex· f*«(3) E &+q-O (X)CQ 
-p -q 

if ex E CH (X) and (3 E CH (Y). 
(iv) Given two maps f : Y --+ X and 9 : Z --+ Y one has Ug)* = g* r 

and Ug)* = f*g*. 

Proof· 
(i) Let [(Z, gz)] E & (X). To define the pull-back, we may assume that 
Z is irreducible and then extend this definition by linearity. Further­
more, we may assume first that codimy41U-1(Z)CQ) = p, and reduce af­
terwards the general case to this situation. Since K -theory is contravari­
ant, we may apply Theorem 1.3, to get a class r[Z] E CH;-l(Z)(Y)CQ. 
We denote also by r[Z] its image by the map 

CH;-l(Z)(Y)CQ --> CH;in(Y)CQ EB Z;-l(Z)41(YCQ)CQ 

(see the remark in §2.1). Furthermore, by §II.3.2, the pull-back rgZ of 
the Green current gz can be defined. We put 

r[(Z,gz)]:= [U*[Z],/*gz)] E c"F(Y)CQ. 

As in the proof of Theorem 2, we can remove the assumption 

codimy41 U-1(Z)CQ) = p 

by noting that there exist rational functions fy E k(y)*, y E y~P-l), 
such that codimY41(U-l(Z)+ Eydiv fy)CQ) = p, and one is reduced to the 
above definition. Of course, we are left with proving that this definition 
of r[(Z,gz)] does not depend on the choice of the rational functions fy. 
But this can be done in a way similar to the proof of Theorem 2. 

We shall not prove that r is a ring homorphism; see [GS2]. 

(ii) We define first a map from ZP(Y) to ZP-O(X) as follows. Let 
(Z,gz) E ZP(Y) with Z irreducible, i.e., Z = {z}, where z is the generic 
point of Z. Following [Fu], 1.4, we put 

f*(Z) := {[k(Z) ~kU(Z»] . {fez)} if dimf(z) = dimz; 

if dimf(z) < dimz. 

Next we observe that, given a differential1J on X(C) (of the appropriate 
degree), we have 

U*oz)(l1) = ozU*1J) = { /*1J = ( /*(1JIf(z(cr») 
iz(c) iz(c) 



{ 

deg(Z(CC)/ f(Z(CC))) . ! 1] 
= t(Z(C» 

o 

if dimf(Z(CC» = dimZ(CC); 

if dim/(Z(CC» < dimZ(CL). 

Hence we have f.{jz 'T {jt.(Z), from which we deduce 

ddc(j.gz) = [f.wz]- {jt.(Z)· 

Here f.wz E AV-S,V-S(X) is obtained by integration along the fibers, 
because f~ : y~ --+ X~ is smooth. Therefore f.gz defines a Green 
current for f.(Z), and we put 

f.(Z,gz):= (j.Z,f.gz) E ZV-s(X). 

We are left with checking that this definition induces a map 

f. : & (Y) --+ &-0 (X). 

For that purpose, let hE k(W)·, W = {y}, Y E y(V-I) and fw := flw : 
W --+ W' := feW). By [Fu], Proposition 1.4, we then have 

. {diV(NOrmk(w)/k(W,)(h» if dimW' = dimW; 
f.(dIV(h» = 0 ifdimW' < dimW. 

In the former case, the map W(CC) -- W'(CL) is finite, hence there is 
an open set U c W'(CC) such that /w : f:';/(U) --+ U is finite and etale. 
Hence for any L1-function c.p on W(CC) and u E U, we have 

fw.(c.p)(u) = L c.p(w). 
WEt,:j;,t(u) 

From this we deduce 

f. [log Ih1 2
] = [log INormk(W(C»/k(W'(C» (h)12], 

which completes the proof of (ii). 

(iii) Let 0: = [(Z,gz)] E 6Hv
(X) and (3 = [(W,gw)] E Ciiq(y). By 

§I.3.2 and Theorem 3, we know the validity of the projection formula 
for cycle-classes. Therefore, we are left to prove it for Green currents. 
By definition of the *-product, we have 

f.(j·gz*gw) = f.(f·gz/\{jw+[j*wz]/\gw) = h.(h·gz)+[wz]/\f.gw, 

where h : W __ X denotes the map induced by f. But as in part (ii) 
of the proof, we have h.(h·gz) = gz /\ {jt.(W), whence 

f.(j· gz * gw) = gz /\ {jt.(W) + [wz]/\ f.gw = gZ * f.gw, 

as claimed. 
We refer to [GS2] for the proof of (iv). o 

Remark Because Y can be embedded into a smooth variety over 7l 
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(for instance a projective space), one can use Fulton's approach to in­
tersection theory [Fu] to avoid tensoring with ~ when defining 1* in 
Theorem 3; see [GS2]. 

4. Examples 

4.1 Let X be a regular scheme, projective and flat over Z. Then 

cit (X) = CHo(X) ~ Z7rO(X). 

4.2 A line bundle on X with a smooth hermitian metric invariant 
under Foe on the complex line bundle induced by Lon X(CC) is called 
an hermitian line bundle. Denote by :PiC(X) the group of isomorphism 
classes of hermitian line bundles on X, where the group structure is given 
by tensor product and isomorphisms are those algebraic isomorphisms 
on X which preserve the metrics. 

Proposition 1 [D] There is an isomorphism 
_ _1 

Ci. : Pic(X) --+ CH (X) 

mapping the class of(L, 11·11) to the class of [(divs, -[log IIsIl2])], for any 
mtional section s of L. 

Proof. The class 21(L, II -II) does not depend on the choice of s since 
any other rational section can be written s' = f s, where f is a rational 
function on X. The inverse of the map 21 is obtained by sending (Z, gz) 
to the isomorphism class of (Ox(Z), II·ID, where the metric 11·11 is locally 
given by the formula IIfl12 = IfI 2e-gZ ; note that this defines a smooth 
metric, because the function gz - log Ifl2 is smooth. 0 

4.3 Let X = Spec OF, where OF denotes the ring of integers of a 
number field F. In this special situation we have 

CHO,l(X) = OF (see §1.6.3), 

AO,o(X) = AO,o(X) = EB R; 
O'EE 

~ denoting a set of rl real and r2 non-conjugate complex imbeddings of 
F, 

CH1(X) = Cl(OF) (the ideal class group of OF)' 



Theorem I (2) then gives the exact sequence 

(6) OF ~Rrl+r~ ~ PiC(X) -f... cl(OF) -+ O. 

Notice that p is, up to a factor -2, the classical Dirichlet regulator map, 
hence ker p = J-LF, the roots of unity of F. 

There is also a degree map 

<leg: PiC(X) -+ R 

mapping (L, 11·11> to log ([L : (OFS)]) -log (nO' II S 110' ) for any S E L\ to}, 
a running over all complex imbeddings of F. In particular one gets an 
isomorphism 

(7) <leg : PiC(Z) ~ R, 

by sending (L, /I-II> to -log IIsll, where S is a generator of the rank one 
Z-module L. 

Endow PiC(X) with the quotient topology in each fiber of (. Then 
-0 -

the compactness of Pic (X) := ker(deg) is equivalent to the finiteness of 
the ideal class group d( OF) and the Dirichlet Unit Theorem (i.e. p( OJ;.) 
is a lattice of rank rl + r2 - I in Rr1 +r~). Furthermore, we note that 

-0 
vol(Pic (X» = hF' RF, where hF (resp. RF) denotes the class number 
(resp. regulator) of F. See [W2] and [Szj for more details on this. 

5. Arakelov varieties 

5.1 Let X be a regular scheme, projective and flat over Z and Wo be 
a Kahler metric on X(cr), invariant under Faa. 

Definition 2 The pair X := (X, wo) is called an Arakelov variety. 

By the Hodge decomposition (seeTheorem II.I.I), we have 

AV'V(X) = ?tv,V(X) ED imd ED imd*, 

where ?tv,V(X) = ker A c AV'V(X) denotes the space of real harmonic 
forms on X(cr) of type (p, p), invariant under Faa up to the factor (-I)Vj 
we keep the notation of §1. 

Definition 3 The group CHV(X) := W-l(?tv,V(X» c CiI'(X) is 
called the p-th Arakelov Chow group of X. 

There is also a Hodge decomposition for currents 

DV,V(X) = ?tv,V(X) ED imd ED imd·, 
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and we denote by H : DP,P(X) __ 1tP,P(X) the orthogonal projection 
(harmonic projection). 

Proposition 2 We have 

(i) CHP(X) ~ (ZP(X) EB 1tp- 1,P-l(X»/(div I, -H[log 1/12]) 
(with I E k(y)·, y E X(P-l». 

(ii) CHP(X) is a direct summand 01 & (X). 
(iii) There is an exact sequence 

CHP-l,p(X) ~HP-l'P-l(X) ~ CHP(X) ~ CHP(X) __ O. 

Prool· 
(i) Let ZP(X) = HZ, gz) : Z E ZP(X), Wz E 1tP,P(X)}. There is 
an isomorphism ZP(X) ~ ZP(X) EB 1tP- 1,P-l(X) sending (Z,gz) to 
(Z,H(gz». Observing that for any I E k(y·), with y E X(P-l), 
the pair (div I, -[log 1/12]) lies in ZP(X) by the Poincare-Lelong for­
mula, Theorem '11.2, we obtain (i) since (div I, -[log 1/12]) is mapped to 
(div I, - H~og 1/12

]). 

Statement (ii) immediately follows from (i) and the definitions, while 
the proof of (iii) runs along the same lines as the proof of Theorem 1 
(2). . 0 

5.2 In [AI], Arakelov introduced the group CHI (X), where X = 
(X, go) is an arithmetic surface and the Kiihler metric go on the Riemann 
surface X(cr) is given by 

• 9 

Z '"' _ 2 L....JWj 1\ Wj, 
9 j=1 

where 9 is the genus of X(cr) (g 2: 1) and WI, •.• ,Wg denotes an or­
thonor~al basis of the space of holomorphic I-forms r(x (cr), n~(cr». 

5.3 Let X, Y be regular schemes, projective and fiat over Z, let 
I : Y -+ X be a morphism such that III). : YII). -+ XII). is smooth and 
assume that {j = dimY - dimX = d -1. Furthermore, let L1 , ••. , Id be 
hermitian line bundles on Y (cf. §4.2). By Theorem 2, Theorem 3 and 
Proposition 1, we get a class 

_ __1 

1.(Cl(L1 ),···,Cl(Ld» E CH (X). 

On the other hand, Deligne [D] and Elkik [EI] constructed an hermitian 
line bundle (II, ... ,Ld) on X. It seems likely that 

Cl «(LI, ... , Ld) = I. (Cl (Ld· ... . Cl (Ld»; 

see [GS3] for the case d = 2. 
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For example, when X = Spec Z and d = 2, if Lt has a nonzero global ___ 1 

section 8t (for i = 1,2) one gets (in CH (X) ~ It) 

I.(CI (Lt) . CI (L2» = (\ «(LI' £2) = 

L log #(Oy,y/(81 , 82) - LlogIl82(Pa)lI-i log 118t1lcI(L2, 11·11)· 
YEy(2) a Y(II:) 

Here (8t. 82) C Oy,y is the ideal generated by 81 and 82 after any choice 
of a trivialisation Li,y ~ Oy,y, div(8IIY(II:» = EnaPa (we assume that 
diV(81) and div(82) intersect properly), and # denotes the cardinality of 
a finite set. The above formula coincides with Arakelov's intersection 
pairing given in [A1J (see also [LJ), except for the last summand, which 
does not occur there, because Arakelov considered only line bundles with 
"admissible metrics", so the integral vanishes; see also [S3J. 

6. Heights 

One use of the arithmetic intersection theory that we have described 
in this chapter is to provide a notion of height for projective varieties. 
Let pN be the N-dimensional projective space over Z, equipped with 
its standard Kahler structure; see §IV.1.1 below. Given X C pN a 
closed irreducible subset of dimension d + 1 (d 2: -1) we denote by gx a 
Green current for X such that ddCgx +cx is harmonic and the harmonic 
projection H(gx) vanishes. From Theorem ILl, it follows that gx is 

unique modulo (im8+im8). We let X E CilN-
d 
(PN) be the class of the 

-- ---1 
arithmetic cycle (X,gx). On the other hand, let cl(O(l) E CH (PN) 
be the first arithmetic Chern class of the standard hermitian line bundle 
on pN (see §N.1.1 with n = 1 and m = N), and 1 : pN -+ SpecZ the 
projection map. Faltings [F3J defined the height of X by the formula 

(8) h(X) = I.(X, cI(O(l)d+1) E It = CilI(SpecZ). 

This formula is analogous to the classical formula formula for the degree 
of the generic fiber XG;1 C PZ, using Chow groups, namely 

(9) deg(XG;1) = 1.([XG;1J. cl(O(l»d) E Z = CHo(Spec CQ). 

When XG;1 is a rational point P, h(X) coincides with the usuallogarith­
mic height of P, i.e. log ( vxg + ... + x~), where (xo'"'' XN) E ZN+I 
are integral homogenous coordinates of P with no common divisor. Pre­
vious definitions of h(X), using Chow coordinates, are due to Nesterenko 
and Philipponj see [PJ and [S4J for a precise comparison of them. 
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Faltings [F3] proved that h(X) ~ o. The stronger inequality 

d k 1 
h(X) ~ (L L -: ) deg(XGl) 

k=1 j=1 2) 

71 

holds, [BoGS], with equality only when X is one of the projective sub­
space obtained by requiring that N - d among the standard coordinates 
are equal to zero. 

Also, if XGl and YGl meet properly, the height of the cycle X n Y 
(defined by Fulton's method [F'uJ) is bounded above 

(10) h(X n Y) :$ h(X)deg(YGl) + deg(XGl)h(Y) + cdeg(XGl)deg(YGl), 

where c is an explicit constant depending only on the dimensions in­
volved [BoGS]. This inequality (10) constitutes some arithmetic analog 
of the Bezout theorem deg(XGl n YGl) = deg(XGl) . deg(YGl). 

Faltings used h(X) in his study of rational points on abelian varieties 
[F3]. 



IV 

Characteristic Classes 

We shall now define, following [GS3], characteristic classes with values 
in the arithmetic Chow groups that we introduced in the last Chapter. 

If E is a vector bundle on some arithmetic variety X, and h an her­
mitian metric (invariant by complex conjugation) on the holomorphic 
bundle induced by E on the set of complex points of X, there is a Chern 

character clJ.(E, h) in ffip?oCif' (X)IQ. It satisfies the usual axioms of a 
Chern character. For instance, it is multiplicative under tensor prod­
uct and additive under orthogonal direct sums. But it does depend on 
the choice of the metric h. When h is replaced by h', the difference 
<1(E, h') - <1(E, h) is the image in the arithmetic Chow groups of a sec­
ondary characteristic class introduced by Bott and Chern [BC], which 
played a role in Donaldson's work on Hermitian-Einstein metrics [Do]. 
¥ore generally, we give in Proposition 1 a formula for the behavior of 
ch with respect to exact sequences. 

In §l we prove a splitting principle for the arithmetic Chow groups 
of Grassmannians, or rather their subgroups ala Arakelov, as in §III.5. 
This provides a definition of <1 for the tautological bundles on these 
Grassmannians. In §2 we recall how any metric on a holomorphic vector 
bundle gives rise to form representatives of its characteristic classes. 
In §3 we define the Bott-Chern secondary characteristic classes by a 
method introduced in [BGS1] and [GS3]. In §4 we define <1. For this 
we use the fact that any bundle on X, once tensored by an ample line 
bundle, is classified by a map to a Grassmannian. We then have to check 
that the class we get is independent of the choices. Another construction, 
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due to Elkik [EI], is sketched in §4.7. Finally, we give, following [GS3], 
a definition of the group of virtual hermitian vector bundles on X. 

1. Arakelov Chow groups of the Grassmannians 

1.1 Put S := SpecZ. For positive integers m, n, let 

Gm,n := Grassn(OS'+n) 

be the Grassmannian over S representing the contravariant functor from 
the category of S-schemes to the category of sets which assigns to each 
S-scheme T the set of locally free quotients of o~+n of rank n (cf. 
[DG], Theoreme 1.9.7.4). Assume m = qn for q a positive integer, and 
put P := (Gq,t}n; note that Gq,l = PS(O~+l) is the projective space 
bundle of O~+l over S. There is a natural map p, ; P -+ G ;= Gqn,n 
coming from the direct sum of line bundles 

(O}+l -++ Ci :i=1, ... ,n) t--+ (Or+n -++ EeCi ). 

We also note that the symmetric group }';n acts on P by permuting the 
factors. 

On G(CC) ~ U(m + n)/(U(m) x U(n)), where U'(m) denotes the 
unitary group of rank m, consider the Kahler form WG given locally by 

WG = -dlf log Ils\l2, 
where s is a (Iocal) non-vanishing section of the highest exterior power 
of the tautological quotient bundle ofrank n on G(CC). We note that WG 

is a Kiihler form, that F;""wG = -WG, and that WG is invariant under the 
action of U (m + n). The pair G = (G, wG) defines an Arakelov variety, 
in the sense of Definition 111.2. Analogously, we obtain the Arakelov 
variety P = (P, W p ), on which }';n acts. We then have the following 
"splitting principle": 

Theorem 1 Assume p :::; q. Then the natuml map p,: P -+ G induces 
an isomorphism 

(1) p,* : CHP(G)IQ ~ CHP(p)~n 

of Amkelov Chow groups tensored with CQ, where CHP(Pf·n denotes the 
invariants of CHP(P) under the action of }';n. 

1.2 To prove Theorem 1 we first note that the pull-back map 

p,* : cit (G) ---+ CliP (P) 

(see Thegrem 111.3) induces a map 

p,*: CHP(G) ---+ CHP(P). 
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Indeed harmonic forms on G(CC) are characterized by their invariance 
under the action of U(m + n); this a standard fact, which goes back 
to E.Cartan, see for instance [DR2] p.648. Whence their pull-backs to 
P(CC) are invariant under the action of U(q + l)n C U(m + n), and 
therefore they are also harmonic. 

The exact sequence from Proposition 1II.2, applied to G and P, gives 
us the following commutative diagram 

CHP-l,p(G)1Q ~ HP-l,p-l(G)1Q ~ CHP(G)IQ -S CHP(G)IQ --+0 

lJ'* lJ'* lJ'* lJ'* 
CHP-l,p(P)1Q ~ Hp-l,p-l(p)1Q ~ CHP(P)IQ -S CHP(P)IQ --+0. 

We will now show that CHP-l,P(G)1Q = CHP-l,p(P)1Q = 0 and that 
J.L* induces isomorphisms CHP(G)IQ ~ CHP(p)~n and 

HP-l,P-l(G)1Q ~ HP-l'P-l(p)~n. 

The theorem follows by the 5-lemma. 

1.3 By TheoremI.3, CHP(G)IQ (resp. CHP-l,p(G)IQ) is isomorphic to 
Ko(G){p} (resp. K1(G){p}), the weight p part of Ko(G)1Q (resp. K1(G)IQ), 
where, for any k > 0, the Adams operation '1jJk acts by multiplication 
by kP. Similarly, CHP(P)IQ is isomorphic to Ko(P){p}. Therefore we are 
reduced to a problem in K-theory. We now determine the structure of 
the K-groups Kr(G) and Kr(P). 

On Eo := G, we consider the tautological exact sequence 

o --+ C --+ c:)"(]+n --+ Co --+ 0, 

where Co is the tautological quotient sheaf, locally free of rank n. Let 
El := PEo (co)be the projective space bundle of the bundle Co over Eo. 
On El there is a tautological exact sequence 

o --+ Cl --+ 1I"0Co --+ C1 --+ 0, 

where Cl (resp. Cd is locally free of rank n - 1 (resp. 1) and 11"0 

denotes the projection El --+ Eo. Iterating this procedure, we get 
Ei+l = lPE, (Ci) with a tautological exact sequence 

o ---+ CHI --+ 1I";Ci --+ CHI --+ 0, 

where CHI (resp. CHI) is locally free of rank n - i-I (resp. 1) and 
1I"i denotes the projection E i +1 -> E i . This construction ends with the 
scheme E := En and the invertible sheaf Cn ~ 1I"~_lCn-l' According 
to [Ql], Proposition 4.3, Kr(E) can be computed as follows. One has 
Kr(Ed = E9;':~ Kr(Eo) . (i) where ( denotes the class of C1 in Ko(El)' 
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Inductively this leads to 

(2) Kr(E) = EB Kr( G) . (fl ..... (::n, 
O~o:;~n-j 

where (j denotes the class ofthe pull-back of £j in Ko(E) (j = 1, ... ,n). 
But the scheme E can be viewed in a different way as follows. We 

start with Fo := 8 and the sheaf Fo := oS'+n. Put Fl := IPpo(Fo) with 
tautological exact sequence 

o ----> Fl ----> PoFo ----> M 1 ----> 0, 

where Fl (resp. Md is locally free of rank m + n - 1 (resp. 1) and Po 
denotes the projection Fl -> Fo. Iterating this procedure n times, we 
get the scheme F := Fn = PPn - 1 (Fn-t) and the invertible sheaf Mn. 
Clearly E = F and the pull-backs of £j and M j to E are isomorphic 
(j = 1, .. " n). By applying [Q1], Proposition 4.3, again, we obtain 

K (8) . I'lh . . l'{3n 
r '>1'" '>n 

(3) 
O~{3;~m+n-j 

= K (Z) . 1'{31 • • l'{3n 
r '>1'" '>n . 

O~{3;~m+n-j 

Comparing (2) with (3), we immediately deduce K 1(G)Q2 = 0, because 
K 1(Z) ~ Z/2Z. This in turn implies CHP-l,P(G)Q2 = O. 

Because Gq ,1 = IPS(O~+I), we obtain 

(4) Kr(P) = EB Kr(Z)· r/l.' ..... 'f/~n, 
O~"l';~q 

where 'f/j denotes the class of the pull-back via the j-th projection P -> 

Gq,1 of the tautological invertible sheaf in Ko(P). From (4) we derive, 
as before, CHP-l,P(P)Q2 = O. 

1.4 We are now able to prove that J.L* induces an isomorphism 

CHP(G)Q2 ~ CHP(p)~n, 

by showing that Ko(G)(p) ~ (Ko(p)(p»)E n for p::; q. Because p::; nq ::; 

m + n - j and p ::; q, we have, by (3) and (4), 

Ko(E)(p) = CQ[(l, ... ,(n](p), 

and 

Furthermore, the above construction of E shows that the natural map 
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J.L: P -> G factors through E, Le. 
E 

v /" I" 
P ~ G 

and the induced map v* : Ko(E) -> Ko(P) takes (j to 'f/j (j = 1, ... , n), 
whence we obtain an isomorphism 

(5) Ko(P){p) ~ Ko(E){p) = CQ[(l, ... , (nJ{p). 

Note that Ko(G)Q2 contains CQ[(l, ... ,(nJEn, because we have [1I"*£oJ = 

EB;=l (j in Ko(E), and Ko( G) is a A-ring. So we have the following 
inclusions, with lal := Ljaj, 

EB (CQ[(1, ... ,(n]En){p-1ai)(f1 ••••• (;:n 

O~aj~n-j 

(6) 

= CQ[(l, ... , (nJ{p). 

But now {(fl ..... (::n : 0 :S aj :S n - j} is a basis for CQ[(l, ... ,(nJ over 
CQ[(l, ... ,(n]En, therefore all the inclusions in (6) are equalities. This 
shows that 

Ko(G){p) = (CQ[(l, ... , (nJEn )(p) = (CQ[(l, ... , (nJ{p»)En ~ (Ko(p){p»)En, 

by the isomorphism (4), as claimed. 

The above argument can be repeated if we replace Chow theory by 
cohomology, so we also have an isomorphism 
(7) HP-l,p-l(G)Q2 ~ HP-l'P-l(p)~n. 

This finishes the proof of Theorem 1. o 

2. Chern forms 

2.1 Let X be a complex manifold, E a holomorphic vector bundle of 
rank r on X. Denote by An (X, E) the smooth sections of A nT* X ® E, 
where T* (X) denotes the cotangent bundle of X; note that An (X, E) is 
an AO(X)-module where AO(X) are the COO-functions on X. A connec­
tion on E is a CC-linear map 

V': AO(X,E) -+ Al(X,E) 
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satisfying 

'V(f. s) = df 0 s + f· 'Vs 

for all f E AO(X), s E AO(X,E). The decomposition Al(X,E) 
A I,O(X, E) EB AO,I (X, E) induces a decomposition 'V = 'V1,o + 'V0 ,I. A 
connection 'V gives also a map 

'V: Al(X,E) -t A2(X,E) 

by setting 

'V(w0s) :=dw0s-w0'Vs 

From this we deduce that 
'V2(f. s) = 'V(df 0 s + f· 'Vs) 

= d2 f 0 s - df 0 'V s + 'V(f . 'V s) 

= -df 0 'Vs + df 0 'Vs + f· 'V('Vs) = f· 'V2(s). 

In other words, 

'V2 : AO(X,E) -t A2(X, E) 

is an AO(X)-linear map, hence 'V2 E A2(X, End(E)); it is called the 
curvature of 'V. 

2.2 Let U c X be an open set and Elu ~ crr a trivialization of E 
on U. Given a section s E AO(X,E), its restriction to U can be written 
slu = (II,·.·,fr) with fj E AO(U) (j = 1, ... ,r). Put 

(aEs)lu := (alI,··., 8fr). 

If on V c X there is another trivialization for E and U n V =I 0, we 
have slv = (Yl, ... ,Yr) with Yj E A°(V) (j = 1, ... ,r). On UnV we 

get 

gj = L 'Pjk!k, 
k 

with holomorphic transition functions 'Pjk· Therefore 8gj = Lk 'Pjk8!k. 
SO 8 E extends to a global map from AO,O(X, E) to AO,I(X, E). It is called 
the Cauchy-Riemann operator of E. 

2.3 Assume now that E is equipped with an hermitian metric h, Le. 
an hermitian inner product (-, -) on each fiber Ex, depending smoothly 
on the point x E X. Given two sections s, t E AO(X, E), the hermitian 
metric on E defines a COO-function (s, t) on X by 

(s, t)(x) := (s(x), t(x)). 
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We may extend (-,.) by linearity to get a pairing 

(-, -) : Al(X, E) ® AO(X, E) -> Al(X). 

In other words, if s, t E AO(X, E) and W E Al(X), we define 

(s ® w, t) := (s, t) . w. 

Similarly we get 

(-,.) : AO(X, E) ® Al(X, E) -> Al(X). 

Definition 1 A connection '\7 : AO(X, E) -> Al(X, E) is called uni­
tary if it satisfies the equation 

d(s,t) = ('\7s,t) + (s, '\7t). 

2.4 

Lemma 1 There exists a unique connection 

'\7: AO(X,E) ---+- Al(X,E) 

with the properties 

(i) '\70,1 = 8E, 
(ii) '\7 is unitary. 

Proof. We first show uniqueness. By (ii), we have 

d(s, t) = ('\7 s, t) + (s, '\7t), 

hence, by (i), 

8(8, t) = (8Es, t) + (s, '\71,Ot). 

But the last equation determines '\71,0 uniquely. Namely 

(s, '\71,Ot) = 8(s, t) - (8Es, t). 

We can take this equation as a definition for '\71,°. We are left to check 
that '\7 := '\71,0 + 8E defines indeed a connection. But for all 8, t E 

AO(X,E) and /,g E AO(X), we have 

and 

i.e. 

'\70,1(1' s) = 8E(I . 8) = 8 f ® 8 + f . '\70,1 s, 

(s, '\71,0(g . t)) = 8(s, 9 . t) - (8Es, 9 . t) 

= (&g)(s, t) + 9 8(8, t) - g(8E s, t) 

= (s,8g ® t) + (8, 9 . '\71,Ot), 
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which completes the proof. o 

The connection '\7 from Lemma 1 is called the hermitian holomorphic 
connection of (E, h). Notice that 

'\72 = '\71,1 E A1,1(X, End(E)) , 

because '\70,2 = 8~ = 0, and hence '\72,0 vanishes by unitarity. 

2.5 

Definition 2 Let X be a complex manifold, E = (E, h) a holomorphic 
vector bundle on X with an hermitian metric, and '\7 its hermitian holo­
morphic connection. The Chern character form ch(E) = ch(E, h) for 
the pair (E, h) is defined by 

ch(E,h) := trE exp (;1.'\72) E EBAP'P(X). 
11'~ p~o 

Here trE is the trace in End(E). These Chern character forms are d 
and de closed and satisfy the following properties (cf. [GH]): 

(i) /*ch(E) = ch(j*E) , for every holomorphic map f : Y -> X of 
complex manifoldsj 

(ii) ch(E EB P) = ch(E) + ch(F), for all hermitian vector bundles E, Pj 
(iii) ch(E ® P) = ch(E) . ch(P) , for all hermitian vector bundles E, Pj 
(iv) ch(L) = exp(c1(L)), for every hermitian line bundle L. 

The form ch(E) depends on the choice ofthe metric on E, but not its 
cohomology class, as will follow from Theorem 2 below. 

3. Bott-Chern secondary characteristic classes 

3.1 The Chern character forms described in the previous section are 
not additive on exact sequences, as is the case for their cohomology 
classes. Let 

£ : 0 ---+ E' ---+ E ---+ Elf ---+ 0 

be an exact sequence of vector bundles with hermitian metrics h', h, hlf 
respectively. Instead of (£, h', h, hlf) we shall just write £. We have the 
following 

Theorem 2 There is a unique way to attach to every sequence £ a 
form ch(£) in 

A(X) := EBAP,P(X)/(im8 + im 8) 
p~o 



80 IV Characteristic Classes 

satisfying the following properties: 

(i) ddcch(£) = ch(E') - ch(E) + ch(E''); 
(ii) /*ch(£) = ch(f*£), for every holomorphic map f : Y -+ X of 

complex manifolds; 
(iii) ch(£) = 0, if£ is split, i.e. (E,h) = (E'®E",h'®h")and the 

maps in £ are the obvious ones . 

Definition 3 The form ch(£) is called the Bott-Chern character form 
of£ (cf. [Be], [Do], [BGS1], [GS3]). 

Proof. We first prove the uniqueness of ch. Let 0(1) be the standard 
line bundle of degree one with its Fubini-Study metric on P~ and let 
u be a section of 0(1) vanishing only at 00. On X x Pb consider 
the bundle E'(l) := E' ® 0(1) with hermitian metric induced by the 
metric on E' and 0(1). If E' -+ E'(l) is the map given by idE' ®u, let 
E := (E ® E'(l))/ E'. We get an exact sequence 

l: 0 --+ E'(l) --+ E --+ E" --+ O. 

For z E P~, denote by iz : X -+ X x P~ the map given by izCx) = (x, z). 
When z =I 00, since u(z) =I 0, we get i;E ~ E. On the other hand 
i~E ~ E' ®E", because u(oo) = 0 and 0(1)00 ~ cr, whence i~E'(l) ~ 
E'. Using a partition of unity, we can choose a hermitian metric h on 
E such that the isomorphisms i(jE ~ E and i~ E ~ E' ® E" become 
isometries, i.e. i(jh = h and i~h = h' ® h". Denoting by d = dx + dz 

the total differential on X x 1P~, where dx is the differential on X and 
dz the differential on 1P~, we consider the integral 

!:= r ddCch(£)'loglzI2. 
Jp~ 

We now compute! in two ways. First we obtain, by property (i) applied 
to l, 

! = r (ch(E' (1)) - ch(E, h) + ch(E")) log Izl2 
Jp~ 

=ch(E') r ch(O(l)) log Izl2 - r ch(E, h) log Izl2 
Jp~ Jp~ 

+ ch(E") r log Izl2 
Jp~ 

= - r ch(E, h) log Iz12. 
Jp~ 

(The first integral vanishes since it changes sign when z is replaced by 
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liz). Secondly, we get, by Stokes' Theorem and by properties (ii) and 
(iii) , 

1== { ch(£)dzd~ log Izl2 = ( clJ.(£)(80 - 800 ) 

Jp~ Jp~ 

= ioch(£) - i;;"ch(£) = clJ.(io£) - ch(i;;"£) = d(£) 

(modulo (im8 + im8)). Hence ch(£) is uniquely determined modulo 
(im8 + im8) by the formula 

(8) clJ.(£) == - ( ch(E, h) log Iz12. 
Jp~ 

To prove the existence of clJ., we take the formula (8) above as a 
definition. We have to check that this definition does not depend on the 
choice of the hermitian metric h and satisfies properties (i), (ii) and (iii). 
We first verify that property (i) is fulfilled. Since taking direct image of 
forms commutes with differentiation, we have, as ch(E, h) is d and dC 

closed, 

dxd~ch(£) == - ( ddC( ch(E, h) log Iz12) 
Jp~ 

= - { ch(E, h)dzd~ log Izl2 
Jp~ 

= - ( ch(E,h)(80 - 800 ) 

Jp~ 

= -ioch(E, h) + i:;"ch(E, h) 
= -ch(B) + ch(B') + ch(B"), 

by the properties of Chern character forms (cf. 2.5). 
Now we check the independence of clJ.(£) on the choice of the hermitian 

metric h. Let k be another hermitian metric on E satisfying ioh' = h 
and i:;"h' = h' ffih". The above calculation applied to the exact sequence 

- -O_E---+E---+O 

on X x lPi:, where the first (resp. second) E has hermitian metric h 
(resp. k), gives the formula 

-ch(E, h) + ch(E, k) = - ( ddC(ch(E, h) log IwI2), 
Jp~ 

where d = dx + dz + dw, the bundle Eon X_ x lPi: x lPi: is the pull-back 

of the bundle E, and the hermitian metric h satisfies 
-- -- --.-
hlz=o = h, hlz=oo = h' ffi h", hlw=o = h, hlw=oo = h' . 
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One way to get such an h is to take, if WI, W2 are homogeneous coordi­
nates for w, 

h_lwI12h+lw212/i:' 
- IWI12 + IW212 . 

Hence we obtain (modulo (im8 + im a)) 

r (ch(E, h) - ch(E, h')) log Izl2 
Jp~ 

= r r ddC (ch(E,h)loglwI2)loglzI2 
Jp~ Jp~ 

== r r ch(E, h) log Iwl2dz~ log Izl2 
Jp~ Jp~ 

= (l~Ch(E,h)IOgIWI2) z=o - (l~Ch(E,h)lOgIWI2) z=oo 

=0, 
- -

because hlz=o = h and hlz=oo = h' EB hlf are independent of w. 
Properties (ii) and (iii) now follow easily. 0 

3.2 Here are some properties of Bott-Chern character forms: 

Proof· By the construction in the proof of Theorem 2, we have 

Ch(£1 EB£2) = - r ch(E;EBE2,hIEBh2)loglzI2 
Jp~ 

== - r ch(EI EB E2, hI EB h2) log Izl2 
Jp~ 

= ch(£d + Ch(£2). 

3.2.2 ch(£ ® F) == ch(£) . ch(F) . 

Proof. Again by the construction in the proof of Theorem 2, we have, 
given any hermitian vector bundle F = (F, g), 

clJ.(£®F) = - r ch(E®F,h®g)loglzI2 
Jp~ 

== - r ch(E,h)ch(F,g)loglzI2 
Jp~ 

= ch(£) . ch(F). 
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3.2.3 Let 

0 0 0 

1 1 1 
0 - E' I - EI - E~ - 0 

1 1 1 
0 - E2 - E2 - E~ - 0 

1 1 1 
0 - E' 3 - E3 - E~ - 0 

1 1 1 
0 0 0 

be a diagram where all rows Ci and all columns :Fj are exact (i,j 
1,2,3). Then we have 

3 3 

(9) L(-I)ich(&i) == L(-I)jch(:Fj). 
i=l j=l 
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For the proof of this fact see [GS3]. Note the following special case. 
Take E~ = E2 = E with hermitian metric hI, EI = E. with hermitian 
metric h2 and E2 = E with hermitian metric h3, and take all the other 
terms to be zero. Then the above formula reads 

(10) 

Here ch(hl, h2 ) := ch(&), for 

c:O-E-E-O, 

where the map is the identity, E" = 0, E' = E has metric hI, and E 
has metric h2. In particular 

(11) ddcclt(hl' h2) = ch(E,hd - ch(E,h2). 

3.3 The construction of Bott-Chern secondary characteristic classes 
is also valid for other characteristic classes like Chern classes, Todd 
classes etc... To define them, one replaces the Chern character form 
ch(E, h) in formula (8) above by the forms representing these classes; 
see [GS3] for more details. For instance, the component of degree zero 
of ch(hl' h2) is equal to ci(h I , h2). It coincides with the smooth func­
tion log(h2/hl), as can be seen by checking the axioms of Theorem 2 in 
degree zero; (i) follows from the Poincare-Lelong formula. 
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4. Arithmetic Chern characters 

4.1 Let X be a regular scheme, projective and flat over Z. 
Definition 4 An hermitian vector bundle E = (E, h) on X is an 
algebmic vector bundle E on X such that the induced holomorphic vector 
bundle on X(CC) has an hermitian metric h, which is invariant under 
complex conjugation, i. e. F;;' (h) = h. 

Theorem 3 Let X be a regular scheme, projective and fiat over Z 
and E = (E, h) an hermitian vector bundle. Then there is a unique way 
to define a chamcteristic class 

clt(E) E Cii(X)1Q = EBCiiP(X)1Q 
p~O 

satisfying the following properties: 

(i) rclt(E) = clt(f*E), for every morphism f : Y -> X of regular 
schemes, projective and fiat over Z; 

(ii) ch(EEBP) = Ch(E) + ch(P) , for all hermitian vector bundles E, P; 
(iii) Ch(E ® P) = Ch(E) . Ch(F), for all hermitian vector bundles E, P; 
(iv) Ch(E) = exp(c''t(I)), for every hermitian line bundle I (with cl(I) 

defined as in §II1.4.2}; 
(v) w(Ch(E)) = ch(E) is the classical Chern chamcter form (see §2 ; 

the map w was defined in Theorem 1I1.1). 

We call clt(E) the arithmetic Chern character of the hermitian vector 
bundle E. 

4.2 We divide the proof of Theorem 3 into two parts. In the first part 
(4.2,4.3) we show the uniqueness, while in the second part (4.4,4.5) we 
prove the existence of the arithmetic Chern characters. 

We first have to recall the following notation and results from §1. We 
defined G = Gm,n = Grassn(OS'+n) (8 = SpecZ, m = qn), P = 
(Gq,l)n and a map J.L : P -> G. Furthermore, Qm,n is the tautological 
quotient bundle of rank n on G with quotient metric induced by the 
standard Euclidean metric 2:j'=~tlzjI2 on ccm +n. For p ~ q, J.L induces 
an isomorphism (cf. Theorem 1) 

(12) J.L* : CHP(G)IQ ~ CHP(p)~n 

and, by the proof of Theorem 1, we also know that 

J.L*(Qm n) = II EB ... EB In, 
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an orthogonal sum of hermitian line bundles I j on P (j = 1, ... , n). 
We now turn to the proof of uniqueness. We will give a formula for 

Ch(E). First, from the properties (i), (ii) and (iv) we get 
n 

JL*Ch(Qm,n) = ch(JL*Qm,n) = Ch(ffiIj ) 

j=1 
n n 

= LCh(Ij ) = LexP(cl(Ij )), 

j=1 j=1 
hence the p-th component is given by 

*~ - ~cl(Ij)p p-
JL chp(Qm,n) = L...J --I - E CH (P)Q2. 

j=1 p. 

The latter sum is invariant under the action of }";n on CHP(P)Q2. By 
the isomorphism (12), this leads to the following formula for Chp(Qm,n) 
when q ~ p: 

(13) Chp(Qm,n) = JL*-1 (L.n Cl(~j)P) E CHP(G)Q2 C Cit(G)Q2. 
3=1 P 

When q + 1 ~ p, the functoriality (i) allows one to get Chp(Qm,n) by 
restriction from a bigger Grassmannian (for which q ~ p). We then have 

(14) Ch(Qm,n) = L Chp(Qm,n) E CH(G)Q2. 
p~O 

Because X is projective, there exists a line bundle L on X such that 
E®L -1 is generated by global sections, Le. there is a surjection O~ ---> 

---> E®L- 1 for some integer N. We may assume that N = m+n with 
n = rk E and m = qn (q ~ 1). Because G represents the functor which 
assigns to each S-scheme T the set of locally free quotients of OT'+n of 
rank n, there is a morphism f: X -> G corresponding to the surjection 
o::+n __ E ® L -1, i.e. f*(Qm,n) ~ E ® L -1. Putting any metric on 

L, the isomorphism 

needs not be an isometry. Therefore we have to investigate how the 
difference 

Ch(E) - f*Ch(Qm,n) . Ch(I) 
depends on the metric chosen on L. 

4.3 
-p 

Lemma 2 Let x E CH (X x lPi) and denote by iz: X -> X x lPi the 
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morphism given by iz(x) = (x,z). Then 

iO{x) -l~(X) = a (it w(x) . log IZI2) 

(for the definitions of the maps w : CliP (X x 1P~) -+ AP,P(X x 1P~) and 
a: AP-l,P-l(X) -+ Cif'(X), see Theorem 111.1). 

Proof· Let x be the c1888 of (Z, gz). We may assume that Z is irreducible 
and flat over Z, since the statement is well known for the Chow groups 
with supports in finite fibers. By the Moving Lemma over CQ, we can 
then assume that Z is not contained in a component of div z = (0) - (00), 
and therefore that it meets this divisor properly on X x 1P~ . 

Denoting by 'Tr : X x Pi -+ X the projection, we have 

0= 'Tr*([(Z,gz)]· [(div z, -[log IzI2])]) 
= 'Tr*([(Zo - Zeo,gz 1\ (80 - 800 ) - [w(x) log IzI2])]) 
= 'Tr*([(Zo - Zeo,gZo - gzoo - [w(x) log IzI2])]) 

= io(x) - i;"'(x) - a (it w(x) . log IZI2) . 

Proposition 1 Let 

£ : 0 -+ E' -+ E -+ E" -+ 0 

o 

be an exact sequence of vector bundles with hermitian metrics h', h, hIt 
and £ = (£,h',h,h"). Then 

(15) <1(E') - <1(E) + <1CE") = a(ch(£», 

where ch(£) is the Batt-Chern character form off. 

Proof. As in the proof of Theorem 2 (working now over Z instead of 
CC), one constructs a bundle E with hermitian metric h on X x p~ such 
that ioE ~ E, i7x,E ~ E' EB E" and i'Oh = h, i7x,h = h' EB hIt. Taking 
x = <1(E, h) in Lemma 2, we get 

io<1(E, h) - i;;.,<1(E, h) = a (it w(<1(E, h» log IZI2) , 

hence, by properties (i), (iii) and (v) and the definition (8) of the Bott­
Chern character form, 

chCE) - ch(E') - ch(E") = -a(ch(£». 
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Applying Proposition 1 to the exact sequence 

c:O->E ~ /*(Qm,n)®L ---t 0 

with the hermitian metrics chosen as above, we get 

(16) deE) = /*d(Qm,n) . deE) + a(d(£)). 

This proves the uniqueness of d. 
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o 

4.4 We now take formula (16) as a definition of d(E). We have to 
verify that this definition does not depend on the morphism f and the 
line bundle L, and that it satisfies properties (i)-(v). 

We first check that it is independent of f. For this we assume that 
L = L' = Ox and that we have two morphisms f : X ---t Gm,n with 
!*(Qm,n) ~ E, corresponding to the surjection L : p := o~+n ---t 

---t E, and f' : X ---t Gm',n with f'*(Qml,n) ~ E, corresponding to 
the surjection!, : P' := o~/+n -- E. 

Because P ~d P' are free, we can choose morphisms a : P ---t P' 
and a' : P' ---t P such that L = t. 0 a and t. = Loa' .. Putting 

g:= (l-a'Oa a) EAut(o~"+n), 
-a 1 

where mil = m+m' +n, one easily checks that the composite projection 
maps 

<p : P Ef) P' ~ P L E 

and 
!' 

<p' : P Ef) P' ---t P' -=--. E 

satisfy the relation <p 0 9 = <.p'. Because Aut(o~"+n) = GLm"+n(R) 
with R = r(X, Ox), which is of finite type over Z, the maps <p and <p' 
induce the following commutative diagram 

XR -'£.." GR 

<p''\. 1 9 

GR , 

with XR = X ®z R, GR = Gm",n ®z R. The isomorphism /*(Qm,n) ~ 
f'*(Qml,n) now implies 

<p*g*(Qmll,n) ~ <.p'*(Qmll,n). 
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Lemma 3 In Cii(GR)1Q we have the identity 

d(Qmll,n) - g*d(Qmll,n) = a(ch(Qmll,n,g*Qmll,n)), 

where the right-hand side is the Batt-Chern character form for the exact 
sequence ° -> Qmll,n -> g*Qmlf,n -> 0, with the standard metric on 
Qmlf,n and the pull-back via 9 of the standard metric on g*Qmll,n-

Proof. For any 9 E GLmll+n(R), we define 

8(g) := d(Qmlf,n)-g*ch(Qmll,n)-a(ch(Qmll,n,g*Qmll,n)) E Cii(GR)IQ' 

We have 

«8(g)) = ch(Qmlf,n) - g*ch(Qmll,n) = 0, 

since the induced action of GLmlf,n(R) on CH(GR)IQ is trivial. Further-
more, we have 

w(8(g)) = ch(Qmlf,n) - g*ch(Qmll,n) - ddcclt(Qmll,n, g*Qmlf,n) = 0, 

by Theorem 2. Therefore 

8(g) E ker( n kerw = HP-l,P-l(GR)/imp, 

by Theorem III.I. 
For any g, hE GLmll+n(R) we get by direct computation, using The­

orem 2 and 3.2.3, 
8(g) + g*8(h) 

= ch(Qmll,n) - g*h*ch(Qmlf,n) 

- a(clt(Qmll,n, g*Qmll,n)) - a(ch(g*Qmll,n,g*h*Qmlf,n)) 

= ch(Qmll,n) - (hg)*ch(Qmll,n) - a(ch(Qmlf,n, (hg)*Qmlf,n)) 

= 8(hg). 
Because GLm"+n(C[;) is connected, GLmll+n(R) acts trivially on 

HP-l,P-l(GR), whence we get 

8(h) + 8(g) = 8(hg), 

which implies in particular that the image via 8 of a commutator vanishes 
in Cii(GR)IQ' 

Now we consider the natural map 

j : G = Gm",n ----> G2m",2n = G' , 
arising from the imbedding 

j : GLm"+n(R) ----> GL2m"+2n(R), 

9 r- (~~) 
and the induced homomorphism 

j* : HP-l,p-l(G~) ----> HP-l,P-l(G R). 
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Taking h = (~ g~l) E GL2m"+2n(R), one easily checks that 8(g) = 

j*8(h). But h is a commutator, because 

h = (~ ~) (~ ~) (g~1 ~) (~ ~), 
hence 8(h) = 0, as mentioned above. Therefore we find 8(g) = 0, which 
completes the proof of Lemma 3. 0 

Applying now <p* to the identity of Lemma 3, we derive 

f*clJ.(Qm,n) - f'*clJ.(Qml,n) = a(clt(f*Qm,n,/'*Qml,n))' 

This implies, USing 3.2. and 3.2.3, that clJ.(E), when defined by formula 
(16), is independent on the choice of I. 

4.5 Let us prove now that the definition of clJ.(E) by (16) does not 
depend on the choice of L. Assume we had I : X ---+ Gm,n with 
f*(Qm,n) ~ E&;L-l, and I': X ---+ Gml,1 with /'*(Qm',I) ~ L&;L,-I. 

The composition of the product map I x/': X ---+ Gm,n x Gm',1 and 
the natural map v : Gm,n x Gml,l ---+ Gmll,n, given by taking tensor 
products (with mil = mm' + nm' + m), then satisfies 

(f x /,)*v*(Qmll,n) = f*(Qm,n) &; /'*(Qml,t} ~ E &; £,-1. 

Lemma 4 Let mil = mm' + mn' + m' n and nil = nn'. Let 

v : Gm,n x G m , ,n' ----+- Gmll ,n", 

be given by the tensor product. We have 

v*clJ.(Qmll ,n") = Ch(Qm,n) . clJ.(Qml,n/)' 

Proof. By assumption, we have m = qn, m' = qn', hence mil = qn". 
With the notations of §1, we obtain the following commutative diagram 

(Gq,l)n X (Gq,t}n' 

J'xJ"l 
Gm,n x Gmt ,n' 

id 
---+ 

v 
---+ 

By the splitting principle, one checks that 

(G )n" q,1 
lJ''' 

Gm",n". 

(p, x P,')*(v*Ch(Qmll,n") - Ch(Qm,n) . clJ.(Qml,n/)) = 0, 

hence the lemma follows, because (p, x p,')* is injective by Theorem 1. 

o 
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Now we obtain, using Lemma 4, 

f*ch(Qm,n)ch(L) + a(ch(E, f*Qm,n ® L)) 

= f*ch(Qm,n)ch(f'*Qml,l ® L') + a(ch(E, f*Qm,n ® /'*Qm',l ® L') 

= (f x !,)*v*ch(Qmll,n)ch(L') + a(ch(E, (f x j')*v*Qmll,n ® L')), 

and this shows the independence of dICE) on the choice of L. 
Properties (i)-(v) follow from our definition of ch(E) in formula (16) 

and Lemma 4 . 

4.6 More generally, given an hermitian vector bundle E of rank rand 
cp( T1, ... , Tr) E CQ[[T1, ... , Tr J] a symmetric power series in r variables, 
one may define a characteristic class 

rp(E) E Cfj(X)~ 
satisfying axioms similar to those of Theorem 3. In particular, when 
E = EB;=l Lj is an orthogonal direct sum of hermitian line bundles, it 
is given by the formula 

rp(E) = cp(c1(LI), ... , c1(Lr)). 

For instance there are Chern classes i:p(E) E CfjP (X)~ - in fact 
- ---p - - ---

i:p(E) E CH (X) - and a Todd class Td(E) E CH(X)~. 

To define ij5 one may either mimick the construction of dI or consider 
the power series "p such that 

cp(T1, ... , Tr) = "p(U1, ... , Up, .. . ), 

where 
r 

Up = EBTj/p!. 
j=l 

Then, if ch,,(E) is the component of degree p of dI(E) , one can take 

ij5(E) = "p(Ch1(E), ... ,chp(E), .. . ). 

4.7 Another approach to characteristic classes is an arithmetic analog 
of Segre classes due to Elkik [EI]. L~t p : Px(E) ~ X be the projective 
bundle attached to E. On Px(E) we have a canonical exact sequence 

E : 0 ---> H ---+ p*(E) ---> L ---+ 0, 

where H (resp. L) has rank r - 1 (resp. 1). We endow H and L with 
the metrics induced from p*(E). Let 

s~(E) =p.(c1(Lr-1+k) E Cfjk(X) 

and define Rk E Ak-1,k-1(X) by the following identity of power series 
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in one variable t: 

LRktk = (Ltkp*(cdL)k-l~))(Lck(E)(-t)k)-l. 
k>O k>O 

Here ck(E) E Ak,k(X) are the Chern forms of E, cdr) E Al,l(Px(E)) is 
the first Chern form ofr, and ~ E k-1,r-l(Px(E)) is the Bott-Chern 
class ~ = ~(£* ® L) of the dual of £ tensored with L. In particular 

ddC(~) = -cr(P*(E)* ® r). 
(Notice that A(X) is a module over closed forms in A(X)). 

The arithmetic Segre classes of E are so(E) = 1 and, when k > 0, 
_ ,_ _k 

sk(E) = sk(E) + a(Rk) E CH (X). 

The Chern classes Ep(E) E & (X) can be defined by the identity of 
power series over the Chow ring 

LCk(E)(-t)k = (LSk(E)tk)-l. 
k~O k~O 

The fact that this definition coincides with the one in 4.6 is a consequence 
of the properties of Ck (see [GS8]). 

4.8 

Definition 5 We denote by Ko(X) the group generated by triples 
(E, h, 1]), where (E, h) is a hermitian vector bundle on X and 1] E 

E9p~oAP'P(X), subject to the following relation 

(E', h', 1]') + (E", h", 1]") = (E, h, 1]' + 1]" + ch(£")), 

for every exact sequence £ : ° --+ E' --+ E --+ E" --+ 0, and £" = 
(£,h',h,h") as in 3.1. 

Theorem 4 
given by 

There is an isomorphism ch : Ko(X)~ --+ 6H(X)~, 

ch(E, h, 1]) := c1(E, h) + a(1]). 

We shall not prove Theorem 4. We just mention that ch is well-defined 
by Proposition 1 and that Theorem 4 follows by the 5-lemma from the 
following diagram 

p~o • 
l~ lid 1 cit l~ 

EBCHP-l,P(X)~ --+ EBAP'P(X) --+ 6H(X)~ --+ CH(X)~ --+0, 
p~o p~o 
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where the hard part is the proof of the commutativity of the left-hand 
square (see [GS3] and [Wa]). 



v 

The Determinant of Laplace Operators 

Our aim is now to define a notion of direct image for hermitian vector 
bundles on arithmetic varieties. This will be done in the next chapter, 
and requires a notion of determinant for Laplace operators, which is 
described in this chapter. 

Namely, given an hermitian vector bundle E on a compact Kahler 
manifold, we consider the Laplace operator ~ acting on E-valued differ­
ential forms of a fixed degree (0, q), q ~ O. This operator has a discrete 
and non-negative spectrum. But, since its eigenvalues are unbounded, 
the definition of its determinant requires some regularization procedure. 
The method we shall be using is known as zeta function regularization: 
the determinant is defined as 

det'(~) = exp(-(A(O)) , 

where (~(s), s E ee, is the zeta function of ~, defined by analytic con­
tinution from a half plane Re s > d. This definition is due to Ray and 
Singer [RS]. 

In §1, we describe this regularization procedure in an axiomatic way, 
for infinite sequences of positive real numbers. Then we define general­
ized Laplacians in §2, and we sketch the construction of a heat kernel for 
these operators in §3; here we follow [BGVJ, and the reader is referred to 
this book for more details. We show in §4 that (~( s), the Mellin trans­
form of the heat kernel of ~, has the required properties to make sense 
of det'(~), the determinant of the restriction of ~ to the orthogonal 
complement to its kernel. 
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1. Regularization of infinite products 

1.1 We first make sense of the following formula: 

(1) 1·2·3·4· ... =y'2; 

First Approach We look at Stirling's formula 

n! = nny'ne-ny'2; (1 + O(~)) , 
i.e. 

1 1 
(2) log(n!) = n . log n + - log n - n + log y'2; + O( -) 

2 n 
for n -+ 00 (cf. [WWl, pp. 251-253). 

Definition 1 
(2), hence 

We define log(oo!) to be the finite part of the expansion 

oo!:= y'2;. 

Second Approach Here we start with Riemann's zeta-function: 

«s) := L n-s (Re s > 1). 

Recall that «s) has a meromorphic continuation to the whole complex 
plane, with a single pole at 1. More precisely: 

1 
(3) «s) = s-1 +,+0(s-1) 

where, denotes Euler's constant (cf. [Cl, Chapter 2). Furthermore «s) 
satisfies the following functional equation: 

~ 1-s 
(4) 1I"-s/2r(sj2)«s) = 11"- 2 r(-2-)«1- s). 

Since 

('(s) = - Llog(n)n-S 

when Re s > 1 , we are led to the following: 

Definition 2 oo! := e-('(O). 

Proposition 1 e-('(O) = .;27r, i.e. Definitions 1 and 2 are compat-
ible. 
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Proof By the functional equation (4), we obtain 

«s) = 7r8 - 1/ 2 r(1- s)/2) «1- s) 
r(s/2) , 

hence 
('(s) = log7r _ ~ . r'«l - s)/2) _ ~ . r'(s/2) _ ('(1 - s). 

(5) «s) 2 r«l - s)/2) 2 r(s/2) «1 - s) 

95 

We now compute the right-hand side of (5) for s --+ O. First we note 
from (3) 

(6) 
('(l-s) 1 
«l-s) =:;+1+0(s) (s --+ 0). 

By the duplication formula for the r-function, we obtain (cf. [WWJ, p. 
240) 

r(s + 1) = 7r- 1
/

2 28 r(s + 1)/2)r(s/2 + 1), 

r'(l) 1 r'(1/2) 1 r'(l) 
r(l) = log 2 + 2 . r(1/2) + 2' r(l) , 

and 

(7) 
1 r'(1/2) I , 

--. -- = log 2 + - (because I = -r (1)). 
2 r(1/2) 2 

Finally, we derive from r(s) = s-lr(s + 1) that 

(8) r'(s) = _~ + r'(s + 1) = _~ + r'(l) + O(s) 
r(s) s r(s + 1) s r(1) 

(s --+ 0). 

Adding (5), (6), (7), (8) and letting s --+ 0, we obtain 

(' (0) 
«0) = log7r + log 2. 

By the functional equation (4), we get «0) = -1/2, which leads to 
1 

('(0) = -2 log(27r), 

hence 

Third Approach We start with the 8-function: 

8(t) := E e-n2t
• 

n~1 

Taking the Mellin transform of 8(t), we have, for Res > 1, 

(9) 
1 roo 

«2s) = r(s) io 8(t)t
8

-
1
dt. 

D 
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If we could exchange the order of differentiation and integration on the 
right-hand side, we would get 

2('(0)" =" roo 8(t) (~)' dt" =" roo 8(t)dt. 
io f(s) 8=0 t io t 

Unfortunately, the latter integral does not exist, because the integrand 
diverges at t = O. Indeed, it follows from the Poisson summation formula 
(cf. [C), p. 30), that 

hence 

.;;rr 11" 1 
8(t) = -8(-) --o t 2' 

8(t) = .;;rr - ~ + O(Vt) 
20 2 

(t -+ 0). 

This implies, as shown in Theorem 1 below, that there exist some con­
stants ao and a-I, such that, as £ tends to zero, the function 

100 dt 
8(t)- + ao log £ - a-dv'€ 

£ t 
has a limit, called the finite part of the integral. Notice that it is well 
defined since ao and a-I are unique. This suggests the following 

Definition 3 

as £ tends to zero. 

We define log(oo!) to be the finite part of the integral 

_! 100 

8(t) dt 
2 < t 

Proposition 2 We have 

2('(0) = finite part of (100 

8(t) dt) - ~, 
< t <-+0 

i.e. Definitions 2 and 3 are NOT compatible. 

Proof This is a special case of Theorem 1 below (with £2 instead of 

~. 0 

1.2 We shall now extend the second and third approaches in §1.1 to 
other sequences of positive real numbers. 

Definition 4 Let A : 0 < Al ::; A2 ::; ... be an increasing sequence 
of positive real numbers. The zeta-function attached to this sequence is 

defined by 

We make the following three assumptions about (A(S): 
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Zl: (A(S) converges for Re s ~ OJ 
Z2: (A (s) has a meromorphic continuation to the whole complex plane; 
Z3: (A(S) has no pole at s = o. 

-With these assumptions, we define 

Definition 5 Al . A2 . A3 .... := e-(;"(O). 

Notice the following two lemmas: 

Lemma 1 For any integer N ~ 1, we have 

AI' A2' A3· ... = (AI' A2· .... AN) . (AN+1 . AN+2'" .). 

Proof We have 
N 

(A(S) = E A~s + (N(S), 
n=1 

where (N (s) = En~N +1 A;;-s. Differentiating and putting s = 0, we get 
N 

(~(O) = - Elog An + (~(O). 
n=1 

Now the lemma follows by taking the exponential on both sides. 0 

Lemma 2 For any positive real number a, we have 

(aAI) . (aA2) . (aA3) .... = (AI' A2 . A3 . " .)a(A(O). 

Proof Clearly 

(aA(S) = a-S(A(s). 

Differentiating, putting S = 0 and taking the exponential now implies 
the lemma. 0 

Definition 6 Let A : 0 < Al ::; A2 ::; ... be an increasing sequence 
of positive real numbers. The theta-function attached to this sequence is 
defined by 

8 A (t) := E e-Ant
• 

n~1 

We make the following two assumptions about 8 A (t): 

81: 8 A (t) converges for t > O. 
82: For every kEN, there are real numbers ai (i E Z) , with ai = 0 

for i < -d , such that 
k 

8 A (t) = E antn+O(tk+l) fort--+O. 
n=-d 
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We note that 81 implies that 

83: 8 A(t) is O(e-ct ) for t ---+ 00, for some positive real number c. 

Indeed, when t > 1 

8A(t) = E e-~n(t-l)-~n S e-~1(t-l)8A(1). 

We now have the following: 

Theorem 1 If8A(t) satisfies 81 and 82, then 

(A(S) = r~s) 100 

8 A(t)t
s
-

l
dt 

and this function satisfies Zl, Z2, Z3. Furthermore, we have 

(A(O) = ao, 

and 

(~(O) = finite part of (100 

8A(t) dt) + ,ao. 
• t ...... 0 

Proof. Because of 82 and 83 the integral defining (A(S) converges for 
Re s > d, hence Zl is satisfied. By 82 we can write, for every kEN, 

8A(t) = E antn + Pk(t) 

with Pk(t) = O(tk+l ). Therefore 
(10) 

(A(S) = _1_ roo 8A(t)tS
-

l dt + E ~ rl 
tn+s- l dt 

r(s) il n$k r(s) io 

+ r~s) 11 Pk(t)t
s
-

l
dt 

1 1008 
() s-ld '" an 1 rl 

() s-1 = r(s) 1 A t t t + ~ r(s)(n + s) + r(s) io Pk t t dt. 

In the last expression, the first integral is holomorphic for all s E ee, 
while the second integral is holomotphic for Re s > -k - 1; the sum 
over n is a meromorphic function in the whole complex plane. As k is 
arbitrary, we obtain a meromorphic continuation of (A (s) to the whole 
complex plane, which establishes Z2. 

Putting k = 0 and s = 0, we obtain from (10) 

( ao) '" ( an ) (A(O) = -- + ~ = ao, 
r(s) . s s=O n<O f(s)(n + s) s=o 
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which proves Z3. Furthermore, by differentiating (10), we get 

, roo ( t
S 

)' dt (an)' 
(A(O) = Jl eA(t) r(s) 8=0 t + ~ r(s)(n + s) s=o 

+ 11po(t)(r~:))~=0 ~t 
But since 

W /r(s))~=o = 1, 

(l/r(s)· s)~=o = (l/r(s + 1))~=0 = -r'(1)/r(1)2 =" 
and 

(l/r(s)(n + s))~=o = l/n, 

we obtain 

f oo & a 11 & 
(11) (~(O)= eA(t)-+,ao+E-..!!.+ po(t)-. 

1 t n<O not 

On the other hand, we have for 0 < £ < 1 

JOO dt 100 
dt jl jl dt eA(t)- = eA(t)- + E an tn- 1dt + Po(t)-

• tit n~O' • t 

(12) = roo eA(t) dt _ ao log £ + E an '(..!:. _ £n) 
Jl t n<O n n 

11 dt 
+ Po(t)- + 0(£). 

o t 

The finite part of (12) as £ --+ 0 is defined to be its limit once the 
divergent summands -ao log £ and -an -::' n < 0, has been removed. 
Comparing with (11) we get 

(~(O) = finite part of (j"" eA(t) dt) + ,ao, 
• t ...... 0 

as claimed. o 

1.3 Questions and complements 

1.3.1 Physicists have used other ways of regularizing infinite prod­
ucts known as Pauli-Villars regularization and dimensional regulariza­
tion (see for instance [RD. For which class of positive numbers do they 
make sense? Do they lead to other justifications of formula (1)? 

1.3.2 Given two sequences 

A ; 0 < ),1 $ A2 $ ... 
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and 

/.1 : 0 < /.11 ::; /.12 ::; ... , 

can one compare 

with 

See [KJ, 6.5. 

1.3.3 If A satisfies 81 and 82, and if A is a positive real number, the 
sequence 

o < Al + A ::; A2 + A ::; ... 

also satisfies these properties. So we may consider the regularized prod­
uct 

D(A) = (AI + A)(A2 + A) .... 

This function D(A) can in fact, using Lemma 1, be defined for any 
'complex number A and, according to Voros [Vol and Cartier-Voros [CV], 
it can be characterized as follows. It is the unique holomorphic function 
of the complex variable A whose zeroes (counted with multiplicity) are 
the numbers -AI, -A2, ... , which is bounded by exp(a+bIAIN) for some 
constants a, b and N, and which admits an asymptotic development of 
the form 

k=m-l 

10gD(A) = E ak4>k(A) + O(A-m
) 

k=-d 

for all m ~ 0 when A is a positive number real number going to infinity. 
Here 4>k(A), k E Z, is the sequence of functions defined by 

4>k(A) = A -k , k ~ 1, 

4>O(A) = 10g(A), 

and 
1 1 Ak 

rp-k(A) = (lOg(A) - (1 + 2 + ... + k))kf ' k ~ 1. 

1.3.4 Regularization of infinite products can be used in the study of 
zeta functions of algebraic varieties over number fields. In [Del] and 
[De2], Deninger shows that every local factor of these zeta functions is 
the regularized characteristic power series of some operator in an infinite­
dimensional cohomology theory. 

One may also ask whether products on all prime integers (Euler prod­
ucts) can be regularized. A naive question along these lines is: for which 
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values of s can one make sense of a formula such as 

«s) = (IIpS)/(II(pS -1)), 
p p 

where both the numerator and the denominator are regularized prod­
ucts? But, according to a general result of Dahlquist ([Da], see also 
[KuJ) , Euler products of the form TIp h(P-S) have a natural boundary 
on the line Re(s) = 0, except for very few holomorphic functions h(z). 
By taking the logarithm of this statement, we see that Poincare series 
over primes are in general not defined at zero, and this forbids us to zeta 
regularize Euler products. For instance Epp-s has a natural boundary 
on Re(s) = 0 [LW), hence the product of all primes does not make sense 
by this method. Is there another way of defining it? 

2. Generalized Laplacians 

2.1 Let M be a smooth real manifold and E a smooth vector bundle 
on M. Choose any connection Von E (see §IV.2.2.1). Given any vector 
field X on M, we get from V a covariant derivative V x on r(M, End(E)) 
by evaluating differentials on X. 

Definition 7 The algebra of differential operators on E, denoted 
D(M, E), is the subalgebra of Endcr;(r(M, E)) generated by r(M, End(E)) 
and the V x, for all vector fields X. 

If V'is any other connection on E, and X any vector field on M, then 
V~ - V x lies in r( M, End( E)), so D( M, E) is in fact independent of 
our choice of V. If H E D(M, E), we will say that it is of order less 
or equal to n if it lies in the subspace generated by r(M, End(E)) and 
products of at most n covariant derivatives. 

Let U be an open set of M contained in a coordinate patch (Xl, ... , Xm) 
(m = dim X), so that E may be trivialized over it. Then, on r(U, E), 
such an H may be (uniquely) written as 

n 

E 
j=O a, +. ··+am =j 

where the 'Pa's are sections of End(E) over U, and'Bi stands for 8~" 
We now fix a Riemannian metric g on M. 

Definition 8 A generalized Laplacian on E (with respect to g) is a 
differential operator on E whose expression in any local coordinates is 
the sum of - Ei,jgij BiBj with an operator of order S 1. 
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In this definition gij stands for g(dxi,dxj)IdE' 

Lemma 3 A differential operator H of order ::; 2 is a generalized 
Laplacian if and only if, for any f E COO(M) we have the commutation 
relation in Endcr;(r(M, E)) : ([H,fJ, fJ = -2IdfI2

• 

This lemma provides us with a coordinate-free characterization of gen­
eralized Laplacians. 

Proof Choose coordinates (xi, 1 ::; i ::; m) on an open set U, and a 
trivialization of E on U. We denote by [.,.J the commutator of two 
linear endomorphisms of r(M, E), and we identify any function f with 
the operator of multiplication by f. 

Using the basic fact [Bi, fJ = Bd ( := *fr) we compute: 

([Bi' fJ, fJ = 0 

[BiBj, fJ = [Bi' fJBj + BdBj, fJ = (Bd)Bj + (BiBj!) + (Bj!)Bi 

[[BiBj, fJ, fJ = 2(Bd)(Bj!). 
From this the claim follows. D 

2.2 Now we shall give an important example of generalized Lapla­
cians. Let X be a Kahler manifold and E an hermitian holomorphic 
vector bundle on X. The Kahler metric on X is an hermitian met­
ric h on the holomorphic tangent space of X, i.e. the subundle T1,o X 
of the complex tangent bundle of X. This metric induces a metric on 
the dual of T1,o X, Le. differential forms of type (1,0), and, by com­
plex conjugation, on forms of type (0,1). By taking the exterior powers 
of this metric, and by tensoring with the hermitian metric on E we 
get a pointwise scalar hermitian product (s(x), t(x)) for two sections of 
AO,q(X, E) = AO,q(X) ®COO(M) AO(X, E). On the other hand, let Wo be 
the normalized Kahler form, given in any local chart (z,,) on X by 

i,,(B B)-
Wo = "2 L h 8' 8 dz"dz{3' 

11" ",{3 z" Z{3 

The L2-scalar product of two sections s, t E AO,q(X, E) is defined by the 
formula 

1 wn 
(s, t)£2 = (s(x), t(x))-4, 

x n. 
where n = diIIl(; X. 

By the Leibniz rule we extend the Cauchy-Riemann operator "8 ="8E 

on E (see §IV.2.2.) to forms of type (0, q) with values in E. We obtain 
this way the Dolbeault complex 

AO,O(X, E)!Ao,l(X, E)! ... !AO,q(X, E)! ... 
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whose cohomology is known to be the sheaf cohomology of X with co­
efficients in E [GHJ. 

The operator a has an adjoint for the L2-scalar product, i.e. there is 
a map 

such that 

(S, a* t) £2 = (as, t) £2 

for any S E AO,q(X, E) and t E AO,HI (X, E). For any integer q 2:: 0, 
the operator tl.q = a a* + a*a on Ao,q(X, E) will be called the Laplace 

operator. 

Lemma 4 The operator 2tl. q is a generalized Laplacian in the sense 
of Definition 8. 

Proof. Let D := V2(a + a*) acting upon E9q~oAO,q(X, E). Clearly 
D2 = 2tl.q on AO,q. We shall give another description of D, known as 
the Dirac operator. 

We define the Clifford action of A I (X) on E9q~oAO,q(X, E) as follows. 
Given s E AO,q(E) and y E AI(X), with y = y' + y" , y' E A1,O(X) and 
y" E AO,l(X), then: 

c(y)s = V2(y" 1\ s - iyl(s)). 

Here iy ' denotes the contraction with the tangent vector of type (0,1) 
corresponding to y' under the isomorphism induced by the metric on X, 
as above. In other words, i y ' is characterized by the equality 

(iy,(s),t) = (s,1/ I\t) 

where (o:®u, (3®v) is the function (0:, (3) x (u, v) E, for any 0:, (3 E AO,q(X), 
and u, v E r(E). We compute 

C(y)2S = 2(y" 1\ y" 1\ s - y" 1\ iy'(s) - iy'(Y" 1\ s) +iydy'(s)) 

= 2( -y" 1\ iy'(s) - «(y', 1/')s - y" 1\ i y' (s))) 

= -2(y',1/')s. 

In particular, if y is real (y' = 1/'), then C(y)2 = -2IYI2. 
Let 

V: EBAO,q(E) ~ AI(X) ® (EBAO,q(E)) 
q~O q~O 

be the tensor product of the Levi-Civita connection of X with the hermi­
tian holomorphic connection of E (see Lemma 111.1). Then the following 
holds on E9q~o AO,q(E) 

D = co V. 
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We shall not prove this fact (see for example [BGVl, Proposition 3.72). 
Notice however that V2 8 = co V'0,l is clear from the definitions. The 
identity V2 8° = co V'l,O can be proved up to lower order terms, which 
is enough for our purpose, by using the fact that V' is unitary, since 
the metric on X is K8.hler, and that taking the symbol of an operator 
commutes with adjunction; 

AI; V' is a connection [V', fl = df for f E COO(M) so we obtain 

[D, fl = c(df). 

So 

[D2, fl = c(df)D + Dc(df) , 

and 

[[D2, fl, fl =. c(df)c(df) + c(df)c(df) = 2c(df) 2 
• 

Finally, using the facts that for f real c(df)2 = -21df12 and that D2 = 
2~ q on A O,q (E) we obtain 

[[2~q,fl,fl = -21df1 2
. 

By Lemma 3, and the fact that the order of ~ q is less or equal to 2 (since 
D has order one), we conclude that 2~q is a generalized Laplacian. 

o 

3. Heat kernels 

3.1 Let M be a Riemannian manifold with metric g, E a Coo-vector 
bundle on M and H a generalized Laplacian acting on sections of E. We 
denote by IA11/2 the bundle of half-densities on M, defined as in [BGVl 
before Proposition 1.20. 

Definition 9 A heat kernel for H is a family of sections 

Pt(x, y) E (E ® IAll/2)x ® (EO ® IAll/2)y 

depending on t E R+ such that the following conditions hold: 

(i) Pt(x,y) is Coo in (t,x,y) E R+ x M x M ; 
(ii) for every y we have (at + Hx)pt(x, y) = 0 ; 
(iii) for any continuous section s with compact support of E ® IA11/2 

lim [ Pt(x, y)s(y) = s(x) 
t--+ojYEM 

the limit being for the sup-norm, after any choice of a metric on 
E. 
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A heat kernel Pt(x, y) defines operators 

Pt : rc(E ® IAI1/2) -+ r(E ® IAI1/2) 
by 

Pts(X) = 1M Pt(X, y)s(y). 

Condition (ii) may be rewritten as 

(ii') (8t + H)Pt = O. 

This is the heat equation associated to H. The condition (iii) is an initial 
condition for the first order differential equation (ii'): limt-+o Pt = Id. 
So we should think of Pt as being e-tH . 

We are now able to state the main result of this section: 

Theorem 2 Assume M is compact. Then any generalized Laplacian 
on M has a unique heat kernel. 

3.2 The proof of Theorem 2 is divided into five steps: 

I: uniqueness assuming the existence of (C2 ) heat kernels; 
II: existence of a heat kernel for M = R n and H = - L:i81; 
III: construction of a formal solution; 
IV: construction of an approximate solution; 
V: construction of an exact solution from an approximate one by a 

perturbation process. 

Step I We have a pairing ( , ) between sections of E and sections of 
E* ® IAI defined by 

(s, u) = 1M (S(X), u(x))", 

where ( , )'" is the natural pairing 

E", x (E; ® IAI",) -+ IAI",. 
This enables us to associate to H an adjoint operator H*, acting 

on sections of E* ® IAI. It is characterized by the equality (Hs,u) = 
(s, H*u), for all s and u. As it turns out by an easy computation, H* is 
a generalized Laplacian on E* ® IAI. SO let us assume that there exists 
a heat kernel Pt for H and Pt for H*. Let s be a section of E, and u a 
section of E* ® IAI. Fix t > 0 and let f(O) = (Pos, Pt-ou) for 0 < 0 < t. 
By (ii') we have 

!,(O) = (-HPos, Pt-ou) + (Pos, H* Pt_ou) = O. 
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By (iii) 

lim f(O) = (s, Ptu), 
9--+0 

lim f(O) = (PtS, u). 
9_t 

Therefore (Pts, u) = (s, Ptu). This shows that Pt , hence Pt(x, y), is 
determined by Pt. So the uniqueness of the heat kernel is proved. 0 

Step II Assume M = 1R n, E is the trivial line bundle R n x ee, and 
H = ~ is the standard Laplacian - Ei8;. The heat kernel can then be 
given by an explicit formula: 

(13) Pt(x, y) = (47rt)-n/2e-lx-yI2 /4t Idx11/2 ® Idyll/2. 

Condition (i) of Definition 9 is clearly satisfied. As for (ii), it is suf­
ficient to check it when y = 0, since both sides are invariant under 
translation. Now 

n 

Pt(x,O) = II[(47rt)-1/2e-xU4tldxill/2 ® IdYiI1/2j. 
i=l 

So it is sufficient to check that 

(8t - 8;)[(47rt)-1/2e-X2 /4t j = 0. 

This is an easy computation: 

8t [( 47rt) -1/2e-x2 /4tj 

= _~(47rt)-1/2t-3/2e-X2/4t 
2 

+ ~(47rt)-1/2t-5/2x2e-X2 /4t8;[(47rt)-1/2e-x2 /4tj 

= (47rt)-1/2(_~)[e-x2/4t _ x
2 
e-x2 /4tj. 

2t 2t 
Finally, (iii) can be reduced to a well-known one-dimensional identity: 

lim [ ~e-("~r)2 s(y)dy = s(x) 
t-o}R v47rt 

where s is a continuous function on R with compact support. 0 

3.3 

Step III We begin by defining normal coordinates. Recall that a 
smooth path x : [O,lJ ---+ M is said to be a geodesic if it minimizes the 
functional L(x) = f;lx(t)ldt. This leads to an Euler-Lagrange equation, 
which is of order 2. From this follows that for any y E M, and any v E 

TyM small enough, there exists a unique geodesic x : [0, 1] ---+ M with 
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initial conditions x(O) = y, x(O) = v. This enables us to define expv := 
x(l). For a small enough € > 0, this exponential gives a diffeomorphism 

. (ball in TyM) ~ (open neighbOrhood) 
expo II ----+ f' M . v<€ oym 

Identifying TyM with Rn we get coordinates near y. They are called 
normal coordinates, and in the following they will be used to identify 
any x E M close to y with a point in Rn, also denoted X. 

We now look for a solution of the heat equation by a formal power 
series of the type : 

k,(x, y) ~ q,(x, y) (~,,(x, y, H)t') Idyl"', 

where the coefficients <Pi (x, y, H) E Ex ® E; are smooth sections defined 
in a neighborhood of the diagonal in M x M and 

qt(x,y) = (411't)-n/2e-lx-YI2/4tldxll/2 

as in (13). One can check the following; see [BGV], Lemma 2.30. 

Lemma 5 For any family of sections St ofr(E), defined in a neigh-
borhood of y and smooth in t, 

(8t + H)(qtst) = qt(8t + t-1VR + l/2 H r 1/2)(St), 

where 'R = L::1 x
i8i is the radial vector field and 

j(x) = I det gij(X) 11/2 . 

Now let B = l/2 H j-l/2. 

Proposition 3 There exist unique sections <Pi (x, y, H) of Ex ® E;, 
for all i ~ 0, such that: 
(a) <Po(y,y,H) = idE~; 
(b) (8t + t-1VR + BX)(L:i~O<Piti) = O. 

Proof The equality (b) of the formal power series in t is equivalent to 
the equalities 

v R<PO = 0 

(VR + i)<Pi = iBx<Pi-l 

if i = 0; 

if i> O. 

Introducing fi(s) = Si<Pi (exp(sx) , y, H), the conditions become, when 
x, yare fixed, 

fo(O) = idE~' h(O) = 0 if i > 0, 

and 
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i.e. 
d 
ds fo(s) = 0 

and 
. d i-I 
ds h(s) = -s Bx<Pi-1 when i > O. 

We have reduced the problem to differential equations of order one. 
By induction on i this shows the existence of <Pi (x, y, H) = Ji(l). 

Remark The proof shows that there exist universal and local for­
mulas for <Pi(X, x, H) in terms of the derivatives of the gii and of the 
coefficients of H; but these are difficult to make explicit, see [Gi]. In 
particular, if M, E, H vary smoothly with respect to a parameter b, then 
the same is true for the <Pi's. 0 

3.4 

Step IV Since M is compact, there exists an IE > 0 such that exp is 
well defined on {v E TyM : Ivl < IE} for any y. Choose a smooth function 
X : ~ --+ [0,1] satisfying 

X( s) = 1 if s < 1E2 /4, 

X(s) = 0 if s > 1E2, 

and let N E N be an integer. Define 

(14) kf(x,y):= X(d(x,y)2)qt(x,y) (~ti<Pi(X,y'H)) Idyll/2; 

in this expression d(x, y) is the infimum of the lengths of all paths from x 
to y. Clearly kf(x,y) depends smoothly on t,x and y. So we may view 
it as the kernel of an operator Kf acting on r(M, E ® IAII /2). In the 
following proposition n = dimM, 0: E N, and 11·11", is a norm involving 
at most 0: derivatives with respect to x, y. 

Proposition 4 

(i) For all T > 0, Kf is uniformly bounded for II . II", in the mnge 
05: t 5: T. 

(ii) For any section s of E @ IAII/2 

lim Kf . s = s for the norm II . II",. 
t ..... O 

(iii) As t --+ 0 we have estimates: 

11(8t + Hx)kf (x, y)lI", 5: 0 (tN-~-~) . 

This means that the kf give an approximate solution to the heat 
equation. For a proof, see [BGYj, Thm. 2.29. 
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3.5 

Step V In the sequel, we fix an N ~ n/2, and drop the N in our 
notation. To motivate what follows, we first assume that M is a point. 
We then have a vector space V, a linear operator H on V, and a family 
K t of endomorphisms of V such that Ko = id, lIat K t + H Ktll = O(t/3) 
as t -+ 0, and K t is uniformly bounded when 0 ::; t ::; T. 

Let Rt = atKt + H K t . Let us consider the simplex 

Af = {(tl, ... ,tk) E Rk /0::; tl ::; t2 ::; ... ,::; tk ::; t}, 

and define 

Proposition 5 The series Ek>o(-l)kQf converges absolutely. Its 
sum Pt is such that Po = id, atpt +-H Pt = 0, and IlPt - Ktll = O(t1+/3). 

Proof Using vol(Af) = t k /k! we see that IIQfll = O(tk /k!), and this 
implies the convergence of the series. Now recall the following differen­
tiation rule: 

at (lot f(t - S)9(S)dS) = lot !f(t - s)g(s)ds + j(O)g(t). 

Take /(s) = Ks and 

g(s) = Rk-l(S) = r Rs-tk_, ... Rt,dtl ... dtk-l. J tl~-l 
This gives (at + H)Qf = Rk(t) + Rk-1(t). Using the definition of Pt 
as an alternating sum we get (at + H)Pt = O. Since Q~ = K t , the last 
assertion is also clear. 0 

When M is arbitrary we follow essentially the same pattern, the con­
volution of kernels taking the place of the multiplication of operators. 
Define 

rt(x,y) = (at + H",)kt(x,y), 

qf(x,y) = r r kt-tk(x,zk)rtk-tk_l(Zk,Zk-l) ... rt,(zl,y)dtl···dtk, 
Jtl~JMk 

and 

rf(x, y) = r r rt-tk_' (x, zk-d········ 'rt, (zl,y)dt1 ··· dtk-l. J tl~-l J Mk-l 

Suppose that N ~ ~ + %. Then qf and rf are Co. with respect to x and 
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y and the following estimates can be derived from Proposition 4: 

Ilqkll < Ak tk(N-n/2)-0I/2 t
k 

t 01 - (k _ I)! 

tk - 1 

Il rkll < Bk tk(N-n/2)-0I/2~---:-:-:­
t 01._ (k _ I)! 

for certain constants A, B ~ OJ see [BGV], Lemmas 2.27 and 2.28. 
Now essentially the same proof as the one of Proposition 5 gives: 

Theorem 3 Letpt(x,y) = Ek>o(-I)kqf(x,y). This sum converges 
absolutely. The form Pt is COl with-respect to x and y. It satisfies 

(at + Hx)pt(x, y) = 0 

and limt--+oPts = s in sup norm. Moreover 

IIpt(x, y) - kt(x, y)IIOI ::; O(tN-n/2-0I/2). 

We remark that, since it is unique, Pt does not depend on Nj so it is 
Coo in (x, y). The proof of Theorem 2 is now complete. 0 

3.6 Complements 

3.6.1 In the Remark in §3.3 we stated that the formal solution de­
pends smoothly on parameters when this is the case for M, E, H. This 
smoothness is also preserved in Steps IV and V. If H depends smoothly 
on a parameter b, then so does the heat kernel Pt(x, y)j see [BGV] The­
orems 2.54 and 9.52, and [Gr]. 

3.6.2 A special case of Proposition 5 is the following formula, known 
as Duhamel's formula. Let V be a finite-dimensional vector space over 
ee, and H = Ho + HI the sum of two endomorphisms of V. Applying 
Proposition 5 with Kt = e-tHo , hence Rt = (at + H)Kt = HIe-tHo, we 
obtain 
(15) 
e-t(Ho+H,) = 

e-tHo + L(-I)k r e-(t-tk)HoHle-(tk-tk-,)Ho ... Hle-t,Hodtl ... dtk. 
k2:1 Jtl~ 

3.6.3 Let H( f) E Endcr;(V) be a family of operators depending smooth­
lyon a parameteH E R. If we write formula (15) when t = 1, Ho = H(O) 
and HI = H(f) - Ho, we get 

e-H«) = e- Ho -101 

e-(I-s)Ho(H(f) - Ho)e-SHOds + O(f). 
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Letting f -+ 0 we obtain 

(16) ~e-H(E)I_ = - t e-(l-s)H(O) (~H(f)1 _ ) e-sH(O)ds. 
df E-O 10 df E-O 

3.6.4 One may also proceed as follows. Let A and B be two endo­
morphisms of V. Then 

d _ (eUAe-UB ) = eUA(A _ B)e-uB 
du ' 

so 

and 

eA = eB + 101 

e(1-s)A(A - B)e-SBds. 

This identity enables us to derive both Duhamel's formula (by iteration) 
and the formula for l.e-H(E). 

3.6.5 Formulas (15) and (16) remain valid when H,Ho and H(f) 
are generalized Laplacians. As in §3.5, they have to be understood as 
computing the kernels of some operators, and composition of operators 
means convolutions of kernels; see [BGV] 2.6. 

4. Infinite determinants 

4.1 Let 1i be a (separable) Hilbert space. If A is a compact operator 
on 1i, we say that A is tmce-class if Ei>O(Aei, ei) is absolutely conver­
gent for one, hence any, orthonormal basis (eik~o. The value of this 
sum, which is independent of the choice of the basis, is called the tmce 
of A, and denoted tr(A). 

Lemma 6 Let M be a compact manifold, E a COO vector bundle on 
M equipped with a smooth metric, and A an opemtor on r£2(M,E @ 

IAI1/2) such that A acts on smooth sections by convolution with a smooth 
kernel a(x, y). Then A is tmce-class and 

tr(A) = 1M tra(x, x). 

In this statement, r £2 is the Hilbert space completion of the space of 
smooth sections of E for the L2-metric: 

(s, t) = 1M (s(x), t(x))." 
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and a(x,x) is a section of End(E) @ IAI. 

Proof. We give a quick description; details may be found in [BGV], 
Proposition 2.39. Using a (finite) partition of unity subordinate to an 
open cover of M by small open subsets, we are reduced to the case of 
a compactly supported kernel over R n, and the trivial line bundle with 
standard metric. This may be re-embedded into a torus T = Rn /zn. 
One then use the explicit basis of r L2 given by the Fourier exponentials 
and one decomposes the kernel as a double Fourier series. The result 
follows. 0 

4.2 Suppose now that H is a generalized Laplacian on M acting 
on sections of E. We have by Theorem 2 a corresponding heat kernel 
Pt(x, y), defining operators Pt. 

Definition 10 

for all t > o. 

The theta function of H is defined by 

O(t) = tr(Pt) = 1M trpt(x, x) 

We know that O(t) is smooth in t (we integrate over M which is com­
pact). If there are some extra parameters, O(t) will also depend smoothly 
on them by the Remark in 3.3. Using the notation of Theorem 3, we 
also have, as t -+ 0 

IO(t) - L trkt'(x,x)/ = O(tN-n/2+l). 

Now (14) gives the formula 

kt' (x, x) = (47rt)-n/2 (~</>i(X, x, H)ti) Idx11/2 
@ Idyll/2, 

where the <Pi (x, x, H) are given by universal local formulas in terms of 
the metric of M and the coefficients of H. This shows the existence of 
an asymptotic development 

N 

O(t) = (47rt)-n/2 L tiai + O(tN- n/2+l) 
i=O 

as t -+ 0, for any N ~ 0, where 

ai = 1M tr<pi(x,x,H)ldxl 

are given by universal local formulas. Moreover, if H depends smoothly 
on some parameter, so do the ai's. 
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4.3 Assume now that H = H* on smooth sections. We state without 
pro,of Proposition 2.42 of [BGV] 

Lemma 7 The closure of H* on r L2 is the adjoint of H on r L2. 

Thus, if H = H* and H is positive, we get Pt = Pt and H'P = )..i'P if 
and only if Pt'P = e-t>..'P for all t > o. So 

O(t) = ~)-t>'. 

for some real numbers 0 < )..1 :S )..2 :S .... From what we have shown, 
we conclude that O(t) converges and that conditions 61 and 62 of §1 
are satisfied. So we may introduce the zeta function 

(H(S) = L>;s. 
Applying Theorem 1 in §1, we know that this series converges when 
Re s > n/2, that it extends meromorphically to the complex plane, and 
that it is holomorphic at s = O. The determinant of the (generalized) 
Laplacian H is defined as follows: 

detH = e-(k(O). 

When H = H* and H is only semi-positive, we consider its restriction 
to the orthogonal complement of its kernel. We write 

(H(S) = tr'(H- S
) , Res> n/2 , 

for the zeta function of this restriction, and 

(17) 

for its determinant. 

4.4 

Remarks 

4.4.1 Few explicit direct computations of determinants of Laplace 
operators are known; see [RS]. Kronecker's limit formula can be used 
in the case of a torus [RS]. The case of the trivial line bundle over a 
projective space is treated in [GS5]. Can one study Grassmannians in a 
similar fashion? 

The arithmetic Riemann-Roch-Grothendieck formula in Chapter VIII 
computes a product of determinants (when the other terms in the for­
mula can be estimated). 

4.4.2 Sarnak [Sa] and Voros [Vo] have shown that the Selberg zeta 
function of a compact Riemann surface with its Poincare metric is equal 
(up to a the product by a function depending only on the genus) to 
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the regularized characteristic power series of its Laplace operator on 
functions, defined as in §1.3.3. 

For non-compact quotients of the upper-half plane by congruence sub­
groups, using the Selberg trace formula, Efrat [EI] defined some kind of 
regularized characteristic power series of the Laplacian, and proved that 
it is equal to rp(s)L(s)rp(2 - s), where rp(s) is a Dirichlet L-function [E2] 
and L( s) has its zeroes on the line Re s = 1. 



VI 

The Determinant of the Cohomology 

Let f : x -+ Y be a morphism of arithmetic varieties, smooth on the 
generic fiber XCQ, and E an hermitian vector bundle on Y. We shall 
define an hermitian line bundle )..(E)Q = ()"(E) , hQ) on Y. 

The algebraic line bundle )"(E) is the determinant of the cohomology. 
Its definition is due to Grothendieck and Knudsen-Mumford [KM]. The 
fiber of )"(E) at every point yin Y is the alternated tensor product 

)..(E)y = Q9(Amax(HQ(Xy,E)))(-l)Q. 
Q~O 

In this formula Hq (Xy, E) is the coherent cohomology of the fiber of 
Xy = f(-l)(y) with coefficients in E, Amax is the maximal exterior 
power, and L-1 denotes the dual of a line bundle L. The construction 
of )"(E) is purely algebraic, and given in §1. 

On the set of complex points Y(CC), the line bundle )"(E) induces an 
holomorphic line bundle. Following Quillen [Q2], once a Kahler metric 
has been chosen on each fiber of f, there is another description of the 
underlying smooth line bundle )"(E) 00' It uses the family of Laplace 
operators along the fibers of f. This is described in §2 - the properties 
we need on smooth families of elliptic operators can be found in the 
book [BGV], Chapter 9; we present here a different approach, based on 
an earlier draft of it. Following [BGSI], we show in Proposition 2 that 
this definition is compatible with the algebraic one. 

This analytic definition of )"(E)oo allows one to define the Quillen 
metric hQ on this line bundle. It is equal to the L2-metric, given by 
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integration on the fibers, multiplied by an alternated product of deter­
minants of Laplace operators (Definition 3), which is also the exponential 
of the Ray-Singer analytic torsion [RS]. This definition is due to Quillen 
in relative dimension one [Q2]. Following [BGSI] we show in §3 that hQ 
is smooth (Theorem 3). We also state from [BGSI] a formula for the first 
Chern form of >'(E)Q (Theorem 4). This Riemann-Roch-Grothendieck 
theorem at the level of forms will be proved in the next chapter. We 
explain in Corollary I how it leads to an "anomaly" formula saying how 
hQ varies with the metric on E, and, more generally, what happens for 
exact sequences of bundles on X. From [BGSI] we also state, without 
proof, how hQ varies with the metric on the fibers of I (Theorem 5). 

1. The determinant line bundle: algebraic approach 

1.1 Let X be a noetherian separated scheme and E a locally free 
coherent Ox-module. Let det* E = AffiaxE be the maximal exterior 
power of E. Its fiber at x E X is (det* E)x = Arank(E.,) Ex. Given an 
exact sequence of such Ox-modules: 

£:O-+S~E-.i......Q-+O 
there is an associated isomorphism 

cpe : det* S @ det* Q -.::::.. det* E 

so that, for local sections el, ... , en of S (n = rankS) and II, .. ·, 1m of 
Q (m = rankQ), 

cpe(el 1\ •.. 1\ en @ II 1\ . .. 1\ 1m) = i(el) 1\ •.. 1\ i(en) 1\ h 1\ .. . 1\ 1m 
where the h's are liftings of sections of E. 

Consider now El = S ffi Q, E2 = Q ffi S, and the two obvious exact 
sequences 

and 

£2 : 0 -+ Q -+ E2 -+ S -+ O. 

Define T: El --+ E2 by T(e,f) = (I,e) and 

r : det* S @ det* Q -+ det* Q @ det* S 

by r(s @ q) = q@ s. Then the composition of the isomorphisms: 

det* T 

det* S @ det* Q-'::::" det* El -.::::.. det* E2 -.::::.. det* Q @ det* S 

is not r but (_I)nomr . This is an indication that the line bundles det* S, 
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det* Q "should not forget" the rank of the original vector bundles, or 
at least its parity. This is quite natural from the point of view of the 
filtration of K-theory by codimension: the rank r of E is its class in 
grO Ko(X), while the class of det* E is the next invariant, namely the 
class of [E]- [Ox] in gr1 Ko(X). This leads to the following definition. 

Definition 1 A graded line bundle (L,o:) is a pair consisting of a 
line bundle L, and a continuous map 0: : X -+ Z/2. If E is a vector 
bundle on X, the determinant line bundle defined by E is the graded line 
bundle detE = (det* E, rankE). 

We can take tensor products: 

(L,o:) @ (M, (3) = (L @ M, 0: + (3), 

and we have isomorphisms: 

(L,o:) @ (M, (3) 
i@m 

(M,{3)@(L,o:) 
(-l)o/3m@i. 

Given a short exact sequence 

£:O-+S-+E-+Q-+O 

we have rankE = rank S + rank Q, and there is an isomorphism cpe : 
detS@ detQ ~ detE. Now . 

detS@detQ det(S ffi Q) 

1 I transposition 

detQ@detS det(Q ffi S) 

is a commutative diagram. 
We will also need the definition 

(L,o:)-l = (L-\o:) [L-1 = Hom(L,Ox)]i 

recall that 0: is taken modulo 2. Finally, there is a unit element Ix = 

(Ox,O). 

1.2 We now assume, moreover, that X is regular. Then any coherent 
Ox-module M has a resolution by locally free coherent Ox-modules: 

o -+ En -+ ... -+ Eo -+ M -+ O. 

Let us define det E. = @i2:o(detEi )(-l)'. We would like to define det M 
to be det E .. For this we need the following fact: . 

Lemma 1 Given two complexes p. and Q. of vector bundles and a 
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quasi-isomorphism p. .J..... Q. There is an isomorphism 
detf 

detp ~ detQ. 

which depends only on the homotopy class 01 I. 

Assuming this lemma, suppose we have two resolutions E. and F. of M 
by vector bundles. Locally they are quasi-isomorphic, say by I : E. -­
F.. So we obtain local isomorphisms det E. ~ det F.. If 9 : E. --+ F. 
is another local quasi-isomorphism, then on any affine open subset on 
which both I and 9 are defined, I and 9 are homotopic, so they induce 
the same isomorphism det E. ~ det F.. Therefore there is a well­
defined global isomorphism det E. ~ det F., uniquely characterized 
by the fact that it is locally induced by det I for I : E. --+ F. any 
quasi-isomorphism. 

Prool 01 Lemma 1. First we define det I : det p. --+ det Q .. 

First Case Assume that Q. = 0, hence p is acyclic. Locally we may 
split 0 -- Pn -- ... -- Po -- 0 in two exact sequences of vector bundles: 

R.: 0 -- Pn -- ... -- P2 -- Bl -- 0, 

S.: 0 -- Bl -- H -- Po -- O. 

So, by induction (since det p. is clearly isomorphic to det R. @det S,), 
detf 

it is only necessary to define det p. ~ Ix when P. is of length ::s: 2. 
We define it as the composition 

det p. = det Po @ (det PI) -1 @ det P2 ~ det P2 @ det Po ® (det P1 )-1 

~ () 1 ~ +--- det PI @ det H - +---Ix. 

Here, the second isomorphism is induced by 'Pe, where £ is the exact 
sequence 

£ : 0 --+ P2 --+ PI --+ Po --+ 0 

and the first isomorphism is obtained by initially permuting (det PI}-1 
and det P2 , and then det Po and det P2 , or directly det P2 with det Po @ 
(det H)-1 (this gives the same sign). 

Second Case We suppose that I is split injective: 

o --+ P. .J..... Q. --+ H. --+ 0 
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with H. acyclic. Each short exact sequence 0 -+ Pn -+ Qn -+ Hn -+ 0 
gives an isomorphism 

For n odd, we use 

(detpn)-l @ (detHn)-l~(detHn)-l @(detpn)-l 
'Pn 

~(det Hn @ det Pn)-l~(det Qn)-l. 

So we have an isomorphism 

det.p @ det H. ~ det Q .. 

By the first case det H. ~ Ix. We tensor with det.p the inverse of 
this isomorphism, and we obtain an isomorphism det 1 : det.p ~ det Q. 

Third Case Consider now the general case. We use the mapping 
cylinder Z.': 

with differentials 

We have maps 

defined by 

and 

-1 ) 
Ii+l . 

-d;_l 

/3 
.p ~ z' Q. 

o(p) = (p, 0, 0) 

(3(q) = (0, q, 0) 

'"Y 

,{3 = id, 

,0=1, 

,(p, q,p') = I(p) + q. 

Then 0 and {3 are split injective quasi-isomorphisms. Using the second 
case, we can now define 

detl = (det{3)-l(deto). 

Finally, if 1 and 9 are two quasi-isomorphisms p. -+ Q., which are 
homotopic, say by 

1 - 9 = dh+ hd, h : p. -+ Q.[IJ, 
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there is an isomorphism 
Z' 

(p, q,p') (p, q + hp',p') 
such that the following diagram commutes: 

Z,' 

'" /3 
/ "'-

P. 11 Q, 
",' /3' 
'\. ,/ 

This implies 

(det ,8)-1 det a = (det ,8')-1 det a', 

So det f = det g, The proof of Lemma 1 is now complete (except that 
we should check that the definitions in the first and second cases are 
compatible with the general procedure of the third case; this is left to 
the reader), 0 

1.3 The construction we have just made is a special case of the fol­
lowing theorem of Grothendieck and Knudsen-Mumford [KM]: 

Theorem 1 There is one and, up to canonical isomorphism, only 
one functor: 

{

finite complexes of locally } { graded line bUndleS} 
free coherent Ox - modules ~ and 

and quasi-isomorphisms isomorphisms 

together with isomorphisms 

det S, @ det Q, ~ det E, 

for any short exact sequence £ : 0 -+ S, -+ E, -+ Q, -+ 0 such that: 

(i) they are functorial in X, i. e, they commute with base change; 
(ii) det and cP are as expected in the follOwing cases: 

- if P. = 0, then det P, = Ix; 

- if £ is 0 -+ E, ~ E, -+ 0 -+ 0 or 0 -+ 0 -+ E, ~ E, -+ 0, 
then CPt: = id; 
- if P. = (0 -+ Po -+ 0), then det p. = det Po as defined before; 

similarly for CPt: of any exact sequence 

£ : 0 -+ S, -+ E, -+ Q, -+ 0 
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with 8., E., Q. concentrated in degree 0; 
(iii) a commutative diagram 

£1: 0 --+ P' --+ P. --+ P" --+ 0 

1~' 1, F" 
£2: 0 --+ Q~ --+ Q. --+ Q~' --+ 0, 

where f', f", and f are quasi-isomorphisms, gives rise to a commutative 
diagram 

det p.' @ det P:' <pe, 
det P. --+ 

11 11 
det Q' @ det Q" <Pe2 

detQ. j --+ 

(iv) given a commutative exact square 

0 0 0 
! ! ! 

£' : 0--+ 8~ --+ E' --+ Q' --+ 
! ! ! 

£: 0--+ 8. --+ E --+ Q. --+ 
! ! ! 

£" : 0--+ 8" --+ E" --+ Q~' --+ 
! ! ! 
0 0 0 

£s £E £Q 
the composite of the isomorphisms 

(det 8~) @ (det 8~') @ (det Q~) @ (det Q~') 
<pe s 0<peQ 
-----+ (det 8.) @ (det Q.) 

~detE. 
is equal to the composite of the isomorphisms 

(det 8') @ (det 8") @ (det Q~) @ (det Q~') 

0 

0 

0 

T(~~) (det 8:) @ (det Q~) @ (det 8:') @ (det Q~') 

<Pe~e" det E' @ det E" ~ det E .. 

1.4 Given any scheme X, a complex of Ox-modules is called perfect 
if, locally on X, it is quasi-isomorphic to a finite complex of locally free 
coherent Ox-modules. 

Theorem 2 ([KMJ) There is a unique way (up to canonical isomor­
phism) of extending the functor det and the isomorphisms cp defined in 
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Theorem 1 to the full subcategory of the derived category of Ox -modules 
generated by perfect complexes, in such a way that axioms analogous to 
(i)-(iv) hold. 

If X is regular, noetherian, separated, a coherent Ox-module is a 
special case of a perfect complex; see the proof of Lemma 1.1. If f : 
X __ Y is a morphism of schemes, proper and of finite Tor dimension, 
then, for any perfect complex F. of Ox-modules, Rf.F. is a perfect 
complex of Oy-modules (see [GBI], expose 3, Prop. 4.8). So we can 
make the following definition: 

Definition 2 The determinant of the cohomology is the (graded) line 
bundle ,x(F.) = det(Rf.F') on Y. 

Specializing to the case where X and Y are noetherian and separated, 
Y is regular, f : X -- Y is a proper map, and E is a coherent Ox­
module, we get 

,x(E) = Q9(detRqf.E)<-I)q, 
q~O 

where det Rq f.E is the determinant of the coherent Oy-module Rq f.E, 
as defined in §1.2. If f is flat and Xy denotes the fiber at y E Y we have 

(1) ,x(E)y = Q9(det Hq(Xy, E))<-l)q. 
q~O 

Finally, we note that all of this discussion carries over without diffi­
culty to the analytic category. In particular, if f : X -- Y is a proper 
flat map of complex manifolds and E a holomorphic vector bundle on X, 
there exists a holomorphic line bundle ,x(E) on Y, called the determinant 
of the cohomology, with natural isomorphisms as (1) above. 

2. The determinant line bundle: analytic approach 

2.1 Let f : X -- Y be a smooth proper map between complex 
varieties, E a holomorphic vector bundle on X. We assume furthermore 
that each fiber Xy = f-l(y), y E Y is endowed with a Kahler metric, 
varying smoothly with y. 

Choose an hermitian metric on E. Then we may consider the Laplace 
operator ~~ = aa· + lta acting on AO,q(Xy , E) (see §V.2.2). Hodge 
theory for the Dolbeault resolution of Eon Xy gives us an isomorphism 

Hq(Xy, E) ...:::... ker ~~ 

for all q :::: O. In general, the vector spaces ker ~~ ,y E Y, are not the 
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fibers of a vector bundle "ker ~q" on Y. Indeed, their dimension is not 
always locally constant. 

Consider, for example, the relative dimension one case. We then have 
the Dolbeault complex 

Ao,o(Xy,E) ~ AO,I(Xy, E) 

so that ~~ = ,:ta, ~~ = aa*, HO ~ ker ~~ and HI ~ ker ~~. Assume 
v E AO,O(Xy, E) is a non-zero eigenvector of ~~ with non-zero eigenvalue 
,x. Then 

~!(av) = a a*av = a ,xv = ,x avo 

Moreover av i- 0 because 

~~v = a*av = ,xv i- O. 

This shows that the non-zero eigenspaces of ~~ and ~~ are set in bi­
jection by a. If, in a family, Vy becomes a null-vector for ~~o' then so 
does av for ~I SO even if HO and HI may "J·ump" at Yo (AmaxHO)@ y yo· Y Y 'y 
(AmaxH:)-1 does not. 

In the following we will develop these ideas to define analytically a 
smooth line bundle ,x(E)"" on Y, with natural isomorphisms, for all 
yE Y, 

,x(E)"",y ~ Q9detHq(Ao'·(Xy,E),ax
y

)<-I)-q. 
q2:0 

Let bE R, b> 0, and let K2,b be the subspace of AO,q(Xy, E) generated 
by the eigenvectors of ~~ with eigenvalues strictly less than b. Denote 
by Sp(~~) the spectrum of ~~. 

Proposition 1 
and q 2: 0, 

Assume there exists f > 0 such that, for all y E Y 

Sp(~~)nJb - f, b + f[= 0. 

Then there is a smooth vector bundle Kq,b on Y with fibers K2,b. 

Proof. Choose a smooth function cp in 1R such that 

Isl 2 

cp( s) = 1 for 2 ~ b - f, 

cp(s) = 0 for 1~2 2: b + f. 
Let 

2 
'IjJ(s) = e-S cp(s) 

and 
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Consider the Dirac operators Dy = J2(a + a*). For any a E R, 
D~ - iaDy is a generalized Laplacian on XY' acting on 

vy = EBAO,q(Xy , E). 
q~O 

So the operator eiI7Dy-D~ is well defined. It has a smooth kernel which, 
according to §V.3.6.1, depends smoothly on y and a. However, we need 
more work to prove the following: 

Lemma 2 The integral JR~(a)eiI7Dy-D;da converges and defines an 
operator cp( Dy) with a smooth kernel depending smoothly on y. 

We postpone the proof till §2.2 below. 

Lemma 3 cp(Dy) is the orthogonal projection operator onto 

EBK:,b. 
q~O 

Proof Indeed, using D~ = 2 EDq~O~~' we see that 

Vi = EBAO,q(Xy , E) 
q~O 

has an orthogonal decomposition in eigenspaces of Dy: Vy = ED.>.. Vy,.>... 

For v E Vy,.>.., e(iI7Dy-D!)v = ei17 .>..-.>..2 v (say, by uniqueness of a solution 
to a first-order differential equation), so 

Hence 

and 

cp(Dy)v = (1 ~(a)eil7'>"da) e-.>..2 v = cp(,x)v. 

cp(Dy)v = v 

cp(Dy)v = 0 

,x2 
if-<b-f 2 -

But the ;2 are the eigenvalues of EDq~O~~. Lemma 3 now follows from 
the assumption that there is no eigenvalue of ~~ in lb - f, b + fl. 

Lemma 4 dim KZ,b is locally constant in y. 

Proof. Let p:,b : AO,q(Xy, E) --+ KZ,b be the orthogonal projection 
operator. According to Lemmas 2 and 3, it depends smoothly on y. 

Now dim KZ,b = trP3,b is an integer and depends smoothly on y. The 
conclusion follows. 0 
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We can now complete the proof of Proposition 1. Let (q») be a basis 
of Kzt We extend the q) to sections q)(y) of AO,q(Xy , E), smooth 
with respect to y. Define 'ljJi(y) = PZ,bq) (y). The 'ljJi(y) are sections 
of liyEyKZ,b, depending smoothly on y. As ('ljJi(Yo))j are linearly in­
dependent, so are ('ljJj(Y))j for y in a neighborhood U of yo. Thanks to 
Lemma 4, they actually give a basis of KZ,b in this neighborhood. It is 
clear that changes in our choices would lead to sections (OJ (y)) j related 
to the previous ones by linear relations depending smoothly on y. But 
this says exactly that the collection of isomorphisms 

U K;,b ....:::.. U X ccrank K~~b 
yEU 

glue together to define a smooth vector bundle Kq,b on Y, with fibers 
the K;,b,S. 0 

2.2 We shall now prove Lemma 2. 
If a is any natural integer, we denote by 11.110 any a-norm, i.e. a sup­

norm on Xy (resp. X xy X) involving a derivatives (resp. along the 
fibers of the projection to Y). If K is an operator with smooth kernel 
k(x, x') and a a natural integer, we shall write IIKllo for IIk(x, x /)lIo 
where 11.110 is any a-norm, i.e. a sup-norm on X xy X involving a 
derivatives along the fibers. Furthermore, IIKliLp stands for the LP 
norm of k(x, x') (it is not the LP-norm of the operator K). 

2.2.1 We first prove three lemmas which will be used later. Through­
out this section, y is assigned to vary in an open set U with compact 
closure in Y. Let n = diIIlG::Xy and Hy,u = ~y - iaDy where we write 
~y instead of ~~ until §2.3. 

Lemma 5 For any a-norm and any (a + n + 2)-norm on XY' de­
pending continuously on y, there exists a constant C such that, for every 
cp E r(f-l(U),E), u ~ 0, a E R, and y E U, the following holds: 

lIe- uHY'''cplio ::; CllcpII0+n+2. 

Proof. By Sobolev's lemma and Garding's inequality, applied to the 
elliptic operator ~y acting on XY' it is sufficient to prove under the same 
conditions that there exists C such that, if 2k ::; a + n + 2 and if ~~ is 
the composite of k copies of ~y, 

11~:e-uHY'''cpll£2 ::; ClIcpII0+n+2. 

In fact, Ile-UHY'''cplio ::; Clie-UHY'''cpIIHQ+n+l by Sobolev's lemma (see 
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Lemma 1.3.4 of [Gil; an inspection of the proof shows that C may be 
taken independent of y). And 

a+n+2 
/le-uHy,,, 'I'll Ho+n+l :::; C L: 1I~~e-UHY'''<pIl£2 

2k=O 

by Garding's inequality (see Lemma 1.3.5 of [Gil; same remark as above 
for C). 

But, for all u ~ 0, a E JR., and y E U, the L2-norm of the operator 
e-uHy ,,, is less or equal to one, so we get 

1I~~e-uHy,,, '1'11£2 = /le- UHy ,,, ~~<pIl£2 :::; 1I~~<pII£2 :::; CII<plla+n+2. 
The conclusion follows. o 

Lemma 6 For any family of opemtors with smooth kernel K y , differ­
ential opemtors Dy of order:::; d, any a-norm and any a+d+n+2-norm 
on Xy x Xy (all these depending continuously on y), there exists a con­
stant C such that, for any y E U, any u ~ 0, and any a E JR., 

Ile-uHy,O" DyKylia :::; CIIKylla+d+n+2 

and 

Proof. The second inequality is reduced to the first one by taking ad­
joints. By Lemma 5 

/le-uHy,O" DyKylia :::; CIIDyKy/la+n+2 

and obviously IIDyKylla+n+2 :::; CIiKyll a+d+n+2' Note that C does not 
depend on the Ky's. 0 

Lemma 7 For any a-norm on Xy x Xy depending continuously on y, 
and for any constants A > B > 0, there exists a constant C independent 
of y such that, if u E [B, AJ, for any a E JR., 

Ile-uHy,O" Iia :::; C. 

Proof. Applying Sobolev's lemma and Garding's inequality (cf. 1.3.4. 
and 1.3.5. in [Gil) to the elliptic operator ~y Q9 1 + 1 Q9 ~y on Xy x Xy 
and using the fact that ~y is self-adjoint, and commutes with e-Hy,O" , 
one is reduced to proving, for all k ~ 0, 

1I~~e-Hy,O" 11£2 :::; C 
where C depends on k but not on y, u or a. 
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But in some Hilbert space completion of Vy = E9q~o AO,q(Xy, E), 
there exists a unitary operator ei (7D., commuting with !:!.y and such that 

e-H.,<T = ei (7D· e-tl.·. 

Therefore the quantity of interest is bounded by II!:!.~ e-utl..IIL2, which 
is less than Clie-u tl.·1I2k, where II . 112k is any 2k-norm on X Xu X. But 
the kernel of e-utl.. depends smoothly on (u, y) in JO, +oo[xU. So the 
conclusion follows. 0 

2.2.2 Let 

I = L ,,[;(a)e-H •. <Tdn. 

For a fixed y, the integral I converges and defines a smooth kernel, hence 
an operator cp(Dy). To see that, it is sufficient to prove that for any Q­

norm on Xy x Xy there is a constant C, depending on Q but not on a 
such that 

lIe-H •. <T 110 ~ C. 

But this follows from Lemma 7. 

We will now prove that this kernel of cp(Dy) depends smoothly on y. 
If ty is any local derivative on Y, we get, from formula (16) of §V.3.6.3, 
that the derivative of (the kernel of) eiH •. <T is given by the integral 

!!"'eiH •. <T = _ r1 
e-(l-s)H •. <T !!...(H (7 )e-sH •. <T ds. 

oy io oy y, 
By iterating this formula (or by using Duhamel's formula (15) from 

Chapter V) we obtain that, given r derivatives, the kernel of 

o O"H _ ... _et y,u 

OYI oYr 
is a finite alternated sum of integrals 

(2) a k r e-(l-tk)H •. <T Ake-(tk-tk-,)H •. <T ... Ale-tlH.·<Tdtl··· dtk. 
itl~ 

The sum is taken over all sequences nl, ... , nk of positive intergers such 
that L:j~Onj = r, and Aj is the composite of nj derivatives of -iDy • In 
particular Aj is a differential operator independent of a. We shall prove 
that the integrand in (2) is bounded in sup-norm independently of a. 
Therefore 

(3) 

hence, since ,,[;(a) is in the Schwartz class, the kernel of 

cp(Dy) = .I ,,[;(a) e-H··<Tdn 
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depends smoothly on y. 
To prove that the integrand in (2) is bounded independently of 0" we 

choose an index j such that 
1 1 

tj - tj-l ~ k ~ ~. 
If we apply Lemma 6 several times, with Dy equal to AI,"', A k , we get 
that 

(4) 
lIe-(I-tk)H •. u Ake-(tk-tk-dH .... . ,. Ale-tlH •. u /10 

::; C/le-(tj-tj-dH •. u /lk(n+3)' 

We then apply Lemma 7 to see that that the right-hand side of (4) is 
independent of 0". The proof of Lemma 2 is now complete. 0 

Remark Our proofs of Proposition 1 and Lemma 2 are inspired by 
a preliminary version of [BGV], Chapter 9. The reader should consult 
loco cit. for a different and more detailed treatment. 

2.3 

Lemma 8 For any b > 0 and f > 0 the subset 

Ub
,. = {y E Y/'v'q ~ 0 Sp(A~) n [b - f, b + f] = 0} 

is open in Y. 

Proof. Choose cp a smooth function on 1R with values in [0,1], with 
compact support, and taking the value 1 exactly on [b - f, b + fl. As in 
Lemma 2, we define 

cp(Dy) = L 1/;(O")eiuD
.-

D ;dO" 
2 

with 'I/;(s) = eS cp(s). 

This operator depends smoothly on y and Sp(A~) n [b - f, b + f] = 0 for 
at least one q if and only if there exists v such that cp(Dy)(v) = v, i.e. 
if and only if /lcp(Dy) - III = 0 (operator norm). But this is a closed 
condition (note that cp(Dy) is bounded) so the conclusion follows. 0 

Using Proposition 1 and Lemma 4 we now cover Y by open sets U b,. 

over which all Kq,b, q ~ 0, are smooth vector bundles. On Ub,. we define 
a smooth determinant line bundle by the formula 

'>'(E)~b.' := Q9(det Kq,b)(-l)q. 

q~O 

Proposition 2 The '>'(E)~" glue together to form a Coo line bundle 
.>.(E)oo on Y with fibers .>.(E)y = ®q~o(det Hq(Xy, E»(-l)q. This line 
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bundle )"(E)oo is the Coo line bundle underlying the holomorphic line 
bundle )"(E) defined in §1.4. 

Proof. As 8/l = /l8, the map 8 maps Kq,b into Kq+l,b and we get a 
complex (K·,b, 8). If b < b' there is an exact sequence of complexes 

o --+ (K,b, 8) --+ (K,b', 8) --+ (Q', 8) --+ 0 

where (Q', 8) is acyclic since 

Hq(Q',8) = ker/lql
Q 

= O. 

Therefore, on Ub,E nub' ,E' , we have a canonical isomorphism 

Q9(detKq,b)(-I)Q ....:::... Q9(detKq,b')(-I)Q 

q~O q~O 

with natural compatibilities on triple intersections. This proves the first 
assertion. 

To compare )"(E) and )..(E)oo, let Dx be the total Dolbeault complex, 
i.e. the complex of Oy-sheaves associated to the presheaf 

U t---> (AO"U- 1(U), E), 8u ). 

By the Dolbeault isomorphism we have 

)"(E) = det(Rf.E) ~ det(Dx ). 

On the other hand, let Dj be the relative Dolbeault complex, i.e. the 
complex of Oy-sheaves obtained from the presheaf of smooth sections 

U t---> rU-1(U), Aq(T r(O,I») Q9 E, 8), 
where Tj*(O,I) denotes the relative differentials of type (0,1), and 8 the 
Cauchy-Riemann operator along the fibers of f. This complex (Dj,8) 
is a perfect complex since on Ub,E the inclusion (K·,b, 8) -> (Dj,8) is a 
quasi-isomorphism. We have )"(E)oo = det(Dj). 

There is a natural map of Dolbeault complexes: 

Dx Q9oyOy --+ Dj. 

The complex Dx is perfect (since Rf.E is perfect). This implies [BGS1j 
that, locally on Y, we can find a bounded complex p. of finite-dimension­
al vector bundles and a quasi-isomorphism P- --+ Dx. Since P- is a 
complex of vector bundles, there is a morphism of complexes p : p. --+ 

K·,b making the diagram 
p. --+ 

K·,b --+ 

D' x 

D' f 
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commutative. Now, the induced map 

poo : P'@OyOy ---+ K·,b 

is a quasi-isomorphism because at any point y it induces the identity 
map 

Hq(Xy, E) ~ Hq(Xy, E) 

on cohomology. So we have an isomorphism 
detpOO b 

det(P'@oyOy) ---+ det(K" , ). 

Now det(P'@oyOy) = (detP')@oyOy since, by a theorem of Mal­
grange ([Mg], Thm. 4), Oy is flat over Oy. Furthermore 

detP' ....:::.. det(Dx) and detK",b"":::" det(Dj). 

This gives a local isomorphism det(Dx )@OyOy ....:::.. det(Dj), and these 
local isomorphisms glue together. Finally the map 

)"(E) @OyOy ---+ )"(E)oo 

is an isomorphism, as was to be proved; for more details, see [BGSlj. 
o 

3. Quillen's metric 

3.1 Let f : X -+ Y be a smooth proper map of complex manifolds. 
Let E be a holomorphic vector bundle on X. Suppose moreover that 
there is an hermitian metric h on E and an hermitian metric hi on 
Tf := ker(T X -+ J*TY), i.e. a metric on each fiber Xy = f-l(y), 
varying smoothly with y. Furthermore we assume that the restriction 
of hi to Xy is Kahler for every y E Y. 

With these data we define as follows a natural metric, called the L2_ 
metric on each fiber of the determinant \ine bundle )..(E). Recall that, 
for every y E Y, 

)..(E)y = Q9(detHq(Xy,E))(-l)q. 
q~O 

Now, the Hodge theorem gives an isomorphism 

Hq(Xy,E) ....:::.. ker(~~) 

where 

~q = 7Flr + (ita y 

is the Laplace operator acting on AO,q(Xy, E). Furthermore AO,q(Xy, E) 
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has an L2-scalar product given, as in §V.2.2, by the formula 

1 wn 
(s, t) £2 = (s(x), t(x))~, 

x n. y 

(5) 

where n = dimo:: Xy, and Wo is the normalized Kahler form, given in any 
local chart (za) on Xy by 

i~ (a a) -
Wo = 27r ~ h, aZa' aZ(3 dzadz(3. 

a,(3 

So we get an L2 metric on Hq(Xy, E), hence on )..(E)y. But in general, 
this metric is not smooth in y (not even continuous). 

To see what happens, let us consider the case of relative dimension 
one. Recall that 

{j. AO,o(X E) -> AO,l(X E) • y, y, 

induces isomorphisms 

(6) ker(~o -).. id) ...::.. ker(~l -).. id) 

for any ).. > O. Now, when v E ker(~O - ).. id), one computes 
- - -*- ° (av,8vh2 = (a av, v) £2 = (~ v, v) £2 = )..(v, v) £2. 

So the L2-norm of the isomorphism (6) is .j)... For any b > 0, consider 
the isomorphism 

ib : )..(E)y = (det ker ~~) Q9 (det ker ~!)-l 

...::.. (det K~,b) Q9 (det K~,b)(-l). 
(7) 

For the L2-metric induced from AO,q(Xy, E), the computation made 
above gives: 

(8) Il ibll£2 = IT ( ~). 
O<>':S;b v).. 

So ib is not an isometry in general. 

If b is not in Sp(~~o)' we know that in a neighborhood of Yo the vector 
spaces K~,b are fibers of a smooth vector bundle; see the discusssion 
before Proposition 2. So the natural L2-metric on det K/ is smooth 
with respect to y. Therefore the failure for the L2-metric on )..(E)y to 
be smooth (or continuous) with respect to y, is given exactly by the 
behavior of 

IT ).. =: detjo,bj ~. 
0< >':S; b 

3.2 The previous discussion leads us to introduce new metrics on 
both sides of (7). On )..(E)y we define 

II'II~ = 1I'lIi2 x (det>o~)-l 
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and on the right-hand side of (7) we consider II'II~ = lI'IIL2 x (det>b ~)-I, 
where det>b is the determinant of the restriction to the orthogonal com­
plement of ~,b • For these new metrics, we get from (8) that 

lIibll~ = (det]o,b] ~)-1 (det>b ~)-l (det>o ~). 

By Lemma V.l, this gives lIibll~ = 1. 
In general, following Quillen [Q2], we make the: 

Definition 3 
mology is 

The Quillen metric on the determinant of the coho-

hQ = h£2 X II (det' ~q)(-l)qq. 
q~O 

In other words, 

hQ = h£2 x exp(T(E)) 

where T(E) is the Ray-Singer analytic torsion [RS]: 

T(E) = 2)-1)q+lq(~(O), 
q~O 

This section and the next chapter will be devoted to a proof of the 
following results: 

Theorem 3 The metric hQ is smooth on )"(E). 

Theorem 4 Assume that f is locally KOhler, i.e. for every y E Y 
there is a neighborhood U of y such that f-I(U) has a Kahler metric. 
Then 

cI(),.(E)Q) = f.(ch(E,h)Td(Tf,h f ))(2) 

where Td(Tf,hf) is the Todd form of (Tf,hf) and (.)(2) denotes the 
component of degree 2. 

3.3 We first prove a corollary of Theorem 4. 

Corollary 1 LetE: 0 -> (8,h') -> (E,h) -> (Q,h") -> 0 be an 
exact sequence of hermitian vector bundles on X. Then the isomorphism 
<Pt: : ),,(8) Q9 ),.(Q) -> )"(E) is such that 

logll<pt:II~ = f.(clI(E)Td(f,hf))(O), 

where clJ.(E) is the Bott-Chern secondary characteristic class defined in 
Theorem IV. 2. 
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Proof. Consider the diagram: 
X X]pI ----+ X 

11 11 
Y X]PI ----+ Y. 

On X x ]pI the bundle 

E = (8(1) ffi E)/8 

sits inside an exact sequence 

0--> 8(1) --> E --> Q --> 0; 

see the proof of Theorem IV.2. Let us choose a metric h on E such that 

(E, h)xx{o} = (E, h), 

-- ,1-" (E,h)xx{oo} = (8,h) ffi (Q,h ). 

Then, by definition of Ch(£) and Theorem 4 for 1, we get 

( r Ch(£)Td(f)) (0) = _ ( r r ch(E, h)Td(f) log IZI2) (0) 
j X/y j X/y jFt 

=_ r (r Ch(E'h)Td(I))(2~OgIZI2 
jFt jXXFt/YXFt 

= - r CI (.X(E)Q) log IZI2. 
jFt 

The exact sequence 0 --> 8(1) --> E --> Q --> 0 induces an isomorphism 

(jJ: '\(8(1)) Q9 ,\(Q) -::'... '\(E). 

At 0 it coincides with the isomorphism CPt: and at 00 this is an isometry. 
It follows that 

cI('\(E)Q) = cI('\(8(1))Q Q9 ,\(Q)Q) - ddC(log 1I(jJ1I~. 
Since '\(8(1))Q = '\(8)Q(1) we get, as in the proof of Theorem IV.2, 

r CI ('\(8(1))Q Q9 ,\(Q)Q) log Izl2 = 0, 
jFt 

and therefore 

r Ch(£)Td(f) = - r q('\(E)Q) log IZl2 
( )

(0) 

jx/y jFt 

= r cI(ddC(logll(jJII~)loglzI2 
jFt 

= i~ log 1I(jJ1I~ - i~ log 11(jJ1I~ 

= log Ilcpt:II~. 
o 
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3.4 A similar formula holds for variation of the metric on the fibers. 
Let h f and hI be two metrics on Tf. Denote by Td(J) the secondary 
characteristic class on X such that 

ddCTd(f) = Td(Tf,h f ) - Td(Tf, hI)' 

defined in §IV.3.3; see also [BGS1] and [GS3]. Let hQ (resp. hQ) be the 
Quillen metric on )"(E) defined using hf (resp. hI) on Tf and a fixed 
metric on E. 

Theorem 5 Under the above hypotheses 

10g(hQ/hQ) = f.(ch(E, h)Td(J))(O) 

We shall not prove this result; see [BGS1]. 

3.4 We now prove Theorem 3. Since the statement is local on Y we 
may assume, without loss of generality, that, for some b > 0 and for any 
y E Y and q ~ 0, b is not an eigenvalue of ~~. 

Let 

q~O 

We define a Quillen metric on this line bundle by multiplying the L2_ 
metric by 

II (det>b ~~)q(-l)q. 
q~O 

Let ib : )..(E)Q ---+ )"(E)~,Q be the natural isomorphism. We will be 
done if we prove that ib is an isometry and, for all q ~ 0, det>b ~~ 
depends smoothly on y. Indeed, the L 2-metric on each K~,b is already 
smooth in y. 

To prove that ib is an isometry, we use the Hodge decomposition: 

AO,q = ker(~q) EEl Bq EEl cq 

where Bq = im(8) and cq = im(8*). Notice that 8: c q ....:-.... Bq+l is an 
isomorphism respecting ~-eigenspaces. Hence we may define 

A eigenvalue 
of tJ. in C q 

)..-B. 

Then (q(s) = (cq(s) + (cq-1(s). This shows inductively on q, starting 
from (o(s) = (co(s), that the series defining (cq(s) is convergent for 
Re s > n, has a meromorphic continuation to the whole complex plane, 
and no pole at O. 
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This implies also 

(9) 

Defining (Cq.>b{S) in the obvious way, we obtain similarly: 

(1O) L{-l)q+lq(q.>b{S) = L{-l)q(cq.>b{s). 

q~O 

Write Cq•b for Cq n Kq·b and Bq·b for Bq n Kq·b. The exact sequence of 
complexes (with boundary 8) 

o --t ker L~" --t K··b 
--t C··b EEl H·b 

--t 0 

shows that ib is the composition 

det{ker L~") 

(11) 

where jb is the natural isomorphism: 

1 ....:::.. det{ C··b EEl B··b
) 

coming from the acyc1icity of C··b EEl H· b• 

The vertical isomorphism in (11) is an isometry for the L2-metric. 
The isomorphism jb decomposes as 

'" idi81(det 8)-' _ 
1 --+ det(C··b) Q9 det{C··b)-1 ~ det{C·.b) Q9 det{H+1•b) 1 

....:::.. det{C··b) Q9 det{B"·b)....:::.. det{C··b EEl H·b
). 

Here {det 8)-1 is the inverse of det 8: det c q•b ....:::.. det Bq+l.b, whose 
L 2-norm, computed at the beginning of the section, equals y'detcq,b LSq. 
So we get 

This gives 

lIibll~ = 

IIiblli2 = IIjblli2 = II (detCq,b ~q)(_I)q+l . 

q~O 

IT {detCq,b ~q)(_1)q+l IT {det>b~q)q(-I)q II (det>o ~q)q(_I)q+l . 

q~O q~O q~O 

Now from (9) we get 

II {det>o~q)q(-I)q = II {detcq ~q)(_I)H' 
q~O q~O 
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and from (10) 

II (det>b ~q)q(-I)q = II (detcq,>b ~q)(_I)q+1 • 

q~O q~O 

Finally 

IT ( (_1)0+1 IT A )(_I)q+1 
. 2 q>O detcq.b~q) x q>o(detcq,>bLl.q 

IIzbllQ = IT (d A )(_1)0+1 , q ~O etcq Ll. q 

i.e. lIibllQ = 1 by Lemma V.l. 

3.6 Now we prove that det>b ~~ is a smooth function of y. 

3.6.1 Let Py be the orthogonal projection of AO,q(Xy , E) onto KZ,b 
and Qy = 1 - Py. By Lemmas 2 and 3, Py is an operator with smooth 
kernel depending smoothly on y. So Qy is smooth in y, and Qye-My is 
an operator with smooth kernel for any t > 0, depending smoothly on t. 

Let lh,y(t) = tr(Qye-tt1y ). For technical reasons (see Proposition 1) 
we assume that y is in an open subset set with compact closure in Y 
over which Sp(~y) n [b - f, b + fJ = 0 for a certain f > O. 

For a fixed y, lh,y satisfies the assumptions 81 and 82 of §V.l. Prop­
erty 81 holds because Qye- tt1y has a smooth kernel, and 82 is obtained 
by writing 

lh,y(t) = tr(e-tt1y ) - tr(Pye-tt1y ). 

The term tr( e -My) satisfies 82 by §V. 4.2. On the other hand 

tr(~ e-tt1y ) = ~ (-l)k tr(~ ~ k)tk y ~ k! y y , 
k~O 

so the asymptotic development in that case is in fact a convergent power 
series. In particular, there is no term involving a negative power of t. 

By formula (11) from §V.1, we get 

I /00 dt 11 dt ~ ai(y) 
Cb,y(O) = lh,y(t)T + PO,y(t)T + ~ -.- + ,ao(Y)· 

1 0 i<O Z 

According to §V.4.2, the coefficients ai(y) are smooth with respect to y. 

3.6.2 Let us show that J; PO,y(t)!!f depends smoothly on y. For this 
it is sufficient to see that, for all £ ~ 0, 

(12) (:y) i PO,y(t) = O(t) 

i 
where O(t) depends on £ but not on y (and (ty) denotes the composite 

of £ arbitrary partial derivatives on Y). Since Qy = 1- Py, the left-hand 
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side of (12) can be written as the difference of two functions of t. The 
first one comes from 

(:Y Y tr(e-t~y), 
and a bound for it follows from 

(13) II (:yY kt(x,x',y) - (:yY kt'(X'X',y)llsup ~ C t
N

-
n

, 

uniformly in y, where kt' is the approximate kernel and kt the kernel of 
e-t~y. This estimate is obtained by a direct extension of the methods 
of §V.3.5, Step V; see [BGV], proof of Theorem 2.54, p. 93, and [Gr]. 

The second term in (12) comes from 

(~ Y tr(Pye-t~y). 
Let N = dimK~,b = tr(Py) and Sk(Y) = tr(PII..:l~). The function Sk(Y) is 
smooth in Y because Py..:l~ is an operator with smooth kernel depending 
smoothly on y. We define O"l(Y), 0"2(Y), ... , O"N(Y) to be the elementary 
symmetric functions of the eigenvalues of PII..:ly. They are given by 
universal formulas in terms of Sl(Y), ... , SN(Y), so they are smooth in y. 
Let 

c = SUPl:Si:SN SUpyl (~ )j O"i(Y) I + 1 
0:Sj:Si UY 

and choose A such that the following property Pk is true for k ~ N: 

I ( a )j I k k . . Pk:SUPy ay Sk(Y) ~AC N k?, foranYJ=O,l, ... ,£. 

Let us prove that Pk-l implies Pk for k > N. We have 

Sk(Y) = O"l(Y)Sk-l(Y) - 0"2(Y)Sk-2(Y) + ... + (-l)N+IO"N(Y)Sk_N(Y). 

Applying the Leibniz rule, we get 

I (:yY sk(y)1 ~Nto (~)c AC
k
-

1 
N k- 1 (k-1)j-m 

~ A C k N k k j
. 

So P k is true for all k by induction on k. This implies 

(a)i (_l)k (a)i a tr(Pye-t~y) = L ~tk a Sk(Y), 
Y k~O Y 

taking into account that the convergence is uniform with respect to y. 
So, if we remember from Lemma 4 that so(y) = tr(Py) is locally constant 
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in y, we get that 

I(~r tr{Pye-
My

)I ~ ~ ~A C k 
N

k 
k
i 

for £ ~ 1, and this is O{t) (uniformly in y). 

3.6.3 Let us prove that ftO (ly,b{t)~ depends smothly on y. 

To obtain this it will be sufficient to prove that, for every t ~ 2 and 
every £ ~ 0, 

(14) I (:y r (ly,b{t) I ~ C e-bt, 

where C does not depend on y. Let 1/ be a smooth function on 1R such 
that 0 ~ 1/(8) ~ 1 , 1/{s) = 0 if s2 ~ b and 1/{s) = 1 if S2 ~ b + f. Define 

'lj;t{s) = 1/{s)e-(t-l)s2. 

This is a function of Schwartz class for t > 1. AB Sp{~y)n[b-f, b+fj = 0, 
we compute 

Qye-ttly = L ,,[;t{a)eiuDy-tlydn, 

where the convergence and smoothness is given by the proof of Lemma 
2, which applies to any 'Ij;{ s) in the Schwartz class. This gives 

(ly,b{t) = L ,,[;t{a)tr{eiuDy-tly)dn. 

As in 3.2.3 we get 

(15) I (:y r (ly,b{t) I ~ C L l,,[;t{a)I{1 + lali)da, 

where C does not depend on y, and does not depend on tj notice that 
all constants arising in the proof of Lemma 2 are independent of the 
function 'Ij;{s). Now 

with 

and 

i 

(ia)i"[;t{a) = 2~ L e-ius (:s) ('Ij;t{s))ds, 

I (~) i ('Ij;t{s)) I ~ C ti Isl i e-(t-l)s2 if s2 ~ b 

(:sr ('Ij;t{s)) = 0 if S2 ~ b. 
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This gives, with another constant C, 

(16) lalil"'&t(a)1 :::; C t i e-(t-l)b. 

Combining (15) and (16) (with £ + 2 instead of f), we get (14). This 
concludes the proof of the smoothness of (~b.y(O) with respect to y. As 
det>b ~ is equal by definition to exp( -(~b.y (0)) the proof of Theorem 3 
is now complete. 0 

3.6.4 As we wrote in the Introduction, the problem of finding a p-adic 
analog for hermitian metrics is still open. In particular Quillen's metric 
might have a p-adic counterpart. Dwork's study of the characteristic 
power series of the Frobenius endomorphism, viewed as a p-adic com­
pact operator [Dw] , suggests that this problem might be of arithmetic 
interest. 



VII 

The Curvature of the Determinant 
Line Bundle 

We shall now prove Theorem VI.4 about the curvature of the Quillen 
metric on the determinant of the cohomology. This result was obtained 
in [BGSl] after special cases had been proved in the relative dimension 
one case by Quillen [Q2] and Bismut-Freed [BF]. In fact, for families 
of curves, this kind of formula was already familiar to physicists, in 
particular in the Polyakov approach to string theory; see for instance 
[BK]. 

A general principle underlying this proof, and also the arithmetic 
Riemann-Roch-Grothendieck theorem (Theorem VIII.2), is the follow­
ing. There are three kinds of secondary objects which enter Arakelov 
geometry: Green currents, Bott-Chern classes, and analytic torsion. 
But further developments show that these are very similar, and lead to 
common generalizations. For instance, when proving Theorem VI.4, we 
shall see that the Ray-Singer analytic torsion is really the Bott-Chern 
character class of the relative Dolbeault complex. In [BGS2] Green cur­
rents and Bott-Chern classes get related, and in [BL] the three objects 
are simultaneously generalized. 

A basic tool for understanding analytic torsion is the concept of su­
perconnection. Following Quillen [Q3] we explain in §l how it can be 
used to give new representatives of the Chern character. Similarly, in 
§2, we give another definition of the Bott-Chern character class of an 
acyclic complex of hermitian vector bundles. In §3, under the hypothe­
ses of Theorem VI.4, we use superconnections to define aBott-Chern 
character class of the relative Dolbeault complex, viewed as a complex of 
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infinite-dimensional bundles on the base. Using the local index theorem 
for families [Bl] (see also [BV] and [BGV]) and a result of Berline-Vergne 
[BV], we then prove Theorem VI.4. 

1. Superconnections 

1.1 Let M be a smooth manifold and E = E+ EEl E- a Z2-graded 
vector bundle on Mj E+ is called the even part of E, and E- the 
odd part. Equivalently, E is equipped with an involution f E End(E), 
f2 = id, and 

E+ = ker(f - id), 

E- = ker(f + id). 

There is then a canonical involution on End(E), sending a to faf. So 
End(E) is also Z2-graded, namely 

End(E)+ = Hom(E+, E+) EEl Hom(E-, E-), 

End(E)- = Hom(E+, E-) EEl Hom(E-, W). 

The supercommutator of a, (3 E End(E) is 

[a, {3] = a{3 - (-1)1"'"/31 (3a, 

where lal = 0 if a E End(E)+, and lal = 1 if a E End(E)-; the formula 
is extended by linearity to non-homogeneous a and {3. It satisfies the 
(super) Leibniz rule: 

[a, {3,] = [a, {3h + (_1)1"'"/31 {3[a, ,]; 

in general, each time one permutes an element of degree n with an 
element of degree m, the classical formula has to be modified by a sign 
(_1)nm. From now on [ , ] will always stand for a supercommutator. 
Finally, a linear functional called the supertmce is defined on End(E) 
by 

trs(a) := tr(m). 

It vanishes on odd elements and on supercommutators. 

1.2 Consider the left A(M)-module 

V = A(M) Q9coo(M)r(M,E). 

We can view Vasa right A(M)-module by 

a w:= (_I)lollwl...; a: 

notice that A(M) is a commutative superalgebra: ..,-u;' = ,-l): .... llw'lw'w. 

The module V has a natural Z/2 grading which combrne, tile Z-grading 
of A(M) and the Z/2-grading of r(M, E). 
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Let V be a connection on E with V(f) = OJ equivalently V = V+ + V­
with V+ a connection on E+ and V- a connection on E-. Let u E 

End(E)-. The operator A = V+ + V- + u is called a superconnection. 
It maps r(M, E) to r(M, E) E9Al(M)Q9cOO(M)r(M, E). We extend this 
action of A to V by the formula 

A(ws) := dw.s + (-l)lwl(w 1\ Vs +wu(s)). 

As is easily checked, this implies 

(1) A(w 1\ v) = dw 1\ v + (-l)lwlw 1\ Av 

for any wE A(M), v E V. 

Definition 1 (see [Q3]) A superconnection on E is an odd degree 
element ofEn~(V) satisfying (1). 

We also have A(v 1\ w) = (Av) 1\ w + (-l)lvlv 1\ dw. Furthermore (1) 
implies, as in §IV.2.1, 

A2(W 1\ v) = w 1\ A2(v). 

As A2 is even, this may as well be written [A2, w] = O. So A2 lies in the 
algebra 

A = {a E Endo::(V)/ for all w E A(M), [a,w] = O}. 

This algebra may also be described as follows (see [Q3]): 

(2) A = A(M)@coo(M)r(M,End(E)), 

where the tensor product is taken in the sense of superalgebras: 

w Q9 a = (_l)lallwla Q9 w. 

1.3 

Proposition 1 For any superconnection A on E, the form tr s exp( - A 2 ) 

is closed on M. 

Proof First, this form is well-defined because A2 E A, and by (2) there 
is a natural extension of trs to A with values in A(M). 

Now, given any two superconnections A, A' then 

(A - A')(wv) = (-l)lwlw 1\ (A - A')(v) 

so A - A' is an odd element of A. Since the statement we want to prove 
is local, after trivializing E, we may write' A = d + () with () an odd 
element of A. Then 

d trs exp(-A2) = trsd(exp(-A2)) 

= trs[d,exp(-A2)] 

= trs[A,exp(-A2)]- trs [(),exp(-A2)]. 
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The first term is zero because A (super)commutes with A2. The second 
term is zero because of the next lemma. 

Lemma 1 For any a, b in A, tr.[a, b] = o. 

Proof. Writing a = aw, b = {3w' ,a, (3 E r(M, End(E)), and using the 
super Leibniz rule, we have 

[a, b] = [a, {3w'] = [a, {3]w' 

because [a, w'] = 0, therefore 

[a,b] = [aw,{3]w' = (-l)lwll/3l[a,{3]ww' 

since [w, {3] = O. So 

tr.[a,b] = (-l)lw lll1l (tr.[a,{3])ww' = O. 

o 
It is shown in [Q3] that the cohomology class of trs exp( _A2) is, up 

to powers of 27ri, the Chern character of E+ minus the Chern character 
of E-. 

2. Bott-Chern claSses via superconnections 

Superconnections provides new definitions of the B~tt-Chern sec­
ondary characteristic classes which we introduced in §IV.3. More gen­
erally, let 

E. : 0 --> Eo~ El --t ... ~ En ---+ 0 

be an acyclic complex of holomorphic vector bundles on a complex man­
ifold X. Assume that each Ei is equipped with an hermitian metric hi. 
Let E+ = EBp E2p , E- = EBp E2P+l, and E = E+ ED E-, and endow 
these bundles with the orthogonal direct sum of the hi'S. 

These metrics give hermitian holomorphic connections V+ (resp. V-) 
on E+ ( resp. E-); see Lemma IV.1. Also v acts as an odd endomor­
phism of E .. Write v· for the adjoint of v. Therefore 

A = V+ + V- + v + v· 

is a superconnection on E .. 
As E. is an acyclic complex and since the Chern character is additive 

in cohomology, we know that L:i>o(-l)ich(E,hi) is exact on X. In the 
following we shall achieve a double transgresssion and express this form 
as the image by ddc an explicit element. 

We first pullback (E., h) to a complex with metrics on X x <C. Then, 
writing {j = dz tz + d:Z tz and V = V+ + V-, we consider 

Az = V + {j + zv + zv· , 
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which is a superconnection on E (over X x <C). Let 

1/= ltrsexp(-A;) log Iz12, 

i.e. the integral of the dzaz part of trsexp(-A;) against log Iz12. 
Let * be the operator acting by multiplication by (2~i)P on AP,P(M). 

Proposition 2 

Proof. First we investigate the convergence of 1/. Notice that 

A; = IzI2(VV* + v*v) + Rz 

where Rz has form-degree ~ 1 (on X x <C), and so Rz is nilpote"nt. 
Thanks to Duhamel's formula (Chapter V, (15)) we have 

exp(-A;) = L(-I)k { e-(I-tk)lzI2~Rz·· .Rze-tdzI2~dtl·· ·dtk 
k i~k 

where ~ = vv* +v*v and the sum is finite (k :::; n = diIIl(:(X)). As E. is 
acyclic, ~ has a smallest eigenvalue oX > O. Writing II ·11 for the operator 
norm, we get 

Ile-(trtj-tllzI2t111 :::; 1 for all j, 

for at least one j. 

As Rz = V2 + vdz + v*dz + zV(v) + zV(v*) is linear in z, Z, we get: 

II exp( -A;)II :::; C(1 + Iz ln)e-*lzI
2
, 

where C is uniform on X. 
Similar estimates hold for any number of derivatives of exp( -A;) with 

respect to z,z, uniformly with respect to X. So we may extend a(z) = 

trs exp( -A;) in a smooth way to X x pI by declaring it to be zero on the 
fiber X x {oo}. As it is closed on the dense open set X x <C (Proposition 
1), it is also closed on X x pl. 

We will now make use of the fact, which we do not prove here (but 
see Proposition 3 below for a proof in a slightly more complicated case), 
that a(z) E E9p~oAP'P(X x PI). This implies that a(z) is not only 
d x x p,-closed but also d'X x p' -closed. Therefore 

dxd'X { a(z)loglzI2 = ( dxxp,d'Xxp,(a(z) log Iz12) ip, ip, 
= ( a(z)66C log Izl2 ip, 
= ioa(z) - i;';."a(z) = ioa(z) 

(we used MC log Izl2 = 60 - 600 ). 
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Finally, A5 = '\;72 + vdz + v*dz, so ioa(z) = trs exp( - '\;72). Therefore 

(ddc1J)* = trs exp(-'\;72)* = 2:(-l)ich(Ei,hi ). 

3. The Bott-Chern character class of the 
relative Dolbeault complex 

o 

3.1 Remember that our intention is to prove Theorem VI.4. Using 
Theorem VI.5, we see that is sufficient to prove Theorem VI.4 for one 
choice of the metric h / . Using the "locally Kahler" hypothesis we are 
then reduced to the situation where X itself has a Kahler metric, and 
where h / is the restriction of this Kii.hler metric to T I. (We shall not 
prove Theorem VI.5 in these notes, but Theorem VI.4 is already of 
interest under the assumption we just made.) 

On Y, we have a complex of infinite-dimensional vector bundles 

° a 1 a a n O-.D ~D --+ ···~D --+ 0, 

where Dq(U) = cco(f-l(U), Aq(Tf*°,l) Q9 E) and a = at. 
In order to define a connection on D = EB >oDq, we use the orthog­

q-
onal splitting 

TXx = Tlx EEl (TXx)H 

given by the metric on X; vectors in (TXx)H are called horizontal. The 
map I induces an isomorphism dxf : (T Xx)H ....::. T/(x) Y for every point 
x EX. Therefore any vector field v on Y has an horizontal lift vH on 
X. 

Let '\;7 be the hermitian holomorphic connection on (E, h) over X. 
Define, for v E TY and a E D(Y), 

(3) Vv(a)='\;7vH(a). 

One checks that, for any cp E COO(Y), 

V'Pv(a) = cp V v(a) 

and 

Vv(cpa) = v(cp)a + cp Vv(a). 

So we get a connection on D 

V : D --+ Al(y, D). 

As usual, V is extended by the Leibniz rule to act upon EBjAj(Y,D). 

Lemma 2 V is unitary for the L2-metric on D. 
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Proof. Let J-t be the volume form on Xv' For v E TyY and s, t sections 
of D in a neighborhood of y, we compute the Lie derivative: 

Now 

so that 

dv(s, t) = dv( [ (s(x), t(x))J-t) ixy 

= [ dvH(S(X), t(x))J-t + [ (s(x), t(X))dvHJ-t. ixy ixy 

dVH(S(X), t(x))J-t = (V'vH(s(x), t(x)) + (s(x), V'vHt(x)) 

[ dvH(S(X), t(x))J-t = ('~v8, t) + (8, Vvt). ixy 

So it will be enough to prove dvH(J-t) = O. 
Trivializing T f near x E Xv' we have, up to some constant factor, 

J-t = [det(g)]-1/2 II dZidzi 
i 

where 9 is the matrix giving the Riemannian metric on T f. So we want 
to prove dvH (det g) = 0, and for this it is sufficient to prove trdvH 9 = 0 
because 

1 
trdvHg = dvH(log detg) = -d-dvH(detg). 

etg 
Let (ei) be an orthonormal frame in (T f)1,0, and (Ci) the conjugate 
frame of (T f)0,I. As (ei' ei) = 1 identically, we have 

- H -(4) 0 = dvH(ei,ei) = dvH(g)(ei,ei) + ([v ,ei],ei) + (ei' [vH,ei])' 

Let w be the (normalized) Kahler form on X: 
i 

w(u, v) = 27r (u, v). 

The Kahler condition dw = 0 gives, for u, v, t any vector fields 
(5) 
0= tw(u,v) +uw(v,t) +vw(t,u) +w([t,u],v) +w([u,v],t) +w([v,t],u). 

We write this for t = vH, U = ei, v = Ci and observe that 

Furthermore 

and 

vH w(ei' Ci) = ..i....vH (ei' ei) = O. 
27r 

Ciw(vH,ei) = 0 

because the horizontal space is the orthogonal complement of T f. Fi­
nally 
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because lei, Ci] is vertical. So we find from (5) 

w([vH, ei], Ci) + W([Ci' vH], ei) = O. 

As W([Ci,vH],ei) = w(ei' [VH,CiJ), this gives 
H -----

([v ,ei], ei) + (ei' [v H , CiJ) = o. 
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Now [vH , Ci] = [vH , ei]' Restricting to real vectors and comparing to (4) 
above, we get 

dVH(g)(ei,ei) = 0, 

so tr dvH (g) = 0 and we are done. o 

3.2 Mimicking the finite-dimensional situation of §2, we introduce 
the following superconnection on the pull-back of D to Y x cr* : 

Bz = V + 6 + za + z a* . 

Lemma 3 The operator exp( -B~) is trace-class. 

Proof. We may write B~ = Iz12~ + cJ> where cJ> has degree ~ 1 and is 
therefore nilpotent. So exp( -B~) may be defined as the operator with 
smooth kernel given by Duhamel's formula (which is. a finite sum for 
degree reasons): 

exp(-B~) = 

exp(-lzI2~) + ~)_l)k [ e-(1-tk)lzI2~.cJ> .. · .. cJ>.e-tllzI2~dtl·· ·dtk. 
k~l J~k 

In particular it is trace-class. 0 

Let 

b(z) = trs exp(-B~). 

Proposition 3 The form b( z) lies in E9p~oAP'P (Y x cr*). It is closed 
and invariant under rotation. 

Proof. If 8 E 1R and (y,z) E Y x cr* define r/J(y,z) = (y,ei/Jz). When 
saying that b( z) is invariant under rotation we mean that rij (b( z)) = b( z) 
for every 8 E 1R. 

The fact that b(z) is closed is shown as in the finite-dimensional case 
(Proposition 1). On the other hand, let B be the subalgebra of 

A = r(Y x cr*, End(D))0 (E9Ap,q(y x cr*)) 
p,q 
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generated as a vector space by forms a of degree (n, p, q) E 7l x N x N 
such that p = q + nand r(j a = einlJ a, where n is the degree coming from 
End(D). 

Lemma 4 B; lies in B. 

Proof of the Lemma. We compute 

B~ = (V +6 +z8+zF)2 

= V2 + Iz12~ + zV(8) + z V(8*) + dz 8 + dz 8* 
(6) 

and prove that each term in this sum lies in B: 
• Let V = Vl,o + VO,I. If v E ra,ly then vB E TO,1 X, and since 

VO, I = 8 E, we get (VO, I f = O. As V is unitary this implies 
(VI,Of = o. SO V2 is of type (0,1,1). Being independent of z it is 
also rotation invariant. So it lies in B. 

• Izl2 ~ is of type (0,0,0) and invariant by rotation. 
• z V(8) = z VI,O(8) has type (1,1,0) and clearly r(jz = eilJ z, so it 

lies in B. 
• z V(F) = z VO,I(8*) by unitarity and the above, so it lies in B; 

it is of type (-1,0,1). 
• dz "8 is of type (1,1,0) and clearly r9dz = eilJ dz so it lies in B. The 

same argument applies to dz 8*. 
o 

Now, to prove Proposition 3, notice that trs(a) = 0 if a is of type 
(n,p,q) with n"l O. Therefore, if a E B, then trsa E EBpAP,P(Y x cr*) 
and it is rotation invariant. According to Lemma 4, this is the case for 
trs exp( - B;). This proves Proposition 3. 0 

3.3 Let us introduce, when 0 < t < T are two real numbers, 

(3(t, T) = 1 b(z) log Iz12. 
t$lzl$T 

The form b(z) is (dy + 6)-closed and it lies in EBpAP,P(Y x cr*), so it is 
also (dy + 6C)-closed. Hence 

dydyb(z) = -dy 6Cb(z) = 6Cdy b(z) = -6C6b(z) = MCb(z). 

We deduce that 

dy dy (3(t, T) = 1 (dydyb(z)) log Izl2 
t$lzl$T 

= 1 (MC b(z)) log Iz12. 
t$lzl$T 
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Let us apply the Stokes formula to this integral: 

dyd~f3(t, T) = 1 Wb(z)) 8 log Izl2 
t~lzl~T 

+ 1 8Cb(z) log Izl2 -1 Wb(z)) log Iz12. 
IZI=T Izl=t 

Using 8c8 log Izl2 = 0 we obtain 

dyd~f3(t,T) = 1 b(z)8C loglzI2 -1 b(z)8C loglzI2 
Izl=t Izl=T 

-1 Wb(z)) log IZl2 + 1 Wb(z)) log IZI2. 
Izl=t Izl=T 
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If we use polar coordinates z = re i(J, we have 47r8c = r %r dB - ~ %(J dr, 
hence 8ctog Izl2 = g!. Since b(z) is invariant under rotation, we get 
finally, with iz(y) = (y, z), 
(7) 

dyd~f3(t, T) = i;b(z) - iTb(z) - t log(t) i; (:~) + T log(T) iT (:~) . 
To proceed further we need to know the behavior of b(z) when Izl -> 0 

and +00. 

4. The family index theorem 

4.1 To study the behavior of b(z) when Izl -> 0 we use the following 
theorem: 

Theorem 1 (Bismut, [Bl], [BV], [BGV]) 

_ ($2) [j ] (~2) 
lim [trs exp( - Y' + t Dy)*] = ch(E, h)Td(f) 
_0 ~y 

Here Dy = V2(a + a*) is the Dirac operator along the fiber, and 
[Q](~2) is the sum of the components of degree at most two with respect 
to Y of the form Q. This equality may be rewritten 

(8) 
]

«2) 

lim [i;b(z)*] ($2) = [ [ ch(E, h)Td(f) -
t--+O J X/Y 

Remarks 
The proof in [Bl] is actually given for arbitrary Dirac operators (on the 

right-hand side of the formula one uses the .A genus instead of the Todd 
genus). Furthermore it is valid in all degrees if one adds to V + t Dy a 
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counterlerm ltc(T), where c(T) is Clifford multiplication by some tensor 
coming from the fact that the horizontal tangent bundle is not integrable. 
Since this counterterm has degree bigger than two with respect to Y, it 
does not affect the formula (8). Note also that there is a local equality 
of forms on X from which Theorem 1 follows by integration along the 
fibers of f. 

When Y is a point, we get the theorem of Riemann-Roch-Hirzebruch 
[Hz]. Indeed, for all t > 0, 

trsexp(-t~) = X(E) 

is the Euler characteristic of E. 

4.2 The behavior of b(z) when Izl -> 00 is given by the following 
theorem of Berline--Vergne. Let f : M -> B be a smooth proper map 
of Coo-manifolds, E = E+ EB E- a super-vector bundle on M with her­
mitian metric h, h, a Riemannian metric on Tf, and u y E End(Vy ) a 
smooth family of odd, elliptic, formally self-adjoint, first-order differen­
tial operators on Vy = r(f-l(y), E). Choose a connection V' on E and 
define V on Eej Aj(B, V) as we did above in §3.1. Finally, let fJt be the 

scaling operator defined by fJt = C n/2 on An(B, End(V)) (t > 0). 

Theorem 2 (Berline--Vergne,[BVJ, [BGV])Assume thatdim(ker(uy)) 
is constant in y. Then, as t -> 00, 

trsfJt exp( _tA2) = trs exp( -(PV?) + O( ~), 

where A is the superconnection V +uy and P is the orthogonal projection 
onto ker uy. 

The limit in Theorem 2 is for any Ck-norm on B and the rest O( ~) 

is uniform with respect to y (restricted to a compact set). 

4.3 We now return to our original situation. We want to apply the 
Theorem 2 to f : X x ([* -> Y x ([*, with A = V + fJ + uy,z and 

uy,z = z a + z a* . 
First, u~,z = Iz12~ and ker(uy,z) is independent of z (and so will be 

the projection P on this kernel). Notice that it is sufficient to prove the 
equality of Theorem VIA on a dense open subset U of Y since both sides 
are smooth forms on Y. The following lemma shows that this enables 
us to assume that the kernel of uy,z has a constant dimension. 

Lemma 5 There is a dense open subset U c Y such that, for every 
integer q ~ 0, the sheaf Rq f*E is locally free on U. 
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Proof. This is true for any coherent Oy-module M instead of Rq f.E. 
In the case where M admits a resolution of length one 

o --> PI ~PO --> M --> 0 

by vector bundles, ranky(M) = coranky(v) is constant outside of a sub­
variety defined by the vanishing of certain minors of v, and on this open 
set M is locally free. In general, starting from a resolution 

o --> Pn~Pn-1 --> ... --> Po..:!2....M --> 0 

with vector bundles, we apply the preceeding argument to coker Vn and, 
by induction on n, we deduce the result for M. D 

From now on, until the end of this chapter, we shall assume that 
Rq f.E is locally free on Y. This is made possible by the previous lemma 
and the discussion before it. 

Lemma 6 Decompose b(z) = b(z)[O] + b(Z)[I] + b(z)[2] according to 
the degree on CC·. Then, uniformly on Y, 

b(z)[O] = tr. exp( -(PV?) + O( \!\), 

[I] _ 1 
b(z) -O(Izj2)' 

[2] _ 1 
b(z) -O(~), 

and 

~b(r)[O] = O( ~). or r2 

Proof. Recall from (6) that 

(9) B~ = V2 + \z\2 ~ + z V(8) + z Von + dz 8 + dz 8'. 
From this we get 
(10) 
lit(t B;) = V2 + t\z\2 ~ + v't z V(8) + v't z v(F) + v't dz 8+ v't d:Z 8'. 
Let "It be the scaling operator on A sending dz to Vi dz, and d:Z to v't d:Z 
. We deduce from the two equalities (9) and (10) above that 

(11) lit(t B~) = "It B~ z; 
in other words lit(tB~) is the pull-back of B~ under the map z -> v't z. 

Writing the equality (11) at the point z = 1 and t = r2 we get: 

lir2 exp( _r2 B~)lz=1 = "Ir2 exp( -B;)lz=r' 

Then Theorem 2, when applied to Y x CC· and A = B z , gives 

(12) tr.lir 2 exp( _r2 B;) = tr. exp( _(pV)2) + O(I/r), 
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where O(I/r) is uniform on UxS1 for any relatively compact open subset 
U c Y. Notice that P8 = 8P and V8 = -8V so that (P(V + 8))2 = 
(PV)2. Restricting z to 1, (11) and (12) become 

2 - 2 (13) trsYr2exp(-Bz)lz=r =trsexp(-(PV) )+O(I/r). 

Now trs exp( _(pV)2) is of degree 0 with respect to CC·. So using the 
fact that 'Yr2 is r on I-forms and r2 on dz dz, we obtain the first three 
equalities of the lemma, since b(z) is invariant under rotation. Here the 
equality 

b(Z)!l] = 0(_1_) 
Izl2 

means that the form b(Z)!l] can be written adz + (3d:Z with a = O( w) 
and (3 = O(W)' and similarly for b(z)!2] = O(TZP)· 

We know by Proposition 3 that b(z) is dYXC·-closed. Moreover 

t9b(Z) = 0 since b(z) is invariant under rotation. Therefore 

o 
(14) or (b(z))dr = -dy b(z). 

By the Remark after Theorem 2, the above proof also gives dy b(Z)!l] = 
O(W). So 

~(b(r))!O] = O( ~). 
Or r2 

o 

4.4 Denote by (Rq f.E, £2) the bundle Rq f.E on Y, endowed with 
its L2 metric. 

Lemma 7 

Proof. It is sufficient to prove that PV is the hermitian holomorphic con­
nection on E9q~oRq f.E for the £2-metric. Since V~,l = avH commutes 

with ax., it preserves ker ~q = (Rq f.E)y, and (PV)O,l = aRq/.E. On 
the other hand, given s, t in ker ~q and v in TY, we have 

v(s, t) = (V vs, t) £2 + (s, V vt) £2 = (PV vs, t) £2 + (s, PV vt) £2. 

This proves that PV is unitary. o 

5. Conclusion 

5.1 We may now take the limit as T -> 00 and t -> 0 in the formula 
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(7) for dyd'Y(3(t, T). First, using Lemmas 6 and 7, we get 

lim dyd'Y(3(t, T)* = 
T~oo 

i;b(z)* - ~)-I)qch(Rqf*E,L2) -tlog(t)i; (::) * 
q2:0 

Moreover, the estimate b(z)[2J = O( dr-) shows the existence of 

(3(t) = lim (3(t,T) = [ b(z) loglzl2, 
T-+oo J1z l2: t 

and we may differentiate with respect to the Y-coordinates to get: 
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(15) dyd'Y(3(t)* = i;b(z)* - ~) -1)Qch(Rq foE, £2)_t log(t)i; (::) * 
Q2:0 

We now study the behavior as t -> 0 of both sides of (15). First recall 
that 

(16) (3(t) = [ b(z)loglzI2, 
J1z l2: t 

and, from (9), the component of b(z) of degree 0 on Y is 

b(z)(O) = trs exp( -lzl2 ~ - dz a - d:Z a*), 

Using Duhamel's formula (Chapter V, (15)) and the fact that trs van­
ishes on supercommutators, this is equal to 

b(z)(O) = trs((1- dz a) exp(-lzI2~ - d:Z a*)). 

Now ~ commutes with a and a*. So we can use again Duhamel's formula 
and the fact that trs vanishes on supercommutators to get 

(17) b(z)(O) = trs((1- dza)(I- d:ZF)exp(-lzI2~)). 

Because ~ is a smooth family of generalized Laplacians on X L Y we 
deduce from this formula the existence of an asymptotic development, 
as t -> 0, 

(18) 
i~-n 

From (16) and (18) we get an asymptotic development 

(3(t)(O) = L (3i ti + L 'Yjtj log(t), 
i2:-n j2:-n 

where (3i and 'Yj are smooth functions on Y. In particular, we may 
consider 

(19) flo =: finite part of [ b(z)(O) log Iz12, 
J1z l2:t 

which plays the role of a first Bott-Chern class for the Dolbeault com­
plex. 
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Now let us look at i; (g~r as t goes to zero. Recall from (14) that 

o 
or (b(z))dr = -dy b(z). 

Using polar coordinates z = rei9 and (9), we get 
(20) 
b(z) = tr. exp( _(V2+r2 ~+rV(8)+rV(8*)+dr(8+8*)+i rdB(8-8*))). 

The component of b(z)(1) involving only dr may be computed from (20) 
as in (17). It is equal to 

(21) 
tr. exp( _(r2 ~ + rV(8) + rV(8)* + dr(8 + 8*)))(1) 

= r tr.((8 + 8*)(V(8 + 8*)) exp( _r2 ~))dr. 

Using (21) and applying dy to (20), we see that i; (g~r has an asymp­
totic development ~i>_naiti as t -> O. 

Finally, recall from (8) that 

lim [i;b(z)*](2) = [ [ ch(E, h)Td(f)] (2) 
t~O }x/y 

So, if we take the finite part of the component of degree two on Y in 
(15), we get, by the uniqueness of asymptotic developments, 

(22) dyd~(30)* = f*(ch(E, h)Td(f)) (2) - c1(>.(E)£2). 

5.2 What remains to be proved is the following 

Lemma 8 (dyd~{36°))* = -dyd~T(E), where T(E) is the analytic 
torsion. 

Proof From (17) we deduce that the coefficient of rdrdB in b( z) (0) is 
equal to 

Therefore 

{3(t)(O) = -47ri 100 

tr.((8+8*)(8-8*)exp(-r2~))rlogr dr. 

Let N be the "number operator" acting by multiplication by q on Dq. 
Clearly [N,8] = 8 and [N,8*j = -8*. So 

(8 + 8*)(8 - 8*) = (8 + 8*)[N, 8 + 8*] = (8 + 8*)N(8 + 8*) - N~. 
Furthermore, since 8 + 8* commutes with ~ = (8 + 8*)2, 

tr.(((8 + 8*)N(8 + 8*) exp( _r2 ~)) 

= -tr.(N(8+8*)exp(-r2~)(a+8*)) 
= -trs(N~exp(-r2~)). 
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So 

(3(t)(O) = 87ri 100 

trs(N~exp(-r2~))rlogr dr. 

The change of variable u = r2 gives 

(3(t)(O) = 27ril°O trs(N~exp(-u~))logu duo 
t 2 

Let 8(u) = tr~(N exp( -u~)) be the supertrace of the restriction of 
N exp( -u~) to the orthogonal complement to Ker(~). We have 

a 
au 8(u) = -trs(N ~exp( -u~)). 

Integrating by parts, we find: 

(23) (3(t)(O) = 27ri8(t2) log(t) + hi 8(u) -. 100 du 

t2 U 

We know that 8(u) as an asymptotic development Li~_n8iUi as u -> 0, 
so 

(3aO) = finite part of 27ri 100 

8(u) du. 
t2 U 

By definition of N, we also have 

1 100 

du ~)-l)qq(q(S) = r( ) 8(u)uS~. 
q~O s ° 

Call this function ((s). By Theorem V.1, with E = t2 , we get 
1 (0) _ , 

(24) -2 .(30 - ( (0) - ')'((0). 
7rt 

AB ('(0) = -T(E) the conclusion of Lemma 8 will follow from 

Lemma 9 On Y we have dydy((O) = O. 

Proof. (This proof was explained to us by J.-M. Bismut.) Let a > 0 
be a positive real number and let us multiply the metric hI on T f by 
a. By definition (see §V.2.2), the L2-metric on AO,q(Xy, E), y E Y(CC), 
is multiplied by ad- q for all q ~ O. It follows that 7)*, hence ~, is 
multiplied by a. From Lemma V.2, ((0) is unchanged and ('(0) gets 

replaced by ('(0) + 10g(a)((0). Therefore, by (24), 2~i(36°) becomes 

2~i(3aO) + 10g(a)((0). 
On the other hand, let us look at the right-hand side of equation 

(22). We claim that it does not change when multiplying hI by a. 
Indeed, the hermitian holomorphic connection of (T f, hI), hence the 
form Td(T f, hI), remains unchanged. Furthermore, the L2-metric on 
>.(E) is multiplied by a constant, hence Cl (>.(E)£2) is also unchanged. 

From these facts and (22) applied to hI and ahl we conclude that 
dydy((O) = O. 0 
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5.4 We can now conclude the proof of: 

Theorem VI.4 Assume that f is locally Kiihler, i.e., for every y E 

Y, there is a neighborhood U ofy such that f-1(U) has a Kiihler metric. 
Then 

cl(>'(E)Q) = f.(ch(E,h)Td(Tf,h,))(2), 

where Td(Tf, h,) is the Todd form of (Tf, h,) and (.)(2) denotes the 
component of degree 2. 

Proof. Recall that we can assume that Rq f.E is locally free on Y. By 
combining Lemma 8 and the equality (22), we then get 

-ddCT(E) = f.(ch(E, h)Td(f))(2) - cl(>.(E)£2). 

But hQ = h£2 exp(T(E)) so 

cl(>'(E)Q) = cl(>'(Eh2) - ddCT(E). 

The conclusion follows. o 

5.5 Remark 

It would be interesting to give an axiomatic definition of Quillen's 
metric, analogous to the axioms of Theorem IV.2 for the Bott-Chern 
character forms. We know the curvature of Quillen's metric, but how 
can it be normalized? Finding such an axiomatic description might 
lead to a simpler proof of the arithmetic Riemann-Roch-Grothendieck 
theorem (Theorem VIIl.l'), by checking the axioms for both sides of the 
equality; §V.1.3.3 might be of some use for this project. 



VIII 

The Arithmetic 
Riemann-Roch-Grothendieck 

Theorem 

In this final chapter we shall give an arithmetic Riemann-Roch-Groth­
endieck theorem (Theorem 1) for the determinant of the cohomology, 
and deduce from it an estimate for the smallest size of non-zero sec­
tions of powers of ample line bundles on arithmetic varieties, a result we 
announced in the Introduction. 

The arithmetic Riemann-Roch-Grothendieck theorem (Theorem 1) 
combines the, somewhat classical, algebraic Riemann-Roch-Grothen­
dieck theorem for higher Chow groups with the computation we made 
in the previous chapter of the curvature of the Quillen metric on the 
determinant of the cohomology. There exists a more precise theorem, 
Theorem 1', but its proof is very long and will not be given here. It is 
not needed for the application. 

To get bounded sections of powers of ample line bundles (Theorem 2) 
we combine Theorem 1 with Minkowski's theorem, a lemma of Gromov, 
and a result of Bismut-Vasserot about the asymptotic behavior of the 
analytic torsion of powers of a given line bundle, the proof of which is 
only sketched. 

1. The arithmetic Riemann-Roch-Grothendieck theorem 

1.1 Let f : X --> Y be a projective and flat map between arithmetic 
varieties, i.e. regular, projective flat schemes over SpecZ. We assume 
that the restriction of f to the generic fiber XCQ is smooth. Let E = 
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(E, h) be an hermitian vector bundle over X. Finally, choose a metric on 
the relative tangent space T fix (d:) invariant under complex conjugation 
and such that the restriction to f-l(y) is Kahler for every y E Y(CC). 
We may consider, as in Chapter VI, the determinant of cohomology, i.e. 
the line bundle )..(E)Q on Y, equipped with its Quillen metric. Our goal 

_ -1 
is to give a formula for its first Chern class c1()..(E)Q) E CH (Y). 

To the hermitian bundle E is associated its arithmetic Chern character 

ch(E, h) E CH(X)IQ = ffi8HP(X)IQ, 
p?O 

defined in §IV.4. We need also a Todd genus for the map f. To define 
it, let us consider a factorisation of f: 

Y, 
where i is a closed embedding, and p a projective bundle over Y. Let N 
be the normal bundle of X in P(E)y, and i*Tp the restriction to X of 
the relative tangent bundle to the projection p. On X(CC) we have an 
exact sequence of holomorphic bundles 

£ : 0 ----+ T f d: ----+ i * Tpd: ----+ N d: ----+ O. 

Let us choose hermitian metrics on N and i*Tp. As was noticed in 
§IV.3.3 (see also [GS3]), by the same construction as in Theorem IV.2, 
one gets a secondary characteristic class Td(£) E A(X) such that 

(1) ddC(Td(£)) = Td(Tf)Td(N) - Td(i*Tp). 

Moreover we have the arithmetic Todd classes Td(i*Tp) E CH(X)IQ and 
Td(N) E CH(X)IQ defined in §IV.4.6. 

Now we define 

(2) Td(f) = Td(i*Tp)Td(N)-l + a(Td(£)Td(N)-l) E CH(X)IQ; 

recall that the map a : A(X) -> CH(X) was defined in Chapter III as 
sending TJ to the class of (0, TJ). If f is smooth, Td(f) is the Todd class 
of the relative tangent bundle to f. It can be shown in general that it 
is independent of the choice of i, p and the metrics on Nand i*Tp; see 
[GS8]. 

We may now consider the element 

(3) 8(E) = c1()..(E)Q) - f*(cl,.(E, h)Td(f))(l) 
-1 

in CH (X)IQ, where a(1) denotes the component of degree one of a E 

CH(X)IQ. 
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Theorem 1 There is a morphism 

8: Ko(XGl) -+ Ho,o(Y)/p(CHl,O(Y))Gl 

such that a(8([E])) = 8(E). 

Proof. We first show that 8(E) lies in Ho,o(Y)/p(CH(l,O)(Y))Gl' Recall 
from Theorem I1Ll that there is an exact sequence 

CHI,o(y) -.!!.... Ho,O(y)~6Hl (Y) ~ CHI(y) EB AI,l(y). 

We have to show that (z,w)(8(E)) = O. The cycle component is 

z(8(E)) = cI(>.(E)) = f.(ch(E)Td(f))(l) E CHI (Y)Gl' 

It vanishes because of the Riemann-Roch-Grothendieck theorem for 
(classical) Chow groups; see [GBI], [SIJ. 

Let us now compute the form w(8(E)). From (1) and (2) we deduce 
that 

w('Td(f)) = Td(i·Tp)Td(N)-l + ddC(Td(£)Td(N)-l) = Td(Tf{;) 

in A(X). Therefore 

w(f.(cl,.(E)Td(f)))(2) = f.(ch(E, h)w(Td(f)))(2) 

= f.(ch(E,h)Td(Tf,h,))(2) 

= cI(>.(E)Q) by Theorem VA. 

In other words w(8(E)) = 0 and 8(E) is the image by a of a class in 
HO,O(Y)/(imp)Gl' 

Our second step is to show that 8(E) depends only on the class of E 
in Ko(X). Let 

£:O~S-->E-->Q-->O 

be an exact sequence of bundles on X, endowed with metrics h', h, h". 
We want to show that 8(E) = 8(8) + 8(Q). By the Corollary VI.1, we 
have 

( )

(0) 

cI(>.(E)Q) = cI(>'(8)Q) + CI(>'(Q)Q) - a Ix/y ch(£)Td(Tf{;) 

Furthermore, by Proposition IV.I, 

ch(E, h) = ch(S, h') + ch(Q, h") - a(ch(E)) , 

therefore 
f*(ch(E)~(f)) 

= f.(ch(8/Td(f)) + f.(cl,.(Q)Td(f)) + f.(a(ch(£))Td(f)). 
Finally, using Chapter III, (3), we get 

f.(a(ch(£))Td(f)) = a (i//h(£)Td(Tf{;)) . 
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We conclude that 6(E) = 6(8) + 6(Q). In other words, 6(E) is indepen­
dent of the metric on E, and there is a morphism 

6: Ko(X) ----+ Ho,o(Y)/(imp)CQ 

such that a(6([E])) = 6(E). 

Finally, let us prove that 6 factors via Ko(XCQ). We have 

ker(Ko(X) ----+ Ko(XCQ)) = im(KO(X)fin ----+ Ko(X)) 

where KO(X)fin = Eep K;V(X) is the Grothendieck group of X with 
support in finite fibers. There is a commutative diagram: 

CH(X)fin ...:!.... CH(X) 

where cP maps the cycle Z to the class of (Z,O). If x E KO(X)fin the 
equality 

6(x) = CP(Cl(f*(X)) - f*(ch(x)Td(f))(l)) = 0 

follows from the Riemann-Roch-Grothendieck theorem with supports 
[SIJ. SO 6 factors via Ko(XCQ). 0 

1.2 It follows from Theorem VI.5 that 6([E]) is independent of the 
choice of the metric on T f(f;. In fact there is a precise formula for 6. To 
state it, we let (( s) be the Riemann zeta function and (' (s) its derivative. 
Given an holomorphic vector bundle E on a complex ritanifold X, we 
may define as follows a characteristic class R(E) E H*(X,1R) in the real 
cohomology of X. The class R commutes with pull-back (R(f*(E)) = 
f*(R(E))), it is additive on exact sequences, and its value on a line 
bundle L with first Chern class cl(L) E H2(X,1R) is 

R(L)= L (2('(_m)+((_m)(I+!+ ... +~))Cl(Lt EH*(X). 
2 m m. 

7nodd~l 

In the situation of §1.1, let ch(E(f;) E H*(X,1R) be the usual Chern 
character of the holomorphic bundle E(f; induced by E, and Td(T f(f;) E 

H*(X,1R) the Todd class of the relative tangent space. Recall that 
HP,P(Y) c AP,P(Y) is mapped by a into CH(Y)CQ. 

Theorem I' [GS7J The following equality holds: 

6eE) = a(f.(ch(E(f;)Td(Tf(f;)R(Tf(f;))(O)). 
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1.3 The proof of Theorem I' is much harder than the proof of The­
orem 1. It was obtained in [GS7] and [GS8] by combining the work 
of several people ([B2], [B3], [BLj, [BGS2], [BGS3], [GS5]). It can be 
extended to the case where X and Y are only quasi-projective, Y is 
regular, and the restriction of f to the generic fiber XCQ is smooth (but 
X need not be regular); [GS7], [GS8] Theorem 7. 

In [F4], Faltings extended this result to higher degrees, when X and Y 
are regular. Namely, under the assumptions of Theorem 1', using higher 
degree analogs of the analytic torsion, one can define a direct image 
group morphism for virtual hermitian vector bundles (in the sense of 
§IVA.8) 

f. : Ko(X) -- Ko(Y) 

(see [GSg] , [GS5], [F4], [BKo]; the precise comparison of the different 
definitions has still to be made). The determinant of f.(E) is the class 
of )..(E)Q in Pk:(Y). Theorem 6.1 in [F4] gives a formula for cit 0 f. 
extending Theorem I'. 

1.4 When Y = SpecZ, we have, by Chapter III, (7), 
-1 -
CH (Y) = Pic(Z) = 1R, 

and beE) is a real number. Theorems 1 and I' appear then as an arith­
metic analog of the Riemann-Roch-Hirzebruch theorem [Hz]. Indeed, 
the following lemma shows that Cl ()..(E)Q) is an Euler characteristic. 
For each q ~ 0, Hq(X, E) is a finitely generated abelian group. Let 
Hq(X,Ehors be its torsion subgroup and VOI£2(Hq(X,E)) the volume 
for the L2-norm of the quotient Hq(X(CC), E<e)+ I Hq(X, E), where (.)+ 
denotes the real subspace invariant under the complex conjugation. Let 
(q(s) be the zeta function of 6,q = a F + 7J*a in degree (0, q). 

-1 
Lemma 1 In C H (Z) = 1R we have 

c1()..(E)Q) 

= ~) -1)q (IOg~Hq(X' Ehors -log Vol£2 (Hq(X, E) )+~q(~(O)). 
q2:0 

Proof. Since SpecZ is affine, we have 

)"(E) = Q9detRqf.(E)(-I)q = Q9detHq(E)(-I)q. 
q2:0 q2:o 

By the definition of Quillen metric (Chapter VI), the lemma will follow 
from the following general fact. Let M be a finitely generated Z-module 
M, equipped with an hermitian scalar product on M 0z CC, invariant 
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under conjugation. Its determinant det M has a degree deg det M E 1R.. 
We claim that 

deg det M = log aMTors -log Vol(M). 

Since this equality is compatible with direct sums, it is enough to 
check it in two cases. First, assume that M is torsion free. Then the 
line det M = A max M is generated by SI /\ •.. /\ Sr, where SI, • .• ,Sr is 
any basis of M. Then 

degdetM = -log IIsl, /\ ... /\ srll = -log VoIM. 

On the other hand, if M = 7l/n we have a free resolution 

o ~ 7l ~ 7l ~ 7l/n ~ 0 , 
SI t---+ nso 

where So and SI are the generators. The line det M is generated by 
So ® s1"1 and 

degdet M = -log(lIsoll/lIcp(sl)ID = log n. 

This proves Lemma 1. 

1.5 

Questions Does there exist an "arithmetic Lefschetz theorem" gen­
eralizing the previous result to the case of group actions? 

Can one extend to varieties over number fields Grothendieck's coho­
mological description of zeta functions of varieties over finite fields [Gro] 
by means of a Lefschetz theorem? 

2. Arithmetic ampleness 

2.1 Recall from [H] [GH] that for an algebraic variety X over ee, we 
have the following equivalent definitions for a line bundle L to be ample: 
(1) For every coherent sheaf £ over X there is no such that, for every 

n> no, £ ® L®n is generated by global sections; 
(2) For every coherent sheaf £ over X there is no such that, for every 

n > no and k > 0, 

Hk(X,£ ® L®n) = 0; 

(3) There is no and some embedding cp : X '--> pN such that L®no = 
cp*(O(l)); 

(4) There is a metric h on L such that cl(L, h) > 0, i.e., for every 
tangent vector v E Tx(X), 

CI (L, h)(v, 'iJ) > o. 
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2.2 Let X be a regular, projective, flat scheme over SpecZ. Let L 
be a hermitian line bundle over X. We assume that L is ample over 
X, i.e. Property (1) in §2.1 holds on X, and that cl(L, h) > 0 over 
X (CC). Let E be an arbitrary hermitian vector bundle over X, and let 
r = rankE. We shall look for a nontrivial global section s E r(E0L®n) 
with a uniform bound on Ils(x)1I , x E X(CC). 

Let f : X ---+ Spec Z be the map of definition. We have two relevant 
self-intersection numbers: the geometric one 

Ld = f.(cl(L)d) E HO(SpecCC,Z) = Z, 

and the arithmetic one 

L
d
+! = f.(cl(L)d+l) E oi/ (Z) = 1R. 

Theorem 2 Let n ~ 1 be an integer and £ > 0 a real number. Then, 
the logarithm of the number of sections s E HO(X, E 0 L®n) such that, 
for every x E X(CC), 

Ils(x)1I2 < exp(n(£ - r+
1 
j(d + l)Ld

)) 

is at least equal to 

f.rL d nd+1 j2d! + O(nd log n). 

In particular, when n is big enough there is a nontrivial section satisfying 
these inequalities. 

The proof will actually show that we need not assume that L is ample 
over X, but only that, for all p > 0, H 2P(X, E 0 L®n) = 0 for large n, 
and Cl (L) > o. 

We will reduce the theorem to the following result, which is reminis­
cent of the Nakai-Moishezon criterion for ampleness; see [HJ, V, Theorem 
1.10. 

Theorem 2' Assume that I;d+l > O. Then the logarithm of the 
number of sections s E HO(X, E 0 L®n) such that, for every x E X(CC), 
IIs(x)1I < 1 is greater or equal to 

rr+
1 

nd+1 j(d + I)! + O(nd log n). 

To see that Theorem 2 implies Theorem 2', take f. = r+
1 
j(d + l)Ld. 

To show that Theorem 2' implies Theorem 2, let L = (L, h). When 
..\ E 1R, consider the metric heA, and write LA = (L, heA). We first notice 
that 

(4) L~+l = [L 0 (Ox,eA)Jd+l = r+
1 

- ~(d + l)..\Ld. 

To see this, observe that 

Cl (L 0 (Ox, eA
)) = Ci.(L) - a(..\), 
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_1 
where>. E HO(X(CC),1R) is sent to a(>.) in CH (X) as in Theorem 
111.1. From the rule a(1J)Y = a(1Jw(y)) of §III.2.3.1 we get a(>.)a(>.) = 
a(>.)w(a(>.)) = O. Therefore 

(5) 
ci(L>.)d+l = ci(L)d+l + (d + l)a(->.)· ci(L)d 

= ci (L)d+l + (d + l)a( ->. Cl (L )d). 

Now, from §§1I1.4.2 and 4.3, we get: 

deg(f.a(a)) =! [ a. 
2 J X({;) 

SO we get (4) by applying f. to (5). 
Now choose>. so that 

r:;.+l = r+1 _ d + 1 >'Ld = (d + l)Ld ( > O. 
2 

From Theorem 2' applied to LA we get 

log a{s E HO(X,E ® L®n); "Ix E X(CC) IIs(x)1I < e-nA/ 2 } 

r Ld 
~ «( d! 2)nd+1 + O(ndlogn). 

2.3 We shall now decribe the proof of Theorem 2'. Let 

An = HO(X, E ® L®n). 

o 

This is a lattice in the real subspace HO(X(CC), E ® L®n)+ of 
HO(X(CC), E ® L®n). On this vector space we may consider the L2_ 
norm, or the sup-norm. Then take the Haar measure for which the unit 
ball for the L2-norm (resp. the sup-norm) has volume one, and denote 
by VoIL2(An) (resp. Volsup(An)) the covolume of An for this measure. 
Let Vn be the volume of the unit ball in the standard euclidean space of 
dimension equal to rank(An). By Minkowski's theorem, see [GL] 11.7.2, 
Theorem 1, we know that: 

10gHsE HO(X,E®L®n);//silsup:::; I} 
(6) 

~ -log Volsup(An) + 10gVn -log2· rank(An). 

Now rank(An) = O(nd ) by the classical theory of Hilbert polynomials, 
see [H]1.7, and the vanishing of Hk(X(CC), E ® L®n), k> O. The usual 
formula for the volume of the euclidean unit ball and Stirling's formula 
(Chapter V, (2)) imply that 

(7) 10gVn = O(ndlogn). 

Furthermore we shall prove the following inequalities, where T(E®L®n) 
is the analytic torsion (Definition V1.3) of E®L®n for the chosen metrics. 

(8) -log Volsup(An) ~ -log VOI£2(An) + O(nd log n) 



(9) 

(10) 
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~ -logVol£2(An) - T(E 0 L®n)/2 

+ O(nd log n) 

= cl(>'(E ® L®n)Q) 
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- I) -l)q logaHq(X, E 0 L®n) + O(nd logn) 
q~l 

(11) ~ ( (~:~;!) nd+1 + O(nd logn) + 6eE 0 ·C). 

Recall now Corollary 1.2 stating that [E0L®n] = O(nd) in Ko(XCQ)CQ. 
Since we know from Theorem 1 that 6 is induced by a morphism on 
Ko(XCQ) we get that 6(E 0 L") = O(nd ). Combining this with (6), (7), 
(8), (9), (10) and (11), we get Theorem 2'. 

To prove the inequality (11), we use the properties of the Chern char­
acter (Theorem IV.3) and compute 

f.(clI(E 0 L"/Til(f)) = f.(clI(E) exp(ncl (L))Td(f)(d+l)). 

The leading term in n is (rLd+l/(d+1)!)nd+l, since Td°(f) = 1 and 
~o -
ch (E) = r. From the definition of 6 and the vanishing of Hq for each 
(even) q> 0 and large n we get (11). 

To prove the equality (10), we apply Lemma 1 to the hermitian bundle 
>.(E 0 L®n)Q over SpecZ. 

2.4 To prove the inequality (9) we need to estimate the analytic 
torsion of E 0 L®n as n goes to infinity. This was done by Bismut and 
Vasserot. 

Theorem 3 [BVa] Let X be a compact Kiihler manifold, E a holo­
morphic hermitian vector bundle and L a holomorphic hermitian line 
bundle on X. Assume that Cl (L) is positive. Then 

T(E 0 L®n) = O(nd logn). 

We shall not give a detailed proof of this result but we indicate its 
main steps. Near every point x E X consider geodesic coordinates yo; 
and trivializations of T X, E and L by parallel transport. For every 
q > 0 the Laplace operator ~ q can be written explicitly in terms of 
these coordinates ([BVa], (21)). One makes the (local) change of variable 
6n : yo; --> fo yo; in this expression. It turns out that ~6n(~i.:®L®n) 
has a limit as n goes to infinity: call it Lx. This operator Lx is elliptic, 
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and the convergence holds in all Ck norms. Therefore the heat kernel 
of ~6n(Ll~0L®n) converges to the heat kernel of .ex, its asymptotic de­
velopment as t -+ 0 is uniform in n, and its coefficients ai,n converge 
to those of .ex; this follows from the construction of the heat kernel as 
in §V.3. But the heat kernel of ~6n(Ll~0L®n) has the same trace as 

exp(-(t/n)Ll~0L®n)/(rnd), which is globally defined. Let 

e~(t) = tr(exp(-(t/n)Ll~0L®n)/(rnd)) 
be this trace. 

Using the fact that Cl (E) is positive, Bismut and Vasserot prove that 
the smallest eigenvalue of Ll ~0L®n is bounded below by en - c', where 
c is a positive constant; this step is similar to the classical proof of the 
Kodaira Vanishing Theorem. It follows that there is a positive constant 
clf such that, when t goes to infinity, e~(t) < exp(-c"t). Therefore the 
sum 

100 dt 11( () '" ain dt '" ain (12) e~(t)T + e~ t - L..J tt-)T + L..J i + ,ao,n 
1 ° i?-d i?-d 

has a finite limit as n -+ 00. From (12) and the formula (11) in Chapter 
V for (~q (0), we conclude that T(E 0 L0n)/(nd log n) has a finite 

E®L®n 
limit as n -+ 00, and Theorem 3 follows. 0 

In fact a formula can be given for the first two main terms of T(E 0 
L0n ) as n -+ 00, see [BVa]. This leads to a more precise version of 
Theorem 2', see [GS8] Theorem 8. 

2.5 Finally, to prove (8), we use a result of Gromov to compare the 
sup-norm with the L2-norm on the sections of E 0 L0n . 

Lemma 2 (Gromov) Let X be a compact complex manifold, E a 
holomorphic hermitian vector bundle and L a holomorphic hermitian 
line bundle on X. Then, for every n ?: 1, there is a constant c such that 
any section s E HO(X, E 0 L0n) satisfies 

IIsllsup ::; cndllsll£2· 

This lemma implies that any section sEA max HO (X, E 0 L 0 n ) sat­
isfies 

Iislisup ::; (cndyankAn IIsll£2 

and, since rankAn = O(nd), 

log IIslisup ::; log Ilsll£2 + O(ndlogn), 

and (8) follows. 
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To prove Lemma 2 we choose a system of neighborhoods Ux C X of 
every point x E X (varying continuously with x), with radius bounded 
below and biholomorphic to the unit ball Bl in <en, and a trivialization 
of E and L on each Ux . If Xo is the point where IIs(x)1I is maximum, 
and if /-t is the measure on X then, writing s = (It, ... '!r) in Uxo we 
get 

r IIs(x)11 2/-t> r If(x)12h(x)p(xtdx, lx lBI 
where h(x) is a factor coming from the measure and the metric on E, 
p(x) comes from the metric on L, and 

If(x)1 2 
= L Ifi(XW 

is subharmonic. But h(x) is uniformly bounded from below, and p(x) 
may be bounded from below by p(xo) - Clr, where r = Ix - xol and Cl 

is a uniform constant; we may need to take smaller neighborhoods for 
this. Therefore we get 

Ix IIs(x)1I
2

/-t 

~ c211f(OW r (p(xo) - clrtdx ~ C3 n-dlf(OWC3(p(XO))n 
lBI 

~ C4 n-2d llsll;up' 

3. Remarks 

o 

3.1 Theorem 2 was used by Vojta [V2] in his proof of the Mordell 
conjecture; notice however that, in the case considered in [V2], Cl (r) is 
not necessarily positive on the whole of X. In the work of Faltings on 
abelian varieties [F3] and in Bombieri's version of Vojta's proof [Bo], it 
has been replaced by much more direct arguments. 

3.2 The statement in Theorem 2' asserts that E 0 r0n 
is effective, in 

an arithmetic sense, when n is big enough. For r to be arithmetically 
ample would require that the sections of sup-norm less than one generate 
E0L0n . Results of this kind have been obtained by Kim [Ki] and Zhang 
[Z] for arithmetic surfaces. 

3.3 Theorem 2' can be generalized to the case where XCI) is smooth but 
X is not necessarily regular, [GS8] Theorem 8. It would be interesting 
to remove the smoothness assumption on XCI). 
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In this result, one would also like to be able to replace E by a coherent 
sheaf. For instance, one can look for small sections of L0n with high 
order of vanishing at a given finite set S of points. This problem is well­
known in the context of diophantine approximation, where it leads to 
the construction of auxiliary polynomials. Assume there are more small 
sections of L0n than the number of values that their derivatives can take 
at S. By taking the difference of two such sections one gets a nontrivial 
small section of L0n whose derivatives vanish at S; this argument is 
known as Dirichlet's box principle. The reader is referred to [Lf] for a 
precise result combining this principle with Theorem 2, thus generalizjng 
the classical Siegel's Lemma. When E is an arbitrary coherent sheaf, no 
general result exists yet. 
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