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Preface

Potential theory has its roots in the physical sciences and continues to find
application in diverse areas including electrostatics and elasticity. From a
mathematical point of view, the study of Laplace’s equation has profoundly
influenced the theory of partial differential equations and the development of
functional analysis. Together with the wave operator and the diffusion opera-
tor, its study and application continue to dominate many areas of mathemat-
ics, physics, and engineering. Scattering of electromagnetic or acoustic waves
is of widespread interest, because of the enormous number of technological ap-
plications developed in the last century, from imaging to telecommunications
and radio astronomy.

The advent of powerful computing resources has facilitated numerical mod-
elling and simulation of many concrete problems in potential theory and scat-
tering. The many methods developed and refined in the last three decades
have had a significant impact in providing numerical solutions and insight into
the important mechanisms in scattering and associated static problems. How-
ever, the accuracy of present-day purely numerical methods can be difficult
to ascertain, particularly for objects of some complexity incorporating edges,
re-entrant structures, and dielectrics. An example is the open metallic cavity
with a dielectric inclusion. The study of closed bodies with smooth surfaces is
rather more completely developed, from an analytical and numerical point of
view, and computational algorithms have attained a good degree of accuracy
and generality. In contradistinction to highly developed analysis for closed
bodies of simple geometric shape — which was the subject of Bowman, Senior,
and Uslenghi’s classic text on scattering [6] — structures with edges, cavities,
or inclusions have seemed, until now, intractable to analytical methods.

Our motivation for this two-volume text on scattering and potential theory
is to describe a class of analytic and semi-analytic techniques for accurately de-
termining the diffraction from structures comprising edges and other complex
cavity features. These techniques rely heavily on the solution of associated
potential problems for these structures developed in Part I.

These techniques are applied to various classes of canonical scatterers, of
particular relevance to edge-cavity structures. There are several reasons for
focusing on such canonical objects. The exact solution to a potential theory
problem or diffraction problem is interesting in its own right. As Bowman et
al. [6] state, most of our understanding of how scattering takes place is ob-
tained by detailed examination of such representative scatterers. Their study
provides an exact quantification of the effects of edges, cavities, and inclusions.
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This is invaluable for assessing the relative importance of these effects in other,
more general structures. Sometimes the solution developed in the text is in
the form of a linear system of equations for which the solution accuracy can be
determined; however, the same point about accurate quantification is valid.
Such solutions thus highlight the generic difficulties that numerical methods
must successfully tackle for more general structures. Reliable benchmarks,
against which a solution obtained by such general-purpose numerical meth-
ods can be verified, are needed to establish confidence in the validity of these
computational methods in wider contexts where analysis becomes impossible.
Exact or semi-analytic solutions are valuable elsewhere: in inverse scattering,
exact solutions may pinpoint special effects and distinguish between physi-
cally real effects and artefacts of the computational process. Moreover, many
canonical structures are of direct technological interest, particularly where a
scattering process is dominated by that observed in a related canonical struc-
ture.

Mathematically, we solve a class of mixed boundary value problems and de-
velop numerical formulations for computationally stable, rapidly converging
algorithms of guaranteed accuracy. The potential problems and diffraction
problems are initially formulated as dual (or multiple) series equations, or
dual (or multiple) integral equations. Central to the technique is the idea
of regularisation. The general concept of regularisation is well established in
many areas of mathematics. In this context, its main feature is the transfor-
mation of the badly behaved or singular part of the initial equations, describing
a potential distribution or a diffraction process, to a well behaved set of equa-
tions (technically, second-kind Fredholm equations). Physically, this process
of semi-inversion corresponds to solving analytically some associated potential
problem, and utilising that solution to determine the full wave scattering.

The two volumes of this text are closely connected. Part I develops the
theory of series equations and integral equations, and solves mixed bound-
ary potential problems (mainly electrostatic ones) for structures with cavities
and edges. The theory and structure of the dual equations that arise in this
process reflect new developments and refinements since the major exposition
of Sneddon [55]. In our unified approach, transformations connected with
Abel’s integral equation are employed to invert analytically the singular part
of the operator defining the potential. Three-dimensional structures exam-
ined include shells and cavities obtained by opening apertures in canonically
shaped closed surfaces; thus a variety of spherical and spheroidal cavities and
toroidal and conical shells are considered. Although the main thrust of both
volumes concerns three-dimensional effects, some canonical two-dimensional
structures, such as slotted elliptical cylinders and various flat plates, are con-
sidered. Also, to illustrate how regularisation transforms the standard integral
equations of potential theory and benefits subsequent numerical computa-
tions, the method is applied to a noncanonical structure, the singly-slotted
cylinder of arbitrary cross-section.

Part II examines diffraction of acoustic and electromagnetic waves from
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similar classes of open structures with edges or cavities. The rigorous regu-
larisation procedure relies on the techniques solutions developed in Part T to
produce effective algorithms for the complete frequency range, quasi-static to
quasi-optical. Physical interpretation of explicit mathematical solutions and
relevant applications are provided.

The two volumes aim to provide an account of some mathematical develop-
ments over the last two decades that have greatly enlarged the set of soluble
canonical problems of real physical and engineering significance. They gather,
perhaps for the first time, a satisfactory mathematical description that accu-
rately quantifies the physically relevant scattering mechanisms in complex
structures. Our selection is not exhaustive, but is chosen to illustrate the
types of structures that may be analysed by these methods, and to provide a
platform for the further analysis of related structures.

In developing a unified treatment of potential theory and diffraction, we
have chosen a concrete, rather than an abstract or formal style of analysis.
Thus, constructive methods and explicit solutions from which practical nu-
merical algorithms can be implemented, are obtained from an intensive and
unified study of series equations and integral equations.

We hope this book will be useful to both new researchers and experienced
specialists. Most of the necessary tools for the solution of series equations
and integral equations are developed in the text; allied material on special
functions and functional analysis is collated in an appendix so that the book
is accessible to as wide a readership as possible. It is addressed to mathemati-
cians, physicists, and electrical engineers. The text is suitable for postgraduate
courses in diffraction and potential theory and related mathematical methods.
It is also suitable for advanced-level undergraduates, particularly for project
material.

We wish to thank our partners and families for their support and encour-
agement in writing this book. Their unfailing good humour and advice played
a key role in bringing the text to fruition.
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Chapter 1

Laplace’s Equation

Laplace’s equation is one of the most important partial differential equations
that arises in the application of mathematics to physical phenomena. It occurs
in diverse contexts, including electrostatics, magnetostatics, elasticity, grav-
itation, steady-state heat conduction, incompressible fluid flow, and many
related areas described in, for example, [44] and [13].

Common to these disciplines is the notion of a potential 1, which is a scalar
function of spatial position. We will be particularly interested in the electro-
static context, where the potential ¥ is constant on equipotential surfaces,

=,
and the associated electric field vector E is expressed via the gradient

E = -V (1. 1)

This vector lies along the direction of most rapid decrease of 1. Gauss’ law
states that the divergence of the electric field is proportional to charge density
p at each point in space,

—
V.E = 4mp. (1. 2)

The proportionality factor in Equation (1. 2) depends upon the choice of
units. We employ Gaussian units [20] throughout; if Systéme International
(SI) units are employed, the right-hand side of (1. 2) is divided by 47eo where
€, denotes free space permittivity. (To convert capacitances from Gaussian
to SI units, multiply by 4mep).

From (1. 1) and (1. 2), Poisson’s equation follows,

V. (Vi) = V) = —drp. (1. 3)

This equation describes how the potential is determined by the charge distri-
bution in some region of space.

Now consider an electrostatic field with associated potential . If a perfectly
conducting surface S is immersed in this field, a charge distribution p’ is
induced on the surface; it has an associated potential 1! satisfying (1. 3).
The total potential ¥ = ) + 1% is constant on S (an equipotential surface),
the total electric field —VW is normal to S (at each point), and because there
are no charges except on S, the total potential satisfies Laplace’s equation,

Vi =0, (1. 4)
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at every point of space except on S.

In order to obtain a unique solution that is physically relevant, this partial
differential equation must be complemented by appropriate boundary condi-
tions; for example, the potential on one or more metallic conductors might
be specified to be of unit value, and Laplace’s equation is to be solved in the
region excluding the conductors, but subject to this specification on the con-
ductor surface. If one of the conductors encloses a (finite) region of interest,
such boundary conditions may be sufficient to specify the required solution
uniquely; however, in unbounded regions, some additional specification of the
behaviour of the potential at infinity is required. Moreover, the presence of
sharp edges on the bounding conducting surfaces may require that additional
constraints, equivalent to the finiteness of energy, be imposed to ensure that
a physically relevant solution is uniquely defined by Laplace’s equation.

In this book we shall be interested in analytic and semi-analytic methods for
solving Laplace’s equation with appropriate boundary and other conditions.
To make substantive progress, we shall consider orthogonal coordinate systems
in which Laplace’s equation is separable (i.e., it can be solved by the method
of separation of variables), and the conductors occupy part or whole of a
coordinate surface in these systems.

Laplace’s equation can be solved by the method of separation of variables
only when the boundary conditions are enforced on a complete coordinate
surface (e.g., the surface of a sphere in the spherical coordinate system). As
indicated in the preface, it is important to emphasize that the methods de-
scribed in this book apply to a much wider class of surfaces, where the bound-
ary conditions (describing, say, the electrostatic potential of a conductor) are
prescribed on only part of a coordinate surface in the following way. Let
u1, Uz, and ug be a system of coordinates in which the three sets of coordinate
surfaces, u; = constant, up = constant, and ug = constant, are mutually or-
thogonal. We shall consider portions of a coordinate surface typically specified
by

u1 = constant, a < ug < b (1. 5)

where a and b are fixed. For example, a spherical cap of radius a and sub-
tending an angle 6, (at the centre of the appropriate sphere) may be specified
in the spherical coordinate system (r, 6, ¢) by

r=a, 0<60<6p 0<¢<2m. (1. 6)

The determination of the electrostatic potential surrounding the cap can be
posed as a mized boundary value problem, and can be solved by the analytic
methods of this book, despite its insolubility by the method of separation of
variables.

Although the type of surface specified by (1. 5) is somewhat restricted, it
includes many cases not merely of mathematical interest, but of substantive
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physical and technological interest as well; the class of surfaces for which ana-
lytic solutions to the potential theory problem (of solving Laplace’s equation)
can be found is thus considerably enlarged, beyond the well-established class
of solutions obtained by separation of variables (see, for example [54]). Since
it will be central to later developments, Sections 1.1 and 1.2 briefly describe
the form of Laplace’s equation in some of these orthogonal coordinate sys-
tems, and the solutions generated by the classical method of separation of
variables.

The formulation of potential theory for structures with edges is expounded
in Section 1.3. For the class of surfaces described above, dual (or multiple)
series equations arise naturally, as do dual (or multiple) integral equations.
Various methods for solving such dual series equations are described in Sec-
tion 1.4, including the Abel integral transform method that is the key tool
employed throughout this text. It exploits features of Abel’s integral equation
(described in Section 1.5) and Abel-type integral representations of Legendre
polynomials, Jacobi polynomials, and related hypergeometric functions (de-
scribed in Section 1.6). In the final Section (1.7), the equivalence of the dual
series approach and the more usual integral equation approach (employing
single- or double-layer surface densities) to potential theory is demonstrated.

1.1 Laplace’s equation in curvilinear coordinates

The study of Laplace’s equation in various coordinate systems has a long
history, generating, amongst other aspects, many of the special functions of
applied mathematics and physics (Bessel functions, Legendre functions, etc.).
In this section we gather material of a reference nature; for a greater depth
of detail, we refer the interested reader to one of the numerous texts written
on these topics, such as [44], [32] or [74].

Here we consider Laplace’s equation in those coordinate systems that will
be of concrete interest later in this book; in these systems the method of
separation of variables is applicable. Let ui,us, and us be a system of coor-
dinates in which the coordinate surfaces u; = constant, us = constant, and
usz = constant are mutually orthogonal (i.e., intersect orthogonally). Fix a
point (u1,us2,u3) and consider the elementary parallelepiped formed along the
coordinate surfaces, as shown in Figure 1.1.

Thus O, A, B, and C have coordinates (u1, us, ug), (u1+duy, ug, us), (ug, us+
dug,usz), and (u1,us2,us + dus), respectively. The length ds of the diagonal
line segment connecting (uy, ug, us) and (uy +duy, ug + dus, uz + dug) is given
by

ds* = hidui + hidug + hidus (1. 7)

where hq, ho, and hs are the metric coefficients (or Lamé coefficients, in recog-
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B h, du, 0]
Figure 1.1
The elementary parallelepiped.

nition of the transformation of the Laplacian to general orthogonal coordinates
first effected in [35]).

In terms of the Lamé coefficients, the lengths of the elementary paral-
lelepiped edges equal hyduq, hodus, and hsdus, respectively, so that its volume
is hihohsduidusdus. These coefficients depend, in general, upon the coordi-
nates u1,us, us and can be calculated explicitly from the functional relation-
ship between rectangular and curvilinear coordinates,

T = m(ul,u2,u3)7 Yy = y(’ILl,’LLQ,’LLg), z = Z(U],U27U3). (1 8)

It is useful to state the relationship between rectangular and curvilinear com-
ponents of any vector F. Designate by z:: ’E), z—; the unit rectangular (Carte-
sian) coordinate vectors, and by iT:ig, z_3> the unit coordinate vectors in the
orthogonal curvilinear coord_i)nate system; the unit vectors are defined by the

relation (with 7 = iy + Yiy + zZ)

— 1 (0x— Oy— 0z— or |07
Fol(fg g D) 0T 0Ty
hi 3u,~ 8u1 8ul 811;1' 8uz
where ¢ = 1,2, 3, and are mutually orthogonal. Then
— — — — — — —
F =Fpi, + Fyiy +F.i, = Fiiy + Faia + Fiis. (1. 10)
Taking inner products yields the following relations:
Fy = Fy(ip, 1) + Fy(iy, 1) + Fa(i2 1)
— - — — — =
Fy = Fy(ig, i2) + Fy(iy, i2) + F.(iz, i2) (1. 11)
— — — — — =
F3 = Fy(ig,i3) + Fy(iy, i3) + F.(i5, i3)
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The differentials of the rectangular coordinates are linear functions of the
curvilinear coordinates:

ox ox or
dr = a—mdul + ity —dusg + 90 3dug7
dy 8y dy
= — — — 1. 12
dy s duq + Dy dug + s dus, ( )
0z 0z 0
dz Jus duy + a—uzduz + 3 3du3

Comparing the expression for elementary length ds? = dx? + dy? + dz? with
(1. 7), and using orthogonality of the coordinate basis vectors, we obtain

hidu? + h3du3 + hidu? = da? + dy* + dz*; (1. 13)

substituting (1. 12) into (1. 13) and equating like coefficients shows that

oz \? dy 2 9z \?
2 _ L
hi' = (6%) <8ui) * (8ul> (i=123). (1. 14)

Let ¢ = t(u1, ug, u3) be a scalar function dependent upon spatial position,

N
and let A = A(uy,us,us) be a vector function of position, the three compo-
nents of which will be denoted A; = Aj(uy,us,us3), Ay = As(uy,us,us), and
Az = As(ug,us2,uz). We wish to find the coordinate expression for the gradi-

ent of the scalar 1 (grad ) in this system, as well as the divergence (div X)
—

and circulation or curl (curl A) of the vector A
It follows from Figure 1.1 that the first component of the gradient is

w(ul + du17u27u3) - 7/’(“1»“2,“3) _ i 81/’

d = = ——. 1.1
(gra d))l du;—0 hldul h1 811,1 ( 5)
Analogously, the other two components are
81& 1 81#
d ad 1. 16
(gradp)s = 725~ (grad¢)s = 7= = (1. 16)

To determine the divergence, let us calculate the total flux

/ Z.ﬁ)ds
s

of the vector A through the surface S of the elementary parallelepiped, the
flux being calculated in the direction of the external unit normal 7. The flux
through the surface OBHC is A1hshsdusdus, whereas the flux through surface
AFGI is

Aihohsdusdus + a% (Al ho hg)dul dusdus,
1
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so the net flux through these two surfaces is

0
ai’u,l (Al h2 hg)dul dUQdU3 .

The net flux through the remaining two opposing pairs of surfaces is

0

s 0 ——(Azhihg)duiduzdus.

(AQ h3h1)dU1 dUQdU3 and — ou
us3

Thus the total flux through the complete parallelepiped surface is

/ Xﬁ)ds = 9 (Alhghg) + i (A2h3h1) + i (A3h1h2) duidusdus.
S E)ul 8 ou us

According to the Gauss-Ostrogradsky theorem [74], [32]

/_A’.ﬁ’ds:/ div AdV
S Vv

where V is the volume enclosed by S. A comparison of the last two formulae
—
shows that in curvilinear coordinates the divergence of A is (also denoted
—
V.A),

0 0
7 ( (Aghghl) + — (Aghlhg) . (1. 17)
U1

—
divAd=—— [ Alhghg)
dus

uy

To derive the circulation (curl Z) of the vector X, consider the contour
OBHC, which is denoted L. Observing that

B_,_

| = AQthUz,

S~
|

c

— — 0

/ A.dl = —AghgdUg — 7(A2h2dU2)dU3,

H Jug

H_, _, o)
/ Adl=A hgdUg + — 8 (A3h3dU3)dU2,

B

o — —

/ A.dl = —A3h3dU3,

C

the circulation along this contour L is

]{ Z)EZ 9 (A3h3dU3)dU2 — i(AghgdUg)dUg.
L a ou us

According to Stokes’ theorem [74], [32]

Z.El):/curlz.ﬁ)ds
L S
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where S is the surface bounded by L, with the normal 7 defined above. A

— —
comparison of the last two formulae shows that the circulation curl A = Vx A
has first component

(curl A) h21h3 |:ai2 (h3A3) 833 (thQ):l . (1 18)

Considering the contours OCIA and OAFB, the other two components are

(CuI‘l A) h31h1 |:833 (hlAl) ail (h3A3):| s (1 19)
(curl A)s = h11h2 [ a(zl (hods) — 8‘3(111,41)} . (1. 20)

The Laplacian can now be stated in curvilinear coordinate form, combining
(1. 15), (1. 16), and (1. 17) with the definition

Avp = V) = div(grad 1)) (1. 21)
to obtain
1 0  hahs O 1o} hahy O 1o} hihg O
V2 = 7237¢+7 3171/14_7 the Oy .
h1h2h3 6u1 h1 8u1 81@ hg 8u2 8’11,3 h3 8u3

(1. 22)

Let us gather the explicit form of the metric coefficients, the volume ele-

ment, and the Laplacian in the various coordinates systems of interest in this
book.

1.1.1 Cartesian coordinates

The range of the coordinates is
—00 <z <00,—00 <Y <00, —00 <2< 00.

The metric coefficients are h, = hy = h, = 1, and the volume element is
dV = dzx dy dz. The forms of the Laplacian and gradient are, respectively,

0%y 0% 0%
YANVIES prol + @ + = 9.2 =0, (1. 23)
ac Ty T o

The coordinates surfaces (x,y, or z = constant) are planes.

Vip = (1. 24)
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1.1.2 Cylindrical polar coordinates

In terms of Cartesian coordinates, the cylindrical coordinates are
T =pcos¢, y=psing, z = z,

and the range of the coordinates is 0 < p < 00,0 < ¢ < 27w, —0 < z < 0.
The metric coefficients are

hp=1, h¢=p, h, =1,

and the volume element is dV = pdp d¢ dz. The forms of the Laplacian and
gradient are, respectively,

10 oY 1 321/1 521/1
—0 —10 —>3
Vi) = zpa—f +is aqi d’ (1. 26)

The coordinates surfaces are cylinders (p = constant), planes through the

z-axis (¢ = constant), or planes perpendicular to the z-axis (z = constant).

1.1.3 Spherical polar coordinates

In terms of Cartesian coordinates, the spherical coordinates are
x=rsinfcos¢, y=rsinfsing, z = rcosb,

and the range of the coordinates is 0 < r < 00,0 < 0 < 7,0 < ¢ < 27. The
metric coefficients are

hr =1, hg =7, hy =rsind.

The volume element is dV = 72 sin #dr df d¢ and the forms of the Laplacian
and gradient are, respectively,

10 oY 1 oY 1 %

Ap=——(r== 0 1. 27

v r2 Or (T 8r)+r251n939 <sm 39>+r2sm 20 092’ ( )

=0 =10 — 1 0y

Vo =i or T r 00 + ‘¢ sing 0¢’

The coordinates surfaces are spheres (r = constant), right circular cones (§ =
constant), or azimuthal planes containing the z-axis (¢ = constant).

(1. 28)
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1.1.4 Prolate spheroidal coordinates

There are two commonly used systems of spheroidal coordinates employing
coordinates denoted (&, 7, ¢) and («, 3, ¢) , respectively. In terms of Cartesian
coordinates, the first representation is

d d . d
v = SV P@~ Deosg, y= 51— P~ Dsing, ==k,
where the parameter d will be identified as the interfocal distance; the range
of coordinates is 1 < £ < o00,—-1<n<1,0<¢ < 27.
The coordinate surface £ = constant > 1 is a prolate spheroid with foci
at the points (z,y,2) = (0,0, j:g), with major semi-axis b = gf, and minor

1
semi-axis a = ¢ (¢2 - 1),
L A C AN
-1 & \2/)7

the degenerate surface £ = 1 is the straight line segment |z| < %. The coor-
dinate surface |n| = constant < 1 is a hyperboloid of revolution of two sheets
with an asymptotic cone whose generating line passes through the origin and
is inclined at an angle 3 = cos™1(n) to the z—axis,

2 224y? (d\?
i (5)
the degenerate surface || = 1 is that part of the z—axis for which |z| > 1d.
The surface ¢ = constant is a half-plane containing the z—axis and forming
angle ¢ with the z, z—plane.
In the limit when the interfocal distance approaches zero and & tends to

infinity, the prolate spheroidal system (£, 7, ¢) reduces to the spherical system
(r,0, dsphere) by making the identification

d
55 =T, = Cos 97 Y= ¢Sphere
in such a way that the product %5 remains finite as d — 0,& — oo.
The second representation («, 3, ¢) of prolate spheroidal coordinates is ob-
tained by setting £ = cosha and n = cos 3 so that in terms of Cartesian
coordinates

d d d
T = §sinhasinﬁcosg0, Y= isinhasinﬂsinga, z= §coshozcos6.

The range of coordinates is 0 < a < 00,0 < 8 < 7,0 < ¢ < 2m. Both
representations are used equally in this book.
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The metric coefficients are, respectively,

d 52_2 d 52—2 d
hEZQ\/Z’ hn =3 177] he =3 VI(E -1 —)

772

d d
hoe =hg = iy/sinhQOz—i—sin2 B, hy = gsinhasinﬁ;

the volume element is

and

d 3
av - (2> (€ — ) de dn do

2

The forms of the Laplacian and gradient are, respectively,

() o=t i (@ 05e) + 55 (0-m15)]

1 0%y
HGENETD R

B /52—181/) /1—2
V¢ 52 285 52 2677

oY

TR lE@-na-PTEe

99’

and
d\ 2
(2) (sinh2 o + sin? ﬁ) A

19 0y 12 (. 0y
= Smha da (Smhaaa> T Snj3op (Smﬁa,a)

1 1 0%
LI S R S
* (sinh2a + sin2ﬂ> 0¢?’ (

<Z) Vi — 1 {—>81/) —>61/1}+ 1 31/}

sinh? o + sin? 3 0 +ie ap ¢ sinh avsin 3 8(/)

(1.
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3
= (d) (sinh2 a + sin® $3) sinh asin SdadBde.
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30)

31)

32)



1.1.5 Oblate spheroidal coordinates

As with the prolate system, there are two commonly used systems of oblate
spheroidal coordinates employing coordinates denoted (£, 7, p) and (o, 8, ),
respectively. In terms of Cartesian coordinates, the first representation is

o= VP @+ Deosg, y= 5T P @ T Dsing, 2 = ot

where the parameter d will be identified as interfocal distance; the range of
the coordinates is 0 < & < 00,—1 < 1 < 1,0 < ¢ < 2m. The coordinate
surface & = constant is an oblate spheroid with foci at the points (x,y,z) =

d d
+(4.4.0). 2
% 4+ 92 . 22 AN
(2+1) & \2)°
the degenerate surface & = 0 is the disk 22432 < (g)2 in the plane z = 0. The
coordinate surface 17 = constant is a one-sheeted hyperboloid of revolution,

with an asymptotic cone whose generating line passes through the origin and
is inclined at the angle 8 = cos™!(n) to the z—axis,

z2 + y2 52 B d\ 2
-y 7 \2)"
The coordinate surface ¢ = constant is a half-plane containing the z-axis.
The second representation («, 3, ) of oblate spheroidal coordinates is ob-

tained by setting ¢ = sinha and 1 = cos( so that in terms of Cartesian
coordinates

d d d
T = §coshasinﬁcosap, y = §coshasinﬁsingo, z= isinhacosﬁ,

where the range of coordinates is 0 < a < 00,0 < < 71,0 < ¢ < 27.
The metric coefficients are, respectively,

d [e2 412 d /
€= 5 527—#771’ =5 V(E+1) (1 —n?),

d d
ho =hg = 5\/COSh2Oz—Sin26, he = gcoshozsinﬁ.

The forms of the Laplacian and gradient are, respectively,

(5) 2=l (€0 5) <55 (-7 5}

1 929
TETDa-m o

(1. 33)
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A\ - [e+10y 12 9
<)W \/£2+285“\/52+n2e7n
o0

1
\/ 2+ 1)(1—12) 09’

(1. 34)

and
d\ 2
<2) (cosh2 a — sin? ﬁ) YAX )
1 0 oy 1 0 (. _0¢
" cosha da (COShaaa) + sin 3 06 < ﬁag)
1 1 0%
+ (SmQB B cosh2a> W’ (1. 35)

d _ 1 —0Y =0y 1 o
(2) VY= cosh”® a — sin? 3 {Zaa s 3ﬁ} m%'
(1. 36)

1.1.6 Elliptic cylinder coordinates
In terms of Cartesian coordinates, the elliptic cylinder coordinates are
d d . .
T = §coshacosﬂ, y= §smhasmﬂ, z=2z,

where the range of the coordinatesis —co < a < 00,0 < <1, —00 < 2 < Q.
The metric coefficients are

d
ho =hg = 5\/cosh2a— cos23,h, =1,

and the volume element is dV = (%)3 (cosh2 o — cos? ﬁ) . The forms of the

Laplacian and gradient are, respectively,

2 2 2
Ay = ! {M+aw}+aw (1. 37)

(%)2 (COSh2 a — cos? /6’) da? 862 922"
= ; { — 4 } _
(9) (COSh2 o —cos? 3)° P op

An alternative representation employs £ = cosh a, 7 = cos 3, so that

d

d
35:557773125 (62_1)(1_772)72::21
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where the range of the coordinates is 1 < ¢ < o00,—1<n<1,—00 < 2z < 00.
The metric coefficients are

d 2 _ —n2
5 77 _d [&—n Ch—1.
2V 1—n2

The volume element is dV = (5 (52 ) (1 —-n )}7% d€ dndz.
The forms of the Laplacian and gradlent are respectlvely,

Ap—_VE-L D (W8¢>+

23

L2 0 [ 00\ &
n

CNGE o

_ [ -1 0y R )
Vi = ig (2> £2_77285+ (2) = _n28n+z 5, (1.39)

The coordinate surfaces are confocal elliptic cylinders with semi-focal distance
%(When ¢ or «v is constant) or confocal, one-sheeted hyperbolic cylinders (when
n or (3 is constant), or planes perpendicular to the z-axis (z = constant).

1.1.7 Toroidal coordinates

In terms of Cartesian coordinates, the toroidal coordinates employ a scale
factor ¢ > 0 and

csinh « cos ¢ csinh asin ¢ csin 3

cosha — cos 3’ cosha — cos 3’ cosha — cos 3’

where the range of the coordinates is 0 < a < oco,— 7 < g <7, -7 < ¢ < 7.
The metric coefficients are
c csinh «

ho =hg = , hg = ,
s cosh a — cos ¢ cosh a — cos 8

and the volume element is dV = ¢®sinh « (cosh o — cos ﬁ)fg dadp de. The
form of the Laplacian and gradient can be expressed as

o oY 1 0%y
hahshe B9 = 52 <h¢3 ) o op <h¢f3ﬁ> * (cosha — cos (3) sinh o 92’
(1. 40)
Vi = ol (cosha — cos 3) g—z + Zg)c (cosha — cos ) gg
— _; (cosha — cos B) O
+ 1,C W% (1 41)
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The coordinate surfaces corresponding to constant « are tori (with minor ra-

2
dius r = ¢/ sinh @ and major radius R = c coth «, the tori are (\/nc2 +y2 - R) +
22 = r?); for constant 3, the coordinate surfaces are spheres of radius a =
¢/ sin 8 and centre on the z-axis at (z,y,2) = (0,0,b), where b = ccot §3; the
coordinate surfaces of constant ¢ are azimuthal planes containing the z-axis.
(See Figure 5.1.)

1.2 Solutions of Laplace’s equation: separation of vari-
ables

In this section we describe the solutions to Laplace’s equation generated by
the classical method of separation of variables. A knowledge of these solutions
is essential for the approach to the solution of mixed boundary value problems
described in the next section, because it depends upon the formulation of an
appropriate set of dual series equations with special function kernels.

1.2.1 Cartesian coordinates
We seek a solution to Laplace’s equation in the form

¥ (2, y,2) = X(2)Y (y)Z(2). (1. 42)
Substitution in Equation (1. 23) transforms it to

1d2X 1d%Y 1d*Z

— I 1. 43
Xd:172—‘_YdyQ—i—Zdz2 ( )

Each term in this equation is a function of only one independent variable, so
there are constants (“separation constants”) v and p such that

1 d?2X
T =V = XX =0, (1. 44)
T
1 d?Y
Y aZz —u* =Y +°Y =0, (1. 45)
and hence
1d%Z
L0 () =0 5 27— (R4 ) 2 =0 (1. 46)

Thus the original equation involving partial derivatives has been reduced to
three ordinary differential equations.

The process just described is the classical process of separation of variables
and leads to infinitely many solutions of the form (1. 42), depending on the
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parameters v and p, which can take real or complex values. The solution of
Equations (1. 44)—(1. 46) can be expressed in terms of elementary functions

of form
X, (z) = A, cosvz + B, sinvz, (1. 47)

Y, (y) = C, cos uy + D,, sin py, (1. 48)

and

Zyu(2) = By e V7T L B, etV ez, (1. 49)

where A,,B,,C,,D,, E, ,, and F, , are constants.

The required solution of the given physical problem is obtained by linear
superposition of the particular solutions (1. 42) formed from (1. 47)—(1. 49),
of the form

S X, (@) Y(5) Zu(2) on / / X, (2)Y,(y) Zop (2) s,

where the specific conditions of the problem dictate the range of parameters
v, o used in the summation or integration as appropriate.

1.2.2 Cylindrical polar coordinates

Applying the method of separation of variables, the Laplace Equation (1. 25)
has particular solutions of the form

V(p, ¢, 2) = R(p)®(9)Z(2), (1. 50)
where L4 dR )
La, an ,\2”>R0, 1. 51
pdp<pdp>+( g (1. 51)
d2®
el + p2® =0, (1. 52)
&’z 27 _
E—AZ—O, (1. 53)

and A and p are the “separation constants.” The solutions of the latter two
equations are the same as those considered above in (1. 44) and (1. 46):

D,(6) = Ay cos(u6) + Bsin(id), (1. 54)
Z,\(Z) = C)\(:’_/\Z + D)\€+>\Z. (1 55)

Equation (1. 51) cannot be expressed in terms of elementary functions;
rescaling u = A\p, we obtain Bessel’s differential equation (see Appendix B.5),

u— (u—) + (u* — p*)R = 0. (1. 56)
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Its solutions are linear combinations of Bessel functions,

R}\vﬂ (P) = E)\v;t J/J()‘p) + F)n,u YM(Ap)v (1 57)

where J,(Ap) and Y, (Ap) are the Bessel functions of order u, of first and
second kind, respectively.

1.2.3 Spherical polar coordinates

In spherical polars, the Laplace Equation (1. 27) has separated solutions

»(r,0,0) = R(r)0(0)®(¢) (1. 58)
where L4 dR wi1)

L4 edty vl

2 (r dr) 2 R =0, (1. 59)
1 d /. dO© 12 _
Sn6do (bln9d€> + [V(V +1) - 20 0 =0, (1. 60)
d*® 2

d¢2+u¢—0, (1. 61)

and p, v are the most conveniently chosen forms of the separation constants.
The solutions of these equations are

R(r) = Ay’ + Byr=" ™1, (1. 62)
©(0) =C, Pl (cosb) + D,,, QL (cos ), (1. 63)
O(¢) = E,, cos u¢ + F, sin g, (1. 64)

where P! (cos #) and Q¥ (cos8) are the associated Legendre functions (see Ap-
pendix B.4) of the first and second kind, respectively. When boundary condi-
tions are applied on spherical coordinate surfaces, no boundaries of which lie
along the planes ¢ = constant, enforcement of continuity and of periodicity
upon ® requires that pu be zero or a positive integer, i.e., y =m(m =0,1,2...).
The Legendre functions P/"(cosf) are finite over the range 0 < 6 < 7 only
when v is an integer n, equal to m, or larger. These requirements, of period-
icity of the solution over the range 0 < § < 7, and of its finiteness, restrict the
separation constants so that the particular solutions of Laplace’s equation in
spherical coordinates are linear combinations of

r"Y,ﬁgz, r”YTSf,Z, r_"_ergfrz, and 7“_"_11/77(1‘;)7
where
Y,;iz = cos(me¢) P (cos #) and Yéf,z = sin(mg) P} (cos 9) (1. 65)

are the “spherical harmonics.” Those harmonics with m = 0 are zonal har-
monics (since these functions depend only on 6, the nodal lines divide the
sphere into zones), those with m = n are sectoral harmonics (since these
functions depend only on ¢, the nodal lines divide the sphere into sectors),
and the rest, for 0 < m < n, are known as tesseral harmonics. Their properties
are described in the references in Appendix B.

©2001 CRC PressLLC



1.2.4 Prolate spheroidal coordinates

The separated solutions of Laplace’s equation in prolate spheroidal coordi-
nates (1. 29) are

P(&m,0) = X(H(n)P(9),

where p X ,
m
ac {(52 - l)df] - {n(n +1)+ 52_1] X =0, (1. 66)
d dH 2
p [(1_"2)6177] + {n(n—i—l)— 1711772]11—0, (1. 67)
d?®
a m*® = 0. (1. 68)

The separation constants are n and m. Admissible solutions of the third
equation, with periodic boundary conditions on ®, are

D,,(¢) = Epy cos(me) + Dy, sin(mo), (1. 69)

where m is zero or a positive integer. The first and second equations have
as solutions the associated Legendre functions P} and Q)" of the first and
second kind. For the second equation, if n € [—1, 1], the only finite solutions
(at n = £1) for H must be proportional to the Legendre function of the first
kind, P*(n), where n is zero or a positive integer; if this restriction is removed

H(n) = G P (n) + D Q' (n)- (1. 70)

The maximum range of the variable ¢ is [1, 00). For most values of n and m
there is no solution to (1. 66) which is finite over the whole of this interval, so
we use whatever linear combination of P (&) and @Q7'(§) that is finite inside
the boundaries of the problem,

X(&) = A7 B (€) + B Q' (6)- (1. 71)

In this way, the partial solution of Laplace’s equation ¢y, (&, n, @) is the
product of (1. 69)—(1. 71).

In the alternative representation of Laplace’s Equation (1. 31), the sepa-
rated solutions take the form

¥ (a, B,9) = A() B(5)2(¢),
where @ satisfies (1. 68); A satisfies

1 d dA m?
sinh o do (51n @ da) {n (nt1)+ sinh? oj O (1. 72)

so that it is a linear combination of P™(cosh @) and Q" (cosh a); and B sat-
isfies

1 d . dB m?
e (&nﬁcw) n [n (nt1)- M] B =0, (1. 73)

so that it is a linear combination of P! (cos 8) and Q7' (cos 3).
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1.2.5 Oblate spheroidal coordinates

The separated equations for the 6- and 7- coordinates are the same as for
prolate spheroids, generating solutions sinm#,cosmf and P!(n), where m
and n are positive integers (or zero). The equation for the &- coordinate has
solutions P (i€) and Q7 (i€). Thus, the partial solutions of Laplace’s equation
in this system have the form

Onm (§,m,0) = [AT P (i€) + B Q' (i€)] P (n) [Em cosmb + F,, sinmf)] .
(1. 74)
In the alternative form of Laplace’s equation the separated equations have
solutions sinm#@, cosmé, P (cos 3), and P} (isinh o), Q7 (i sinh ). The par-
tial solutions are similar to the form of (1. 74).

1.2.6 Elliptic cylinder coordinates

The separated solutions of Laplace’s Equation (1. 38) in elliptic cylinder
coordinates are

V(& m,z) = A(a)B(B)Z(2)
where, in general, A and B satisfy Mathieu’s equation and the modified Math-
ieu equation, respectively. For a full description of these functions and their
properties, the reader is referred to [40] and [75]. If 4 is independent of z,
Laplace’s equation becomes
%y 0%y B

902 T op =Y

which has separated solutions

B(B) = B! cosmf + B2, sinm}3,

m

A(a) = Ay,e ™ 4 A2 e™e,

m

1.2.7 Toroidal coordinates

Our treatment of the method of separation of variables in this system is based
on that given by N.N. Lebedev [36]. Unlike the cases considered previously,
we cannot directly separate variables in Equation (1. 40). However, define a
new function V' by

P = V\/2cosha—2cosﬂ,

where /2 cosha — 2cos 3 may be called the “asymmetry factor;” Laplace’s
Equation (1. 40) becomes

ﬂ-kﬁ—&-cothaﬂ—i-lV—k#dQ—V =0
da? dﬂQ do 4 sinh2a d¢2 -
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This admits separation of variables: setting V' = A(a)B(8)®(¢), we find that

1d2A  1d?8 cothadA 1 1d2

inh?a | = —2 4+ =22 = =
S e TBaE T T A da 1 odpz M

where p? is a constant. This implies

d*® 9
il P =
002 + 0,

1 d?A cothadA 1 u? 1d’°B

Z@jL A da 4isinh2a77§d527y’

where /2 is another constant, so that
d’B 9
7/82 + 1% B = 0,
1 d dA 1 w2
——— — (sinha— ) — (? == A=0. 1. 75
sinh a da (bm @ da) <V 4 * sinh? a) ( )

Thus Laplace’s equation in toroidal coordinates has infinitely many partic-
ular solutions of the form

o= \/2 cosha — 2cos BA,, . (a)B,(8)D (),

where
B, = C, cos(vB) + D, sin(vf),

D,(¢) = Eyucos(ug) + Fsin(ug),

and A = A, , satisfies (1. 75). The introduction of a new variable z = cosh «
into this equation transforms it to

4
dz

{(1 - zQ)fZﬂ + [(y Lot ho : f; A=o,

which may be recognised as the differential equation for the associated Leg-
endre functions P* , or Q' ,; thus
2 2

Ay () =G, P (cosha) + H, Q" (cosha).

1 1
2 2

1.3 Formulation of potential theory for structures with
edges

The focus of this book is potential theory — the study of solutions of La-
place’s equation — especially for structures in which edge effects are important.
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As already indicated, the boundary conditions must be supplemented by a de-
cay condition at infinity as well as finite energy constraints near edges, so that
a unique and physically relevant solution can be found.

Since edges introduce distinctive features into the theory, let us distinguish
between closed surfaces, those possessing no boundary or edge, and open
shells, which have one or more boundaries. A spherical surface is closed, whilst
the hemispherical shell is open with a circular boundary. A more sophisti-
cated distinction can be formulated in topological terms, but this is unneces-
sary for our purposes. The smoothness of the surface, including the presence
of singularities such as corners or conical tips, is important in considering
the existence and uniqueness of solutions. This topic has been extensively
investigated by Kellogg [32]. However, the surfaces under investigation in this
book are portions of coordinate surfaces as described in the Introduction, and
both the surfaces and bounding curves are analytic or piecewise analytic. The
smoothness conditions, which must be imposed on the closed or open surfaces
in a more general formulation of potential theory, are automatically satisfied
and will be omitted from further discussion except for two cases, the conical
shells considered in Chapter 6, and the two-dimensional axially-slotted cylin-
ders of arbitrary cross-sectional profile considered in Section 7.5; appropriate
smoothness conditions are considered in the respective sections.

This section outlines generic aspects of potential theory applicable to both
open and closed surfaces, together with those features that are distinctive
for open shells. Let us begin with the conditions under which a uniqueness
theorem, assuring existence of potentials for closed surfaces, can be asserted.

A closed surface separates space into two regions, namely internal and ex-
ternal; the internal region may be composed of two or more disconnected
parts depending upon the topology of the closed surface. Thus, we can con-
sider either the internal boundary value problem for Laplace’s equation or the
external boundary value problem. The term boundary value problem requires
an explicit definition of the type of boundary condition imposed on solutions
U(7") of Laplace’s equation on the closed surface S. Either U is specified
everywhere on S (the Dirichlet problem) or its normal derivative

oU

on
(in the direction of the outward normal 7’ on S) is specified on S (the Neu-
mann problem), or a linear combination of U and its normal derivative is

specified. These three types, known as first-, second-, and third-kind bound-
ary value problems, respectively, may be expressed as

U= fionsS,
oUu
o = foon S,
or ou
o +h(U — f3) =0on S,
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where f1, fo, f3, and h are given functions on S. Thus the internal Dirichlet
boundary value problem for Laplace’s equation can be formulated as follows.

Problem 1  Let V be a given region of space which is open, and is bounded
by the closed surface S. Find the function U that (a) satisfies Laplace’s equa-
tion AU = 0 within the region V, (b) is continuous in the closed region V.U S
including the boundary surface S, and (c) takes an assigned value on S.

The external Dirichlet boundary value problem for an infinite open region
V exterior to the closed surface S requires an additional constraint on the
behaviour of the solution as the observation point tends to infinity.

Problem 2  Let V be an infinite open region exterior to the closed sur-
face S. Find the function U that (a) satisfies Laplace’s equation AU = 0 in
the infinite region V, (b) is continuous in the closed region V U S including
the bounding surface S, (c) takes on assigned value on S, and (d) converges
uniformly to zero at infinity: U(7T") — 0 as | 7| — oo.

It is proved in [32] and [60] that when these conditions are satisfied, a unique
solution providing a potential can be guaranteed. The Kelvin transform

V(7)) =rtU(r27)

of U is harmonic, except at 7 = 0, if U is harmonic (see [17])). If we require
that the function U be harmonic at infinity, i.e., the function V' is harmonic
at the origin, then condition (d) may be omitted; in either case, the radial
derivative U /Or = O(r=2) as r — oco. Sometimes the conditions (a)—(c), or
(a)—(d) above are referred to as “the conditions of the uniqueness theorem.”
If U is harmonic, and its value is prescribed on the surface S, then V solves
the Dirichlet problem where its value is prescribed in the obvious way on the
surface S’, which is the image of S under the Kelvin transform 7 —— r=27"
of inversion in a unit sphere centred at the origin.

The strict demarcation of internal and exterior regions is lost once a closed
surface is punctured and the potentials in previously disconnected regions are
coupled to one another across the aperture introduced in the closed surface.
Whilst the conditions described above are satisfactory for closed bodies, open
surfaces require a supplementary condition to deal appropriately with the sin-
gular behaviour of potentials near the edges or rims of the aperture boundary
curve.

Physical motivation for the final form and choice of this condition can be
found in the electrostatic example of an ideally conducting body with a point
or edge. When charged, a high-level electrostatic field is created near the
point or edge due to charge concentration in its vicinity; the field tends to
infinity as the point of observation approaches the point or edge. By contrast,
away from the edge, the surface charge density varies smoothly as does the
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potential. However, in the vicinity of the edge, the electrostatic field

—

E =-VU (1. 76)

exhibits extremely high values.

At first sight, this localized high-level electrostatic field might be considered
an “equivalent source.” Nevertheless, some care is needed in this interpreta-
tion because the energy integral attached to a real source occupying a volume

V diverges:
1 -2
7///50‘13‘ 4V = . (1. 77)
2 v

(As an illustration, consider a unit charge placed at the origin of a spherical
coordinate frame. The potential is V = r~! and the electrostatic field is
radically directed: E=7 /r3; the energy integral is clearly divergent.)

On the other hand, the energy associated with the charged conductor might
reasonably be expected to be finite, so that the apparent or equivalent source
in the vicinity of the edge possesses a weaker (integrable) singularity than
that of a real source. The discussion of appropriate models for real physical
sources has a long history; suffice it to say that in the absence of such localized
sources, the energy associated with the structure must remain bounded.

This discussion provides a physical motivation for our additional “edge con-
straint,” namely that the gradient of the potential (electrostatic or otherwise)
must be square integrable over the whole volume V of space:

///V |gradU|2dV:///V\VU\2dV<oo. (1. 78)

Abstracting from the particular physical problem that the potential function
U(7) describes, we assume that the value |[VU|® is proportional to the vol-
ume density of the energy, and whereas this gradient may exhibit singular
behaviour at various points of the region under consideration, the total en-
ergy within any bounded volume including the edges must be finite, as in (1.
78). We will see later that this condition ensures that the potential is uniquely
determined.

From a mathematical point of view, the condition (1. 78) is important in
establishing existence and uniqueness of solutions to Laplace’s equation. One
way of demonstrating existence of solutions is via the “Dirichlet principle,”
which asserts that any function U that minimises

///V lgrad U|* dV, (1. 79)

subject to the constraint U = f on S, where the continuous function f is
prescribed, satisfies Laplace’s equation AU = 0 subject to the boundary
condition U = f on S. This principle has had a chequered career, which
is traced in [43], but eventually it was placed on a rigorous basis for a large
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class of bounding surfaces S. The principle stimulated much careful analysis
of surfaces (there are surfaces for which Laplace’s equation cannot be solved
uniquely) and lead to the development of functional analysis through the ex-
amination of the class of functions for which the minimum of (1. 79) is actually
attained.

Accepting that Laplace’s equation, with the boundary condition U = f
on S, has at least one solution, uniqueness is established by considering the
difference U; of any two such distinct solutions. Uj is harmonic and vanishes
on S, and the divergence theorem shows that

// Ul—dS // Ul—dS ///V lgrad Uy | dV, (1. 80)

where ¥ denotes a large spherical surface of radius R enclosing S, and 7 is
the outward normal on S; the bounds, U; = O(R™!) and aaUTl = O(R7?) as
R — o0, show that both sides of (1. 80) vanish as R — oo, so that U; is
identically zero, and the solution U is unique. This argument is not directly
valid when S is an open surface with edges (the divergence theorem is not
applicable); it may be modified by surrounding the open surface by a small
open region with a smooth bounding surface S. whose volume ¢ contracts to
zero; uniqueness holds for the surface S¢, and by letting ¢ — 0, the same
result can be recovered for the surface S, provided the energy integral (1. 79)
is finite. The same identity can be employed to show that if S is a smooth
surface bounding an open volume, the energy integral (1. 79) is finite.
Examples of nontrivial solutions to Laplace’s equation that decay at infinity
(according to U(7) — 0 as | 7| — 00) yet vanish on an open surface Sy may
be constructed should the requirement of finiteness of the energy integral be
disregarded. Cousider, in cylindrical polars (p, ¢, z), the half-plane ¢ = 0. For
any positive integer n, the functions v, = A,p~* sin (n¢/2) satisfy Laplace’s
equation (with arbitrary constants A4,,) and vanish on S. The image of S under
inversion in a unit sphere located at (p, ¢, z) = (1,,0) is a circular disc D.

The Kelvin transform of 1), is harmonic on D, vanishes on D, and is O(| 7|~ ")
as | 7| — oo.

Thus, in formulating the statement of boundary value problems for La-
place’s equation, two differences between closed and open surfaces are appar-
ent. First, the well-defined concept of internal and external boundary value
problems for closed surfaces disappears, the determination of the potential for
open surfaces becomes a mized boundary value problem for Laplace’s equa-
tion; secondly, as well as the conditions standardly imposed in the determina-
tion of the potential field associated with a closed body, an extra boundedness
condition (1. 78) must be imposed on the energy to determine uniquely the
potential distribution associated with an open surface.

Later chapters examine potential theory for open shells that are portions
of the orthogonal coordinate surfaces described in Section 1.1. By way of
illustration, consider the particular example of a spherical shell Sy of radius a
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subtending an angle g at the origin; it is defined in spherical coordinates by
r=a, 0<6<60y 0<¢<2m.

The spherical surface S of radius a may be regarded as the union of the shell
Sy and the “aperture” S; given by

r=a, p<0<m 0<¢p<2m.

Problem 3 Suppose the shell S is charged to unit potential. Find the
potential U(r,0,¢) that satisfies the following conditions: (1) AU = 0 at all
points, except on the shell; (2) U is everywhere continuous, including all points
on the surface S = Sq U S1; on Sp, U takes a prescribed value: Ul(a,8,¢) =
®(0, ), at all points of Sy; (3) the normal or radial derivative is continuous
at all points of Sy:

tm D 00.0)= im 2(.0,0) for 0y <0 < 7,0 < 6 < 2
(4) U converges uniformly to 0 at infinity: U(r,0,¢) — 0asr — oo, and (5)
the energy integral must be bounded in any volume V including the edges:

///V\VU\QdV:
M5

More generally, let us formally state the first-kind mixed boundary value
problem (BVP) for Laplace’s equation pertaining to an open surface Sy that
is a portion of a coordinate surface S in one of those coordinate systems
in which Laplace’s equation can be solved by the method of separation of
variables (Section 1.2). The term mized refers to the enforcement of different
boundary conditions on the two portions comprising the surface S (namely
the shell Sy and the aperture Sy).

Let (q1,¢2,q3) be the curvilinear coordinates in this system, and suppose
that S is the coordinate surface on which ¢; takes a fixed value, ¢?. Let I and
I5 be the intervals over which ¢ and ¢3 range (in the spherical cap example,
I, = [0,7] and I3 = [0, 2] where ¢ and g3 are identified with 6 and ¢). Thus
S' is parametrised by I = I X I3.

1 2

r2

ou

2
t290

Lo
r2gin? 6 | 0¢

2}dV<oo.

) (0)

We consider shells Sy which are parametrised by Iy = 12(0) X I?()O where I,

)

. . 0) . .
is composed of one or more subintervals of Iy, and I§ is a similar subset of

I3 ; however, as a rule, either Iéo) =1 or I?()O) = I3. The “aperture” area S
may then be parametrised by I, the complement of Iy in I (I = Iy U Iy).
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Problem 4 The first-kind mized BVP for Laplace’s equation. Find the
potential U = U(q1, qe, q3) satisfying the following conditions: (1) AU =0 at
all points, of space except on S; (2) U is everywhere continuous, including all
points on the surface S = Sy U S1, that is

im  U(qi,q2,93) = lm  U(q,42,43) (1. 81)

q1—q)+0 q1—q7—0

where (g2,q3) € I; (8) the value of U is prescribed on Sy, by a given continuous
function F':

lim U(q1,q2,93) = lim U(q1,92,93) = F(q2,93) (1. 82)
q1—q9+0 q1—q9—0

where (qz2,q3) € lo; (4) the normal derivative c%]l must be continuous on the
aperture Sq:

oUu . oU
lim  ——(q1,q2,43) = lim ——(q1,q2,¢3) (1. 83)
a1 —¢9+0 0q1 a1—q9—0 0q1

where (q2,q3) € I1; (5) U(q1,q2,93) converges uniformly to 0 at infinity:

U(q1,92,93) — 0 as |(q1,q2,q3)| — oc; (1. 84)

and (6) the energy integral must be bounded in any arbitrary volume V in-
cluding the edges:

flfeerar= 1] Al +

(where hy, ho, hg are the metric coefficients).

The condition (1. 85) gives rise to most of the so called edge conditions
appearing in the literature; these prescribe the singular behaviour of the po-
tential close to an edge, determining, for example, the order of the singularity.
It is worth noting that the normal derivative is continuous onto the surface
Sy, but may take different values as its approaches a point on Sy from one
side or the other. Also, in the vicinity of the edge the normal derivative is
generally unbounded. The jump in normal derivative across the surface Sy
is the single-layer density used in the standard integral representation of the
field (see Section 1.7). Physically, it is proportional to surface charge density.

In contrast to first-kind mixed problems are those of second kind, in which
the role of U and gTUl are interchanged in the boundary conditions (1. 82)

and (1. 83).

1 oU|?

hs Oqs

1oUf
ha g2

} dV < oo
(1. 85)

Problem 5  The second-kind mized BVP for Laplace’s equation. Find the
potential U = U(q1,q2,q3) satisfying the following conditions: (1) AU =0 at
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all points of space, except on S; (2) the normal derivative

ou _ou
on  Oq

is everywhere continuous, including all points on the surface S = SyU Sy, that

18
q1 —q? 0 q1 —q? 0

where (qa,q3) € I; (3) the value of the normal derivative is prescribed on So,
by a continuous function G:

oU oU
lim — = lim — = G(q2,q3), 1. 87
quffgl,o o0 (q1,92,93) quzrlolw o0 (q1,92,93) (g2,93) ( )

where (q2,q3) € Io; (4) U is continuous on the aperture Sy :

lim U(q,g2,93) = lim  U(q1,92,q3); (1. 88)

a1 —af—0 a1—¢2+0

where (q2,q3) € I1; (5) U(qu,q2,93) converges uniformly to 0 as |(¢1,q2,93)| —
oo (¢f. (1. 84)); and (6) the energy integral (1. 85) must be finite.
Succeeding chapters provide constructive methods for uniquely solving both
types of mixed boundary value problems for Laplace’s equation. Our methods
utilise the special functions associated with the orthogonal coordinate system
of relevance to the particular problem at hand to obtain a pair of functional
equations, which are enforced on Sy and on the aperture Sy, respectively. A
constructive and rigorously correct mathematical method — to be explained in
the next chapter — may be applied to solve this pair, to determine completely
the unique potential satisfying the appropriate six conditions listed above.
Let us describe generally how these functional equations arise, for the first-
kind mixed boundary value problems for Laplace’s equation, under the some-
what restrictive assumption that the solution is independent of one coordinate,

say qs, so that

ou

s (q1,92,q3) = 0. (1. 89)

In this case the function F' (see (1. 82)) is independent of g3 : F(ge2,q3) =
F(g2).

Dual (or multiple) series equations arise when the eigenvalue spectrum of
the Sturm-Liouville problem, originating from the ordinary differential equa-
tions obtained in application of the separation of variables technique applied
to Laplace’s equation, is discrete. Separated solutions are generated for the
two regions separated by S (namely, the regions ¢1 < ¢ and ¢; > ¢9) in the

form
1 1 o
U ((J1 q2) _ x%)R%)(QI)An(QQ)y q1 < qq (1_ 90)
i DR (1) An(@2), @1 > af
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(where the index n = 0,1,2, ... labels the spectrum), and the corresponding
total solution is the superposition

> (1) (1) .
Tn Rn (CIl)afh <q

Ular,a2) (1, 22) An(ge). (1. 91)
Z ;o { 2D RO (1), a1 > af

The unknown Fourier coefficients {x,(})} and {xg)} are to be deter-
n=0 n=0

mined; R;”, R%Q) are radial functions, and A, is an angle function by con-
vention.

Both RSE) and Rg) satisfy the same ordinary differential equation and pro-
vide a basis for the set of all solutions of this differential equation; RS)
chosen to be regular in the domain ¢; < ¢¢ (so determining it uniquely up

to a constant factor), whereas R is chosen to satisfy the condition (1. 84);

thus RSLQ ) is regular in the domain ¢; > ¢f and determined uniquely up to a
constant factor. The infinite set of angle functions {A,} _, is complete and
orthogonal on Is with respect to a weight function, denoted h :

/1 h(42) A (42) A (22432 = . (1. 92)

The constants a,, are necessarily positive, so that the normalised functions

- 1
A, = A, /o form a complete orthonormal set.
The continuity condition (1. 81), together with (1. 92), gives a relationship

(1) (2)

between x,, 'and x;,

2 = (RO (a))/RP (a0) ) ), (1. 93)

so that (1. 91) becomes

Ulgr,q2) = i%(zl) Rg;(%)’ @ @ @1 < q7 Anlga), (1. 94)
= Ry’ (q9) Ry (q1)/Rr’(9), @1 > qf

or, in symmetric form,

v JRD@R (0), o < qf
Ul o) = S x, 4 im0 1d, ), LA (g0), 1. 95
(a2 =2 {R;”(quf’(ql), o sgf e )

where we have rescaled 2, = R(Q) (¢9)X,,. Enforcing the boundary conditions
(1. 82) and (1. 83) leads to the pair of functional equations

3" X RO (@) RP (49) Anla2) = Fla2), 2 € 15", (1. 96)
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> XaW (RO (D), RP(69)) Anlaz) =0, a2 € B\, (1. 97)

n=0

where the Wronskian

d
7R£11)(Q1)

d
w ( RM (2) — pM® (2) _ p@2)
(Rn (Q1)7 Rn ((h)) Rn (Q1)dq1 Rn (ql) Rn (ql)dq1

is evaluated at ¢1 = ¢f. These equations are referred to as dual series equations

if the interval 12\150) is a simply connected subset of Is; otherwise, they
are referred to as triple- or multiple-series equations depending on the total
number of connected subintervals of Is appearing in Equations (1. 96) and
(1. 97)

Enforcement of the finite energy condition (1. 85) provides a unique solution
to (1. 96) and (1. 97); essentially, it provides the correct functional space
setting for the coefficients X,,. The simplest but most effective choice of the
volume V of integration in (1. 85) is the interior region (¢1 < ¢5,q2 € I2,q3 €
I3); it is bounded, finite, and involves the edges. Substitution of the relevant
derivatives, obtained from term-by-term differentiation of (1. 91) and (1. 94),
into the energy integral (1. 85) gives a condition which the Fourier coefficients

(3L‘$,1 ) or X,,) must satisfy. This condition will always take the form

oo
> e
n=0

where ¢, is some explicitly known coefficient.

Conversely, as we will see in succeeding sections, the condition (1. 98)
ensures that the operations of term-by-term integration and differentiation,
to be applied on the series (1. 96) and (1. 97), are justified and valid. If the
angle functions are normalised, the condition (1. 98) becomes

2
z§,}>( < o0, (1. 98)

o0

> lynl® < o0, (1. 99)

n=0

o0
where {y,, }.-_, is a suitably rescaled sequence related to {m%l)} or {X,,},2,-
n=0

Thus the sequence {yn}zozo belongs to the set of square summable Fourier co-
efficients [.

When the spectrum of the relevant Sturm-Liouville problem is continu-
ous, a similar argument produces dual (or multiple) integral equations. This
schematic outline of the formulation and basic features of boundary value
problems for structures with edges will be refined and analysed more care-
fully when concrete configurations are encountered.
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1.4 Dual equations: a classification of solution methods

It is perhaps well known that a comprehensive theory to solve dual equations
does not exist, and that many treatments have been developed to obtain
solutions to such equations. Essentially, these treatments can be grouped
into three basic methods: the definition-extension method described by W.E.
Williams, [76] the substitution method described by B. Noble, [46] and the
multiplying factor method also described by B. Noble [47].

The common and distinctive feature of all these methods is the utilization,
in one form or another, of Abel’s integral equation (or transform) technique.
Let us illustrate these methods with the simple problem of determining the
potential of a charged spherical cap when its surface is held at a constant unit
value of potential. This problem produces the following dual series equations
involving Legendre polynomials P, (cos#),

D anPu(cost) =1, 0 € (0,0), (1. 100)
n=0
> (2n+ 1)anPa(cost) =0, 0 € (6o, ), (1. 101)
n=0

where the unknown desired set of coefficients {a,},. , must belong to the
Hilbert functional space ly. The concrete form of condition (1. 85) that
imposes this constraint on the coefficients is

o0

TL+1 2
. . 1. 102
Z2n+1|a| <0 ( )

n=0

1.4.1 The definition method

To solve Equations (1. 100) and (1. 101), let us define a function g on [0, 6],
which provides the extension of (1. 101) to the complete interval [0, w]. That
is, let

= _ g(e)a b € [0,90)

> (2n+ 1)an Py(cosb) = {0, 6e (]| (1. 103)

n=0
In (1. 103) the left-hand side is the Fourier-Legendre expansion for a certain
function F'; the right-hand side is the piecewise continuous expression of that
function F on [0, 7].
The orthogonality property of the set of Legendre polynomials { P, }5°, on
[0, 7] allows us to express {a,}52, in terms of the function g :

0o
apn, = 5/ 9(0) Py, (cos 0) sin 0d8. (1. 104)
0
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Substitute this expression in (1. 100), and invert the order of integration and
summation; the original Equations (1. 100) and (1. 101) are then reduced to
the first-kind Fredholm integral equation

0o
/ 7 WK ®,0)d9 = 1, 6 € (0,6) (1. 105)
0
where ¢g*() = sindg(9), and the kernel is
ZP (cos ) Py, (cos6). (1. 106)
n=0

Following the idea developed by W. E. Williams [76], we solve (1. 105) by
the successive solution of two Abel integral equations. To this end, represent
the kernel (1. 106) in the form

1 min(9,0) d¢
K(9,6) = 2 / \/(cos ¢ — cos ) (cos ¢ — cos ) (1. 107)

This representation is easily obtained from the Dirichlet-Mehler formula (see
Appendix B. 94),

P (cosf) = \f/ cos(n + )(,25

v/cos ¢ — cosd 49, (1. 108)

from which it follows that

= 1 [2(005(;5—00519)]7% 0<op <
P, 0, )¢ = o= . (1. 109
Decomposing the integration domain in (1. 105) into two parts, (0,8)U(6, 6p),
and using the expression (1. 107), one obtains the repeated integral

(9) _
27 / \/cosqﬁ — cosf /¢ \/cosgb — cos? dﬁ =1 b€ (0, ).
(1. 110)

A double application of the inversion formulae to this iterated Abel integral
equation (see the next section) yields the solution for the function ¢ in closed
form:

V2 2cos 16, T cos 16,
V)= S —2—_ + — — i 2 . 1. 111
9() 0 {\/cosﬂ — cos b + g e ( coS %9 )} ( )

The substitution of this expression for the function g in (1. 104) gives, after
elementary integration, the final solution for the Fourier coefficients:
1 [sinnd sin(n + 1)0
Ay = — 0 + ( ) 0 .
n n+1

- (1. 112)

The function g coincides with the surface charge density on the cap, and
possesses the expected singularity of order —% as ¥ — 6 (Formula (1. 111)).
Moreover, by construction, the solution {ay,},, given in (1. 112) lies in l5.
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1.4.2 The substitution method

This method is based upon expansion of a certain discontinuous function in a
Fourier-Legendre series. Its analytic form permits us to find a representation
of the solution that automatically satisfies one of the dual equations. Con-
sidering (1. 108), let us represent the coefficients a,, in terms of an unknown
function U, so that

o
an, :/ U(t) cos(nJr%)tdt. (1. 113)
0

The functional Equation (1. 101) is automatically satisfied, but the companion
Equation (1. 100) is transformed, after an interchange of integration and
summation, to the Abel integral equation

0
U(t)dt V3
T /3, 0 € (0,60). 1. 114
0o Vcost—cosf (0.60) ( )

This possesses the obvious solution

2 t
U(t) = —cos =, t € (0,6p)
s 2
and substitution in (1. 113) immediately leads to the previously obtained

solution (1. 112).

1.4.3 Noble’s multiplying factor method

The essence of the multiplying factor method is the following. Each of the
Equations (1. 100) and (1. 101) is multiplied by a suitable functional factor
and then an appropriate integral operator, or a combination of integral and
differential operators is applied to transform the left-hand side of (1. 100)
or (1. 101) to the same functional expression — a Fourier series (or similar)
involving the coefficients a,. The coefficients a,, are then obtained from the
calculation of the Fourier coefficients of the piecewise continuous function
obtained by the transform of the right-hand side of (1. 100) and (1. 101)
under this process.

In our example problem, the operators are derived from the well-known
identities arising from the inversion of the Dirichlet-Mehler formulae (B. 94):

1., 1.d 0 P, (cos ¢) .
COS(TL + 5)6 = E@ . W Sin ¢d¢, (1 115)
1, 1 1, [T Py(coso) .

Let K7 and K> denote operators defined by

0 .
(Kif) o) = =4 [ _f(9)singds

_ﬁ@ o V/cos¢ — cosb (1. 117)
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and

_ 1 [T f(¢)sinpde
(Kgf)(ﬁ)_ﬂ e (1. 118)

Applying K3 to (1. 100) and K> to (1. 101) yields

- L., fcosib, 6 € (0,6p)
;an cos(n + 5)9 = {0’ o (b0) (" (1. 119)

A calculation of the coefficients a,,, using the orthogonality property
T 1 1
/ cos(n + =)@ cos(m + =)0df = zdnm,
o 2 2 2

leads to the previously obtained form (1. 112) of the desired solution.

Thus all the three methods described above employ Abel’s integral equation
in some form or another. Noble’s multiplying factor method can be seen
as a direct application of fractional integration. The relationship between
fractional integration and integral transforms of Abel type is discussed fully
in [55].

1.4.4 The Abel integral transform method

A more direct and readily justified method of solving dual series is the Abel
integral transform method which was developed in [67], [68], [69], [70] and
[71]. It can be directly identified with the integral representation method
described in [21], the only difference being that the mathematical validity
of the operations in the first approach is properly established, whereas the
analysis of the latter approach is purely formal in manner.

This is not to assert that the Abel integral transform method is a completely
new method to solve dual, triple, and multiple series or integral equations of
this class. It is clearly rooted in the integral representation method described
n [21]. It is worth emphasizing that each of the sequences of mathematical
operations associated with the Abel integral transform method is straightfor-
wardly justified, so there is no doubt about the validity of solutions obtained
by this approach. The name of the method highlights the transform at its
core.

Various classes of dual and triple series equations are solved in a mathe-
matically rigorous manner by the application of this method in Chapter 2.
By way of illustration, let us apply the Abel integral transform method to the
charged spherical cap problem described earlier in this section. The method
transforms each functional equation (of the dual series equations) to an inte-
gral equation that is recognizable as Abel’s integral equation with zero forcing
term. It has a unique solution, namely zero, which provides the basis for the
final solution step.
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Considering (1. 100), we replace the right-hand side with the expression,
derived from (1. 108), n =0,

1_\/5 O cosLodo
_7/0 V/cosp — cosf’

The terms on the left-hand side are replaced by the representation (1. 108).
An interchange of integration and summation is permissible under the condi-
tion (1. 102), and leads to the homogeneous Abel integral equation

© f(9)de

—————=0,0¢€0,6p), 1. 120
o v/cos¢ —cosb [0, 80) ( )

where

- 1 1
= Z ap, cos(n + §)¢ — cos 5(15.

Because Equation (1. 120) has the unique zero solution, we obtain
- 1 1
Z ay, cos(n + §)q5 — cos *(]5 =0, ¢ €[0,00). (1. 121)
=0

Turning to (1. 101), term-by-term integration of this series is also permit-
ted, because the series is uniformly Abel-summable (this point is discussed in
greater detail in Section 2.2). Multiplying by sin # and integrating over (6, )
(when 6 > 6)), produces

> an [Po1(cos) — Poyi(cosf)] =0, 6 € (6o, 7). (1. 122)

Here we have used the well-known formula (see Appendix, (B. 58))

d

2n+1)P,(x) = e

[Pr1(x) = Poya(2)], (1. 123)

and the Dirichlet-Mehler formula (see [55]) for the Legendre polynomials

d
Po(cost) = V2 / sin(n + 5)¢d¢ (1. 124)
V/cos@ —cosd’
to derive the Abel transform representation for the difference
2 + in ¢d
P,_1(cos8) — P,11(cosb) = f/ cos(n + 3)¢siné ¢. (1. 125)
v/cos 0 — cos ¢

Note that both Equations (1. 122) and (1. 100) possess a common feature.
The asymptotics for the Legendre polynomials

P, (z) = O(n_%) as n — oo
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ensure that the asymptotic behaviour of the terms in each series is the same.
The substitution of the transform (1. 125) into (1. 122) produces the
integral equation

" _9(¢)sin gd¢

LT =0, 6 € (6,7, 1. 126
9 +/cosf —cos¢ (6o, 7] ( )
where
> 1
9(¢) = Z a, cos(n + 5)(;5, ¢ € (o, 7); (1. 127)
n=0
it has the solution
= 1
Zancos(n+§)¢:0, ¢ € (8o, 7). (1. 128)
n=0

The interchange of summation and integration is justified under condition (1.
102).

Combining the results (1. 121) and (1. 128) produces the same result as
given by Noble’s multiplying factor method, and consequently the same closed
form expression (1. 112) for the coefficients ay,.

In spite of its simplicity, this example illustrates all the features that are
characteristic of the Abel integral transform method. The main features that
occur in a typical application to potential theory, which requires the solution
of dual, triple, or multiple series equations, or integral equations of this type,
the kernels of which involve hypergeometric functions, are as follows.

The very first step is to determine the solution class from the edge condition.
This key point allows us to establish the validity of various mathematical
operations on series or integrals. Next, the convergence rate of each member
of the dual equations must be assessed. For example, the convergence rate
of (1. 100) is O(n~2) as n — oo, whereas the rate of (1. 101 ) is O(n~2),
as n — o00. The equation with the slower convergence is subjected to an
integration operation that equilibrates the convergence rate of both equations
(for example, see the transition from (1. 101) to (1. 122)).

Although both members of this pair of transformed functional equations
now possess the same convergence rate, each involves different kernels (P, (cos 6)
or P,_1(cosf)— P,11(cos ) in the example above). The third step represents
the kernel (and right-hand side) of each equation as an Abel integral trans-
form. One can then interchange the order of summation and integration (for
dual series equations), or the order of double integrals (for dual integral equa-
tions), as appropriate. As a result, one obtains two independent integral
equations of Abel type, each of which possesses a unique solution, namely
zero (see (1. 121) and (1. 128) of the example above).

The final phase is to recognize that a Fourier series (or Fourier integral)
in the unknown coefficients has been obtained by this process; the series or
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integral is equal to a known function, with a piecewise continuous representa-
tion on its complete interval of definition. Our example above produced the
representation (1. 119). Using properties of orthogonality and completeness
of terms in the series — or an inverse Fourier integral transform as appropriate
— we obtain the final solution for the unknown coefficients.

This general description provides a common formal structure to construct
solutions of multiple series or integral equations. The mathematical tools to
realise each step of this process are discussed in Chapter 2.

1.5 Abel’s integral equation and Abel integral trans-
forms

Most texts on linear integral equations invariably discuss Abel’s integral
equation in the first few pages because it is a precursor of the modern theory
of linear integral equations. Originally, Abel’s integral equation

fay [ Ok
0o Ve —¢§
arose from the following problem in mechanics. A particle moving under
the influence of gravity, along a smooth curve in a vertical plane, takes the
time f(x) to move from the vertical height = to a fixed point on the curve.
The problem is to find the function u defining that curve, known as the
tautochrone.
Instead of Equation (1.129), Abel set himself the problem of solving the
more general equation

(1. 129)

© u(§)dg

f(x)_/a s 0< A<, (1. 130)
where f is a known function and u is the function to be determined. Details
of the solution of this generalised Abel’s equation can be found in several
texts, including [63], [50], and [24]; we simply state the inversion formula for
(1.130):

sinAr d ¢ f(z)dx

= . 1. 131
O= T ), e 130
The companion form of the generalised Abel integral equation is
b
u(§)dg
fx:/i, 0< A<, 1. 132
@= & ( ) (1. 132)
and has the solution
: b

u(g):_sm)\wi flx)dx (1. 133)

mod Je (x =8N
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In the deduction of (1.131) and (1.133), the following well known formula
involving the beta function B (see Appendix, (B. 8)) is used,

? dz T
/5 R I S T S O<pu<1)
(1. 134)

From the solution given in [24] we may formulate a theorem concerning
solution existence.

Theorem 1 Necessary and sufficient conditions that the integral Equation
(1.130) should have a continuous solution on (a,b) are that f(z) be continuous
n (a,b), that f(a) =0, and that

/"lc f(&)dg
a (x_f)l_)\

have a continuous derivative on (a,b). If these conditions are fulfilled, (1.130)
has only one continuous solution, given by Formula (1.131).

An analogous theorem may be stated for the integral Equation (1.132).
Omitting their deduction (see [55]), let us state three results connected with
Abel’s integral equation, which will be used subsequently.

Theorem 2 If ¢ is finite, and has only a finite number of discontinuities in
(a,b), the function

@(x):/; (ﬁ(f)?)ﬁ/\’ (A< 1),

is continuous on (a,b), including at the point a, where it vanishes.

Theorem 3 If ¢ is continuous on (a,b), and has a derivative that is finite
except for a finite number of discontinuities in (a,b), and if ¢(a) = 0, the

function
9(§)

P(z) = /w mdfa (A<1),

has a derivative that is continuous on (a,b) and is given by the formula

Theorem 4 (Dirichlet’s extended formula). Let ¢ be a function of two vari-
ables. If ¢ is finite in the region a < y < x < b, and its discontinuities (if
any) are reqularly distributed, and if A\, u,v are constants satisfying

0<A<1,0<pu<1,0<v<l,

©2001 CRC PressLLC



then

[t [
(1. 135)

Let us consider a further generalisation of Abel’s integral equation in the
form

/{h },\’ r€(a,b), 0<A<I, (1. 136)

where h is a strictly monotonically increasing and continuously differentiable
function on (a,b) (so A’ > 0 in this interval). Differing terminology has been
used for this generalisation in the literature. R. P. Kanwal [31] treated the
generalised Abel integral Equation (1.130) or (1.132) as a special case of the
singular integral equation (1.136). 1. N. Sneddon [55] refers to (1.136) as an
Abel-type integral equation, but usually in the context of some specific choices
of the function h. We propose to use this terminology whatever choice for h
is made.

The pairs (1.130) and (1.131), or (1.132) and (1.133), can be considered
as companion integral transforms. For example, if the transform (1.130)
is designated as the direct Abel integral transform, then integral transform
(1.131) is its inverse. Similar terminology can be applied to the pair (1.132)
and (1.133).

Let us solve Equation (1.136) , following the treatments [50] and [55] closely.

Consider the integral
/ u)du
{h )}1 A

and substitute for f from (1.136) to obtam

[ U(€)H (w)dedu |
i) = hE) P (@) — ()

By changing the order of integmtion7 this becomes

v B (u)du
§)d¢ :
| v | i@ =

The inner integral reduces to (1.134) under the obvious change of variable
z = h(u), so that

/ {hh/ )ﬁz T S /: U(&)de. (1. 137)

Differentiation of both sides of (1.137) produces the solution

sin A d ¢ h(u)f(u)du
m o d€ Jo {h(§) = h(u)} =

U(€) = (1. 138)
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Similarly, the integral equation

/ {h }A, z € (a,b), 0<A<1 (1. 139)

has the solution

sinA\r d b (u) f(u)du
md€ Je {h(u) = h(E} A

Two special cases of (1.136) and (1.139) will be of further interest. First,
let h(€) = £2: the integral equation

Ui =~

(1. 140)

cU(§)d¢
f(x) == /a (x2(_)§2))\, (O < )\ < 1) (1 141)
has the solution
2sin\r d [ uf(u)du
= — —_— 1. 142
v =22 [ e (1. 142)
while its companion
b
U(§)d¢
fz) = /:C s 0<A<1) (L. 143)
has the solution
2sinAr d [P wf(u)du
=— — —_— 1. 144
U(f) T df ¢ (/1'2 _ §2)1—A ( )
Next, consider h(§) = cosh&: the integral equation
! U(§)d¢
= 1 1. 14
/(@) /a (coshz — cosh &)*’ O<A<l) ( 5)
has the solution
sindr d (¢ sinhuf(u)du
= — 1. 14
) 7 dE J, (cosh& — coshu)l=>’ ( 6)
while the companion integral equation
b
U(§)d¢
= A< 1. 14
1) /w (cosh & — coshu)?’ (0<A<1) ( 7
has the solution
inA\r d [*  sinh d
U(g):_sm m™d sinh uf (u)du (1. 148)

7 df Je (coshu —cosh§)l=A
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1.6 Abel-type integral representations of hypergeomet-
ric functions

In Section 1.3 we encountered the representation of one type of hypergeo-
metric function as an integral transform of Abel type. The Dirichlet-Mehler
formulae provide an integral representation for the Legendre polynomials (see
(1. 124) and Appendix, (B. 94)), expressed in trigonometric form as

P, (cosf) = f/ cos(n + 3)¢ d¢ (1. 149)

\/cos ¢ — cosf
V2 [T sin(n + 1)¢ y

P, 0) = e AR
n(c0s0) 7 Jo +/cosO —cos

(1. 150)

At first glance it seems that representations (1. 149) and (1. 150) transform
one class of functions (the Legendre polynomials P, (cos#)) to another, the
trigonometric functions of form cos(n + 3)0, and sin(n + 3)6.

From a wider perspective, these functions may be regarded as members of
one and the same class, namely the Jacobi polynomials P,(La’ﬁ ). For each fixed
(o, B), with @ > 1,8 > —1, the Jacobi polynomials P,(La’ﬁ) are polynomials of
degree n(=0,1,2...) and are orthogonal on [—1, 1] with respect to the weight
function wq g(z) = (1 —2)* (1 + w)ﬁ. Their properties are discussed in Ap-
pendix B.3. In particular, the relations between the trigonometric functions
and the Legendre polynomials are

rHr 1) (—1-1
cosnﬁz(z)—ml—i_)RS 2’ 2)(cosﬁ), (1. 151)
F(Tl+§)
r&r 1 _11
cos(n+ =) = (13>(n_(:l;)_ ) OS%OP,g 2’2)((3080) (1. 152)
r)r 1 11
sinng = LGLEOHD o op D) o), (1. 153)
F(TL+§)
r)r 1 11
sm(n+2)9: (Ig)(n—(i—n;) ) m%HP,gZ” 2)(0089), (1. 154)
and
P, (cos ) = P%9(cos ). (1. 155)

On the other hand, the trigonometric functions cos(vz), sin(vz) with con-
tinuous parameter v, occur in the well-known representations [19] of the Bessel
functions

2 P cosvx

VP —xQ

Jo(vp) = (1. 156)
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2 [ sinvz
Echoing previous remarks about the representations (1. 149) and (1. 150),
an Abel-type transform of the trigonometric functions (cosvz, sinvz) pro-
duces another functional class (Jp). However, upon recalling the well-known
relationships [19]

1

cosvx = (WTW) ’ J_1(vx), (1. 158)
1

sinve = (%) ’ J%(l/]}), (1. 159)

it becomes clear that the Abel transforms (1. 156) and (1. 157) should be
considered in the wider context of Bessel functions.

In other words, the trigonometric functions cosnf, sin nf, cos(n + %)6‘, and
sin(n + %)0, with integer or half-integer parameter, should be considered as

a special subclass of the Jacobi polynomials Pr(la’ﬁ )(cos 0) (for appropriate
(a, B8)); whereas the trigonometric functions cos vz, sin va, with real parame-
ter v, should be considered as a special subclass of the Bessel functions J, (va)
(for appropriate ).

In turn, both the class of Bessel functions J,, and the class of Jacobi poly-
nomials Pfla’ﬁ), with arbitrary values of the parameters (o, 3) or u, belong to
the wider class of hypergeometric functions in a very simple manner. Both
are particular examples of the generalised hypergeometric function [59]

) o > (a1)k(a2)k....(ap)k =
F, (al,...,ap,bl,...,bq,z):kZ:O OS] (1. 160)

where the notation for the Pochhammer symbol

(@ ™ aa+1).. (a+k—1);(a) 1 (1. 161)

has been used; the upper parameters a = (a1,...,ap) are unrestricted,
—

whereas the lower parameters b = (bi,...,b,) are restricted so that no b; is

zero or a negative integer. Note that when a is neither zero nor a negative
integer,

I'(a+ k)
= 7 1. 162
(@) = (1. 162)
When p < ¢, the series converges for all complex z; when p = ¢ + 1, the
series has radius of convergence 1 (its convergence on the unit disc |z| = 1

is discussed in Appendix B.2). If the one of upper parameters is equal to
zero or a negative integer, then the series terminates and is a hypergeometric
polynomial.
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The Jacobi polynomial P,(La’ﬁ ) may be recognised as a generalised hyperge-
ometric function (see Appendix, (B. 25)); it is hypergeometric polynomial

1
P,Sa”a)(x) = (n—i;a) o (—n,n+a+ﬁ+1;a+1; 217>. (1. 163)

From the symmetry property (see Appendix, (B. 26))
P (=) = (<1 PP (),
we deduce the alternative representation

1+
2

PP () = (-1)" (” : ﬁ) o Fy (—n,n tat+f+164+ 1

(1. 164)
Bessel functions of arbitrary order also have a hypergeometric representa-
tion in terms of the special confluent hypergeometric functions,

Ju(z) = F(&/i)i)oFl(qu 1; —%2), (1. 165)
Ju(z) = F((Z/i)i)eiz 1Fi(p+ %;2# + 1; 2iv). (1. 166)

Let us derive the integral representation of Abel type for the Jacobi poly-
nomials. From (1. 163) and (1. 160) immediately follows the finite series
representation:

T(n+a+1) « n—|—oz—|—ﬂ—|—1) 1—z\"
pla.B) — )
") = e T mz::O (@+ D 2

(1. 167)
Fix the parameter n € [0,1); multiply both sides of (1. 167) by the factor

(1 —2)*(z —t)~" and integrate over the interval (¢,1) to obtain

1 a pla,f)
/ (1? P w)

x —t)m

T+ a+1) K< (n)mr+a+B8+Dm mia
nIl(a+ 1) mz::() 2mml(a+ 1), AT, (1. 168)
where )
A1) éf/t (1—2)%(z —t)"da. (1. 169)

The change of variable by 1 — x = (1 —t)y expresses Al(t) in terms of the
beta function B (see Appendix, (B. 8)):

1
Al(t) = (1 - t)q+1”’/0 y!(1—y) My = (1—-t)""""B(g+1,1—1n)

= (1 _t)q+1—nF(g£; i)l;(i ;)77). (1. 170)
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Substituting (1. 170) into (1. 168), replacing («, 5) by (a+n—1,6—n+1),
and bearing in mind Definition (1. 167), one obtains, after some manipulation,
the following integral representation of Abel type:

Pld) (1) = dz.

(1. 171)

Interchanging the role of o and § in (1. 171), changing the sign of z and

t, and taking into account Identity (1. 164), we obtain another such integral
representation:

(EURSIES RL |y (ES R Sl &
T =)+ a+7) @07

PlB) () = dz.

(1. 172)

Formulae (1. 171) and (1. 172) have an interpretation in terms of fractional

integration operators [55]. When 7 = 0, the following two notable identities
corresponding to integration in conventional sense result:

(1+ )~ T(n+1+5) /t (14 z)Btn-1plommthAtn=1) ;)
I(1=n)T(n+B+mn) =)

1
(1—)*t pletbf=D(t) = (n+ o + 1)/ (1 —2)*PD (z)dx, (1. 173)
t

¢
(14 6)7T P14 (1) = (n 4 3 + 1)/ (1+2)? Pl (z)de. (1. 174)
—1
When expressed in algebraic form, the Dirichlet-Mehler Formulae (1. 149)
and (1. 150) are special cases of the integral representations (1. 171) and (1.
172) with a =8 =0, = % (setting ¢ = cos @, and = = cos ¢):

1 —15(-%,3)
Po(t)=7"% F(”“Ll))/ (L—z)"2 P (m)da:, (1. 175)

=7
F(n+% (m—t)%

1 1

T(n+1) [* (1+z)" 3P 2
Py =i [ G
P(n+3) (t—2)
Let us now obtain the integral representations of Abel kind for the Bessel

functions. The well-known Sonine’s integrals provide a simple starting point.
Sonine’s first integral [14] is

z. (1. 176)

S+l

JV+§+1( ) m

/ J,(zsin 0) sin” ™ 0 cos?* T 9df), (1. 177)

where v > —1,£ > —1. The trivial transformation z = zt, p = x sin 6 produces
the desired integral representation of Abel kind:

—{—y—l

() = S / Tt (@2 = pB)dp. (1. 178)
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A limiting form of Sonine’s second integral [55] is
xv—n—l

—n—1 _ * 2 2\17/.2 2\—% 2n+1
¢ Jl,_,,_l(xt)—72gr(n+1)/o T [t(s2 + 22)3](s + 22)~ 5 2141 g,
(1. 179)

where ¥ — 1 > 1 > —1. The substitution s* + 2% = p? transforms (1. 179) to
the second integral representation of Abel kind for Bessel functions:

xv—n—l

g, (at) =
n 1(.’1}) 2”F(77+1)

/ Ju(pt)p~ " (p* — 2®)dp. (1. 180)

Special cases of (1. 178) and (1. 180) with £ = 0 and 1 = 0, respectively are

1 xT

;J,,H(act) :x—”—l/ T, (pt)p”dp, (1. 181)
0

1 o0

;Jl,_l(xt) :xl’_l/ J,(pt)p~ " dp. (1. 182)

The comments about fractional integration directly following Formula (1.
172) are of equal pertinence to the representations (1. 178) and (1. 180) and
their confluent forms (1. 181) and (1. 182).

These basic integral representations of Abel kind will be extensively ex-
ploited in later chapters. Other useful relationships can be found in [55].

1.7 Dual equations and single- or double-layer surface
potentials

Let Sy be an open surface, which is a portion of a larger closed surface S;
let S7 be the complementary part of Sp in S (thus S = SpUS1) so that S may
be regarded as an “aperture” in S. Given Sy, the choice of S (and hence S7)
may be made arbitrarily, but we shall require that it satisfies the hypotheses
for the application of Green’s theorem (see [32]).

Classical potential theory represents the solution of Laplace’s equation by
means of single- or double-layer surface potentials [32]. In Section 1.3, the for-
mulation of mixed boundary value problems for Sy and the Laplace equation
was discussed. This apparently alternative approach (which produces dual
series equations or dual integral equations) is in fact entirely equivalent, at
least in the context of the class of coordinate surfaces S discussed in Section
1.3.

Let P be an arbitrary point on S, and M be an observation point. Introduce

an origin O; let 7’ and 7 denote the position vectors OP and OM, and denote
— —
the distance between P and M by Rpy; = R (r’,?) = ‘7) —7'|. At P, we
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shall also consider the inward- and outward-pointing unit normal vectors n;
and n,.

Let us commence by considering the first boundary value problem for La-
place’s equation, assgming thi:u the value of potential U is specified on the
open surface Sp : U(r") = F(r’) for some continuous function F. As already
mentioned, classical potential theory presents the solution of Laplace’s equa-
tion in terms of surface potentials. As a consequence of Green’s fundamental
theorem [32], the value of the harmonic function U at any interior point 7 of

the region bounded by S is given by
— U@y 6 ;
_; I, (r)ai< (r_})]ds.

o=t fl
T ar (7, r ')
(1. 183)

When 7 lies outside S, the integral in (1. 183) vanishes. In the exterior
region, the solution at any point 7 exterior to S satisfies

1 8U(e) — 9 1
e e \R(7",r")

(7, r
(1. 184)
When 7 lies inside S, the integral in (1. 184) vanishes.
When the surface is open, the distinction between internal and external
regions disappears (see Section 1.3) and the solution at any point 7 not on
S must be considered as a sum of (1. 183) and (1. 184),

1 oU @

U(T)=UD(T)+ U (7). (1. 185)

N
The solution and its normal derivative must be continuous at any point 7’ of
the aperture surface S; so that

—
/

N d
UGy -~y =0, (1. 186)
0 7 0 —
U@y - ey =
8nU (r") 8nU (r')y=0, (1. 187)
where W =n, = —n,.
Thus the solution U of the first-kind boundary value problem is given by
(4) (e)
= // U U ! ——ds, (1. 188)
dr /s, on | R7, )

whereas the solution of the second-kind boundary value problem (in which
the normal derivative is specified on Sy) is represented by

// U(e () —U® (7)} 88n< (; T/))ds (1. 189)
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Introducing the notations for the jump functions occurring in (1. 188 ) and
(1. 189),
=\ deg QU oU

op(r') = o o (1. 190)
— — N —
on(r') def U(e)(rl) —U(")(T/), (1. 191)
the integral formulae become
U(r)= i// (_});d (1. 192)
r) = SOOD T R(?’,?) s, .

and

Ur) = 41%//50 UN(?)% (R(?l?)) ds. (1. 193)

The first integral (1. 192) is the potential associated with a simple or single-
layer distribution on S ; the second integral (1. 193) is the potential of a
double-layer distribution on S [32].

Thus the first-kind boundary value problem, in which the Dirichlet bound-
ary condition (prescribing the value of U on Sp) is given by Uls, = F, gives
rise to the following Fredholm integral equation of the first kind for the un-
known single-layer distribution op:

F(rl) = —i// o (7 ) ———ds, 7. € So. (1. 194)
4w [ Js, R(T_;, )

In a similar way, the second-kind boundary value problem in which the Neu-
mann boundary condition (prescribing the value of % on Sy) is given by
‘g—gﬂ s, = G produces a Fredholm integral equation of the first kind for the
unknown double-layer distribution oy:

_ 1 = 02
G(rs) = _E//S on(r )8n on'
0 S

where 7, denotes the outward-pointing unit normal at 7.

The distance function, between any two arbitrary points in space 7 and

T,

7. €Sy (1. 195)

1
—
T

] ds
R(73,7")

7 7
T T

R(7,7")

plays an important part in classical potential theory since the Green’s function
for Laplace’s equation in three-dimensional free space is

-
7

—_

1
e — (1. 196)
4 R(7, )

i
r

G(T,
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The reciprocal of the distance function, Rfl(?,ﬁ), is often called the source
function of Laplace’s equation; it is the potential function associated with the
positive unit charge in electrostatics. It solves the non-homogeneous Laplace’s
equation (Poisson’s equation)

N
VU(T) = —6(7 — 1), (1. 197)
where §(7 — 7) is the delta-function [28]; the differentiation in (1. 197) is
performed with respect to the primed variables.

We wish to investigate potential problems in coordinate systems that admit
separation of variables for Laplace’s equation. Accordingly, let us consider
Poisson’s equation in generalised curvilinear coordinates (g1, g2, g3):

V2U(q1,q2.43) = —hg, b g o(an — ¢1)0(q2 — 64)S(as —g5) (1. 198)

where hy, (i = 1,2,3) are the metric coefficients (see Section 1.1) and, as
before, the differentiation in (1. 198) is performed with respect to the primed
variables. The metric coefficients perform a normalising function in (1. 198)
because

/5(? ")av = /// )hqlhq2hq3dq1dqqu3—1 (1. 199)
14 all(I1,q27q3

which follows from the fundamental property of the d-function,

T =x+e
/ 5(z' —x)dx =1, for e > 0.
T

'=x—¢
We wish to obtain the Fourier series, or Fourier integral representation as
appropriate, for the source function or for the Green’s function. We consider
in detail the spherical coordinate context, and simply state the final results
for other coordinate systems. In spherical coordinates (r,6,¢) the Green’s

. — 7 .
function Go(7, ') of free space must satisfy

1

r2sin @

AGO(Ta 03 ¢7 T/» 9/3 ¢I) = 5(7’ - 7”/)5(9 - 01)5(¢ - ¢/)a (1 200)

where the Laplacian operator A is given by (1. 27). Since Go(7, 7) sat-
—

isfies the homogeneous Laplace’s equation when 7° # 7/, and is a sym-

metric function of the primed and unprimed coordinates, we may expand
Go(r,0,¢;1",0',¢') in terms of eigenfunctions of the Laplacian as

Z cosm(p — ¢') Z Apn P (cos ) P (cos 0') { ((://;/))f;l_17 7;<>::, } .

(1. 201)
This function is finite at » = 0 and satisfies the regularity condition at infinity.
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The value Ay, is determined by the inhomogeneous term of (1. 200).
Multiply both sides of this equation by 72, and integrate with respect to r
over a small interval (7' — €,7' + €) about 7. Remembering the continuity of
the terms at 7 = r’ and passing to the limit € — 0 , we obtain

0 — 1
27 Lpelogl A T=r 0 _ Y
r 8TGO(T’9,¢’T >6 ’¢) ) r=r’—0 SID95(0 ¢ )5(¢ ¢) ) (1 202)

Substituting (1. 201) in this expression, and utilising the Wronskian relation
for the independent solutions of (1. 59), we find

Z cosm (¢ — ¢) Z Apm (2n 4+ 1)P (cos 0) P (cos 6)
m=0 n=m

_ 00 —0(¢ — &)
= Sy . (1. 203)

Multiplying both sides of this equation by Pl’“(cos 0) cos k¢ and integrating
over the full range of the variables 6 and ¢ produces

1 (n—m)!

Anm = *(2 - 5m0)m'

g (1. 204)

The representation (1. 201) of the free space Green’s function with coeffi-
cients (1. 204) is not unique in spherical coordinates. It is a representation
that is discontinuous in the coordinate r. A representation that is discontin-
uous in the coordinate 6 will be derived in Chapter 6.

Similar representations of the free-space Green’s function may be deduced
by this method for those coordinate systems where the method of separation of
variables is applicable. In particular, let us now state the Green’s functions of
this type for the Laplace equation in Cartesian, cylindrical polar, and spherical
coordinates.

Cartesian coordinates.

The distance function is

[N

-
R7,7) ={@=-a) +-y)?+ (-2} (1. 205)
and the Green’s function G, (z, vy, z;2',y’, 2’), which is discontinuous in z, is

9 [ > cos[u(y — y')] {e\/u2+u2(zz’)7 > ZI}

dv cos[v(z — 2")] NG, < o

7 Jo 0 V2 4+ p?
(1.7206)
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Cylindrical polar coordinates.
The distance function is

1
2

-
R(7, ") = {02 +(p)? = 2pp cos(p — &) + (= — Z’)Q} : (1. 207)
and the Green’s function G, (p, ¢, z; p', ¢, 2"), which is discontinuous in p, is

! dv cos[v(z — 2] x

S (2 — Gom) cosm(6 — ¢>{ e ’;ig} (1. 208)

71'2 0

m=0

Spherical polar coordinates.

The distance function is

[NIC

R(7, 7) = {7“2 + (") = 2r1'[cos O cos 0 + sin Osin ' cos(¢ — d)’)]} ,

(1. 209)

and the Green’s function G,(r,0,¢;r’, 6, ¢’), which is discontinuous in r, is
given by Formulae (1. 201) and (1. 204).

Let us now establish the equivalence of the “dual series approach” and the
method of single- or double-layer potentials in solving mixed boundary value
problems for Laplace’s equation. A constructive proof is not very complicated,
requiring the three steps outlined below.

First, the free-space Green’s function for Laplace’s equation is expanded
as a Fourier series, or represented as a Fourier integral, as | in (1. 20_1)), (1.

206), or (1. 208). Secondly, the unknown distributions op(7’) or on(r') are
also expanded in a Fourier series or as a Fourier integral. On the surface,
S = Sp U Sy, the jump functions introduced in (1. 190) and (1. 191) satisfy

aU(Z) 8U(e) O’D(ﬁ) on SO
_ = ) 1. 210
on on {0, on S ( )
and R
U () — U7y = 3 ovr)on S 4 (1. 211)
0, on S

These expansions are substituted in the integral Equations (1. 194) and
(1. 195); because of the relationships of (1. 210) and (1. 211), the surface of
integration is extended to the whole of S, which we may suppose is the coor-
dinate surface corresponding to one coordinate (say ¢;) being held constant,
whilst the remaining two coordinates ¢s, g3 are varied over their full interval
of definition. On the surface S, the harmonic functions (which are the sep-
arated solutions of Laplace’s equation) are orthogonal and form a complete
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basis. Multiplying both sides of these equations by such a surface harmonic,
and integrating over S (i.e., over the complete interval of variation of ¢, g3),
we obtain functional equations in matrix or integral form; these are valid for
those values of go, ¢3 such that (¢1,¢2,q3) € S,. Additional equations are de-
rived from Formulae (1. 210) and (1. 211) defining the jump functions on the
aperture surface Sj.

Let us illustrate this abstractly described process with a concrete example.
Consider the first-kind boundary value problem for Laplace’s equation posed
on an open spherical surface Sy (or spherical cap) of radius a, subtending
an angle 0y at the origin, with the boundary condition on Sy being given as
Uls, = F. Let S and S; denote, respectively, the complete spherical surface
of radius a, and the aperture r = a, 0§ < 6y <, 0 < ¢ < 27.

On S, the potential function U(a,9,¢) given by the function F(0,¢) is
expressible as a Fourier series

Z (2 = Som) cosme Z an' P (cos 0), (1. 212)
m=0 n=m
where
ay’ = 2— d(b/ dfsin0.F(0, $) P (cos 8) cos mep (1. 213)
i

are known Fourier coefficients. We shall find the solution of the Laplace
equation in this case as single-layer potential (1. 192). Expand the jump
function (1. 210) in spherical surface harmonics

ou®  gue)
[ or o }

1 o0 oo
== 2(2 — 8om) cosmae’ Z 2P (cos @), (1. 214)
a m=0

n=m

where 0’ € [0,7],¢’ € [0,27], and {z]'} 75 _,, denotes its unknown Fourier
coefficients. We substitute the Green’s function, G (a,0,¢;a,0',¢") given by
(1. 201) with r = v’ = @, into (1. 194) to find

2m [e%e}
F(0,9) = —a2/ dgb’/ de’ sin0'op(0,¢)Go(a,0,¢;a,0",¢"). (1. 215)
0 0

This is valid for 6 € [0,6y), ¢ € [0, 27].
Using (1. 210) and expansions (1. 212) and (1. 214), we obtain from (1.
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215) the Fredholm integral equation of first kind

1 2m ™ ) o0 oo -
i), d¢’/ df’ sin 0’ { Z (2 — 6mo) cosme’ Z xp' P (cos 9’)}

m=0 n=m

2(2— ds0) cos s(¢p — @) i )' Py (cos )Py (cosb)
l=s

s=0 )

=- Z (2 = dmo) cOsMe Z an' P (cosf). (1. 216)
m=0 n=m
This is valid for 6 € [0,6y), ¢ € [0, 27].
Exploiting the orthogonality of spherical surface harmonics, the left-hand
side of this equation simplifies to a double series of the same format as the
right-hand side, leading finally to the series equations

Z 2 — Som) cosmao Z P;ln(COS 0)
= 2n —|— 1

=— Z (2 — dom ) cOsMSD Z an' P (cosf). (1. 217)
m=0 n=m
This is also valid for 8 € [0,6y), ¢ € [0, 27].
A companion equation follows directly from the definition of jump function
(1. 210) and its expansion in spherical surface harmonics:

2(2 — Oom ) COS MNP Z P (cos6) = 0. (1. 218)
m=0 n=m

This is valid for the range 0 € (6o, 7], ¢ € [0, 27].

Multiplication of both sides of Equations (1. 217) and (1. 218) by the
factor cos k¢, followed by integration with respect to ¢ on [0, 2], produces a
pair of dual series equations for the unknown coefficients z)" :

o0

xZL m m
;1 o+ 1P (cosf) = nz;la P (cosf),0 € [0,6p), (1. 219)
Z ™ (cos 6) 6 € (6,,7]. (1. 220)

Conversely, it is evident that transformation of the dual series equations
(1. 217) and (1. 218) to an integral equation of Fredholm type can be easily
realised in the following way. Apply the formula (1. 214) in reverse order,
ie., for ¢ € [0,27],

e 1o /
Z 2 —6mo) cosmae’ Z 2P (cos @) = {G%D(e ¢ )’0’66 ?9[00’:}0) , (1. 221)

=0 n=m
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from which it immediately follows that

m_a2n+1) (n—m)!
T = 4 (n—i—m)!><

2m 0o
/ dg¢’ cosmgb’/ op(0,¢ )P (cost)sinf'do’. (1. 222)
0 0

Substitution of (1. 222) in (1. 217) and an interchange of the order of sum-
mation and integration produces the original integral Equation (1. 215), as
desired.

Thus we have demonstrated the equivalence of the integral equation formu-
lation ((1. 194) or (1. 215)) and the dual series equations formulation ((1.
219) and (1. 220)) for determining the potential.
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Chapter 2

Series and Integral Equations

The spatial distribution of the electrostatic potential surrounding a conduct-
ing surface (open or closed) is determined at the most fundamental level by
Laplace’s equation, together with the appropriate boundary conditions, decay
conditions at infinity, and, if necessary, edge conditions. The precise formu-
lation of these conditions was described in Section 1.3.

An alternative but equivalent formulation utilizes integral representations
for the potential in terms of the surface charge density (corresponding to the
jump in the normal derivative of the potential across the surface); in turn,
this density is determined as the solution of an integral equation holding at
each point of the conducting surface (see Section 1.7).

These two formulations are the basis of all analytical and numerical meth-
ods devised to solve the potential problem for bodies of arbitrary or general
shape. Certain classes of surfaces, including those that are portions of the
orthogonal coordinate surfaces described in Chapter 1, admit another formu-
lation of the potential problem, in terms of dual- (or triple- or multiple-) series
equations, or dual- (or triple- or multiple-) integral equations. Although it is
formally equivalent, this alternative approach has the benefit that, in many
cases of physical interest, these equations can be solved analytically (in closed
form), so that a direct assessment of the effect of edges and cavities in these
geometries is possible. In other cases, the analytical solution process trans-
forms or regularises the series (or integral) equations to a matrix (or integral)
Fredholm equation of the second kind. Once converted, these equations pro-
vide a basis for approximate analytical solution techniques (such as successive
approximation), or for a numerical solution procedure which is simple to im-
plement, well conditioned, rapidly converging, and of guaranteed accuracy.
Thus, edge effects and cavity contributions to the potential distribution can
be accurately quantified.

Beyond the electrostatic context, this approach finds general application
to mixed boundary value problems (of first-, second-, or third-kind) for the
Laplace equation. It also provides a basis for assessing the scattering and
diffraction by the class of bodies described above, of acoustic and electromag-
netic waves, where the interest is in accurate quantification of the scattering
process by edges, or of entrapment of wave energy by cavities.

This chapter considers various classes of series and integral equations. The
core idea is to convert the set of equations to a second-kind Fredholm matrix
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or integral equation. The Abel integral transform method provides a unified
and constructive treatment of this process. In some cases these equations can
be solved explicitly, in closed form; in the remaining cases, the transformed
system is well suited to either approximate analytical solution methods or to
numerical methods. When the second-kind matrix system is truncated to a
finite number Ny, of linear equations, the solution of the truncated system
converges to the exact solution as Ny, — oo. It is possible to estimate accuracy
as a function of truncation number N;,. and so produce solutions of specified
accuracy. Precise treatments of the behaviour of second-kind systems under
truncation are given in [2] and [30].

Proofs of the validity of this method, and of the uniqueness of solutions,
are sketched in Section 2.1; readers with a deeper interest in the details are
recommended to consult the paper [64].

The problem typified by the determination of the electrostatic potential
surrounding a charged spherical cap (Section 1.3) leads to dual series equa-
tions involving the Jacobi polynomials P,(La’ﬁ ) as kernels. This general class
of equations is the first to be considered in the next section. They have the
form

icnan,(ﬁ’m(t) =F(t), te(~1,t), (2. 1)
n=0
ian,(ﬁﬂ)(t) =G(t), t € (to,1), (2. 2)
n=0

where the functions F, G and coefficients c,, are known, ¢y is fixed in (—1,1),
and the unknown coefficients x,, are to be determined. Typically,

cn =1 (1+0(n™")), asn — oo.

The regularisation generally obtained by the Abel transform method is out-
lined, and where possible, explicit solutions are found.

Two special subclasses which merit some separate consideration are exam-
ined in the following two sections (2.2 and 2.3), dual series with trigonometric
kernels or with associated Legendre function kernels (these are closely related
to ultraspherical polynomials).

Triple series equations provide a natural generalisation of dual series equa-
tions; the kernel class examined in Section 2.4 is restricted to those kernels of
interest in subsequent chapters.

Preparatory to considering dual integral equations in their own right, the
relationship between series and integral equations is explored in Section 2.5.
The following Section (2.6) demonstrates how to apply the Abel integral trans-
form to solve some dual integral equations with Bessel function kernels; this
allows us to regularise a wide class of such dual integral equations.

The subdivision of the interval of definition for triple series equations ex-
amined in Section 2.4 is assumed to be symmetric; this restriction is removed
to cover asymmetric subdivisions in Section 2.7.

©2001 CRC PressLLC



Coupled systems of series equations are treated in the Section 2.8, and
some general remarks on so-called integro-series equations are provided in
the concluding section of the chapter.

2.1 Dual series equations involving Jacobi polynomials

This section considers dual series equations of the form (2. 1) and (2. 2).

P’rga7ﬁ)

Since the function y = satisfies the differential equation

1 d

o) dr ((1 —z?) w(x)dy) +nn+a+pG+1)y=0,

dx

with weight function w(z) = (1 — 2)* (1 + z)”, the parameter 1 may be as-
sumed to lie in the interval [0, 1); for if n > 1, we may replace pLeP) (t) by

~1 1 d ) api?)
n(n+a+5+1)wt)dt <(1_t )w(t) dt (t)>

and integrate twice to obtain an equation similar to (2. 1), but with a new
coefficient ¢,, satisfying

en = n2 1) (1+0(n™")), asn — oo.
It is convenient to employ the quantity A, («, 8;7n) given by

F'n+a+1)T(n+B8+1+mn)
F'n+a+1—-nTn+5+1)

An (o, Bim) = (2. 3)

where T" denotes the Gamma-function; Field’s formula (see Appendix, (B. 7))
shows that
Ao (s Bim) = [14+0 (n71)].

We consider the slightly more general form of (2. 1) and (2. 2):

oo

> e Biman (1= 1) PO () = F(t), t€ (—1,t0) (2. 4)
n=0
ixn (1 —gn) P9 (1) = G(t), t € (to,1). (2. 5)
n=0

The infinite set of unknown coefficients {z,}52, are to be determined. The
parameters «, 3,7 are constrained to satisfy a —n > —1,4 > —1, and for
our applications we may always suppose that n € (0,1). The reason for this
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constraint will become clear once the method of regularisation is described
below. The quantities {7, }72o {gn}neo are assumed to be known sequences,
in general, of complex quantities satisfying

lim ¢, = lim r, =0. (2. 6)

n—oo

The right-hand sides of Equations (2.4) and (2.5) are assumed to be expand-
able in Fourier-Jacobi series of the form

o0

F(t) = (o, B5m) fa P70 (8), (2. 7)
n=0
GO = 3 PO ) 2. %)
n=0

We seek solutions to (2.4) and (2.5) in an appropriate functional space.
Denote by I (1) the space of sequences {x,} -, satisfying

> k| ay, < o (2. 9)
n=0

We suppose that the coefficients f,, g, belong to ls (27 — 1), and the solution
will be sought in the same class:

{entnZo €la@n—1),  {fo,gn}nlo €la(2n—1). (2. 10)

The specification (2.9) arises very naturally in connection with the edge con-
dition of the uniqueness theorem for an open surface (see Section 1.3, (1.85)).
Thus (2. 5) and (2. 8) contain series that converge to their sums in the
weighted mean square sense with weight w.

Some care is needed in the interpretation of convergence of the series occur-
ring in (2. 4) and (2. 7). In our applications, Equation (2. 4) invariably arises
from enforcing the continuity of either the potential or of its normal derivative
across the aperture surface of the structure under consideration. Thus (2. 4)
is summable in the sense of Abel (see Appendix D.2), and moreover because
the coefficients in (2. 4) are O(n") for some r dependent only on «, 3, and
uniformly on [—1,tg], the series is uniformly Abel-summable on [—1,1¢].

Let us now describe the general scheme to solve Equations (2.4) and (2.5) by
the process of regularisation. This was briefly outlined at the end of Section
1.4. First we integrate, with weight function (1 + ¢)”, both sides of (2.4) over
the interval (—1,¢), using the integration formula (1.174) to obtain a more
rapidly converging series:

o0

2 mun (L= ra) = fu}b PR (@) = 0.t € (<1t0) (2. 11)

n=0
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This process is justified because the series is uniformly Abel-summable (on
closed subintervals of (—1,t)).
Next we use the integral representation (1.172) of Abel kind for Jacobi

Pygail’ﬁd‘»l)

polynomials , replacing index o by a« — 1 and 3 by g + 1:

P (1)

(1+t)7ﬁ71F(n+ﬂ+2) /t (1+x)ﬁ+n Péa—mﬁ-&-ﬂ)(x)
FrA-nmTn+8+14+n) /4 (t—x)"

dz (2. 12)

Substituting this representation for P 7™ in (2.11) and interchanging

the order of summation and integration, we obtain the functional equation

/t (t—x2) "U(x)dr =0,t € (—1,t0) (2. 13)

where

F'n+a+1)
(n+a+1-mn)

U@)=(1+2)""3 5 [ (1= 1) = ful PS40 (2).

n=0

(2. 14)
In obtaining the last equation, definition (2.3) was used. The interchange is
justified by the weighted mean square convergence of the series (2.14) (see
Appendix D.2). The reason for the constraint & —n > —1,8 > —1 is now
clear.
Equation (2.13) is the homogenous form of Abel’s integral equation. The
inverse formula (1.131) shows that (2.13) has the unique trivial solution, and
we obtain the functional equation

— l(n+a+1) s i
T;)F(n+a+1_n)[$n(1 Tn) — fu] P\OTTPED (1) = 0,2 € (—1,t0) .

(2. 15)

To obtain a second equation over the interval (Zo,1), involving the same

Jacobi polynomials as in (2. 15), it is necessary to utilise the integral repre-
sentation (1. 171), replacing n by 1 —n :

PlB) () = dz.

(1-t)"“T(n+1+a) /1 (1—2)7" Péa*nyﬁﬂn) (z)
Fmfn+a+l-n)J (z — )"

(2. 16)
Repeating the mathematical operations used to obtain equation (2.15) we find

= T(n+a+l) B
nl_ n) — Yn P(a n,8+n) = to,1).
ZF(TH—OH-l—??){w( Gn) = 9n} B () = 0,2 € (to, 1)

(2. 17)
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Combining Equations (2.15) with (2.17) we obtain

= _ Fi(z), =€ (—1,t0)
x, Pl () — ) T, : 2. 18
2 e P = gty e (o) @19
where
Fi(x) =) enl@nrn + fu) P70 (@),
n=0
Fo(z) = 3 en(@ntn + gu) P70 (2),
n=0
and
. F'n+a+1)

T(n+a+1l-mn)

We recall that the coefficients {z,}52, lie in a space dependent upon 7
(2.10). It simplifies the solution to modify the Fourier coefficients so that they
are square-summable sequences in lo = [3(0). Introducing the orthonormal

Jacobi polynomials P,(La’ﬂ ), defined by

PP (z) = PSP (2)/ || P | (2. 19)
where the square norm || P\ ||12= n{®™® is given by Formula (B. 20) (see
Appendix), we may normalise the coefficients x,,, fn, gn so that

P 'n+1+a) _ 3
ny JnsGng = h(a msB+m) nyJnsYn i 2.2
fom Fos 0} = 5 ey (] s fgads (2 20)

these sequences are square-summable:

{ynafnagn}zo:o S 12 (0) = l2~ (2 2]_)

Equation (2.18) becomes

o Al Gi(t), te (—=1,t)
(a=n,64+n) (4} — 1
ngoynpn (t) { Gg(t), te (t07 1) » (2' 22)
where
Gi(t) =D (ynrn + fn)PLTPFTN (1),
n=0
Ca(t) = S (ynn + §u) BT (1),
n=0
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Conditions (2.7), (2.8), and (2.10) dictate that all series in (2.22) are
Fourier-Jacobi series, so that we can exploit completeness and orthogonal-
ity of the orthonormal set {£{* 7T} on [~1,1]. After multiplication of
both sides of (2.22) by the factor (1 — )" (1 +¢ )ﬂ+n L8 (1) and inte-
gration over (—1,1), we obtain the following infinite system of linear algebraic
equations (i.s.l.a.e.)

ys + Z yn Tn Q(a 77 ﬁ+77) (tO)

= ot 3 (90— Fa) QT (1), (2. 23)
n=0
where s = 0,1,2, ..., and
1
QLA (1) = / (1—2)*(1+2)? Plo? () PP () da. (2. 24)
t

The function Qg(f;ﬁ) (t) is termed an incomplete scalar product of normalised
Jacobi polynomials with weight function (1 —z)® (1 +z)” for the following
reason. The conventional (weighted) scalar product of PP and PP is

1
AP (= [ a-a (e BN @) BN @) de (2 29)
-1
and the “incompleteness” of (2.24) refers to the fact that integration is per-
formed over the subinterval [¢,1]. We shall also employ the unnormalised
incomplete scalar product

1
Qe (1) = / (1—2)° (1 +2)° P9 () PO (2)dz (2. 26)

of unnormalised Jacobi polynomials. Some useful properties incomplete scalar
product are stated in Appendix B.6.

It can be shown that {QAS‘LB)( )} =0 is the matrix of a projection operator
K (t) in l3, therefore satisfying K (¢ ) = K (t) . Using this property and that of
the diagonal operators d, and d, which correspond to the diagonal matrices
diag{r,}22, and diag{g,}52,, one can prove that the matrix operator of
(2.23) is a completely continuous (or compact) perturbation H of the identity
operator [ in ly. Thus Equation (2.23) is a Fredholm equation of the second
kind (see Appendix C.3), which we may represent in the form

(I-H)y=b (2. 27)

where the vector b € ls may be readily identified; the solution vector y =
{yn}S2, lies in ly. Since projection operators have norm at most unity, the
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norm of the operator H is bounded by

| H [|< max | ry | +max | gy | (2. 28)

The Fredholm alternative (see Appendix C.3) is valid for (2.23) or (2.27);
the equations can be solved by the truncation method or, in certain cases, by
an iterative method of successive approximations. The truncation method re-
places the infinite system by a finite number (those indexed by s = 0,1,..., Ny;.)
of linear algebraic equations, in which all infinite sums are truncated to retain
only the variables yo,y1, - - ., Yn,,.. Note that the solution is explicitly obtained
in closed analytic form when r, = g, = 0. The mixed boundary value prob-
lems considered later will either have analytic solutions of this type or have
solutions which can, in principle, be obtained by the method of successive
approximations. In any case the system (2.23) is solvable numerically in a
satisfactory manner via the truncation method. A detailed discussion of the
rate of convergence of the solution to the truncated system to the exact (infi-
nite) system is given in [30]; this makes it possible to estimate and guarantee
accuracy of numerical solutions generated in this fashion.

A companion pair to the Equations (2.4) and (2.5) is the related set of dual
series

S (1 ) PO () = G (1) € (~1,1) (2. 29)
n=0
i A (Bya,m) @y (1 — 1) PSP (1) = F (1)t € (t,1). (2. 30)

n=0
The indices «, 3,7 are now constrained to satisfy o > —1,8 —n > —1. Essen-
tially, the subintervals on which (2.4) and (2.5) are enforced are interchanged,
and the factor A, (0, a,n) replaces A, (a, 3,1) . In contrast to (2.7), F is as-
sumed to be expandable in a Fourier-Jacobi series of the form

F(t) =Y A (B,a,n) [P (1), (2. 31)

n=0

but G is assumed to possess the same expansion (2. 8).
Applying the same method used above to solve (2.4) and (2.5), we find

= a+n,8—n Fl y L 717
3 Cpa, PTA (1) = {FQEQ . E Et0,1§0) } (2. 32)

n=0
where
Fi(t) = Y eul@ngn + 9a) PLHP 77 (),
n=0
Fa(t) = Y cal@nrn + fu) POTTP (1),

n=0
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and
F'n+p+1)

Cp = .
" T'(n+B+1-n)
After rescaling both known and unknown coefficients via

i oy LA 14B) [ ains—n]?
we obtain
- _ Gi(t), te(—1,t)
(a+n,6—n) — 1
2 P (@) = EE A U BT
where
Gl(t) = Z(ynQn + gn)pfla+n,577}) (t)a
n=0
Gat) = Y (Ynra + fu) BT (1),
n=0

From this, we finally obtain the i.s.l.a.e. of the second kind

(1 - qS) Ys + Z Yn (Qn - rn) Qgi+n7@—7l) (to)

n=0
=30+ Y (=) QU7 (10), (2. 35)
n=0

where s = 0,1,2,... This i.s.].a.e. possesses very similar properties to those of
(2.23).

It is not possible, in general, to solve the regularised systems (2.23) or (2.35)
explicitly in closed form, except for certain choices of ¢,, and r,,. Without loss
of generality we may suppose that ¢, = 0. As an example, consider

—A
nn+a+pG+1)

T'n =

for some constant A. Then (2.23) implies that

V(@)= 3w Pt (@)

n=0
satisfies
i |- )@ @]+ Av () -
w(lx)% (=) u) g @) we L),
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where
F(z) = fu P07 (),
n=0
G«(x) — Zgnps(zﬁ-mﬁ—n) (x).
n=0

The differential equation may be solved to yield, when x € (—1,1),

ot at 841 s aains
Y(x) —,;Jn(n+a+ﬂ+1)—AfnPsn+” " (z) + CHi(z) + DHa(z),

where Hy, Hy are a pair of linearly independent solutions of

w(lx) % {(1 — z?) w(m)%(m) + AY (z) =0,

and C, D are constants. The constants are explicitly determined by enforcing
continuity of Y and its derivative at the point ¢y, and the expansion coefficients
of Y are then explicitly calculated.

More generally, the same argument can be applied when

Ay n Ag P A,
nn+a+p+1) n2(n+a+pF+1)2 7 n(n+ta+B+1)r

rn =

to produce a differential equation of order 2r that may be solved provided the
corresponding homogeneous differential equation is solved. Again Y is made
fully determinate by enforcing continuity on Y and its first 2r — 1 derivatives
at to.

This idea lies behind various methods to improve the convergence of (2.23)
under truncation, by replacing it with a more rapidly convergent system. An
example of this technique will be given in Chapter 4.

Sometimes mixed-boundary value problems in potential theory or wave-
scattering theory lead to dual series equations for which the parameter con-
straints (namely o —n > —1,8 > —1 on the pair (2.4) and (2.5), or a >
—1,8 —n > —1 on the pair (2. 29) and (2. 30)) do not hold. We may over-
come this difficulty by transforming the initial equations to an equivalent set
which involve Jacobi polynomials with increased values of the indices.

There are two ways to effect such a transformation. One may apply the
formula deduced from Rodrigues’ formula [59] for Jacobi polynomials:

—2n(1—2)*(1+ )’ PP (z)

n

= L TP @) (2 36)

©2001 CRC PressLLC



A second way successively applies the integration formulae (1.173) and (1.174) .
With completely arbitrary values of the parameters « or 3, this construction
is rather cumbersome, so that a completely general solution of this problem
will not be presented here. However, we will treat specific examples in the fol-
lowing sections solving Equations (2.4) and (2.5) or Equations (2. 29) and (2.
30), to illustrate the merits and applicability of the abovementioned methods.

This completes our examination of dual series with Jacobi polynomial ker-
nels. The functions Qgiﬁ ) that appear in the final regularised system play an
extremely important role both in the analysis of and establishing the validity
of the solution, as well as a wider role in the general investigation of the single
(or double) layer potential density.

2.2 Dual series equations involving trigonometrical func-
tions

Dual equations with trigonometric kernels have been investigated by a great
many authors (see, for example, the bibliography in [55]). Apparently, Tranter
[62] was the first to solve equations of this type by the definition method
described in Section 1.4. In this section we present the original solution,
placing it in the context of the general theory developed in the previous section
for dual series equations involving Jacobi polynomials Pﬁa’ﬁ ),

The fundamental connection arises from the relationships (1.151)—(1.154)
between trigonometric functions and the Jacobi polynomials with indices o =
:I:% and 8 = :I:%. In applications the parameter 7 invariably takes the value
%, so as noted at the end of the previous section, the case when o = 3 = —%
must be considered separately, since the solution described for the pair (2.4)
and (2.5) requires o — i > —1, whilst that for the pair (2.29) and (2.30)
requires § —n > —1; an initial transformation as described at the end of the
previous section must be effected. On the other hand, when o = g = %, the

solution described in the previous section is valid.

Let us consider the following dual series equations with kernels eV :
bro —go+ Y {2 (1—gn) —&}e™ =0, [9]<p (2. 37)
n#0
axg — fo + Z | n | {20 (1 —7n) = Cuye™ =0, |9 ]> (2. 38)
n#0

where the unknown coefficient sequence {Zn}n7g() will be assumed to lie in
2 (1). The coefficients a,b, go, fo and the sequence coefficients &, Cn, ¢n, Tn
are assumed to be known; in addition, we suppose that q_,, = ¢n,7n = r_p,
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and
lim ¢, = lim r, =0.

Introduce the following notation:

Un | \zn—2n ) len) én—En) |hn Cn_Cfn

Then the pair of equations (2.37) and (2.38) is equivalent to the two pairs of
functional equations in which the unknowns x,,,y, are decoupled:

bxo — go + Z{xn (1—gqn) —gn}cosnd = 0,9 € (0,9) (2. 39)

aro — fo+ i n{x, (1 —ry) — fu}cosnd = 0,9 € (Yo, 7) (2. 40)

and
> {yn (1= qn) — en}sinnd =0, ¥ € (0,0) (2. 41)
n=1
Z n{yn (1 —7n) — hy}sinnd =0, ¥ € (Yo, 7). (2. 42)
n=1

Let us consider first the pair (2.41) and (2.42) with sine function kernels;
the pair with cosine function kernels will be treated later. Set z = cosp,
zo = cos ¢ and use (1. 153) to obtain

o0

S nfAn (1= 1) —d} PP () =0, ze (-1,20) (2 43)
n=1
S {4 (1= ga) — e P (2) =0, 2 € (2,1) (2. 44)
where r .
Apdeyy = L EOED o). (2. 45)

2 I'(n+13)

The rescaled unknowns {4, }22; lie in l5. Equations (2.43), (2.44) are of the
form (2.4), (2.5) because A\,_1 (%, %, %) = n, and we may conclude that

(1—ry)As + Z —90) QWY 1 (20)

= ds + Z ( ) 510 11)5 1 (20), (2. 46)
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where s = 1,2, ..., and

. [Ar(m+))  faw
{AsadSacs} - \/;F(n){AnadSacs} - ? {ynyhnyen} .

Notice that {4}, € lo.

We now turn to Equations (2.39) and (2.40) with cosine function kernels;
an initial transformation of the parameter values is needed. First, replace
the cosine terms by their Jacobi polynomial representation (1. 151). Then
integrate both sides of these equations using Formula (2. 36). (This term-by-
term integration is justified in the same way as in the previous section, using
results in Appendix D.2.) We then integrate using Formula (1.174) to obtain

1 0F Y L D e ) - P () =

Nl=

(azo — fo) {4 (1 + )% — (1 — )% [r + 2arcsint]}, t € (=1,t0), (2. 47)

2
VT
-0} st -0 —ad 2 ) -

(bzo — go) (1 + t)*% {g — arcsint} , t€(to,1), (2.48)

where t = cos 8, tg = cos .
Following the standard scheme described in Section 2.1, we obtain the dual
series equations

(L+8) > {an (1 —10) = £23P2) (1)
n=1

= -2 (CLIO — fo) hl[ (1 — t)], te (—l,to) R (2 49)

N | =

L+ > {zn (1= an) = g} P7Y (1) = =2 (bwo — go) . t € (0, 1), (2. 50)

n=1
where the unknowns {z,} -, € I (1). The following definite integral

? 2—|—arcsmx 1—=z

mmd =l —— (2. 51)

which occurs in this process may be evaluated from the transform
¢ @sin %9 do

Vcos@ —coso (2. 52)

—V27r1n <cos 2) =
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Introducing new coefficients

{jnafnagn} = \/z{xnvaugn} (2. 53)

we transform (2.49) and (2.50) to

Fl(t), t e (—1,t0)
Ft) = { Fy(t), te(to,1) (2. 54)

where

FO)y=1+tY &,P% 1), (2. 55)

Mg

n=1

Fy (t) = =2 (azo — fo)In B (1- t)} +(1+1) i (:&nrn + fn) PO (@,

n=1
(2. 56)
and

By (t) = =2 (bxo — go) + (1 + 1) Z Fntn + Gn) PV (1) (2. 57)
The rescaled solution {Z,}°2 ; belongs to I3 (2). Multiplying both sides of (2.

54) by P (0.1) { (t) and integrating over [—1,1], and employing the properties of
the mcomplete scalar product (see Appendix (B.6)), we obtain

(1 - Tm Tm Z{xn dn + gn f’ﬂ}Q;O 11 ,m—1 (t()) =
. 1—to - 1—t 1+to »
fn + 220 {mOP,Sj’Of (to) {b —aln <2°ﬂ + a%ﬂﬁ?fﬁ (to)}

1—to (1.0 11—t 1+1t0 501
+2{mP,(n_1)(to){go—foln( 5 )]—fo - fnfm},
(2. 58)

where m = 1,2, ...

Whatever the value of the constant z, the solution {Z,,}2°_; of the system
(2. 58) lies in ly; however, the value zg must be chosen so that it also lies in
[5(2). This depends upon the smoothness of the function F, which is related
to the rate of decrease of its Fourier coefficients [49, 79]. F is continuous
everywhere on the interval [—1, 1] because (2. 55) is a uniformly convergent
series. The functions F; and F» are continuous on the sub-intervals [—1, ¢y) and
(to, 1] respectively, so the only point where the function F' may lose continuity
is at tp; observing that F' is continuous at this point gives an equation for the
constant xg, namely,

Fi (to) = Fa (o) - (2. 59)
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From this condition we find

Tog=cC {go—foln(lgt())} +

1+t0 > ~ ~ 7 (0,1
3o D e (@ =)+ = fE (). (2 0)

= oo (5]

Combined with (2.58), the relationship (2.60) gives the solution of the dual
series equations involving trigonometric functions cosnid. Let us substitute
the expression (2.60) for 2 in Equation (2.58), keeping in mind the relation-
ship (see Appendix, (B. 171))

where

A 1—to)? - - n A
Q0,1 (10) = Ll PO (40) A0 (1) 4 Q1Y (). (22 61)

n—1,m—1 n—1,m—1

As a result we obtain

000 gy 00 +t)® P2 () P (o)
netmel b—aln (3 (1—1t)) n m

ago — fob 1+ 1o (0,1)
=F,+2 P (t 2. 62
b—ah’l(%(l—to)) m 1(0) ( )
where m =1,2,..., and
{Xm, Gy Fn} = m{m G, fm}- (2. 63)

Because {X,,}5°_; lies in lo, the solution {&,,} lies in I3(2) as required.

This completes the regularisation of the dual series (2.39) and (2.40) or
(2.41) and (2.42), and hence of the original system (2.37) and (2.38). There
is a companion set of dual series, in which the sub-intervals on which the indi-
vidual equations are interchanged. It is easily shown that they reduce to the
same equations as (2.39) and (2.40) or (2.41) and (2.42) via the replacements
to — —tl (191 =T — ’190, tl = COS’l91 = —COS’l90 = —to), AS — (—1)5 AS,
{Xma Gm, Fm} - (_1)m {Xma G, Fm}-

To complete our consideration of dual series equations involving trigono-
metric kernels, we now consider the pairs of functional equations

{ S o{@n (1= qn) — gn}cos (n+ 1) 9 =0, 9 € (0,9) 2. 64)
Yoo (n+3){zn (1 —ryn) = falcos (n+3) 0 =0,9 € (Yo, m) ’
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and

Don {yn( - )—en}sin(n+l)19:0, 9 € (0,9)
{En 00< ){yn( Tn)—hn}sfn(n—i—%)ﬂ:O, 196(1907707).(2' 65)

In addition, we consider the companion equations in which the sub-intervals
of definition of these equations are interchanged:

S o (n+3){zn (1 —ry) = fadcos (n+3)9 =0, Ue(0,9)
{z:’_oo{(xn (1 ) Gn) — gu} cos (n + 1) 19(: 0, ) 9 e (dg,m) & 60)
and
{ S o+ 3){yn (M=) —hy}sin(n+3)9 =0, 9 € (0,9) (2. 67)
Z;L.O:O{yn (1 _QH) _en}Sin (n+%)'l9:0a UAS (19077'()' ’

However, from the elementary relationships

cos(n+ %) (m—0) =(=1)"sin(n + 3) 0,
sin (n + g) (mr—0) =(—1)"cos én + Eg 0,

it is evident that the pair (2. 67) is of the same type as the pair (2. 64), and
also that the pair (2. 66) is of the same type as (2. 65). Thus, we shall consider
only the pairs (2. 64) and (2. 65) and find solutions with {2, y,}32, € l2 (1).

Using the identities (1.152) and (1.154), and setting t = cos ¥, tg = cos Yy,
we reformulate these equations in terms of Jacobi polynomials as

(an (L= 1) = fd P () =0, t € (<1,10),

i (n+3)T(n+1)

n=0 P(n—’—%)
(2. 68)

o~ I (n (-4:3)

Z = ; {xn(lfqn) — gn} P (t) =0, t € (to, 1) (2. 69)
n=0 2

and

Z ”)“’{yn< ) =B @) 0, te (<11,

B (2. 70)
T+, (3-3) =

;F(nJr%){y( q } () 0 ) ( )

The general theory, developed in Section 2.1, is applicable to the second

pair of dual equations, (2.70) and (2.71). Weset n = a = %,ﬂ = —%, so that

An (o, B5m) =n+ %, and then represent these equations in the standard form

S (; ~5; ;) (=) —hEP T () =0, te (<1t) (2 72)

n=0
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S (1= g — e} P (1) =0, te (to,1) (2. 73)
n=0

where I 0
n +
hierlt = ——{yn, hn,ent. 2. 74
{Yn:hnsen} F(n+%){y en} (2. 74)

The regularised system from (2. 65) is thus directly obtained from (2.23): the
rescaled coefficients and unknowns

1 2
{Y;, Hs, Es} = (s + 2) {ys, hs, es} (2. 75)

satisfy

(1 - Ts) Y, + Z Y, (Tn - qn) Qg%o) (tO) =H, + Z (ES - HS) Qg%m (tO)

n=0 n=0
(2. 76)
where s = 0,1,2,.... Notice that in this case the incomplete inner product

) g?;o) is simply an incomplete inner product of normalised Legendre polyno-

. - 1
mials P, = P,(ZO’O) = (n + %) 2P,

1
QL0 () = [ PPy () (2. 77)
to
Let us now consider the remaining dual series equations, (2.64). Instead of
applying the variant (2. 36) of Rodrigues’ formula as was done previously (cf.
(2. 47),(2. 48)), we apply the integration Formulae (1.173) and (1.174). First
we use the relationship (1.173) with o = —%,ﬁ = %,

Nl=

! —11 1—t
/ (-2t P () g = %Pﬁ ) ) (2. 78)
t n+3
and integrate both parts of Equations (2.68) and (2.69). (The term-by-term
integration of a square-summable Fourier series is justified.) As a result, we

obtain

I'(n+1) o (1 —r ) — P(%,—%) —CO(1—p "} B
nzz;)ir(rwé){ n(L=rn) = fo}Pn (t) (1-t)"2, te(=1,t),
(2. 79)
o~ L(n+1) (3-4)
— —{r, (1 —qn) — gn} P (t) =0, t € (—1,tg), 2. 80
;F(nJr%){ q g } € 0) ( )

where C is a constant to be determined later. This is in standard form for the
application of the Abel integral transform method outlined in the previous
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section (witha=n=13= ) The first step is to integrate (2.79) again,
but using Formula (1.174)

witha = 1,8 =—1
/tl 1+2) 2 P (3)dp = (lntrlgé P 4. 2. 81)
We find
(1+1) ni_: (( +§)) (on (1= 1) — 3 PH) (1)

= C( + arcsmt) te(—1,t). (2.82)

Repeating the steps of the method described in the previous section converts
Equations (2.82) and(2.80) to the equivalent pair

3 [ FR(t), te(-1,t)
;ﬁﬂm_{ﬂwte%j}, -
where
Fi(t) = (i)z K ( 12+t> C+ Z (ZnTn + fn) P (1),

oo

Fy(t) =Y (Tnn + gn) Pu (1),

n=0

and K denotes the complete elliptic integral of first kind (see Appendix, (B.
78)). The value of the constant is determined by

0—(’5)2{K< 1;”)} Z{xn =) 4 90— F}POO (1)

(2. 84)

and the coefficients {z, }52, satisfy

1 —Ts Z{xn qn — Tn 5” ) (to)

_ <> c/to 1+t)/2) P, (t) dt
+ﬁ+2}%—n>m>m>(2%>
n=1

where s = 0,1,2,.... Note that Q(O ¥ is the unnormalised incomplete scalar
product. The integral appearing in (2. 85) may be simply expressed in terms
of complete elliptic integrals (see later, (5. 50)).
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This completes the solution of the dual series (2. 64) and concludes our
regularisation of dual series equations with various types of trigonometric
kernels.

2.3 Dual series equations involving associated Legendre
functions

The associated Legendre functions P}* provide another interesting and spe-
cial set of kernels for dual series equations, worthy of examination in their own
right. Because P is essentially the m'" derivative of the Legendre polynomial
P,,, m-fold integration of the dual series equations immediately produces dual
series equations with Legendre polynomial kernels that are readily solvable.
This section examines the solution obtained by this simple process. For large
m, however, the resulting scheme is numerically unstable; two stable modifi-
cations are therefore described. The advantages and limitations of the original
and modified systems are discussed. These results were obtained jointly with
Yu. A. Tuchkin; some of them appear in [72].

We therefore consider dual series equations involving associated Legendre
functions P! (cos @), and exploit the solution already obtained in Section 2.1.
The index m is a fixed nonnegative integer. The dual series equations

i (1 —e,) P (cosl) = G(0), 0 € (0,6h) (2. 86)
Z 2n+ 1)z (1 — py) P (cos8) = F(0), 0 € (0g,7) (2. 87)

are to be solved for the unknown coefficients {27"}2° . The quantities
{entnioAtn}no are assumed to be known sequences of, in general, complex
quantities decreasing at least as fast as O (n_z) asn — 00 :

en=0(n"?) ;=0 (n?). (2. 88)

The functions G, F' are assumed to be expandable in Fourier-Legendre series

o0
Z gt P (cos ),

oo

Z (2n+1) £ P (cos0) . (2. 89)

n=m
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where the coefficients ¢ and f* are of the form ¢ = a,n™"™ and f/* =
Bnn~ ™1 and satisfy

i o |* < 005 i 1Ba]? < o0. (2. 90)

Furthermore, all the series contained in (2.86), (2.87), and (2.89) are assumed
to be the Fourier series of their respective sums, i.e., are convergent in the
weighted mean square sense with weight w, »,(z) = (1 —22)"™ .

When n > m, the relationship between the associated Legendre functions
P and the Jacobi polynomials PT(LTWT ) i (see Appendix, (B. 48))

1
L+ m+1) pomm (cos0). (2. 91)

pm . — 9~ Mgip™
n (CObG) ¢ F(n—i—l) n—m

The connection with Legendre polynomials is

m M
P (z) = (-1)" (1 —2%)" o —P, (). (2. 92)
In terms of the parameters of the dual equations considered in Section 2.1,
a=p0=m, andn:%.

Because of this connection, it is natural to seek the solution of the pair
(2.86) and (2.87) in the class l5 (2m) defined by (2.9):

{22, € 1o (2m) (2. 93)

This condition which appears naturally in both potential theory and wave-
scattering theory for open spherical surfaces, is equivalent to the boundedness
condition for the energy integral, which is taken over a finite volume including
the edges.
Defining
Ry (2) = Pot1 (%) — Pao1 (2),

the Legendre polynomials obey (see (1. 123)),

d

2n+1)P, (z )*d R, (). (2. 94)
All series in (2.86), (2.87) are (generalised) Fourier series, so they can be in-
tegrated term-by-term (see Appendix D.2). Set x = cos 6. Divide (2.86) and
(2.87) by (1 — xg) 2 then integrate each equation m-times; a further integra-
tion of (2.87) is made using (2. 94). As a result of this process, polynomials
(in x) of degree m — 1 and m, respectively appear on the right-hand sides of
these equations with coefficients deriving from integration constants. Express
each polynomial as a finite sum in terms of Legendre polynomials, with some
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undetermined coefficients to obtain

Z ' (1 —ey,) Py (cosf) =

m—1

3" CPy (cost) + S [P, (cos), 6€(0,60), (2. 95)
n=0 n=m
> @ (1= ) R (cos ) =
- m—1
> (€ + A7) Ry, (cost) + Z 9 Ry (cos0) 0 € (6g,7) (2. 96)
n=0

where coefficients A}, C7"" denote arbitrary constants of integration.
This system has a solution in Io, i.e.,

{zn tozm €12(0) = la. (2. 97)

Each solution of (2.86) and (2.87) is a solution of (2.95) and (2.96) whatever
the values of the coefficients A", C7* may be. However, any solution of (2.95)
and (2.96) depends on the 2m arbitrary constants A, C7"* and so in general
is not a solution of (2.86) and (2.87). We now show how to determine A",
C™ so that (2.93) is satisfied; the solution of (2.95) and (2.96) will also then
be the solution of (2.86) and (2.87). This depends upon differentiating (2.95)
and (2.96) the required number of times.

We now use the Dirichlet-Mehler integral representations for Legendre poly-
nomials (1.149) and (1.150) and observe that

2\[/ sm <psm<p

(cos cp — cos 9)

R, (cos9) dp

Q\f cos (n+ 1) psin <p
= i
(cos ¢ — cos 9)

Transfer all terms in (2.95) and (2.96) to the left-hand sides of these equa-
tions, use the Dirichlet-Mehler integrals, and substitute the expression (2.98) .
Invert the order of summation and integration (the validity of this operation
is ensured by (2.88) and (2.97)) to obtain two integral relationships, each of
which is a homogenous Abel integral equation with a unique zero solution.
As a result we obtain the following dual series equations.

Zx cos<n+ )9_

h S cre (e D)o { RO D00 o

n=0

(2. 98)
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where

- 1
Fi( :Z x 5n+fm)cos(n+2)9

m—1

= 1
Fy( Z T ,un+gn)c05(n—|— >9+2Amc05<n+2)9

The set {cos ( %) }n o is orthogonal, so multiplying both sides of Equa-
tion (2.99) by cos ( ) f and integrating term-by-term over [0, 7], we find

O+ S (e — ) + (2 — 97} Qun (60)

n=0

where s =0,1,2,...,m — 1, and
]‘ - ,LLS Z {fﬂ - 8n) an (00)
- gs + Z fn gn an 00 Z A an 90 (2 101)

11
where s =m,m+1, ..., and Qq, (6p) = Qg;éi) (cos ).
Equation (2.101) is an infinite system of the linear algebraic equations of
the second kind for the unknowns {7} - its solution depends on the m
constants A7, ..., A% _,.

Let us introduce the formal notation D¥ (99) for the k-th derivative (with
respect to 1) of

0 m—1
Z {z7t (en — pn) + (f — g) } cos <n+ ;) 9 — Z AT cos <n+ ;) 9.
n=m n=0
(2. 102)
Recollect our assumption that the solution of (2.101) belongs to the class
I3 (2m). From standard results, which connect the smoothness of a function

with the rate of decrease of its Fourier coefficients [49, 79], the enforcement
of the aggregate of m conditions

DF (99) =0, k=0,1,2,...,m—1 (2. 103)

on Equations (2.99) is necessary and sufficient for the solution (2.101) to
belong to the class I3 (2m). Assuming this, one can differentiate the Equations
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(2.102) term-by-term. Combining (2.101) with (2.103) (the result of term-
by-term differentiation of (2.102) at the point § = 6y), we are led to an
infinite system of the linear algebraic equations for the aggregate of unknowns
{Ap}r) and {am}e, € I (2m).

It can be shown that Equations (2.86) and (2.87) are equivalent to the
set of Equations (2.101)and (2.103); thus, we have successfully converted the
original dual series equations (2.86) and (2.87) to an infinite system of linear
algebraic equations, which can be solved by various numerical methods. The
solution has asymptotic behaviour

k
™ = %.ng;ﬂ (60) + O (s7™7?), (2. 104)
(s+3)" 7

as s — oo, where U™ (6y) = sin (s + 1) 6 or cos (s + 1) 6y according as m is
even or odd.

The simplicity in calculating the matrix elements of the system (2.100),
(2.101) and the condition (2.103) is attractive: only trigonometric functions
are used. However, it can be shown that for large m this scheme is unstable,
and leads to significant errors in the calculation of the coefficients A)". But
provided m is not large, this system is very suitable for numerical calculation.
Let us therefore modify the system to improve its stability. Write (2.103) as
m equations for the unknown values A"

[ &= 1 x 1
o AZ‘COS<H+2>H—ZW,TCOS<TL+2>9 =0,
n=0 n=m 0=00
(2. 105)
where £k =0,1,2,...m — 1, and
Wit = a3 (en — pn) + 1" — g0 (2. 106)

Assuming that conditions (2.103) are satisfied, we wish to obtain a nu-
merically stable algorithm. Let us consider the orthonormal family of Jacobi

polynomials (n > k, k fixed),
PU=3R3) (o) = (1" [ (n—k)! 1 d\"|cos(n+3)6
n—k sin 0 df cos 30

VB

Vol (n+E)!
(2. 107)
The coefficients A" admit the representation
AP =" Wrad,,, n=012..m-1 (2. 108)

j=m
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where the coefficients o, ( j > m) are solutions of the equations
o ((n+ k) B o (k=1 k+1)
Z ol { (= k‘)'} P, (cos )
n=~k ’

B {8 - g: } AU (cosh), (2. 109)

for k=0,1,2,...,m — 1. For every fixed j, the matrix of the system of Equa-
tions (2.109) is upper triangular, so the solution can be easily obtained by a
recursive procedure.

Now differentiate (2.99) m times to obtain an equivalent system of linear
algebraic equations. Accepting the representation (2.108) for the coefficients
A" the final system is

B0 (L= ps) = Y & (en — ) Wi (60)

=g+ fj (Fr—gw) Wi @o), (2. 110)

where s =m,m+1,m + 2, ... and

~m  pfm am 1 " m em .m
m—1 1 m
W) = UR 6 - Y (i4g) alUnG). (2o
n=~k

and

1 [bm(s_ﬂ)eo +(=1) (2. 113)

Usj (90):7 s—j

msin(s—l—j—Fl)Ho]
7r

s+j+1
with the understanding

[sin nby ] 0
= 0p.
n=0

n

Thus, the initial dual series Equations (2.86) and (2.87), with associated
Legendre function kernels, are transformed to the equivalent system of linear
algebraic Equations (2.110); it is a second-kind equation that is a completely
continuous perturbation of the identity operator in lo. However it is signif-
icantly more stable than (2. 101) and (2. 103), albeit at the cost of rather
more complicated coefficients. Another stable form may be derived as follows.
Using the relationship (2.107), we represent (2.99) in equivalent form

X\ (a2 Y Fi(0), 0 € (0,0
3 bl oy 5 e oy (B0 0 000
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(2. 114)

where
Fi(0) = Z (xien + f7) I:’TS_E’E) (cos0),
S (-+:4) S qmpl-id)
Fy(0) = Z (27 iy + g™) Pa 272/ (cos ) + Z AT Py 27?7 (cos).
m n=0

For these orthonormal Jacobi polynomials the following differentiation for-
mula holds when k < n, [58],

dk
dzk

p( 3k+3)

N

B (@) = [+ 1) (0 — )Y (©); (2 115)

the k-fold derivative vanishes when k > n. Introduce the new unknowns and
coefficients

ey = { I e ). (2. 116

It follows from (2.90), (2.93), and(2.111) that
{vn' FR' GR bl €12 =12(0). (2. 117)
Assuming that condition (2.93) is valid, we may differentiate the Equation

(2.114) m times term-by-term with respect to z = cos . Keeping in mind the
relationship (2.105), we find (setting xg = cos 6p),

o mp(m—dmtd) o [Fi(x), @€ (=1,)
T;nyn Pn—m (CL’) - FQ(Z‘), T € (an 1) (2 118)
where
= m A(m 3.mt3 )
R = 3 e+ G AT @),
(et g1
The polynomials PS( 2+3) are orthonormal on [—1, 1] with weight function

m— 27m+ )

w(z) = (1 - x)m_% (1+ x)m+%; multiplying (2.118) by wP( and
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integrating term-by-term over [—1, 1], we obtain the infinite system of linear
algebraic equations

(=3 1)

00
(1 - 88) ygn + Z y:zn (671 - /’Ln) stm,nfm (‘/EO)

=G+ Y (Fr - G;”)QgT;i’Tf) (o), (2. 119)

n=

where s = m+1,m+2, ..., and the usual normalised incomplete inner product
has been employed.
Comparing (2.111) with (2.116) we have

{am. f g} = o {yr B Gy (2. 120)
where .
1\ [(n—m)]?

m= = — . 2. 121

= () [ e

Observe that k' — 1 as n — oo. In addition, it can be shown that the
following relationship holds:

N 1 1
(m—1m+3

Qs—m,r—m

)(00500) =k (k™) W (6) . (2. 122)

n

1 1
Formula (2.122) can be used for calculations of Qg’f,;if;f 5) (cos ), employ-
ing (2.112). The systems (2.110) and (2.119) are practically identical, differing
only in the normalisation (2.120).

In summary, we have shown how to regularise the special class of dual se-
ries Equations (2.86) and (2.87) containing associated Legendre functions as
kernels. The simplest approach essentially integrated the series equations to
obtain dual series equations with Legendre polynomial kernels, together with
constants of integration that are uniquely determined by some differentiabil-
ity conditions. This produced (2.100), (2.101), and (2.103). The simplicity
in calculating the matrix elements of this system is attractive: however, as
already noted, it is unstable for large m and leads to significant errors in the
calculation of the coefficients A]". But provided m is not large, this system
is quite suitable for numerical calculation. In order to rectify this instability,
the modified system (2.110) was derived, and its normalised variant (2.119).
Both these systems are stable, but the algorithm for calculation of the matrix
coeflicients is rather more complicated.
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2.4 Symmetric triple series equations involving Jacobi
polynomials

Triple series equations present an obvious extension and generalisation of
dual series equations. In this section we consider symmetric triple series
equations, the kernels of which are Jacobi polynomials P,(LO"B ). Without a
significant loss of generality, we restrict attention to kernels of most use in
subsequent chapters, the ultraspherical polynomial P,(La’a); the parameter 7
that occurred in Section 2.1 will be fixed to be % Moreover, the interval [—1, 1]
is subdivided into three subintervals on which the corresponding functional
equations are enforced, so that the middle subinterval is symmetric about O.
Thus the term symmetric equations highlights two different aspects: equality
of the parameters a and 3, and a symmetric subdivision of the full interval of
definition [—1, 1]. Nonsymmetric subdivisions will be deferred to Section 2.7.

Retaining all the notation introduced in Section 2.1 we consider equations of

two types, Type A and Type B, being, respectively, the sets of triple equations

Z {20 (1= qn) —gn} Pl (£) = 0, t € (=1, —tg),
n=0

(2. 123)
S Al 5 3) (1 1) — ok P (6) = 0, 1 € (~to, ).
- (2. 124)
S (on (1 ) — g0} P () = 0, £ € (10, 1),
- (2. 125)

and

i Aoy o 3) {an (1= 1) — fu} Pl (1) =0, t € (—1, —tg),
n=0

(2. 126)
S (o (1 4a) — g0} B (6) =0, € (~to,t0),
" (2. 127)
S A (s 1) (1= ra) = fu} P (1) = 0, ¢ € (0, 1),
" (2. 128)
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where we recall from definition (2.3), the coefficient
An (ma;%) :n—i—a—i—%.

The solution {z,} -, is sought in the class ly; in addition, we assume that
{futnzo Agntnzo € lo-

2.4.1 Type A triple series equations

Using the symmetry property of Jacobi polynomials (see Appendix, (B. 26),
with 6 = «),

P (—t) = (—1)" P (1)
we may transform the Equations (2.123)—(2.125) to two sets of dual series
equations, for the odd (I = 1) and even (I = 0) unknown coefficients, re-

spectively; the interval of definition of the dual equations is halved. The
coefficients satisfy (for I =0,1)

S {zonst (1= anst) — gonst} Paey (2) =0, z€ (=1,-2), (2. 129)
n=0

oo

> Aonsio, 0 3 {@anst (1= r2n11) = fanti} Pany) (2) =0, 2 € (—20,0),
n=0
(2. 130)
In itself, this transformation does not construct an effective solution of equa-
tions of Type A. The key step is to connect the ultraspherical polynomials
with Jacobi polynomials [58]:

F'n+1l) TECn+a+1+1)
2n+1+10) Th+a+1)

ple) () _ AP (222 1)L (2. 131)
iy

2n+1

This transforms the dual Equations (2.129) and (2.130), which are defined
on [—1,0], to another set of dual equations that are defined on the complete
interval [—1,1]. Setting u = 222 — 1 and ug = 222 — 1, we obtain

ad a—l—l ]. % " a,l—l
Z (n+2+4> {x2n+l (1*7’2n+l)*f2n-~-l}Prg 2)(u):0,

n=0

u€ (—1ug) (2. 132)

o0

Z {25,010 (1 — Gen+1) — Gonsr} Pﬁ“’li%) (u) =0, u € (ug,1) (2. 133)

n=0
where the rescaled coefficients are
. y . T+ 1)T2n+a+1+1)
{x2n+l’ f2n+l7g2n+l} - T (2n +1+ l) T (n +a+ 1) {x2n+la f2n+l792n+l}'
(2. 134)
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In order to apply the method developed in Section 2.1, rewrite the dual
equations as

a—2x1
Z {AL (1= rony1) Xong — F2n+l}P 2 )(u) =0, u€ (—1,up) (2. 135)

Z{ (1 = qans1) Xopy1 — G2n+l}P(a 5) (u) =0, u € (up,1) (2. 136)

n=0
where )
F'(n+a+1) (al,l)}2
Xon hy 2 5l 2. 137
2n+1 F(?’l+0&+é){ v Lon+i ( )
1
F'n+a+1) (al,l)}z
Gan hay ? 5 2. 138
2n+1 F(n—&—a—i—é){ D) 41 ( )
oo (ot NP d) [ (eeb) %f* . 130)
2l = 2 4) Tn+i+n " 2t '
and
+1 IN\NT(n+l+3)T(n+a+3)
AL = ari, 2 2/ 2. 140
" (n+ 2 +4> Tn+i+1) T(nta+tl) ( )

From Field’s formula for the ratio of Gamma functions (see Appendix, (B.
7)), we deduce
AL =1+0(n"?), asn— oo, (2. 141)

and introduce the asymptotically small parameter ¢!, defined by
eh=1-A,=0(n"?). (2. 142)

After some rearrangement (2.135), (2.136) become

innHP,Ea*%’l) (u) = {?;EZ)) u€ (—1,u0) } (2. 143)

—~ u € (ug, 1)

where

e (-1
Fl (’U,) = Z { [TQH-H + &‘il (1 - TQTL‘H)} X2n+l + F2n+l} Péa Q,Z) (u) ’
n=0

a—11
Fy( Z {@2n+1Xon+1 + Ganti} P( 54) (u).
n=0

As usual, multiply both sides of Equation (2.143) by the factor

(- ) (1 + ) B ()
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and integrate over [—1,1]. The result is an infinite system of linear algebraic
equations, the matrix operator of which is a completely continuous perturba-
tion of the identity (in l3):

{1— [rosqi + eb(1— rost1)] } Xospi—

Z Xon+i {@2nt1 — [ronsi + el (1= rant1) ]}Qnﬁii,l) (uo)

= Ala—11
=Foopy + Z (Ganti — Fonti) ng #1) (uo), (2. 144)
n=0

where s = 0,1,2, ... .This regularised system is valid for both even (I = 0) or
odd (I = 1) coeflicients.

A remark is in order. When a = %, the kernels essentially reduce to the
trigonometric functions sinnd and ¢, = 0 for all n. However, the procedure
above is applicable only when o > —%. To circumvent the difficulty encoun-
tered when a = —%, (corresponding to the kernels cosnf) we may use those
devices applied to obtain solution of similar equations in previous sections
(based on Rodrigues’ formula, etc.).

2.4.2 Type B triple series equations

A similar argument to that employed in the last section transforms the triple
series (2.126)—(2.128) to the analogue of (2. 132) and (2. 133). Omitting the
preliminary steps of this deduction, we obtain (with the same notation)

= * * O‘*l_%
Z {@5n 01 (L= q2ns1) — G5} Pﬁ ) (u) =0, u e (=1uy) (2. 145)

oo

Z ( + a—” + 1> {23,001 =ron41) = fonii} PTEQ)F%) (u) =0,
u € (ug,1) (2. 146)

The odd case (I = 1) of the dual pair (2.145), (2.146) is solvable by means
of the general theory developed in Section 2.1, when o > —1. We obtain the
regularised system

(1= g2s41) Y2541+
A(a+3,0
> {azns1 = [rant1 + pn (1 - 7"2n+1)]}y2n+1Qr(10; ) (uo)

+1,
*925+1+Z<f2n+1 92n+1> (a 3.0)

n=0

(o), (2. 147)
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where s =0,1,2, ..., and

L(n+3) ( (at+d.0) H .
Yont1 = Fni{hn 2 } Top41s (2. 148)

Tt [ o)t

gon+1 = F(nf {hn } 92n+1>
F( a+1,0 % *
F( h'gl : )} f2n+17

p n+a+1) a 3
1= (a5 4 2
font n+a+;)( s+ 34
and 3\ T'(n+1)T( 1)
« n —+ n—+ o+
n=1—(n+—+- . 2. 149
g ( > 4)r(n+g)r(n+a+g) (2. 149)

The parameter ju, is asymptotically small: i, = O (n™2) as n — oo.

In the even case (I = 0) the parameters fall outside the range of applicability
of the method described in Section 2.1. This necessitates the application of
another method that was used in the analysis of Equations (2.39) and (2.40),
which can be considered as a particular case of the more general Equations
(2.145) and (2.146) with values @ = —3, I = 0. Although the solution can be
obtained in this more general case, we omit the details, and confine attention
to a specific example that will be treated in Section 4.4.

2.5 Relationships between series and integral equations

This purpose of this section is to explain the relationship between some
classes of series and integral equations, and to show how the scope of the
Abel integral equation method may be expanded to establish such connec-
tions. Dual integral equations will be considered in their own right in the
next section. The results of this section are based upon those obtained by W.
E. Williams [76], [77]; A. A. Ashour [3]; and J. S. Lowndes [37].

Let m be a fixed nonnegative integer. We consider two basic kinds of dual
series equations. The kernel of the first employs associated Legendre functions

> ar Pl (cosf) = Fy (0), 6 € (0,60), (2. 150)
> @n+1)ap P (cosd) = G, (0), 0 € (0,7), (2. 151)
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whilst the second employs trigonometric kernels,

Zb sinng = f (), ¢ € (0,%00), (2. 152)
ann sinnp =g (¢), ¢ € (po, 7). (2. 153)

In addition, we consider two types of dual integral equations. The kernel of
the first is a Bessel function of integer order m,

/ A m(Ap)dA=E, (p), 0<p<a (2. 154)

/ MoV M) dX = Hon (p), p > a (2. 155)

whilst the second has a trigonometric kernel,
/ B (u)sin (px)dp=c(x), 0<x<b (2. 156)
0
/ pB (p)sin (px)dp = h(x), >0 (2. 157)
0

The functions F,, Gy, f, 9, Em, Hm,e and h occurring on the right-hand
sides of (2.150)—(2.157) are assumed to be known; the equations are to be
solved for the unknown coefficients a]",b,, and functions A,,, B, respectively.
Let us extend the domain of definition of the functions occurring in Equations
(2.151) and (2.155) in the following way. Let

n;n (2n + 1) al P (cos §) = { g; Ezg ’ c Egoeg)) } (2. 158)
and - Lo (o). 0<
_[Ln(p),0<p<a
/O Moy (\) o (Ap) dA = { o 0sns } (2. 159)

The relationship between the coefficients a]' and Cy, (0), or between the co-
efficients A,, and L,, (p), is found using the orthogonality of associated Leg-
endre’s functions P on [0, 7], or by using the Fourier-Bessel transform as
appropriate:

(n —m)!

1 o .
Q(n—"—q’n)'\/o d981n90m (O)Pn (COSQ)+

1(n—m)!
Z(TH‘m)!/go df sin G, (0) P (cosf), (2. 160)
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Ay (N) = /Oa 7Ly (1) T (A1) dr + /Oo rHp, () Jm (A1) dr. (2. 161)

Now substitute these expressions for a* or A,, in (2.150) and (2.154). This
leads to two first-kind Fredholm integral equations involving the unknown
functions C,, and L,,

/ " a9 sin 90, (0) K1 (9,0) = 2F,, () — G%, (8), 6 € (0,60), (2. 162)
0

/Oa dr.orLy,(r)Ka (r,p) = E(p) —H" (p), 0<p<a, (2. 163)

where

1 0 (7 tan®" fod ™ Gy (9) cot™ 390
an(e):—cotmf/ ‘“01/ m (D)ot 39 19 (2. 16)
Q 2Jo (cosp —cos)? Joo (cosp — cosid)?
2m
HE (p) = (PR / r—or (2. 165)
0 (p? — 22 )z
and the kernels of these integral equatlons are
K, (0,0) = i =)} i (o5 9) P (c0s6) (2. 166)
L _n:m(n—i-m)! '
Ka(rp) = [ I () T () 0 (2. 167)
0
These kernels admit the representation
1 0 / 9 min(6,9) t 2m 1 d
K1(1979):—cotmfcotmf/ an T Phdind T
T 2 2.Jo (cosp — cosh)2 (cosp — cos V)2
(2. 168)
2 min(r,p) 2m g
K2 (7’7 p) = 7,,,—mp—m/ © 1 : 1 (2 169)
0 0 (r2 — 22)2 (p2 — 22)2
With the change of variables
z:tang, rztang, p:tan§,
it can be shown that
9 0 0 9
K. — — | =2cos=-cos =K 2.1
9 (tan 5 tan 2) cos 5 cos 5 K1 (9,0), (2. 170)
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so establishing a relationship between Equations (2.162) and (2.163); they are
identical provided

Lo, (tan g) = cos® gcm (), (2. 171)
E,, (tan g) = cos gFm (), (2. 172)

H (tan 2) = cos® gGm (9), (2. 173)
m* (tan g) = cos QG;‘U (9). (2. 174)

Thus, we have demonstrated a one-to-one correspondence between the dual
series Equations (2.150) and (2.151) and the dual integral Equations (2.154)
and (2.155), and their solutions. If the condition (2. 172) holds, we find

Z an' P (cos 8) = sec g/ A (A) I ()\ tan 9) dA. (2. 175)
0

n=m

In a similar way, if the condition (2. 173) holds, we find

i 2n+1)a (cosﬁ)—sec32/() A (A) I, ()\tan9> dX. (2. 176)

n=m

We may now determine the relationship between solutions of these equa-
tions. Multiply both parts of equations (2.176) by the factor sin § P (cos §)
and integrate over [0, 7], to find

(n —m)!
" (n—l—m)!><

/OOo {/Ooo A (A) T (M) dA} \/%P,T G:L 2) du. (2. 177)

On the other hand, using the Hankel transform, multiply both parts of (2.176)
by cos %Qtan %HJm (u tan %9), and integrate with respect to p = tan %9 over
(0,00). This gives the relation

1 ! > 11—z dx
A (N = —= 2n+ 1) a* P I | M) —— | —.
) M/l{;w )a n<x>} ( 1+m>m
(2. 178)
Thus the solution of dual- (or multiple-) series equations has its counterpart

in the solution of the corresponding dual- (or multiple-) integral equations,
and vice versa.
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Let us now demonstrate that the same is true for the pairs of Equations
(2.152) and (2.153) and (2.156) and (2.157). These equations are reducible to
first-kind Fredholm integral equations of the form

Mo RGP =T e -5 @) pEO),  (2179)
and ,
/0 I(y) K4 (xvy)dng[e(x)—h* (x)], 0 <z <b, (2. 180)
where
/dtﬁtQé/ dy yitﬁ, (2. 181)
. 1
=g /f gy § vl

and the kernels of the integral equations are, respectively

tan %go + tan %ﬁ

= sinnBsinng 1
Ky (B,p) =y TPERNE _ . (2 183)
; n 2 |tan ¢ — tan 13
0o s . 1
K4<x,y>:/ shoposingy 1y, “y‘. (2. 184)
0 H =Yy

The kernels K35 (0, ¢), K4 (x,y) have a representation of the same form as
(2.168) and (2.169). A more general representation for this type of kernel is
derived later in this section. The relationship between the integral Equations
(2.179) and (2.180) is established by observing that under the substitution
T = tan %ga, y = tan %&

Ky (z,y) = K3 (8, ).

Thus, the integral equations are equivalent with the identification

l (tan g) = 2cos? gC(ﬂ), (2. 185)
e(tan ) (), (2. 186)
(tan ) (), (2. 187)
h <ta ) = 2cos? ﬂg(ﬂ). (2. 188)
Thus, if the following relation is valid
an sinng — / B (u)sin (,utan )du, (2. 189)
k=1
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then so too is the relation

Z nby, sinng = sec? g / uB (u) sin (u tan %) du. (2. 190)
k=1 0

Thus, the unknowns {b,} -, and B are connected by
2 T o0
by = — dep sin ne sec? 2 / uB (p) sin (utan f) dp. (2. 191)
™ 0 2 0 2
The relationship stated above between some specific series and integral
equations is not special and exists under more general conditions, which we
now explore. The kernels of the series equations considered above are essen-
tially Jacobi polynomials with symmetrical indices (see Formulae (1.153) and
(2. 91)):
(3.4)

sinnp o< P,2/%/ (cosp), P (cosf) x PT(LT,LT) (cos®).
On the other hand, since sinva o J 1 (vax), the corresponding integral Equa-
tions (2. 154)—(2. 157) involve the Bessel functions of order equal to 3 or an
integer m. We extend our considerations to series equations with ultraspher-
ical polynomial kernels P,Ea’“), having arbitrary index «, and relate these to

integral equations with Bessel function kernels of the same order «. So fixing
«, let us examine the extended class of dual equations

i an P (z) = F (x), z € (=1, x0), (2. 192)
n=0
Z A (@, a51) an P (2) = G (z), x € (20,1), (2. 193)
n=0
and
/Oo NTAN) Ju Ap)dA = g (p), 0< p< 1, (2. 194)
0
| A0 00 =1). 91, (2. 195)

where the parameter 7 satisfies 0 < n < %, and the value A, (o, ;1) defined
by (2.3) has the property

F(n+a+1+mn)
'n+a+1-—mn)

An (,a5m) = =n*"(1+0(n"")) asn—oo. (2. 196)

Paralleling the argument previously employed, let us extend the domain of
definition of the functions occurring in Equations (2.193) and (2.194), so that

> A (a, 05m) an PY) (z) = {g((i)) xfé}ioxi’;} (2. 197)

n=0

©2001 CRC PressLLC



and

/OOWA(A) (/\p)dA—{g((p))7 0<”<1}, (2. 198)

0 p>1

where G and g are unknown functions to be determined. Using the orthogonal-

ity property of Jacobi polynomials P,S‘*’a) (with respect to the weight function
(1 — 332)a) on [—1,1], and using the Fourier-Hankel transform, one finds the

relationships between a,, and G, or between A and g, respectively, to be
= A / 1= ?)% G (y) P () dy+

An/ (1=9*)"G(y) P (y)dy (2. 199)

0

and

AN = A2 {/100 7§ (1) Jo (A1) dr—i—/ol rg (1) Jo (A1) dr}, (2. 200)

where

'n+a+l-nTn+2a+1)T'(n+1)

A, =2"2"1O2n+2a+1
( )F(n+a+1+n) IZ(n+a+1)

Substitute these expressions into (2.192) and (2.195), respectively, to obtain
first-kind Fredholm equations for the unknown functions G and g:

o . o R
/ Gy) (1—y>) K" (2,y)dy = F (2), = € (~1,20), (2. 201)
°° (n) ;
[ oK (prydr=7(0). e (1,20 (2. 202)
1
where the functions £ and f are explicitly calculated from
1
Fo)=F (@)~ [ 6)(-y)" K @)y (2. 203)
; ' ()
For =1~ [ gkl (o) an (2. 200
0
and the kernels of these integral equations are
K" (2,y) ZA Pl () Ploe) (y) (2. 205)
and -
K (p,r) = / A 21T, (Ap) Ja (Ar) dA. (2. 206)
0
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Now we transform these kernels using the Abel integral representations for
Jacobi polynomials P{**) (1. 171) and Bessel functions J, (1. 180):

—a y a—n plat+n,a—n)
Py = LED Tt s ) Qe HT ) ),
Fmrn+a+1-mn) J, (y—u) "
(2. 207)
Ap@ Xyt (W)
Jo (Ar) = 1T (o )/ (02 g2yl dv. (2. 208)

We transform the kernel K Yﬂ by substituting (2.207) into (2.205) and in-
verting the order of summation and integration to find

(”)m . —a [Y u(1+u)a—n (m) T.u
k{7 ) = ey (™ [ e Tk ), (2200

where

k" () =

i (2n+2a+1)F(n+1)F(n+2a+1)P(a,a)
Fn+a+)T(n+a+14+n "

(z) PL4) (u). (2. 210)
n=0

The sum of the series in (2.210) is a discontinuous function; when —1 < u < z,
its value is [55]

Y (2,u) = 220D ()} @ —w)" (- w) T (14 2) 7, (20 210)

and when = < u < 1, its value is zero. It follows that K{n)

tation

has the represen-

K{"(z,y) = u :
: r2 () -1 (x—u) " (y—w)'"

(2. 212)

We transform the kernel KQ(") by substituting (2.208) into (2.206) and in-

terchanging the order of integration. The result is

(1+2) “(1+y " /min(mvwd (L—u) "1+

704 n+1
K (p,7) = 5 lr / dv / A0 (Ap) Jasn (A0) dA.

(2. 213)
The inner integral in (2.213) is the discontinuous Weber-Schafheitlin integral
[19], [55]; when 0 < p < v, its value is

/ Ao (AD) Jagn (W) dX = p°2 " {D ()} (02 = p?)" 0o,
0
(2. 214)
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and when p > v, its value is zero. Thus, the kernel KQ(")

o] —2a—2n+1
K(n) pir® v
(p’ ) 22n-2T2 (77) [Ilax(p,r) (’U2 — p2)1777 (’U2 — 7"2)17" dv- <2 215)

can be expressed as

The relationship between K\ and K{” can now be stated. Using the
substitutions

1

27/):(1_33)

-

1

(1+y) 2,

SIS
SIS

= (1—w)?(l+u)” (1+2)7%,r=(1-y)

we obtain

K ((L=a) (14 2) 2, (=) (1L4+y)F)
=(1-2)f (1+2) 0=y A+ KD (2,y). (2 216)

The relationship between the pairs of Equations (2.192) and (2.193) and
(2.194) and (2.195) and their solutions a,, and A is now easily obtained, and
the details are left to the reader.

Before concluding this section, we draw the reader’s attention to one re-
markable consequence of the kernel representations (2.212) and (2.215): we
can find the analytic solution to both integral Equations (2.201) and (2.202).
If we substitute the kernel representation (2.212) into (2.201), it takes the
form

o R min(@,y) (1 _ o) "7 W
/ dy(lfy)aG(y)/ U-w Utu)

. 0 @mw Ty

=2 Q+2)*F(z), ze(-1,20). (2.217)

We split the interval of integration for the external integral; symbolically, this
operation may be represented as

/i:/i+/: (2. 218)

Considering the first integral on the right-hand side of (2.218) , the upper limit
of the inner integral in (2.217) is min (x,y) = y(< x); for the second integral
on the right-hand side of (2.218), the upper limit of the inner integral in
(2.217) is min (z,y) = (< y). Thus, the integral Equation (2.217) becomes

/jdy(l—y)“é(y)/ e ) - (1+u)1anndu+

(x—u) (y—U)
- e "(1+u)a K
/ g1 =) Gly / (x—u) ™ (y—u)lndu
2(n) (1+2)"F(x z € (—1,z0). (2.219)
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Transform the first term of the left-hand side of this equation using Dirich-
let’s extended Formula (1.135); invert the order of integration in the second
term. These operations lead to

(1—u) "1 Y (1-y
/du Y _+“ / dy ?57)
x—u —u

=12 (n) (1—|—x) F(z), ze(~1,z0). (2. 220)

Equation (2.220) may be recognised as Abel’s integral equation

/w Gl dn _r2 () (14 2) B (2), 1€ (~1,00), (2. 221)

1 (z—u)'"

where the (as yet unknown) function G is given by

_ —u —a—n ” a—n o (1 - y)Oé G (y)
Gi(u)=(1-u) (14 w) /u dyi(y T (2. 222)
From the inverse Formula (1.131), we deduce
o, sin(nm) d “ (1 er)aﬁ(x) .
G1(u) =T%(n) - du/ BT dzx. (2. 223)

Recognising that (2.222) is also an Abel integral equation, the inversion
Formula (1.133) leads to the final and explicit form of the analytic solution
o (2.201):

sin? (nm —
G = -T2 ) (1 gy
d Q- w™ At d (14 2) F ()
dy/ d @y du/ d w—2) (2. 224)

The solution of Equation (2. 202) can be obtained in a similar way, and
the reader may wish to verify that
.2
g (T) _ 7227]72F2 (77) Si1 (2777r) 7,70471><
0
d [r 2a42n g [0 —a+1 f
dol / ip” f(p)

— — (2. 225
dr |4 U(rQ —v2)" dv (p2 —v2)" ( )

2.6 Dual integral equations involving Bessel functions

In this section we demonstrate how to apply Abel’s integral transform to
obtain the solution of dual integral equations whose kernels are Bessel func-
tions of fixed order a. We shall treat two kinds of dual integral equations, the
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pair
o0

/AQ”A(A)JQ()\p)d)\ =g(p), 0<p<1, (2. 226)
/ AT Op)dA = f(p), p> 1, (2. 227)

and the complementary pair, in which the subintervals of definition have been

interchanged,
oo

/A(A)Ja()\p)d)\ — (), 0<p<l, (2. 228)
/)\Q"A(A)Ja()\p)d)\ =g(p), p>1, (2. 229)

0

where A is the unknown function to be determined. The parameter 7 satisfies
0<n< %, and g, f are given functions, which possess Fourier-Bessel integral
expansions

9(p) = | X1GN) T (M)A, (2. 230)

F(o) = [ FON)Ja(Ap)dA. (2. 231)

[
/

Denote by Lo(u) the space of functions B defined on [0, 00) satisfying
oo
//\“ IBOV)|? dA < oo.
0

We shall find the solution A of these dual integral equations in the functional
class Lo(2n — 1), assuming that the functions F', G belong to the same class
as well:

A F,G € L2(277— 1)

As we have previously remarked, the condition imposed on the solution class
is a reflection of the boundedness of the energy condition (Section 1.3).
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Using the Formula (1.181), we integrate Equation (2.226) and obtain the
dual equations

/)\‘”2’7 {AN) =GN} Jar1(Mp)dA =0, 0<p<1 (2. 232)
0

/{A MIa(Ap)dr =0, p>1. (2. 233)

Now substitute for the Bessel functions occurring in these equations, the Abel
integral representations derived from (1.178) and (1.180),

p

A= np—a 1 patn+l g ot )\1})
JaJrl()‘p) 92— "F 1_ / p —U2 d’U7 (2 234)
0
A p® v (W)
= . 2.2
Ta(rp) 21-1T (n) / (v2 — p2>1—n dv (2. 235)

Interchanging the order of integration, one obtains the following pair of ho-
mogeneous Abel integral equations:

p

/ vt //\ [AO) = GO} Jasy O0)dA S do =0, 0<p<1
0
(2. 236)
7 G 7)\" {AN) = FO)} Jagy (W) dA Sdv =0, p> 1.
p 0
(2. 237)

These equations possess unique zero solutions; the expressions in brackets
therefore vanish, and we deduce a piecewise continuous representation of the
sort that has repeatedly appeared in this book:

o0 f NG(A)Jasn(Ap)dX, 0<p<1
[ A0 e e)ir = & (2. 238)
5 JANEFN)Jary(Ap)dX,  p>1

0

Let us use the Hankel transform to reach the final form of solution of these
equations. Multiply both sides of (2.238) by the factor pJoin(1p) and inte-

©2001 CRC PressLLC



grate over (0,00) to obtain the closed form solution

1 o)
Ap) = p'" / dp-pJain(1ip) / NG(N) o (Ap)dA+-
0 0

oo o0

W0 [ dppdaa(ie) [ NPTy (o)A (2. 239)
1 0

Notice that this solution is valid provided o > —%.
The dual Equations (2.228) and (2.229) are solved in a similar way; the
solution is

A =7 [ dpplacylie) [ NFO) s )N
0 0

i [ dppdacaun) [ NGOV TayRp)i. (2. 200
1 0

Thus, both pairs of dual integral equations possess a closed-form analytical
solution.

More complicated dual integral equations may be transformed to second-
kind Fredholm integral equations, provided some suitable and asymptotically
small parameters can be identified. For example, we may treat the dual
equations

/)\Q”A()\) {1+ B} Ju ) dA = g(p), 0<p<1 (2. 241)
[ AN+ I Op) = £ () p> 1 (2. 242)

0
where the functions h, p satisfy

lim h(X\) = )\lim p(A) = 0.

A—00

These conditions ensure that the integral operator in the equation is compact
(completely continuous) in Ly(2n — 1) (see Appendix C.2). In addition, the
expansions (2.230), (2.231) for f, g must hold. Following the same steps used
to obtain solution of (2.226) and (2.227), we obtain the second-kind Fredholm
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integral equation

(L4 DU} A )+ 1177 [ NPA) (HY) = D)} Koty ()0
0

oo

= F (0 + 1 [ NG = FO} Koy (W) d (2. 213)
0

where the kernel is

1
Katn (A, 1) /P atn(AP) oty (1p)dp. (2. 244)
0

This second kind equation enjoys the same advantages identified for the second
kind matrix systems obtained for dual series equations.

2.7 Nonsymmetrical triple series equations

In Section 2.4 we described an effective algorithm for the solution of sym-
metric triple series equations. How may one solve such equations in the more
general case when the subdivision of the complete interval [—1,1] of defini-
tion is not symmetric? The answer has its basis in results that were derived
in Section 2.5. Moreover, the solution of triple integral equations, involving
Bessel functions, can be derived from the same results.

First, we consider some particular (but frequently occurring in practice)
equations involving associated Legendre functions P! (cos#) or Bessel func-
tions Jy, (vp) . Subsequently, we will extend the method to equations involv-
. . . (e, )
ing Jacobi polynomials P,
as well.

Let m be a fixed non-negative integer, and «, 8 be fixed so that 0 < a <
B < . Consider the following two sets of triple series equations.

or Bessel functions J,, (Az) of arbitrary order

S A™ (20 + 1) P™ (cos0) = " (6), 6 € (0,a)

n=m

S AMP™ (cos) = Fy (6), 0 € (a,8) (2. 245)
S A7 (20 +1) P (cos) = F§' (6), € (6,m)
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and

S P (cosh) = G (6), 6 € (0,0)

n=m

S O™ (204 1) P (cos8) = GI (6), 0 € (a,8) (2. 246)

S P (cost) = G (6), 0 € (6,7)

n=m

The solution {A7", CI™ Zo:m of these triple series equations is sought in the

functional class I3(2m). We consider only the first set (2.245), because the
analysis of the equations (2.246) is similar.

On the basis of the relations (2.175) and (2.176) one may show that the
triple Equations (2.245) are equivalent to the following triple integral equa-
tions, with Bessel function kernels,

S AARN) T (Ap) dX = (1 + p2)_% F™ (2arctanp), 0<p < po
0
[ AN T (Ap)dX = (1+p*) 2 F3* (2arctanp), po < p < pi
0

[ AARN T (Ap)dA = (1+p?) "7 FJ' 2arctanp),  p1 < p

0

(2. 247)
where pg = tan %a, p1 = tan %ﬁ, and p = tan %0. The relation between the
coefficients A7 and the function A,, is given by (2.177),(2.178). The trans-
form p = tan %9 may be geometrically visualised as a stereographic projection
of the sphere onto a plane. The “symmetrisation” of equations (2.247), pro-
ducing a symmetric partition of the domain of definition for each functional
equation of the set, is realised by an “inversion in a circle.” Introduce the
new variable

_1 _1 1
r=(pop1) 2 p=(pop1) ?tan 597 (2. 248)

so that )
0 = 6(r) = 2arctan [(popl)i r} ,

and transform Equations (2.247) to
J 1 As () T () dpe = popr (1 + poprr?) "2 F{0(r)},  0<r<rg
0
J A1) T () dpe = (popr)? (1 + poprr?) > F3{0(r)}, ro <7 <71
0

J 1 Av () T (pr) dpe = popr (1 + popar?) 2 F5{0(r)}, ro<r
0
(2. 249)
where 1 = (pop1)* A, 7o = (po/p1)* =1L, and Ay () = A(N).
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After the final change of variables
1 _1 1
r = tan 519 = (pop1)” 2 tan 59, (2. 250)

so that

D=

1
0 = 6(¥) = 2 arctan [(popl) tan 219} ,
(which may be visualised geometrically as reconstruction of the spherical sur-
face from its stereographic projection in the plane), we obtain the following
symmetric triple series equations, involving the associated Legendre functions
P’ as kernels:

S (204 1) BmP™ (cos9) = popru(®)- 2 FM(0(9)), 9 € (0,90)

n=m

S BIPT (cos ) = (popr)® u(®)"EEP(O()), 9 € (o, 7 — Do)

S (2n41) B P (cos¥) = popru(d) ™2 Fy(0(9)), 9 € (7 — g, )
- (2. 251)

where () = (cos? %19—1—,00,01 sin? %19), Yo = 2arctan (po/p1)? , and so cos ¥y =
(p1—po)/ (p1 + po) . Note that in deriving (2.251) we used a relationship
comparable to (2.176):

Z (25 + 1) B™P™ (cos 1)) = sec® g /,uA1 (1) I, (u tan g) dp (2. 252)
S=m 0

Using (2.252) and (2.175), the relationship between the coefficients A7 and
B is

e Lem)l [ PR} &
n \/i(n_’_m)'il \/1+p0p1+(1—/’0p1)ws:m

(25 + 1)B™P™ ()

(2. 253)
where ) )
o) = — pop1 + (1 + pop1) x

1+ popr+ (L= popr) &’
It is obvious that if p; = pal, then A" = B!, and the Equations (2.251) will
be identical with (2.245).

The relation between Jacobi polynomials P,(LT,:LH ) and associated Legendre
functions P,

22)% T (n +m + 1) (m,m)

(2)
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enables us to convert (2.251) to the type of symmetric triple series equations
solved in Section 2.4. Thus, the linear-fractional transform

1 — pop1 + (1 + pop1) @

cosf =z = ,
L4 pop1 + (1 — pop1) @

(2. 254)

with 2 = cos ¥, “symmetrises” the initial Equations (2.245) and converts them
to the symmetric triple series Equations (2.251) with a new set of unknown
coefficients {Bs}.oo, . for which the relationship with the original set of un-
knowns {A™}>_ is given by the Formula (2.253).

From this derivation, one further result should be noted: the triple integral
equations involving the Bessel functions J,, (Ap), with arbitrary fragmenta-
tion of the complete range of the variable p, may be transformed to a set of
triple series equations involving P (cosf), with symmetrical fragmentation
of the corresponding interval.

Triple series equations involving the trigonometric functions (sin nep or cos ny)
can be solved in an analogous manner. Although other methods have previ-
ously been reported in the literature, the attractive approach suggested here
is based on [77], [3], and [37].

Consider the triple series equations

> naysinne = fi (p), v € (0,90)

n=1

[ee]
21 apsinng = fo (@), ¢ € (po,¢1) (2. 255)

> napsinng = f3(¢), € (p1,7)

n=1

where f1, fo, and f3 are given functions, and ¢g, ¢ are fixed so that 0 < ¢g <
¢1 < w. From (2.189) and (2.190) it can be shown that Equations (2.255) are
equivalent to the following triple integral equations:

pA (p) sin (pz) dp = (1+ ch)_l fi(2arctanz), 1z < g

J A(p)sin (pz)dp = fo (2arctanz),  zo <z < 23 (2. 256)
0

J A (p)sin () dp = (1 + .’L‘Q)_l f3(2arctanz), =x1<=w
0

where x = tan %gp, ro = tan %4,00, and x1 = tan %cpl. The unknown coefficients
{a,},-; and function A are related by

oo | oo

8 2

. u
Qn = — /MA (w) sin (pu) dp mqul (

™
0 0

1—u

u

©2001 CRC PressLLC



and

1
1 - 1—=z 1—z
— nUn— i d 2. 258
7r/{Zlna 1(3)} 1+Zsm<,u 1+z> z )
1 \"=

where U, (cosy) = sin(n+ 1) ¢/sinp is the Chebyshev polynomial of the
second kind. Applying the change of variables connected with inversion in a
circle

Nl

_1
y=(zoz1) 2w,  v=(xo21)? p,
so that .
» = p(y) = 2arctan [(xoxl)é y} ,
the triple Equations (2.256) become the symmetric triple integral equations

o0

[ vAi(v)sin(vy)dv = oz (1 + xoaclyz)71 A{ew)},  y<wo
0

f Ar(v) sin(vy)dv = (2011)? fo{o(¥)}, w0 <y<wu

?vAl(v) sin(vy)dv = zoxy (1+ $o$1y2)_1 fs{e)},  wn<y
0

(2. 259)
1
where yo = (tan %cpo cot %901) 2y = ygl and A;(v) = A(p).
Using the transform ¢ = 2 arctan y, so that
1 1
» = (¥) = 2arctan {(xoxl)é tan 219} ,
and the relationships
= 0 [ .
Z nb, sinnd = sec ) vA; (v)sin (vy) dv, (2. 260)
n=1 0
Z by, sinny = /A1 (v) sin (vy) dv, (2. 261)
n=1 0

one may reduce Equations (2.259) to the following symmetric series equations
with trigonometric kernels, to be solved for the new set of unknowns {b, },

o0

> nb, sinnd = zozy (cos? 29 + 2oz sin? 1 ) fi{e @)},
n=1
v e (0,190)

S by sinnd = (zoz1)? fo {@ ()}, 9 e Wo,m—) (2. 262)
n=1

> nby, sinnd = xozy (cos? U + wowy sin? 1 ) fa{o ()},

n=1

NS (190, 7T)
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where ¥y = 2arctan (tan 1¢g cot 2¢;) . From (2.260) and (2.257) we obtain
the relationship between the two sets of coeflicients:

4/1 Vie?

= n Zl+x0x1+(1fxom1)z

-1

X

1 —zoxy + (14 2071)2 |
U,— bsUs— . (2. 263
e > bl (2269

Due to the symmetrical subdivision of the complete interval [0, 7] , the sys-
tem of Equations (2.262) may be solved by the method developed in Section
2.4, by reducing it to two decoupled dual series equations.

2.8 Coupled series equations

Coupled systems arise in several contexts including elasticity. A recent
example is the crack analysis of Martin [39]. Although coupled systems will
be briefly encountered in Section 7.5, some general consideration of them is
included for completeness. Thus, we consider coupled series equations of the
following type,

D AnlaBim) {a (U =ra)wn +b(1 = s0) ya} P (2) = Fi(),
n=0
(2. 264)

S A (1.8:) {e (1 — ta) @ +d (L - un) yu} PO (x) = Fi(a),

n=0
(2. 265)
i (1= pn) 2, PLP)(z) = G1(1), (2. 266)
D (1 =an) yu PO (2) = Ga(w), (2. 267)
n=0

where the first pair holds for € (=1, (), and the second pair holds for = €
(20,1). The unknowns z,,y, are to be found; the parameters «, 3,7,7,d,
obey the constraint conditions of Section 2.1 and 7n,¢ € (0,1). The sequence
terms 7y, Sp, tn, Un, Pn, ¢n vanish as n — oco. The right-hand sides of these
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equations have Fourier-Jacobi expansions

ZA (@, B;m) FLPLO) (), (2. 268)

Fy(z) = Z An (7, 0;) F2PD) (), (2. 269)
=0

) = igiRﬁ“’ﬁ) (z), (2. 270)

x) = i G2 PO (). (2. 271)

The following regularisation procedure is justified by the same sort of argu-
ments as employed in Section 2.1, and so we omit any discussion of this aspect,
and present the formal technique. The systems are nontrivially coupled pro-
vided be # 0. Without loss of generality, we may suppose that p, = ¢, = 0.
Multiply (2. 264) by (1 + 3:) and integrate, then use the integral representa-
tion of Abel type (1. 172) to obtain

Z cnf{a(l=rp)zn +b(1—s0)yn — fr} Pploa=nf+m () =0,
n=0

z e (=1lzo), (2.272)

where
F(la+n+1)

Fla+n+1-7n)

Cp —

similarly, multiply (2. 264) by (1 + x)6 and integrate, then use the integral
representation (1. 172) to obtain

Z dyn {C (1 —tp) zn +d(1 —up) yn — f721} Pvgfyis’éﬂs) () =0,

n=0
z€(=1,20), (2.273)

where
F'(v+n+1)

F'(v+n+1-¢)

dn =

On the other hand, using the integral representation (1. 171) for pLP
and P"% . we obtain

o0

Z (zn — ngL) cn PN (1) = 0, € (20,1), (2. 274)

n=0
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oo

Z (yn — gi) d, PO=9%9) (2) = 0, z € (20,1). (2. 275)

n=0

Rearrange (2. 272) and (2. 274) in the form

N (a=m,84n) () — Hi(z), z€(-1,0)
;axncnPn (x) {Hg(x), € (z0,1) [ (2. 276)
where
e}
Hl (3?) = Z Cn {arnajn —b (1 - Sn) Yn + af'rlL} PT(LOC—W,[H‘TI) (.13),
n=0
(2. 277)
Hy(x) = 3 caagh P04 (1), (2. 278)
n=0
similarly, rearrange (2. 273) and (2. 275) in the form
- Hs(x), x € (—1,z0)
(y—e,0+¢) _ 3\T), —1,2o
;dndynpn (z) = { Hi(z), =¢ (%71)} (2. 279)
where
Hs(z) = Z dy {dunyn —c(1 —ty) zn + fTQL} PO=e0+e) (),
n=0
(2. 280)
Hy(z) =Y dn {dgl} PO~ (x). (2. 281)
n=0

A standard orthogonality argument produces the coupled i.s.l.a.e.

adiag(l —ry) Iz + aK 2z + bKoy = f,
ddiag(1 — up )z + cKzx + dKuy = ¢,

where z = {x,}—,,y = {yn},—; , diag(l — r,,) and diag(1l — u,) denote di-
agonal operators formed from the sequences {r, } -, ,{un} -, I denotes the
identity operator, and K;, Ko, K3, K, denote compact operators whose ma-
trix entries are calculated in terms of unnormalised incomplete scalar products

%VWTE’ME)(J:O) and Q%O;;n”wrn)(xo); also f, g are explicitly known. Provided
ad # 0, the system is a Fredholm system of second kind; numerically, when
the truncation method is used, it has the same advantages as previously noted

for uncoupled systems.
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2.9 A class of integro-series equations

The approach developed in the previous sections provides a unified treat-
ment for both series and integral equations. It, therefore, provides perhaps
the most suitable foundation for investigating a certain class of functional
equations, the so-called integro-series equations (I.S.E.). This novel class
arises from mixed boundary value problems in potential theory or diffraction
for structures composed of plane or curvilinear conducting surfaces. Let us
briefly describe the type of equations in this class, but defer further descrip-
tion of solution techniques until Section 8.5, where a specific problem of this
type concerning a spherical cap and a circular disc, will be encountered.

In operator notation, the integro-series equations take the form

Ly () {A W} + Lz {v ()} {Bn} = Fi(u), a<u<e, (2. 282)
Loy (u) {Bn} + Loy {u (0)} {A(0)} = Fa (v), e <v <y, (2.283)

r (1)
K (u,p), a<u<b )
Ly {A = A il AT du, i=1,2 2. 284
1{A ()} / ('u){Ki(f)(U,,u),b<u§c} 1, ( )

<v<p .
B.=S B, n), a< . i=1,2. (2285
o) {Bu} = Z {Kf;(vn) ﬂ<v<7} ( )
The solution of the I.S.E. is sought in the standard functional space:

{By}, "y €lo,and A€ Ly(a,c). (2. 286)

The main technical difficulty encountered in solving these equations is the
expansion of the kernels defined in (2.284) and (2.285), in terms of eigen-
functions of the Laplace operator in some other coordinate system. Using
the relations connecting different coordinate systems, in which the considered
shells are described intrinsically as parts of coordinate surfaces u = wu(v),
v = v(u), these re-expansions take the form

o0

ES? (u(),p) = 3" ¢ () Ky (v,n) (2. 287)
n=0
and .
K? (v(w),u) = / D& (1) K (u, 1) dp (2. 288)

a
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The substitution of (2.287) and (2.288) into (2.282)—(2.285), and application
of Abel’s integral equation method leads ultimately to an I.S.E. of the second
kind, which is a perturbation of the identity by a completely continuous oper-
ator, in the Cartesian product of functional spaces ls X Lo(a, ¢). The method
is valid for arbitrary location of shells that make no contact or intersection.

When the (imaginary) continuation of that coordinate surface that describes
the open shell intersects the real surface of another shell, some technical dif-
ficulties may appear. These difficulties are not insurmountable and can be
overcome by a correct representation of the desired solution.

©2001 CRC PressLLC



Chapter 3

Electrostatic Potential Theory for
Open Spherical Shells

Spherical geometry provides the simplest and most attractive setting for three-
dimensional potential theory. The electrostatic potential surrounding a closed
conducting sphere on which the surface potential is specified is easily calcu-
lated in terms of spherical harmonics; it has an especially simple form if the
surface is an equipotential surface. When apertures are introduced, some of
this simplicity is retained provided the surface is punctured in a rotationally
symmetric fashion.

A single circular aperture, characterised by the angle 6, it subtends at the
centre of the spherical structure, is the topologically simplest such structure,
though rather different forms of the shell appear as 6; varies, from the nearly
enclosed spherical cavity (6; — 0) through an open spherical cap (0 < 6; < 7)
to a slightly curved circular disc (6; — 7). Closed-form solutions that can be
obtained for this family of shells by solving an appropriate set of dual series
equations, are presented in Section 3.1.

Closed-form solutions do not exist for more complicated shell structures,
such as the axisymmetric spherical barrel (in which the spherical surface is
punctured by two equal circular holes) or the complementary surface, a pair
of spherical caps. Perhaps the best criterion by which to judge a solution is its
accuracy and effectiveness for numerical calculation. The potential problem
for the barrel (or caps) may be formulated as triple series equations; the reg-
ularisation and conversion to a second-kind Fredholm matrix system provides
an excellent basis for both approximate analytical estimates as well as precise
numerical calculation because the norm of the compact operator occurring the
resulting system is small (rather less than unity). Thus, the impact of edges
and the influence of the cavity on the potential distribution can be assessed
with relative ease. Some examples of the potential distribution around these
structures are given in Section 3.2, together with capacitance estimates for
the condensor formed from an oppositely charged pair of caps. Section 3.3
extends the triple series approach to a barrel with unequal holes (but located
axisymmetrically), and to its complementary surface, a pair of unequally sized
spherical caps.

Section 3.4 considers pairs of spherical caps which lie on different but touch-
ing spheres. The classical tool of inversion (in an appropriate sphere) produces
planar structures. The potential distribution may be described by dual in-
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Figure 3.1

Spherical shell geometry: (a) the spherical cap, (b) a symmetrical
pair of spherical caps, and (c) a symmetrical spherical barrel.

tegral equations; these may be regularised to produce a system that is well
suited to effective numerical calculation.

A variant of the barrel structures already considered provides a model for
a type of electronic lens; this is discussed in some detail in Section 3.5.

The final two sections (3.6 and 3.7) provide a contrast to the previous
sections. The magnetostatic potential surrounding superconducting surfaces
gives rise to mixed boundary value problems, but Neumann (rather than
Dirichlet) boundary conditions are enforced on the spherical surface. How-
ever, the resulting series equations are amenable to the standard approach
developed in this chapter for spherical geometry, and the magnetic field is
determined inside a spherical shell.

3.1 The open conducting spherical shell

The spatial distribution of the electrostatic potential surrounding a charged
spherical cap has been investigated by many authors [41], [11], and [25].
As mentioned in the introduction, it provides one of the simplest three-
dimensional mixed boundary value problems for Laplace’s equation. In this
section, we reformulate this well-known problem in terms of dual equations in-
volving Jacobi polynomials. The techniques described in Chapter 2 provide a
standard method for the deduction of the solution; furthermore, they provide
a rational basis from which more complicated problems may be tackled.

Let U° = U%#,¢) be the electrostatic potential that is assumed to be
known on the spherical cap, of radius a and subtending an angle 6y at the
spherical centre (see Figure 3.1). The only requirement on the function U is
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that it has a Fourier-Legendre series expansion:

U6, ) = Z (2- 521) cosm (¢ — o) Z at P (cosf) , (3. 1)

m=0 n=m

where o are known (Fourier) coefficients.

We seek a potential U(r, 0, ¢), that satisfies the Laplace equation, is contin-
uous across the closed spherical surface r = a, and decays at infinity according
to U(r,0,¢) = O (r~') as r — oo. Thus, for suitable A”" (to be determined),
U has the form

= = o (r/a)",0<r<a
2 (2-10) cosm(cpfgoo)n:ZmAn P (COSQ){(T/a)nl’T>a}.

(3. 2)
It is clear that, with no loss of generality, we may assume @y = 0. The mixed
boundary conditions to be enforced on the spherical surface r = a are (for
¢ € (0,2m))

Ul(a,0,¢) = U0, ), 6 € (0,6p), (3. 3)
9 r=a+0

[aU(r,G, g@)} =0, 0 € (6o, 7). (3. 4)
r r=a—0

The latter condition (3.4) reflects the continuity of the normal derivative of
the potential function across the aperture. Due to the completeness and
orthogonality of the set of trigonometric functions {cosme} ~_, on (0,27),
the solution for each index m may be considered independently. Enforcing
the mixed boundary conditions leads to the dual series equations

> AP (cosf) = Y ap' Pl (cos6),0 € (0,60), (3. 5)
> (2n+1) AP P (cos0) =0, ¢ (6o,7). (3.6)

Let us determine the solution class for the coefficients A", guided by the
boundedness condition for energy integral (Section 1.3). The integration re-
gion is most conveniently chosen as the sphere of radius a, so that

a ™

2m
W = /dgo/dr.rQ/dHSin6|gradU|2 < 0. (3.7)
0 0 0

It follows from (3.7) that the solution class is defined by

> 0 =~ n Tn+m+1), .o
mZ:o(2 (Sm);@%z—t—lf(n—m—&-l) AR < oo (3. 8)
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Using the well-known relationship between PJ* and ultraspherical poly-
nomials (2. 91) we may reduce (3.5) and (3.6) to the following dual series
equations, involving Jacobi polynomials as kernels (setting n —m = s):

1
ZXHm s+m+ 2)P(m’m)(z) =0, z € (-1, 2) (3.9
DXL P () = Zﬁ;zmps(m ™(z),  z€(,1) (3. 10)
s=0

where z = cosf, zg = cosfy and

xm I(s4+2m+1) [ A"
shm b = = skm b .11
{ ?lm} Ls+m+1) | o 8- 11)

Equations of this kind are readily solved by the techniques outlined in
Chapter 2. Equations (3.9) and (3.10) may be recognised as equations of the
form (2.4),(2.5) with the identification a =08=m, fp =¢, =1, =0, and
gn replaced by B,4p,; furthermore, n = %, and A, (m,m; 3) =s+m+ 1.

From (2.23), we deduce that the analytlcal solutlon is

oo

Yt = 0 B, QU () (3. 12)
s=0

where p =0,1,2,..., and

{Ypﬁm’ ﬁ-m}_m [h( e } { p+m? nj—m} (3- 13)

[N

The normalised incomplete scalar product Qg‘;’ﬁ )(zo) is defined by (2.24).

In conclusion, it should be noted that the solution belongs to the required
class (3.8); this can be proved using the properties (B. 171) and (B. 172) of
the function Qgg*") (see Appendix B.6).

When the cap is an equipotential surface, only the index 0 coefficient is
nonzero, and the summation (3. 12) comprises a single term; the solution
simplifies to that already obtained in Section 1.4.

3.2 A symmetrical pair of open spherical caps and the
spherical barrel

The most striking feature of the problem considered in the previous section
is that an analytical, closed form of the electrostatic potential was obtained;

©2001 CRC PressLLC



this solution is obviously independent of the method used. Such a simple and
satisfactory solution cannot be expected for more complicated conductors,
such as a pair of charged spherical caps, or a charged spherical shell with two
holes (the so-called spherical barrel). These structures present very particular
cases of two-body problems in physics, in which the goal is to calculate effec-
tively the mutual impact of two bodies. In a general situation, the method
of successive approximations is used. However, this is effective in only a few
situations, for example, objects with dimensions very much smaller than their
separation. Such situations are somewhat exceptional. However, if the bodies
are identical there is a high degree of symmetry in their mutual impact, so
that there is some hope of describing the dominant part of their interaction
analytically, even when they are very closely coupled.

In this section we consider two examples of this highly symmetric situation;
we produce semi-analytic solutions for the electrostatic potential around a
pair of symmetrically located, charged spherical caps and around a spherical
barrel. The approach is completely based on the effective procedure of solving
triple series equations involving Legendre polynomials, described in Section
2.4.

The geometry is shown in Figures 3.1b and 3.1c. Two spherical caps occupy
the region

r=a, 6¢€(0,00)U(r—0m),

whilst the barrel occupies the complementary portion of the spherical surface
defined by
r=a, 0¢€ 0y, m—0).

The conditions that the potential satisfies are similar to those for a single
spherical cap (see Section 3.1), except that the given potential is now as-
sumed to be constant over each conductor surface. We seek the rotationally
symmetric potential U in the form

B O (r/a)",0<r<a
U=U(r0) = ng_o 2y Py (cos ) { (r/a) "> a (3. 14)
where the unknown coefficients {z,},, satisfy (cf. (3. 8))
N
W = 4ra ) 2 3.15
7ran:1 1 |zn]” < o0, ( )

so that {z,} —, lies in the solution class Iy = I5(0).

First let us consider the pair of charged caps, the upper (in the region
z > 0) and lower being maintained at potentials 1 and +1, respectively.
Enforcement of the mixed boundary conditions leads to the symmetric triple
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series equations

i::oxnpn (Z) = (—1)l s S (—1, —Zo)
i::g (n+3)@nPa(2) =0, 2 € (~20,2) (3. 16)
ioxnpn (Z) =1, PSS (20, 1)

where z = cosf, zg = cosfy, and the index [ takes the values 0 or 1.
We may use the approach described in Section 2.4, to reduce (3.16) to the

1—1
following dual series equations involving the Jacobi polynomials P,go’ :)

ioj (n+ 30+ 1) xgn_HPTEO’l_%) (u) =0, u € (—1,up),
ngoO (0 l,l) 1 (3 17)
;O:vgnHPn T = (-5 04w} ?, u € (ug, 1),

where u = 222 — 1 and ug = 222 — 1 = cos26y. These equations are now
transformed in the standard way to the following infinite systems of linear
algebraic equations (i.s.l.a.e.) of the second kind. Denoting

T(n+1) [ (~20)) 2
bonis = —t L LR\ n 3. 18
2n+41 F(TL‘F;){ Ton+1 ( )
" (114 YT (4 })
I INT(n+1+)T(n+1
L=1- S+ - 2 2 1
&n ") Tt i r )Tt D) (3. 19)

so that e}, = O (n™2) as n — oo, the system for the even (I = 0) coefficients
is

NI

(1=t b+ D b Qd ™ a0) = 2205 o) . 20)

where m = 0,1,2,...; the system for the odd (I = 1) coefficients is

n=0

9] (1
(1—e}) bamsr + Z b2n+1€;Qng2 ) (uo)

n=0

- {ﬂ( : :)LEO ) }2 A (o), (3. 21)

where m = 0,1,2,...; recall that the incomplete scalar products Q;%,f ) are
defined by Formula (2.24).

It is convenient to rearrange these second-kind systems by replacing the
angle parameter ug (or 0y) by u; = —ug (or th =735 — 90) , and using Equation
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(B. 170) (see Appendix) to transform the incomplete scalar products. This
leads to the following equivalent i.s.l.a.e., in which the index 0 equations have
been separated out. Let

cama1 = (=1)" bayy where [ =0 or 1. (3. 22)

The even index system is

{120l ) fa-

jj? {1 - Qgg’_%) (“1)} + ; Czneﬁsz%’_%) (u1), (3.23)

and

ad ~(0,—1 ~(0,—1 2% ~(0,—1
com = 3 200N (un) = 0@l ) () = 2= (). (3. 20)
n=1
for m =1,2,.... The odd index system comprises

{1 - 5(1)(:2(()(1)’7%) (Ul)} ¢ =

_Lﬂ(l+ul)

N

N

2 1)+ S a0 (), (3. 25)

n=1

and

- 1 4(L-3)
Com+1 — Z Con+16nQnm >/ (uy) =
n=1

qeé@éﬁ’_%)(ul)—2{ﬂ(m+1f)“(;l+l)} B0 (). (3. 26)

for m = 1,2,.... Formulae (3.23) and (3.25) provide the values of ¢y and
c1 for replacement in (3.24) and (3.26) producing systems for {cs,,},- ; and
{62n+1},zo:1 . Bounds, which are uniform in the parameter u, on the norms p
and ¢ of the completely continuous operators of the systems (3.24) and (3.26)
are

g <max|el| =|el|=1- 32 ~0.018 < 1,
p<max|eh| = |el| = [1 — 2| ~ 0.031 < 1. (3. 27)

(This estimate follows from the observation that the matrix operator with
A(l—-3) . C . .

components ng ) is a projection operator of norm at most unity.) Thus,

the systems (3.24) and (3.26) can be solved very effectively by the method of
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successive approximations for any value of the parameter u; (or 61). Approx-
imate analytical expressions for capacitance given at the end of this section
are derived in this way.

Let us now turn attention to the charged spherical barrel. Assume that this
doubly-connected conductor is charged to unit potential, i.e.,

U(a,@) =1, RS (90,7‘( — 6‘0) (3 28)

Following a similar procedure to the above produces the dual series equations

o0 _1
S (4 Do) W) =0, ue (L)
n=0 oo (7%’0) (3 29)
> bpPr (w)=1, u€ (u,l)
n=0
where b, = (—1)" 22, and u; = —ug (61 = % —01). A preliminary integration

is necessary to transform these equations to the standard form considered in
Section 2.1.

SRty pl) (u)(l/iu)(l(li)u)bo’ we (“lur) (3.30)

S pG) ) = li (1—b),  we(u,l) (3. 31)

The final format of the solution is deduced from the results of Section 2.1;
omitting details, it is

ds — Z dppin { ) 2\/5

)T

>—- ol

Qn (ul) Qm (ul)}

=22 0 ), (3 52)

o (ur)

where s = 1,2, ...; the coefficient by is computed from the formula

bo = (o (u)) ™" {1 + ) dnpn@n (ul)} (3. 33)

Furthermore,

=0 (n"?) asn — o0, (3. 34)
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1
1 /14+u\? 1
—1- - o
o (u1) ( 5 > 5.

™

1—+/(1+u)/2
1+/A+w) /2|’

and

Qn (u1) = — <1+U1)g PO ()

ﬁ 2 n(n+%)

The norm of the compact operator H associated with the system (3.32) has
the bound

3
|H || < max |pi,] = pg =1 — Tg ~ 0.057 < 1; (3. 35)

this estimate is uniform in the parameter u;. Hence, the solution of the system
(3.32) is effectively computed by means of successive approximations for any
value of the parameter u.

We shall now calculate capacitances of these structures. The capacitance
C is related to the total charge ¢ on a conductor at potential U by

q=CU.

Thus, at unit potential, the capacitance C' numerically coincides with value
of the charge ¢q. Charge is determined by integration of the surface charge
density ¢ on the conductor surface; it is proportional to the jump in the
normal component of the electric field E) = grad U on the conductor surface

o (0) = %{Er(a—i—o,@)—ﬂﬂ(a—o,@)}.

(This follows from Equation (1. 2).) The concrete expression for o is

oo

o(0)=—> (2n+1)z,P, (cosb). (3. 36)

3.2.1 Approximate analytical formulae for capacitance

Let us first consider two caps at equal potential (I = 0). The charge ¢; 1 on
each spherical cap is determined by integration of the function o () over the
appropriate portion of the spherical surface r = a :

1
1= Hary = 274 /Tab,. (3. 37)

From the trivial approximation (an = 0) one readily obtains from (3.24) the
approximation for cg :

3 A 0,—% 3
o2t 1m0 M) 2 cos ) .
0o 1 - . p . .
ﬁl—&‘g A(()g’_f) (ul) ﬁ 1_(1_2) (1—(30891)
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01 0° 10° 20° 30° 40°

a'q} [ 0.5 0.49401 | 0.47600 | 0.44583 | 0.40326
a¢!y) | 0.5 0.49399 | 0.47583 | 0.44525 | 0.40220
2 50° 60° 70° 80° 90°

a=1¢\% | 0.34807 | 0.28004 | 0.19912 | 0.10554 | 0
atq\") | 0.34654 | 0.27835 | 0.19778 | 0.10498 | 0

Table 3.1 Approximate capacitances of the charged cap pair.

Substituting (3.38) in (3.37) produces the approximation

1 cos 6,
~—a .
na=ae” (1—%)(1—cosb)

(3. 39)

The simplest approximation for the capacitance of this pair of conductors is
thus
cos 01

c© _ 9,0 _ )
L1 i1 alf(lfg)(lfcosﬂl)

)

(3. 40)

It is worth noting that the same problem was solved in [42]. Despite obtain-
ing a Fredholm integral equation of the second kind (which in itself does not
guarantee solution effectiveness), further analytical investigation was impossi-
ble because the solution was highly dependent on the cap dimensions; only nu-
merical results were obtained. Let us make some comparison of results (those
of [42] are given in parentheses): when 6; = 60°, a’lqg?l) = 0.280(0.278) ;

when 6 = 30°, a~'¢{"} = 0.445 (0.445) . Formula (3.40) is thus appealing in
its simplicity and relatively good accuracy, demonstrating the advantages of
the method presented here.

The first successive approximation provides a more accurate estimate of
capacitance (or charge), and an approximate analytical expression for the po-
tential distribution; we obtain the following approximation for the coefficients:

B — (bogg - %) 00 (), m=1,2,..). (3 41)

In this approximation the charge is

4V = la cosf; — 3 (6y)
LL™ 9 1—(1—%) {1—cost +8(61)}

(3. 42)

where

5600 =3 200 () 0 (uy). (3. 43)
n=1
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1 1.5

Figure 3.2

Electrostatic potential near a pair of symmetrical spherical caps
charged to unit potential with subtended angle 6; = 30°. Truncation
number N;. = 11.

An approximation for the function § with relative error not exceeding
3.107% is

5
B(01) =Y Ae) [Pan1 (cos0:) — Panyy (cos61)]” / (4n + 1) +

n=1

1 1 1
3 {—260591 (1 —cosfy)In2+ isin2 01 — 3 (1 —cosf;)*In (1 —cos@l)}

1
+ 3 {2c0s0;1In2 — cosb; (1 — cosby) — cosBy (1 + cosby)In (1 + cosby)}

where 1
Al =0 -
n T T 161 (2n+1)

Formulae (3.40) and (3.42) were used to calculate (I§?1) and q§11) , respectively.

(3. 44)
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1.5

x/a

Figure 3.3

Electrostatic potential near a symmetrical pair of spherical caps
charged to unit potential with subtended angle 6; = 60°. Truncation
number N;. = 11.

The values of qﬁ agree perfectly with data in [42]. Some computed results
are presented in Table 3.1.

The spatial distribution of the potential U computed from (3. 14), after
solution of (3. 24) is displayed in Figures 3.2 and 3.3 for the pair of caps,
at unit potential with angle parameter 6y = 30° and 6y = 60°, respectively.
It is evident that mutual coupling of the electrostatic fields produced by the
smaller pair of charged caps is small. The larger pair exhibits much stronger
coupling; the resultant field appears not as the composition of two individual
fields, but as a single electrostatic field surrounding the entire structure.

Furthermore, these figures illustrate that well-separated small caps might
be readily analysed by a method of successive approximations, utilising the
known potential of a single isolated charged cap. However, such an approach
will fail for larger caps (Figure 3.3); the choice of method applied is critical
in producing an efficient mathematical tool for analytical treatment of the

©2001 CRC PressLLC



0.5

1.5

Figure 3.4

Electrostatic potential near a spherical condensor with subtended
angle 6y = 30°. Truncation number N;. = 11.

problem.
When oppositely charged (I =1 ), the caps form a capacitor or condensor.
The charge on the lower cap is

G-11= %a Z P41 [Pan(0) — Pani2(0)] =
n=0
1
o I'(n+ = ” -1
302 U e f? ) a0 - Pania0)]. 3.5
n=0

The first approximation in solving Equations (3.25) and (3.26) produces

3)? 0
() mh
T 1+(§—1)(1—§C0891+§COS391)
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x/a

Figure 3.5

Electrostatic potential near a spherical condensor with subtended
angle 6y = 60°. Truncation number N;. = 11.

and

Ay = erch@ ™ () —2 {ﬁ e +1 T)“(; .- } A0 (wy). (3. 46)
2

Substitution of these values in the formula (3.45) yields an approximate ana-
lytical expression for g1 1:

1 oo
081 = =50 [Pan(0) = Pan2(0)]” Panr (cosbh)
n=1

9 3 3 1 -t
— gacos91 {1 — (8 — 1) (1 — icosél + 2cos301>}
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0.5F

Figure 3.6

Electrostatic potential near a spherical barrel charged to unit po-
tential with aperture subtending angle 6y = 30°. Truncation number
Ntr = ].].

where

V,, (cos01) = —sin® 01 Py, 41 (cos6,)
—2(4n +3) " cos 0y [Pan 42 (cos0y) — Pay, (cosby)]
+2(4n+3) " (4n +5) " [Panys (cosby) — Papyq (cos ;)]
—2(4n+3)"" (4n 4 1) [Papy1 (cos0y) — Py (cos0y)].

Some calculated results are reproduced in Table 3.2. A comparison of the
tabulated results with those obtained by numerical solution of (3.25) and
(3.26) shows that Formula (3.47) is accurate to three significant digits (over
the whole range of 6;). The spatial distribution of the potential around ca-
pacitors with angle parameter 8, = 30° and 60° are shown in Figures 3.4 and
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Figure 3.7

Electrostatic potential near a spherical barrel charged to unit po-
tential with aperture subtending angle 6y = 60°. Truncation number
Ntr = ].].

3.5, respectively. This was computed from (3. 14) after solution of (3. 26).

Finally, we calculate the capacitance of the spherical barrel. The charge ¢,
and hence the capacitance of the doubly-connected spherical barrel conductor
at unit potential, is determined by ¢1 = aby. In the trivial approximation
d?) =0, and the corresponding estimate follows from (3.32) :

—1
(0) (0) 1 1 1 — cos by
_ — | 0 — —In|—— "= . 3. 48
4 “ a( 7 T on n{lJrcosHl ( )

In the limiting case of free space (6; =0), Formula (3.48) produces the

expected result that qgo) = (. For the other limiting case of a closed spherical

shell (§; = %), it produces the expected result q§°) = a. A thin cylindrical
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Figure 3.8

Electrostatic potential near a spherical barrel or ring charged to
unit potential with aperture subtending angle 6, = 80°. Truncation
number N;. = 11.

ring (f; < 1) has the approximate charge

(0) Ta Ta

N T T In(2/0,)  0.07 + In(16/6;)

1

where we have employed the approximation 7 — 1 = In8 + 0.07. This is very
close to the known result for the charge on a narrow cylindrical ring [29]. The
estimate of g; improves with the next approximation. Sample calculations of
q§°) are reproduced in Table 3.3.

The distribution of the electrostatic potential surrounding three differently
shaped barrels (6p = 30°,60°, and 80°) is displayed in Figures 3.6, 3.7, and
3.8. This was computed from (3. 14) after solving (3. 32). As might be
expected, the potential is nearly constant inside the largest barrel. When the

angle 6y = 80°, the spherical barrel becomes a “ring.”
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o, 10° [20° [30° |40°
a'q") | [-1.729 | -1.262 | -0.967 | -0.739
o 50°  [60° | 70° [80°

a~1q") -0.549 | -0.391 | -0.241 | -0.113

Table32 Total charge on the lower cap of the spherical condensor.

o, 10° | 20° [30° [40° [50° |60° |70° |80°
a¢\” | 0.683 | 0.797 | 0.874 | 0.927 | 0.963 | 0.984 | 0.995 | 0.999

Table 3.3 Approximate capacitance of the spherical barrel as a function of angle
th =35 — 0.

3.3 An asymmetrical pair of spherical caps and the asym-
metric barrel

In the previous section we considered two spherical caps that subtended
equal angles at the origin of the common spherical surface on which they
both lie. Retaining axial symmetry of the entire structure, we now allow the
caps to subtend different angles, o and = — 3, as shown in Figure 3.9(a).
When charged to constant potential, the standard formulation of this bound-
ary value problem for Laplace’s equation produces the nonsymmetric triple
series equations (which are similar to the symmetric triple equations of the
previous section)

ioj an Py, (cosf) =1, 6 e (0,a)
n=0
S (204 1) anPy (cos8) =0, 0 (a,8) (3. 49)
n=0
i an Py (cosf) =1, 0e(B,m).
n=0

Proceeding as in Section 2.7, we may transform the Equations (3.49) to the
equivalent symmetric triple series equations

oo 2 3
Z ann (l’) — { £opP1 } :
o L+ pop1 + (1 — pop1) @

x € (—1, —SIJ()) U ((E(), 1) (3 50)
> @n+1)byPy(x) =0, € (—0,20). (3. 51)
n=0

Here .
Po — P1 sin A
xo = =

po+p1  sinlg’
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Figure 3.9

(a) An asymmetrical pair of spherical caps, (b) an asymmetric
spherical barrel.

where the parameter Ag = 1 (o + f3) is the angular coordinate of the middle
of the slot and A = 3 (8 — «) is its semi-width.
The right-hand side of (3.50) has the Fourier-Legendre expansion

1
2pop1 }2 -
{1+Popl+(1—Popl)fU ,,ZZ;) (@) ( )

cos A — cos Ag
=V oA T e A LT a(AA0)g" (A A .
dn M[ 7(A;A0)l 4" (A, Ao) (3. 53)

A coZ A
(AL Ag) = VeosZ A —cosZ Ay cosA.

where

and

cos Ag

In calculating the coefficients d,, we used the integral

/Mdz:%u—qm,b)]q%a,b), a>b (3. 54)

_'1 a+bz ($+ i)m

which may be obtained from the Dirichlet-Mehler integral representation for
the Legendre polynomials P,, and the tabulated definite integral [19]

] cos(sx) dp = T (\/aQ—bQ—a>s 0> b

a-+bcosz e va? —b? b

0

In contrast to the symmetrical case where the final solution requires only
even or only odd coefficients (according as the pair of shells are equally or
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oppositely charged), the solution to the nonsymmetrical structure requires
both even (I = 0) and odd (I = 1) coefficients. The systems are solved
separately and the results are combined. Based on results obtained in the
previous section, the final form of the solution is (for [ = 0,1) :

o [1-ebls ™ ) = [r- @l ]+

l

S (eamsizh — fonst) Q57 (), (3. 55)

n=1
and when m > 1,
N ! 5(1-%)
Comi1 — 3 (Cantigl, = fontt) Qi */ (u1) =
n=1

") (wy) (3. 56)

Jom+1 + (lef) - fl) Q(()

where )
sin® A
Uy = 1-— 27. 3 s
sin“ Ag

Fia BT e (R e S ST R
Contl T (TL + 5) b2n+l

and the rest of the notation coincides with that used in the previous section.
Just as for equally sized caps, this problem may be effectively solved by the
method of successive approximations because the same estimates of the norm
given by (3.27) are valid.

Suppressing some details, the electrostatic potential of the charged non-
symmetrical spherical barrel (displayed in Figure 3.9(b)) also leads to the
nonsymmetric triple series equations

S 204 1) anPy (cos0) =0, 6 € (0,a)U(8,)
= (3. 57)
> an Py (cosf) =1, b€ (a,p),
n=0

which are converted in the usual way to the dual series equations (I = 0, 1)

(0,-13)
(b2n+l - d2n+l) Pn (U) = 0, u e (—1711,0)

0 (3. 58)
_1
(n+3l+3) b P () =0, we (1)

118

n

18

n=0

where ug = cos26y. The standard solution process eventually yields a fast
converging i.s.l.a.e. of the second kind for the Fourier coefficients. The odd
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(I =1) index system is

=S B8 (ug Z 0,03 (uy) (3. 59)
n=0

where

and

nt3 1)) 2
{Bn,Dp} = M {hv(zz’o)} {bon+1,don+1};

the even (I = 0) index system is

G =3 G { QL) (00) + 2B (2 00} Qo (01) @ )}
=2v2{y (1)} DoQum (1) +
>0, {QM) ) )+ 220 @) Q) @ () (3. 60

and )
L(m+3) (03 1,3 2
Dy = (—1)™ d2m7(r (m)Q) hmfl) hfnfl) :
The remaining notation coincides with that which we used in the solution of
the spherical barrel with equal-sized apertures (Section 3.2).

Some remarks about computation of the electrostatic fields are in order.
It is not necessary to compute the original Fourier coefficients {a,}, . Cal-
culations can be done in terms of the secondary coefficients {b,}, - ,. For
instance, to derive formulae for capacitance and potential distribution along
the z-axis, use Formula (2.253) in which we set m = 0:

Vecos A + cos Ag /

an =

Vcos A + cos Agx

cos Ag + cos Ax
Pl|——— 25 + 1) by P, . . 61
. (cosA+cosAoa:>§( s+1) () (3. 61)
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The total charge accumulated on both caps is Q = a.ap; from (3.54) one finds
that
1 = / P, (z)d
x)dz
= —a+/cos A + cos A 2+1b5/ >
@ 2a €08 €08 0;0( s ) veos A + cos Agx

-1

=all —q(A,Ap)] f: bsq® (A, Ag) . (3. 62)

s=0

(Observe that for symmetric caps A = 7, ¢ (A, g) = 0, and the expression
(3.62) reduces to the previously stated form, namely @ = a.ay.)

The electrostatic potential taken along the z-axis (so that cosf = +1) is
given by

U (t, +1) Zan ()" (3. 63)

where t = r/a < 1. Upon substltutmg (3.61) and taking account of the series

s cos Ag + cos Ax n cos Ag + cos Ax 5\
Pl—————mmm | (&))" = (1 F 22— + ¢
n;) (COSA+COSAOIE)( ) ( + cosA+coson+

Nl=

(derived from the generating function for P,, see Appendix, (B. 59)), and
the value of the integral given by (3.54), we obtain the final formula for the
distribution of the electrostatic potential along the z-axis in terms of the
coefficients b,,:

1 o0
A1) = — (1= R(A, Ag: )] S bR (A, Ag: t), 64
(1) = T - R A0 0, At (3. 64)
where
R(A. Ag: 1) = (1 —#%) Veos® A — cos? Ag — (1 + t?) cosAithosAo
(1+t2)cos Ag F 2tcos A

(3. 65)

When r > a, we use the formula
Up,£1) = Zan +p)~ :tZan ()", (3. 66)

n=0

where p = t=! = r/a > 1, so that the expression (3. 64) may be employed.
Note that with the limiting values ¢ = 0,1 we have

R(A,Ao,O) :q(A,AQ)7 R(A,Ao,l) = +1.

Some calculations of the total charge on spherical caps of unequal size are
displayed in Table 3.4, and the similar calculations for nonsymmetrical spher-
ical barrels are displayed in Table 3.5. An illustrative example of the elec-
trostatic potential distribution along the z-axis for an asymmetrical pair of
spherical caps are shown in Figure 3.10.
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ANAp | 75° 60° 45° 30°

0° 1 1 1 1

5° 0.99710 | 0.99742 | 0.99788 | 0.99850
10° 0.98839 | 0.98959 | 0.99148 | 0.99405
15° 0.97381 | 0.97647 | 0.98076 | 0.98684
20° 0.95327 | 0.95800 | 0.96568 | 0.97751
25° 0.92673 | 0.93409 | 0.94625 | 0.96776
30° 0.89413 | 0.90469 | 0.92265 | —

45° 0.75968 | 0.78368 | — —

60° 0.57036 | — — —

Table 3.4
Normalised total charge on two nonsymmetrical spherical caps a='Q1 1 . A
is the angular coordinate of the middle of the slot, A is its semiwidth.

ANA, | 75° 60° 45° 30°

0° 0 0 0 0

5° 0.58555 | 0.53669 | 0.45724 | 0.34964

10° 0.67380 | 0.62062 | 0.53415 | 0.41722

15° 0.73665 | 0.68163 | 0.59228 | 0.47193

20° 0.78640 | 0.73100 | 0.64119 | 0.52084

25° 0.82735 | 0.77264 | 0.68415 | 0.56621

30° 0.86158 | 0.80843 | 0.72264 | —

45° 0.93426 | 0.88970 | — —

60° 0.97410 | — — —
Table 3.5

Normalised total charge on a nonsymmetrical spherical barrel a‘lQl,l VAV
is the angular coordinate of the middle of the slot, A is its semiwidth.
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z/a
Figure 3.10
Electrostatic potential along the z-axis for an asymmetrical pair of
spherical caps charged to unit potential and subtending angles «
and 7 — (3 .

3.4 The method of inversion

The method of inversion in a sphere is described in many classical books on
electromagnetism (see for example [54], [66]). In three-dimensional potential
(electrostatic) problems this method plays, to some extent, the same role as
conformal mapping does in two-dimensional problems. It is mainly used in
the calculation of capacitance of closed charged shells. To this end, let us
state a very useful theorem first formulated by C. J. Bouwkamp [7] in 1958.

Theorem 5 Consider an isolated (or solitary) conductor bounded by a sur-
face S. Let St be the image of S under inversion in the sphere of radius a,
centred at a given fized point M. Let U® be the free-space potential due to
a unit negative charge located at M. Let U° + U be the total potential in-
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duced by this unit charge at M in the presence of S’ when it is grounded (i.e.,
U+ U =0 onS"). If Vy is the value of the induced potential U at M
(Vo =U! (M)), then the capacitance C of the conductor S equals a?Vj.

We introduce two well-known examples to illustrate the use of this theorem
in the simplest cases. The first example calculates the capacitance of a single
spherical cap. The second, borrowed from [7], calculates the capacitance of
two touching spherical shells.

We have already calculated the capacitance Ce,p of the spherical cap in
Section 1.4: Ceqp = a.ap, where a is radius of the sphere and ag is lowest
Fourier coefficient of the expansion of the electrostatic potential in Fourier-
Legendre series; thus ag = 71 (fy +sinfp), and Ceqp = an™! (6 + sinby).
Let us demonstrate an alternative way of arriving at this result via inversion.

Consider the spherical cap subtending an angle 6, at the origin as shown in
Figure 3.11. It occupies the region 0 < 6 < 6, of the spherical surface r = a.
Before performing an inversion about the centre M located at r = a,0 = 0,
we relocate the cap so that it occupies the area m — 6y < 6 < 7 on the surface
r = a. Under an inversion in the sphere of centre M and inversion radius
R = 2a, the spherical cap is transformed to the circular disc shown with
centre O’. The capacitance calculation for a spherical cap is transformed to
the equivalent calculation of the potential U for the grounded circular disc of
radius b in the presence of the unit negative charge, which is placed at the
centre of inversion.

Let O’ be the origin of a cylindrical polar coordinate system (p, z) , so that
the coordinates of the inversion centre M are p = 0, z = 2a; the inversion
procedure described above is given by p = Rtan %9, and the radius of the
circular disc image is b = Rtan %00. The potential function emanating from

1
the negative unit charge is U = — (p2 + z2) > . By the method of separation
of variables, we may seek the axisymmetric electrostatic potential U = U (p, z)
as the sum U = U° + U, where the induced potential U' has the form

Ul = /Ooof(u) Jo (vp) e vF=lay (3. 67)

and the unknown function f is to be determined. Upon enforcing the mixed
boundary conditions one readily obtains the following dual series equations,
involving Bessel functions:

/Oof(u)JO(up)dV: (,02—1—4(12)7%7 0<p<hb, (3. 68)
0

/ vf(v)Jy(vp)dv =0, p>b.
0
We may use the results of Section 2.6 to find

_4a b cos (vp)

Fo) =2 [, (3. 69)
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Figure 3.11

The spherical cap and its image (the circular disc) under the inver-
sion procedure (see text).

b = 2atan %00. According to Bouwkamp’s theorem, the capacitance is
Ceap = R*U* (M) = 4a? / f(v)e . (3. 70)
0

Thus, the capacitance equals

4 3 > —2va b dp COS (l/p) 32 4 b dp
Ccap = —a / dve / 2742 = —a ﬁa
T Jo 0o p°tda T Jo (p?+4a?)

and an elementary calculation leads to

Ocap = (90 + sin 90) R

a
T
which is in accord with the previous result.

Our second example is the calculation of capacitance of two touching spheres
of radii @ and b, a < b (Figure 3.12). In [7], this problem was treated by the
image method. With a view to extending it to open touching spherical shells,
we derive a solution by the method of separation of variables. The inversion
sphere has centre at the point of contact M and radius 2b. Let M be the origin
of polar cylindrical coordinates. The transformation (given by p = 2a tan %9)
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Figure 3.12
Touching spheres of radii a,b.

transforms the electrostatic problem for two touching spheres that are charged
to unit potential to the equivalent electrostatic calculation for two grounded
infinite planes, separated by a distance [ = 2b(1 + b/a), in the presence of a
unit negative charge at inversion centre M.

As before we may seek a solution in the form

Ulp,z)=U"+U", (3. 71)
where .
U'=—(p*+2%) 2, (3. 72)
Ul = /00 {f(w)e "+ g)e"*} Jo (vp) dv, (3. 73)
0

with f and g to be determined. Notice U (p,z) — 0 as p — oo. The boundary
conditions U (p, —2b) = U (p,2b% /a) = 0 (each plane is grounded) imply

/000 {f (V) e® + g (v) 6721}1)} Jo (vp)dv = (p2 + 462)_% ,

0<p<oo, (3.74)

Nl

| {r e s gy gy do = (5 402 b))

0<p<oo. (3.75)
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A Bessel integral transform, applied to equations (3.74) and (3. 75) shows

that
sinh (2vb%/a) b

TV = Sh@bern @ (3. 76)

sinh (2vb —oub?/a
g (V) - ( ) e 2vb*/ )

sinh (2vb (a + b) /a)
Bouwkamp’s theorem implies that the capacitance of the two touching spheres
is

(3. 77)

Coyp = 402U (M —4b2/ {fw)+g)}dv (3. 78)

-2 re () (ch)) e

where ~y is Euler’s constant, and ¥ denotes the logarithmic derivative of the
Gamma function I" (see [1]),

o) =y e Y s

n—x

When the spherical radii are equal (a = b), ¥(3) = —v — 2In2, and the
capacitance Cp equals 2b1n 2.

Let us extend the last example to consider open spherical caps; various
configurations are shown in Figure 3.13. We restrict ourselves to spheres of
equal radii a, and shells subtending equal angles 8y, and concentrate on the last
two configurations (c¢) and (d); the solution to the first two is easily deduced
from the last two (using image theory). From the symmetry after inversion,
it is sufficient to consider the problem in the upper half-space (z > 0). Thus,
we find the distribution of the electrostatic potential U in R?, which is due
to the unit negative charge located at inversion centre M in presence of two
grounded circular discs, separated by a distance [ = 4a.

As before, the free-space potential emanating from the negative unit charge

1
is U0 = — (p2 + 22) 2 . Subdivide the space into two regions. In region I |
0 < z < 2a, we seek a solution in the form

Ul =v°+u® (3. 80)

where -
A :/ f () Jo (vp) cosh (vz) dv; (3. 81)
0

in region II |, z > 2a, we seek a solution in the form

vl =y 4+ U@ (3. 82)
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Figure 3.13
Various configurations of spherical cap pairs.

where -
Ul = / g () Jo (vp) e V2dv (3. 83)
0

and the functions f, g are to be determined. (The form of U® and U is
a superposition of partial solutions to Laplace’s equation, which vanish at
infinity.) From the continuity condition

U' (p,2a) = UM (p,2a),0 < p < oo

we deduce
cosh (2va) f (v) = e 2% (v). (3. 84)
The mixed boundary conditions applied on the plane z = 2a give
U9 (p,2a) = U@ (p,2a) = U (p,2a), 0<p<b, (3. 85)
oU @ aule
2a) = —— (p,2 b .
5, (P20) = ——(p,2a), p>b, (3. 86)

where b = 2atan %90. We therefore obtain the following dual integral equa-
tions for the unknown function f :

/OO f (v) cosh (2va) Jo (vp) dv = (p* + 4a?) 2 , 0<p<b, (3.87)
0

/O°° vf (v)e**Jy (vp) dv = 0, p>b. (3. 88)
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It is convenient to introduce a new unknown function F' by
Fv)=ef (), (3. 89)

and transform the dual equations to the weighted form

/ (14+e ) F(v)Jo (vp)dv =2 (p* + 4a2)_% ,0<p<b,  (3.90)
0

/000 vF (v) Jo (vp)dv =0, p>b. (3. 91)

Following the Abel integral transform technique, these equations produce
/0 ViF (v) J_1 (vp)dv

1 1
2\? dap~z o
= () 7}02@54&2 _/0 V%F(V) 6_41/@]7% (vp)dv, p<b, (3.92)

(oo}
/ viF (v)J_y (vp)dv =0, p>b. (3. 93)
0

Application of the Bessel-Fourier integral transform to both parts of this
equation produces a Fredholm integral equation of the second kind. From a
computational point of view, however, the discrete form of solution is prefer-
able. To reduce (3.92) and (3.93) to an i.s.la.e., we use the Hankel transform
to obtain

1 1
2\ 2 [bpzJ_1
0

T p? + 4a?
b 0o

f/ pJ_1 (p) {/ V%F(V) 6741}(1:]_% (vp) du} dp (3. 94)
0 0

and then represent unknown function F' by a Neumann series

F(p) = <7T12m) 3" (4n+1)% ey, (1b) (3. 95)

n=0

where it can be shown that {z,},- € lo.

Substitute (3.95) into (3.94). Then multiply both sides of (3.94) by (4m + 1)
%JQm 41 (ub), integrate over [0,00), and use the well-known integral formula
19,

/ t T rons1 (8) Joyamaer () dt = (4n + 2v + 2)_1 Onm - (3. 96)
0
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o0
n=0"

This yields an i.s.l.a.e. of the second kind for the coefficients {z,, }

T + Z CnmTn = Bm, (3. 97)
n=0
where m =0,1,2, ..., and
U = [(An + 1) (Am + 1)]2 / vl Ty s (VD) Ty sy (VD) dv, (3. 98)
0

P2m (t)

90 m 1 !
= 2tan -2 (—1)™ (4m + 1 2/ Y
B an2( )" (4m +1) o 1+ tan® 16,

(3. 99)

Let us determine the capacitance C of two spherical caps in terms of the
Fourier coefficients z,,. As before,

C:4a2/ fv) dV:4a2/ F(v)e ?dy, (3. 100)
0 0

so substituting for F' from (3.95), we finally deduce that the capacitance C
equals

20 1 T'(2n4 1) tan®" 16,
— Ty (4dn +1)2 X
ﬁn; Ut Fons2) o=

1 6
) <n t5n 1204 ;; — tan? 2°> . (3.101)

Both Formulae (3.100) and (3.101) are valid for 6y < 7. For small caps
(6p < 1), one can deduce approximate analytical expressions for capacitance
in powers of the small parameter ¢ = tan%@o < 1. To estimate of their
accuracy, we express ,, as a hypergeometric function by direct calculation

[14] of the integral in (3.98):

 [(dn+1) (4m+ 1)) (ta 90)2”“’"“ T (2n+2m + 1)
2

Onm = 24n+4m+2 2 T (2n+3)T (2m+3)

1 1 3 3 6o
F Zp— =020, 2n+ =2 . —tan? = 3. 102
X4 3<pap+27p 27p7 2 n+27 m+2, an 2) ( )

where p = n + m + 1. Also we may calculate from (3.99) using the tabulated
integral [14], that

1 C(m+1)T (m+ 3) tan2m+1 o

G Ty

X

1 3 0
oFy (m—|— §,m+ 1;2m + 5;—tan2 20> . (3. 103)
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If e = tan %90 < 1, then

1
B = (4m+ 1)% €2m+1F (m+ 5) P(m+ 1)

T (2m+3)
m+ ) (m4+1
{1—< z;)i; )52+0(54)}. (3. 104)

We may now apply the method of successive approximations to (3. 97):
2t = Zanmx (3. 105)

where 7 = 0,1, ..., and 9552) =0. So

xgyll) = Bma

0o
2
)_ E anmm m - E anmﬁma
n=0

and so on (for m =0,1,...).

From (3. 101), it can be readily shown that accuracy of order O (52) is
obtained for g by neglecting the rest of Fourier coefficients x,, (n > 1). Thus,
since

aM =2+ 0 (%), (3. 106)

2P =2 (1 - is) +0 (%),

an approximate formula for capacitance is

0_4; &40 (3. 107)

so that the capacitance of two spherical caps is approximately

469

™

C = (1 - 00> +0 (65) - (3. 108)
This formula has a clear physical interpretation. The first term is the sum of
the capacitances of two isolated spherical caps. The second quadratic term
reflects the interaction or mutual impact of the caps.

The capacitance of the structure shown in Figure 3.13(d) is obtained in a
similar way. This approach can be extended to consider spherical shells of
differing radii and angle.
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Figure 3.14
Spherically-shaped electronic lens.

3.5 Electrostatic fields in a spherical electronic lens

In this section another illustration of methods developed for applications in
a spherical geometry context is given. We calculate the electrostatic field of
a spherically-shaped electronic lens, shown in Figure 3.14. The spherically-
shaped lens is a variant of a widely used electronic lens that comprises two
charged, finite hollow cylinders at different potentials V; and V5, aligned along
a common axis of rotational symmetry. The upper electrode is the spherical
shell segment given by r = a, g < 6 < 5 — J; the lower electrode is its mirror
image in the zy-plane. The distance between electrodes is negligibly small
compared with the electrode dimension (6 ~ 0), so that we model the lens
by closely adjoined electrodes, electrically isolated by an infinitesimally thin
layer of dielectric.

Let the upper electrode be charged to potential V; and the lower one charged
to potential V5. Due to the rotational symmetry of the problem we seek the
electrostatic potential V' = V(r,0) as an expansion in a Fourier-Legendre
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series (cf. (3.14))

V= an e {05 TS e

Use of the mixed boundary conditions at r = a and of symmetry, produces the
following decoupled dual series equations for the even and odd index Fourier
coefficients:

S(n+ i)mgnPgn(cos 0)=0, 6¢€(0,6p)
=0 : (3. 110)
ZochnPgn(cosﬂ) =1(Vi+W), 0¢€(60,%)
Z (n + é)l'Qn_A'_lPQnJrl(COs 0) = O, 0 € (0,90)
2=0 (3. 111)
ZO$2n+1P2n+1(COS 0)=5(Vi—Va), 0¢€ (6o, %)

The first pair of Equations (3.110) have essentially been solved in Section
3.2, and may be identified with Equations (3.29) once we set b, = (—1)" zay;
the solution given by (3.32) must be multiplied by a factor § (V4 + V2).

The technique developed in Chapter 2 may be followed to reduce the second
pair of Equations (3.111) to the following i.s.l.a.e. with a matrix operator that
is a completely continuous perturbation of the identity (in l2 ). Temporarily,
we replace the right-hand side of the second equation in (3.111) by unity,
so that in the final solution each Fourier coefficient must be multiplied by a
factor 3 (V4 — Va):

(1—pm)XamHJrZinHanm;{“)( 1) = A, (3. 112)
n=0
where m = 0,1, 2, ..., and
N\ [Tm+1)]
n+
n:]-_ + - —O 2
p (n 4> F(n—i—%) (n )asn—>oo
1
nl(n+1) 0})}2
i1 = (1) =7—=5 ¢ hn ? Xont1, 3. 113
Topy1 = ( )I’(n—i—g){ 2n+1 ( )

and
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An approximate analytical formula for the electrostatic potential along the
axis of an electronic lens may be deduced. Set 6 = {2} in (3.109), and let
g=r/a (r <a) so that

0 1
\% <q, 7r) 3 (V1 + V3) nzoajgnqg" + = (V1 Va) qnzoxgnﬂq (3. 114)

(the plus and minus signs are associated with 0 and 7, respectively). Then,
using the approximate analytical solution for even and odd Fourier coefficients
(see (3. 32) and (3. 33)),

and

(V1 + Vo) 1 (1+w)\ s, WL (n+3) 5 (03)

2cr (uy) {1+7r< 2 ) ;(_1) F(n+i)q Py (Ul)}
(Vi Va)g JD(43) o [Otw )

+ 27 n—o(il) (n—l—i)q /an (u)du (3. 117)

The integral contained in (3.117) is tabulated in [14] so that (if u1 = —ug)

Ji

M\r—‘ w\»—A
Nl
~—
—~
S
~
QU
S

1 1 1 31—
=2(1—wuy)? 3F (—n—,n+1,;1,2; ul). (3. 118)
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Since ¢ < 1, we may change the order of summation and integration in the
last term of (3.117) and so are led to the series also tabulated in [14],

> n+32 n 1
St =3 potd) oy A
n=0
=T (n+3)  on ,(30)
_nzor(n+1)(q) Po™ 7 (=)
s -3 2

This completes the derivation of an approximate formula for the potential
distribution along the axis. Note at once that the value of the electrostatic
potential at the origin (z = 0) is

0\ .1 1 1 0\
V(O,ﬂ) = 2(V1+V2){1—7Tcosé?1—7rln (tanQ)} ; (3. 120)

it is uniformly valid with respect to the parameter 6; € (0,%).

Further approximate analytical expressions which are uniformly valid with
respect to the electrode dimensions, are rather complicated except for the lim-
iting case of short electrodes (Jju; — 1| < 1 or ¢; < 1). A crude approximation
to the electrostatic field for narrow or very short electrodes is

Vi+W)(1+¢°) 2 ———~+0(6). (3. 121)

v <q’ 2) = n (2/01)

For general lens parameters, numerical calculations may be simply and
satisfactorily performed. If a truncation number N, of 6 to 8 is used to solve
systems (3.112), (3.32), and (3.33), at least four significant digits in the values
of Fourier coefficients Xa,, X2,+1 can be obtained stably.

™

[N

N =

3.6  Frozen magnetic fields inside superconducting shells

In contrast to previous sections, we now consider a physical problem that
mathematically reduces to a Neumann problem. The physical situation con-
cerns a spherical thin shell with two symmetrically located circular holes
(“doubly-connected” in a topological sense), manufactured from supercon-
ducting material with critical temperature T,.. Suppose this material is a su-
perconductor of the first kind so that when 7" > T, this material behaves as
normal metal, but when T' < T, it behaves as a superconductor. Place this
shell (at T' > T, ) in some region of space that is permeated by a homoge-
neous magnetic field. Cool the shell in order to make the transition to the
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superconducting state (T' < T ), and switch off the magnetic field. Assuming
a perfect (ideal) Meissner effect, the magnetic flux ® = wa?H, is frozen in
the shell’s cavity. The design of special magnetic field compressors that raises
the threshold sensitivity of superconducting magnetic systems exploits this
principle.

A mathematical analysis of this phenomenon requires the solution of a
mixed boundary-value problem for the magnetostatic potential U™ (r, #) with
a Neumann boundary condition given on the shell’s surface. In addition, the
frozen magnetic flux must take constant value through any arbitrarily taken
cross-section of the shell, including a contour on the surface of the shell.

Considering Laplace’s equation, together with the continuity condition for
the normal derivative of U™ at r = a and the O (r’l) behaviour of the
potential at infinity (r — 00), one may seek a solution in the form

" P & (r/a)", r<a
U = g 2 A eont) { —(n/(n+ 1) (/)" r > a } ’

(3. 122)
where ® = ma?H) is the frozen magnetic flux, Hy is the effective mean value of
the magnetic field taken at cross-section z = 0, and {4, }, -, are the unknown
coefficients to be determined; the finiteness of energy condition (see Section

1.3) requires
[e.°]

Z |4, |* < 0.

n=1

Superconducting shells are usually modelled by ideal diamagnetic mate-
rials of zero relative permeability; the normal component of magnetic field
vanishes at the shell surface. The boundary conditions on the potential are
determined by continuity of radial and tangential components of the magnetic
field H=— grad U™ on the superconducting portion of the shell (specified
by the angular segment (6p, 7 — 0y)) and aperture, respectively:

H"(a—0,0) =H"™a+0,0)=0, 0¢€ (0y,m—00),
Hi*(a—0,0) = Hy*'(a+0,0), 0¢€(0,00)U(m—6p,7).

The constancy of the magnetic flux through any arbitrarily taken cross-section
of the shell requires that if § € (6p, ™ — 6p),

0
27ra2/H;”(a79) sin 0df = .
0

Applying these conditions to (3.122), we obtain the following triple sym-
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metric equations for the modified Fourier coefficients z,, = A4,,/(n + 1),

i@n + )2, Pr(cos) =0, 0¢€(0,00) U (m— 6, 7) (3. 123)

n=1

1
an (cos®) = —3 cosecl, 0 € (Bp,m—6p). (3. 124)

Because of the symmetry, x2, = 0 and these triple equations are equivalent
to the dual pair

o0

3
Z (n + 4) Tont1Pa,41(2) =0, 2 € (=1, —2) (3. 125)

n=0

- —1
Z $2n+1P21n+1 (Z) FAS (—20,0) (3 126)

~ RN
where z = cos 6, and zy = cos .
As previously done, (see Sections 3.2 and 3.3), we use the substitutions
u=222—1and

1 1 1’71
Py, (2) =V2(n+ 5) (1—u)? PT(L ) (u) (3. 127)
in Equations (3.125) and (3.126), and integrate them to obtain dual series

(0’%)7

equations with Jacobi polynomials P,

> 4 _s3 _1 1—+/(14u)/2
ZMHP,EO V=28 (1 +u) *n HH] € (—1,u)
(3. 128)
Z (n—|— i) CIL‘QnJrlegO)%) (u) = 23 22 (1+u)” %C, u € (ug, 1) (3. 129)
n=0

where ug = 223 — 1 = cos 26y, and C is an integration constant determined

o0
by the condition 3 |A,|* < .
n=1
Equations similar to this were solved in Section 3.3; omitting details of its

deduction, the final system is

X2m+1 - Z X2n+1Tanm (UO) = Ama (3 130)
n=0
where m =0,1,2,..., and
1
s [(m+3)(m+1)|°T(m+32)
Xoma1 = 214 2 2. omtd- 3. 131
et er% I‘(m+1)x2 + ( )
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Furthermore,

Hnm (UO) =

(1w %A(;o)
Rs(uo)_<2(s+;)(s+1)> 2 (), (3. 132)

W%Rm (uo)

R (1 (=0} /2)2) / (4 wo) /2)*) |
and
Tn=1-— (n—i—i) 11:((21%)) =0 (n"?), asn — oc.

In the same way as in Sections 3.2 and 3.3, the system (3. 130) has an
approximate analytical solution for the Fourier coefficients X5, 1 that is uni-
formly valid with respect to the dimension of the circular holes. In fact, the
norm of the completely continuous part H is bounded by the estimate

3
|H|| < max|m,|=1=1— = < 0.046 < 1;
T

this is uniformly valid in the parameter ug. The method of successive ap-
proximations may be used to solve (3. 130); remarkably, only one step of
the iteration process is needed to obtain an approximate analytical solution
of high accuracy (3 to 4 correct digits in values of A,,). The result of one
iteration is

I'(n+3) RSE’O) (cos26p)
I'(n+1) In[l+sin6y] — In[cos ]
We may use (3. 133) to derive the magnetic field distribution along the

shell axis (z-axis). Due to symmetry we need only consider the positive z-axis
(>0, 6 =0) and obtain

Aoy ~ —27 277 sin by (3. 133)

@ o0
H™(q,0) = ) Z (2n + 1) Agpy1q™ (3. 134)

where ¢ = r/a. Use the tabulated value of the series [14] to rewrite (3. 134)
in the form

g ﬁ sin 0 y

ma? 2 In[1 + sin fg] — In [cos Oo)

-3 3 5 _ 4q¢®cos? by
1+¢%) 2 R | 5,5, — ). .1
( q) 2471 <4747 ) (1 q2)2 (3 35)

H"(q,0) =
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The hypergeometric function in (3. 135) admits a quadratic transformation
to the Legendre function

3 5 _ 4qg®cos? b, [1—}—(12]g [1+q2]
220, _ P =9 3. 136
. (4 477 (14 ¢2)? R(q,60) > [ R(q60) ( )

where R(q,60y) = (1 —2¢? cos 20y + q4) 2 ; the Legendre function P% is related
to the complete elliptic integral of the second kind E by (see Appendix, (B.

82))
) { 1+¢? } _ 2 Ro(g,60) [\/4qcos90}
> [R(q,00)] 7™ R3(q,00) L Rola,00) ]’

1

where Ry(g,00) = (1+2gqcosfy +¢*)? .

It can easily be shown that if 8y < 1 the value of the magnetic field increases
in proportion to ;2. Representative calculations of Hy 'H (g,0) are plotted
in Figure 3.15. Computations based upon Formulae (3. 135)—(3. 137) and on
the numerical solution of System (3. 130) were found to be in almost perfect
agreement.

In conclusion we remark that the growth of the magnetic field concentra-
tion at the apertures is restricted by some threshold value of the magnetic
field, the so-called critical value, H,.. (This is characteristic for superconduc-
tors of the first kind, such as lead, tin, and niobium.) It is interesting that
this phenomenon could be used for quite different purposes, such as localised
concentration of the magnetic field, or attenuation (i.e., suppression) of the
magnetic field in some localised region of space.

If the transition of the shell (T > T.) to the superconducting state (T < T,)
is induced by a refrigeration process that starts from the equatorial zone of
the shell, the initial frozen magnetic flux is ®. = ma’Hy. As the supercon-
ducting state occupies a larger part of the surface of the shell, the magnitude
of the magnetic field increases, attaining its largest value on the aperture
planes where the refrigeration process terminates. By contrast, if the refrig-
eration process starts at the shell rims, the initial frozen magnetic flux is
®, = ma?sin? 0y.Hy, and the movement of the superconducting phase to the
equatorial zone leads to the attenuation of the mean value of the magnetic
field because the frozen magnetic flux has a constant value at any cross-section
of the shell.

(3. 137)

3.7 Screening number of superconducting shells

In this section, we consider another example of a mixed boundary-value
problem for Laplace’s equation in which Neumann boundary conditions are
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18 T

Figure 3.15
Frozen magnetic field along z-axis, for various angles 6.

specified on a spherical shell surface. We consider a superconducting shell,
shaped as a thin spherical shell with a single circular hole. It is placed in an

external magnetostatic homogeneous field Hy, directed at angle « relative to
the z-axis (see Figure 3.16), which is the axis of rotational symmetry of the
shell. .

With no loss of generality, we may suppose that vector Hy lies in a plane
0z, so that its vertical and horizontal components are

H} = Hocosa = HY), H) = Hysina = HY. (3. 138)
The magnetostatic potential function WO (r, 0, ) describing this magnetic field
-
Hy = —VU¥Y in spherical coordinates is
WO (r,60,¢0) = —Hy.r (cos acos 0 + sin asin 0 cos @) (3. 139)
= —Hﬁ).r cos — HY .rsin 6 cos . (3. 140)
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Figure 3.16
Spherically-shaped superconducting shell.

In the interior region 0 < r < a, the total potential has the form

(o) o
v = Hj.a Z al®) (2) P, (cosf) + HY.a Z b (2) P! (cos ) cos ¢,
n=0 n=1
(3. 141)
whereas in the unbounded region r > a, the total potential has the form

0o
—n—1
\I/(e) =0 + Hﬁ).a agf) (C) P, (COS 9)
a
n=0

e —n—1
+HY .a Z bLe) (f) P} (cos 0) cos . (3. 142)
a
n=1
As mentioned in the previous section, superconducting shells are modelled
by ideal diamagnetic materials of zero relative permeability, so that the normal

component of magnetic field (in this case, H,) vanishes at the shell surface.
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The continuity condition at » = a takes the form
H (a,0,0) = H\ (a,0,¢), 6€(0,7), ¢ € (0,2m), (3. 143)

where the superscripts 7 and e refer to the interior and exterior regions, re-
spectively. Furthermore, on the screen surface, the normal components satisfy

HY (a,0,0) = H) (a,0,0) =0, 6 (00,7), p€(0,2r). (3. 144)

Also we require continuity on the aperture (r = a, 6 € (0,6p), ¢ € (0,2m))
for the other magnetic field components:

Hy (a,0,¢) = H? (a,6.¢), (3. 145)
Hg) (a,0,¢) = Hée) (a,0, ). (3. 146)

To these conditions are added the finiteness of the energy integral

Jif et

which determines the solution class for Fourier coefficients a'©*¢) and 5.
Condition (3.143) implies (for n =1,2,3,...)

(3. 147)

nal) = —61, — (n+ 1) al?, (3. 148)
nbl® = 6y, — (n 4+ 1)), (3. 149)

Enforcing the conditions (3.144) — (3.146) leads to two independent systems
of dual series equations for the internal Fourier coefficients,

2n+1 3
(@) pt _ 3
nzl T P (cos0) = =S sinf, 0 € (0,60,) (3. 150)
> nalI P} (cosh) =0, 6 € (6o,7), (3. 151)
n=1
and
; ] bW P (cos) = —Zsind, 0°€ (0,00), (3. 152)
> b P} (cosf) =0, 6 € (6o, 7), (3. 153)
n=1

The finite energy condition (3.147) requires

= Zn+1)
ZQn—I—l <oo Z 2n +1

n=1

n) i

< o0, (3. 154)
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so that {ag)}(::l €12 (0) and {bg)}:i() €ly(2).

To solve Equations (3.152) and (3.153), set =, = nb'? and integrate (3.153)
using Formula (B. 49) (see Appendix) to obtain

= 2n+1 1 3.
; oD e P (cos0) = T sind, 0 € (0,60) (3. 155)
an (cosl) =c1, 6 € (0p,7) (3. 156)

where ¢; is the constant of integration. From the Dirichlet-Mehler represen-
tation for Legendre polynomials (1. 149) we readily deduce representations of
the same type for associated Legendre functions:

0

2v2 1 n(n+1 /Sl )psing
m sinf 2n+1 \/cosgo—cos@

Pl(cosf) = dep. (3. 157)

0

Now, following the well-established procedure described in Section 2.1,
transform (3.155) and (3.156) to the equations

1 sins60, 6 € (0,6p)
Zazn&n(n—l— )9 {clsm%e 0 ¢ (0g,7) " (3. 158)

Exploit orthogonality of the trigonometric functions on (0,7) to obtain, for
m=1,2,...,
Tm = —le (00) — ClROm (00) (3 159)

and, corresponding to m = 0, an equation for ¢y,

0=—Rqo (90) + [1 — Ry (90)] c1, (3 160)
where L
R (60) = 208272 | (cosho) (3. 161)

NEEg!
with QSWfQ) denoting the usual normalised incomplete scalar product.
Thus, the final analytical form of the solution is

Ry (60)
_ 0f0) , . 162
= = { R (00) + T2 0 R () (3. 162)
From (3. 161), it is evident that xz,, = O( - ) as m — 00; hence bS,? =
-2

O(m

) as m — oo, and the obtained solution does in fact lie in I3 (2).
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The dual Equations (3.150) and (3.151) for the remaining coefficients a!
may be solved in various ways. We start by integrating both equations:

2n+1 3

nzz:l e P, (cosf) = —3 cosf + ca, 0 € (0,6)) (3. 163)
) ()
nzl - 1P,1 (cosf) =0, 6€ (0g,m) (3. 164)

where ¢ is an integration constant to be determined. In deducing (3.164) we
used the well-known formula (see Appendix, (B. 49) and (B. 58))

2n+1
Poii(x) = Pyi(2) = ————<V/1 — 22P} (2

n(n+1)

Integrate Equation (3.164) again to obtain

S Py (cost) = s, 0€ (6o.m) (3. 165)

where c3 is another constant of integration to be determined.

The dual series Equations (3.163) and (3.165) may be solved in various
ways. We use a standard Abel integral transform to convert to equations
with trigonometric kernels:

—2n+1 1 3 3 0
Z iaﬁf) cos <n + 2> 0 = ——cos 549 + ¢y cos 5,9 € (0,60) (3. 166)

ot n+1 2
;naj_lsin (n+2>0263sin2, 0 € (Op, ). (3. 167)

The dual Equations (3.166) and (3.167) are equivalent to two systems of
functional equations,

o0 3 g 3 1
Z 2n+1a£f) cos n—i—l 0 —5cos 50 4 cacos 560, 6 € (0,6p)
n+1 2

n=1 C3 COS %97 0 € (6y, )
(3. 168)
and
0o (2) — .
an . 1 —=sinsf0 +cosinzf0, 0 ¢ (O 00)
n 1 5 - 2 2 27 ’
;nJrlSln (n+ 2)9 {c3siné0, 06(90,77) . (3. 169)

A retrospective justification for the differentiation process in obtaining (3.168)
is needed, but none is needed for (3.169). It is obvious that the solution of
the first equation lies in the required class (I2),

2m+1 3
T al) = _inm (6o) + c2Qom (60) — c3Qom (f0), m>1 (3. 170)
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11
where Qnm (00) = A,(mf’ﬁ) (cosfp) is the usual normalised incomplete scalar
product.

By considering the product of (3.168) with cos %9, the constants ¢y and cg
are related by

—gQw (Bo) + c2Qoo (6o) = c3[1 — Qoo (00)] - (3. 171)

If the constants co and c3 are arbitrarily chosen, the solution of Equation
(3.169) does not lie in the required class. The correct solution is found by
requiring the function to be continuous at the point 6 = 6, leading to

0

1
—3 sin %00 + co sin% = c3sin 50. (3. 172)

From (3. 170), (3. 171), and (3. 172) we finally deduce

. 1
g = 3 m+

m o 29m+1

-3
sin 500

{Qu o0 - S22
2

Qom (90)} . (3. 173)

The closed form for the magnetostatic potential ¥ (r, 6, ¢) is

3 > n-+1 r\"n
i 1
g (r,0,0) = —iHﬁ)-aZ M1 L} (6o) (5) P, (cos )

- HY. acosgoz R(l) o) ( )nPT} (cos®) (3. 174)

n= 1
where Ruo (60)
R (0) = Rin (60) + —2"9 R (60),
in (00) = Rin (60) T Roo (60) on (60)
and 3
Sin 5
i (60) = Qun (B0) = 52 - Qon (60)

1
sin 50

A measure of screening effectiveness of the superconducting open spherical
shell is the screening number (recall that a defines the direction of the external
magnetic field),

[N

K =H; H(0,0,0) = (Kﬁ cos? o + K2 sin® a) : (3. 175)
where H (0,0, ¢) is the magnetic field at the centre of the shell, and K, K

are screening numbers of the longitudinal and transverse magnetic field, re-
spectively. It is evident that

K =0 (0), K.=RY (6). (3. 176)
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Figure 3.17

Longitudinal (K}) and transversal (Kr) screening numbers for the
spherically-shaped superconducting shell.

Suppressing rather bulky details, the distribution of the magnetic field,
which penetrates into the screen, when taken along the axis of the screen
(with ¢ = r/a < 1) has components

i 0
H,(.) (q7 W},(p) = +H|L(%xq,00),

i 0

Hé) (q, { - ,90) = FH, R(+q, b)) cosy, (3. 177)
(i) 0 .

Hy <qa{ﬂ.}a§0) = H, R(%q,6p)sin o,
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where

27Tt2R (f, 90)
t t sin 6,
=3 sin 20y — ¢t~ arctan {1—51:205090]
sin 90 :|

— cos By

sin 90

1—1t)3
+ ) 1 — 2t cosfy + t2

+ 2t arctan [

R10 (00) (1 - t) sin 90 sin 00
————————t<mRyo (6 t —_—
+1—R00(90) T OO(O)+1—2tCOSGQ+t2+aIC at —COSGO ’
and
2
4§Et212(t790)
— _2 arctan |0 o (1+1#7) sinfy LN
-3t 1 —tcosby 2 (1 —2tcosby + t2) 6 0
2 sin 6y sin 36y ¢ (14t) sin 6y
242 arct _ 2 )
+gttarctan [cos 0o — t} 3sinify 2 1—2tcosfy + 1

It follows from the last formula that L(—1,6p) = 0; this implies that
H, (1,7,¢) =0, ie., the boundary condition (3.144) holds at this point.

Some calculations using the Formula (3.176) are shown in Figure 3.17.
These show that the transverse magnetic field is less well shielded compared
with the longitudinal magnetic field. For instance, the shielding numbers of
a cavity with 6y = 5° have ratio K| /K|| « 10° (note the vertical scale is in
decibels).
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Chapter 4

Electrostatic Potential Theory for
Open Spheroidal Shells

After spherical geometry, spheroidal geometry provides the simplest setting
for three-dimensional potential theory. This chapter considers the potential
surrounding various open spheroidal shell structures. It presents a significant
extension and generalisation of the spherical shell studies because various
combinations of cavity size and aspect ratio of the shell produce extremely
interesting structures for physical and engineering applications; the hollow
cylinder is one example.

As the ratio between the minor and major axes increases, a closed spheroidal
surface takes widely differing shapes ranging from the disk through the oblate
spheroid, to the sphere, through the prolate spheroid, to the limiting form of
a thin cylinder of finite length or of a needle-shaped structure.

Whilst cutting slots in the spheroidal shell expands the possibilities of mod-
elling of real physical objects, it increases the analytical complexity of the
corresponding boundary-value problem. This accounts for the fact that, un-
til now, only the simplest problems for conductors described in spheroidal
coordinates have been analysed in detail, namely closed spheroids (see, for
example, [26]) and spheroidal caps [12].

Nevertheless, significant progress can be made for axially symmetric struc-
tures in this setting. The Laplace operator separates in this coordinate system,
so that dual or triple series equations can be constructed by enforcement of
mixed boundary conditions on the conducting surface or the aperture as ap-
propriate. As explained in Chapter 1, these equations are equivalent to (and
can be reformulated as) a certain first-kind Fredholm integral equation. The
original first-kind equations may be transformed to a Fredholm second-kind
infinite matrix equation by the method of regularisation. As we have already
seen, the regularised system of equations possesses many desirable features
including rapid convergence of the solution, obtained by truncation methods,
to the exact one, and guaranteed accuracy of computations.

As for the open spherical shell studies, we will consider spheroidal shells in
which one or two apertures are introduced in an axisymmetric fashion. Prolate
and oblate spheroids with such apertures will be discussed. After an intro-
ductory formulation (Section 4.1) of mixed boundary value problems in the
spheroidal coordinate systems, we first examine the thin, perfectly conduct-
ing, prolate spheroidal shell with one circular hole (Section 4.2). The prolate
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spheroidal shell in which a longitudinal slot is introduced to produce a pair
of equally sized spheroidal caps is then considered (Section 4.3). When the
caps are oppositely charged, we may calculate the capacitance of the resulting
condensor. The complementary structure, a prolate spheroidal shell with two
symmetrically disposed circular holes, or spheroidal barrel is discussed in the
following section (4.4); the hollow right circular cylinder may be viewed as a
limiting case.

The next two sections examine the analogous structures for oblate spheroi-
dal shells with two apertures: the oblate shell with a longitudinal slot, which
produces a pair of equally sized spheroidal caps (Section 4.5), and the oblate
spheroidal barrel (Section 4.6). In the final section, the capacitance of the var-
ious shells (when positively charged) and condensors (comprising oppositely
charged components) are examined as a function of aspect ratio and aperture
size.

In contrast to closed structures, there have been relatively few analytical
studies of the electrostatic potential distribution surrounding three dimen-
sional open structures with cavities and edges. Viewed as an example of a
three-dimensional finite open conductor with a cavity, these canonical prob-
lems and their solutions can be used for the development and testing of ap-
proximate methods of general applicability in potential calculations.

4.1 Formulation of mixed boundary value problems in
spheroidal geometry

As stated in the Introduction, we consider infinitely thin, perfectly con-
ducting, open axisymmetric spheroidal shells (see Figure 4.1) charged to some
electrostatic potential U. We shall use prolate and oblate spheroidal coordi-
nates in the trigonometric coordinate form (¢, 3, ¢) described in Sections 1.1.4
and 1.1.5. In both coordinate systems, the surface of each shell Sy lies on a
coordinate surface a@ = const = «g (which is a spheroid), whilst the interval
of (8 defining Sy depends on the particular structure. Thus, Sy is defined by

a=ay, ¢cl0,2r], and S €I,

where T is a subinterval, or several disjoint subintervals of [0, 7r]; the comple-
mentary interval I’ = [0, 7] \I allows us to define the aperture or slot S; in
the spheroidal surface by

a=ay, p€l0,2r], and e

Our aim is to construct the solution for electrostatic field potential distribu-
tion U(q, 3, ¢) near the charged open shell Sy when the potential is specified
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Figure 4.1

Spheroidal shell geometry: prolate and oblate

in the form U(ay, 8,9) = f(B,¢) (for 8 € I) on the surface of the shell; we
shall also calculate its associated capacitance and surface charge distribution.

This boundary value problem of potential theory for spheroidal conductors
may be formulated as described in Section 1.3. Thus, we seek an electrostatic
potential U(a, 3, ¢) that is harmonic in R?,

AU(a, 8,0) =0, (4. 1)

which satisfies the Dirichlet boundary condition on the surface of the conduc-
tor Sp,

Ul —0,8,9) =U(ag +0,8,9) = f(B,¢) for pel,pecl0,2n], (4. 2)

which has a normal derivative that is continuous across the slot Sy,

a=ap—0 T

d _
Ul 5, ©)|2=%H0 =0 for B e I',p €[0,27], (4. 3)
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and which vanishes at infinity according to
Ua,B,0) =0 1) =0(e™®) asa— oo. (4. 4)

Finally, the potential U must have bounded electrostatic energy in any finite
volume of space including the edges of the conductor:

1
W:§// lgrad U|* dV < oc. (4. 5)
1%

As noted in Section 1.3, any solution that satisfies all these conditions is nec-
essarily unique and provides the physically relevant solution to this problem.

In spheroidal coordinates, the method of separation of variables for La-
place’s equation leads to partial solutions of the form (1. 31) or (1. 35) in
prolate or oblate coordinates, respectively.

We confine attention to axisymmetric potential distributions (so aiU =0).
Thus, the separation constant m of (1. 72) or (1. 74) is 0; furthermore the
boundedness of the potential U(a, 8) = U(a, B, ¢) requires that the separation
constant n be zero or a positive integer n =0,1,2,....

Thus, the solution that satisfies Laplace’s equation, the continuity condi-
tions on the boundary o = ¢ between the interior and exterior regions, and
the decay condition at infinity, takes the following form in prolate spheroidal
coordinates,

Ula,p) =
S P, (cosh a), 0<a<a,
;Cﬁp)ﬂl(cosﬂ) {Qn(cosh a) P, (cosh ag)/Qn(coshag), o > a[()), (4. 6)

whilst in oblate spheroidal coordinates it takes the form

U(a,B) =
- (0) pn(isinh @), 0<a<a,
ZOC" Pnfcos 3) {qn(isinha)pn(i sinh ag) /g, (isinh ag), a > ap. (4. 7)

Here, P,(2), Qn(z) (z > 1) are the Legendre functions of the first and second
kind, respectively, P, (cos3) is a Legendre polynomial (with trigonometrical
argument) and

Pu(2) = 17" Pa(2),qn(2) = i"+1Qn(z).

The unknown (Fourier) coefficients {C’,(lp )} and {C’?(f))} are to be found.
n=0 n=0
Selecting the volume for integration V in (4. 5) as the internal region of

the spheroid (a < «yp), the prolate geometry coefficients must satisfy

1
2n+1

a4 [Py, (cosh oz)}2 lazag < 00, (4. 8)

‘C(p) 2 da

n

d . =
W = 7r§ smhaonzo
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whereas the oblate geometry coefficients must satisfy

2. d
‘C(o) T [pn(isinh )] [a—a, < 00, (4. 9)

d oo
W:W§COSha0nZ:02n+l

Taking into account the asymptotic behaviour of Legendre functions as
n — oo (see Appendix, (B. 72) and (B. 73)), it follows from (4. 8) and (4. 9)
that the rescaled coefficients

AP) = Cc?P) P, (coshag), AL = CL9p,, (i sinh o) (4. 10)

belong to the functional space of square summable sequences ls:

{A;m}:o_o {A(")}n €l (4. 11)

Thus, solutions to the potential problem will be sought in the following
form for prolate spheroidal coordinates,

P, (cosha)/P,(coshap), a0 < v
Z A Pa(cos 9) {Qn(cosh «@)/Qn(cosh 04(())), o> a(; } (4. 12)

and for oblate spheroidal coordinates in the form

_ - (o) P (isinh &) /py, (isinh ag), a < ag
Ul 5) Z:OA" P"(Cosﬂ){qn(isinha)/qn(isinhao),oz >ag (4. 13)

Once the coefficients A%p ) and Agf’) are found, the electrostatic field po-
tential U(a, ) is fully determined at any point of the space. Recall that
axisymmetric problems are considered. The rigorous solution to be developed
in the following sections makes it possible to analyse in detail the potential
and electrostatic field near the conductor’s edges.

The surface charge density o accumulated on the conductor surface (o =
ag, B € I) is defined by the jump in the normal component E, of the electric
field across the surface (cf. Equation (1. 2)),

7(8) = 4 {Balas +0,8) = Ealas ~ 0,5)}. (4 14)

The normal component of the electric field E=— grad U is

., d
Eola, B)la=as = halﬁU(aaﬁ”a:ao

(where h, is the metric coefficient), so using (4. 12), (4. 13), and metric

coefficients in spheroidal coordinates (see Section 1.1.4), the expression for o
in the prolate spheroidal system is

o(B) =

ZA ag)AP) P, (cos 3), (4. 15)

4r d sV smh2 ap + sin?
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where

A (o) — {Smh y (Qucosh ao)  Ph(cosh ao>)] :

Qr(cosh ap) N P, (cosh ap) (4. 16)

Employing the value of the Wronskian (B. 69)

W (Pa, Qu)(2) = P(2)Qu(2) = Pu(2)Qn() = (1= 2%) ",
we may simplify
A, (o) = [sinh ag P, (cosh ag)Qn (cosh ag)] . (4. 17)

In the oblate spheroidal system, the charge density is

o0

1 1
= - An(O‘O)Af(’LO)Pn(Cosﬂ)7 (4 18)
4 %\/cosh2 oy — sin? 3 ,;)

a(8)

where the factor
An (o) = {cosh aggn (i sinh ag)py (i sinh ag) } ! (4. 19)

arises from employing the value of the Wronskian of the pair p,, ¢,,. It is worth
noting that the surface charge density expressions (4. 15) and (4. 18) vanish
for the range of § corresponding to the aperture surface.

The total charge @ on each isolated component of the conducting surface
is obtained by integration of surface charge density o over the component
surface.

In considering particular problems, we will suppress the subscripts (p) and
(0) on A, when the context is unambiguous. In all calculations presented
below, the semi-axial distance b is taken to be unity; thus, if the ratio a/b is
specified, the interfocal distance d may be determined.

4.2 The prolate spheroidal conductor with one hole

Let us consider a prolate spheroidal shell Sy with one circular hole deter-
mined by an angle 3y so that Sy is defined by

a=ag, 0<B< 6, and ¢ € [0,27].

When charged to unit potential, enforcement of the mixed boundary condi-
tions upon Equations (4. 12) determining the potential on the spheroidal shell
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produces the dual series equations

> AuPu(cos f) =1, B € [0, ol, (4. 20)
n=0
> Al () Po(cos ) = 0, ge Bl (421

n=0

Equation (4. 20) describes the potential on Sy, whereas (4. 21) follows from
the continuity of the normal derivative on the slot S; and

) Q' (coshag)  Pl(coshag)\] ™"
A, = h n e . 4. 22
(a0) {Sm ao (Qn(cosh ag)  Py(coshayg) ( )
As noted in Section 4.1, this simplifies to
A, (o) = [sinh ag P, (cosh ag) @ (cosh ag)] . (4. 23)

Let us introduce the parameter
en =1—(2n+ 1) sinh ag Py, (cosh ag) @ (cosh ayg). (4. 24)

The asymptotics of the Legendre functions (see (B. 70) and (B. 71)) show
that &, is asymptotically small (as n — o0)

en=0(n"%) asn— oo.

Define the new coefficients

An (050) An An
L= - : 4. 25
“ (2n+1) 1—¢, ( )
so that {z,} —, € lo. The system (4. 20), (4. 21) is thus converted to the
standard form:

an(l —&p)Py(cos B) =1, B €0, Bol, (4. 26)
n=0
> (2n+ 1)z, P, (cos B) = 0, B € [Bo, 7] (4. 27)
n=0

This set of dual series equations has already been considered in Chapter 1;
it is a special case of the general set considered in Section 2.1 with « = 3 =0,
m=0,7, =¢€n, @n =0, n = % For these specific parameters, the Abel
integral transform method essentially employs the Mehler-Dirichlet integrals,
and the following pair of equations is obtained:

chn(l —&p) cos(n + %)ﬁ = cos g, B €10, Bols (4. 28)

n=0

an cos(n + %)ﬂ =0, B € [Bo, 7. (4. 29)
n=0
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We may rewrite (4. 28) and (4. 29) as a Fourier series expression for a
single function F' that is piecewise defined on two subintervals of [0, 7],

F(B) = Z%a:n cos(n + %)5 = {lgt(ﬂ) ﬂﬂ:[[ﬁ%’i}]} } , (4. 30)

where
1, «— 1
Fy(B) = cos iﬂ + E_Oxnen cos(n + 5)6

A standard argument utilising completeness and orthogonality properties of
the trigonometric functions produces a second-kind system of linear algebraic
equations for the coefficients {z,, } -

n=0°
Tg — anEnQns(ﬁO) = QOS(ﬁO)) (4 31)
n=0
where s = 0,1,2,..., and Q,s(5p) = Asl;%’%)(cos Bo) is the usual normalised

incomplete scalar product.
The system (4. 31) has the form

(I-H)z=b

where H is a completely continuous operator on l3; the norm of H may be
bounded uniformly with respect to Gy by

|H|| < max |e,| = ep = |1 — sinh apQo(cosh ap)] . (4. 32)

Considering that

1 coshag +1 1
h =1 4. 33
Qo(coshao) 5 8 Losh ap — 1} coshap’ ( )
the norm is bounded by
N <1—tanhag < 1. (4. 34)

One or two iterations of the method of successive approximations provide
an approximate analytical solution that is more accurate when «q is larger,
i.e., the spheroid is closer in form to the sphere. When the eccentricity e
is small (e < 1, ap — 00) it is possible to show, using the hypergeometric
representations of P,, @, (see Appendix, (B. 70) and (B. 71)), that

62

2(2n — 1)(2n + 3)

+O0(et), (4. 35)

En = —
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as n — 00. Accepting (4. 35), the solution to (4. 31) obtained by the method
of successive approximations is

2
s = Qos(Bo) — e Qos(Po)

8 (s—3)(s+3)
) {cos(s — 3B cos(s+ 3)50]
s — % - 5+%
+0(e*). (4. 36)

1 e? 2 3
%% <2sinﬁ20 + gsin 560

The corresponding approximation for the capacity C' = bzy of the open
charged spheroidal conductor is

= % (Bo + sin By) + < (4&0 + sin By — 2sin 25y — L sm 3ﬂ0) O(eh).

(4. 37)
The expression (4. 37) coincides with the result [12] obtained by a different
method. It agrees with the capacitance of a spherical shell when e = 0.

If the value of the eccentricity e is unrestricted, the solution to (4. 31) is
found by truncation to a finite system of linear algebraic equations that can
be efficiently solved numerically. From a methodological point of view, it is
worth demonstrating how to accelerate the convergence of the solution of the
truncated system to the exact solution. The convergence rate depends upon
the behaviour of the parameter ,,. A more precise statement of its asymptotic
behaviour is

247

-2
en = —02 <n + ;) +0(n™), as n — oo, (4. 38)

where 62 = (8sinhag)~" . With the aim of modifying the System (4. 31), we
introduce the new parameter

1
en :5n+62(n+§)*2, (4. 39)
so that € = O(n™*) as n — oco. The transformation to be obtained is mo-
tivated by the observation that, if one neglects ¢, the resulting dual series
equations can be solved exactly. As explained in Section 2.1, the dual equa-
tions are then equivalent to a certain ordinary differential equation.
Let

I e
and
f(ﬂ)z—CObg—ana cos( n+;)ﬂ (4. 41)
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From Equation (4. 28) we deduce the second order differential equation

9"(B) = 8°9(8) = f(B), B € [0, 8] (4. 42)
Solving this equation (with g(0) = A, ¢’(0) = 0) produces the following ex-
pression for g :

cosh(<5 —cos & f: , cosh( 55) —cos(n+ 3)B

62 — +n+g)?
(4. 43)

9(B) = Acosh(5) —

where -
T
A= I — (4. 44)
T;) (n+ %)2

With the aid of these transformations, we may rewrite (4. 28) and (4. 29)
in the final form

- Zmngzsnm(ﬁmé) = SOm(ﬂ(b(S)a (4 45)

n=0

where m =0,1,2, ..., and

~ 7a(Bo) 2 _(+5)”
Snm(ﬁOaé) = {Qnm(ﬁo) + 7(50,5)6 Vm(ﬁo)} (nJr %)2 452’

1
T (Bo) = m {cos(n + )ﬁo —(m = Bo)(n+ 2)Sln(n + )60}
Y¥(Bo, ) = cosh(65p) + (m — Bo)d sinh(6 ),
and
V() = 2 gz cos(m + 1) sinh(5o) +
m(Bo 77T(m+%)2+62 cos(m o sin o

2 1

1
Tm+ 12 +o? 5)sin(m + )ﬂo cosh(86).

(m+

The truncation of the System (4. 45) is much more rapidly convergent
than the truncation of the System (4. 31) because €} decays more rapidly
to zero than does ,. By determining the asymptotic behaviour of €}, to
O(n~%) terms, this procedure may be repeated to obtain another system with
a further accelerated convergence rate; however, the complicated form of the
system coeflicients hardly warrants the effort since satisfactory solutions can
be derived from the systems already obtained.

We have computed the electrostatic field distribution surrounding infinitely
thin prolate spheroidal conductors charged to unit potential by solving the
system (4. 31) numerically (taking into account (4. 6) and (4. 25)). An
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Figure 4.2
Electrostatic potential near a prolate spheroidal cap, charged to unit

potential, with parameters a/b = 0.2, 3, = 130°. Truncation number
Ntr = ].].

example is shown in Figure 4.2; the ratio of minor to major axes, a/b =
sinh aig/ cosh g = 0.2, and the angular size 3y of the aperture equals to 130°.
The truncation number Ny, was chosen to be 11.

Computationally, the system (4. 31) is very attractive. The solution of
the truncated system converges to the exact solution (the solution of the
infinite system) as Ny, — oco. The accuracy of calculations under truncation
is illustrated in Figure 4.3, where normalised error is plotted as a function of
truncation number. The error is estimated in the maximum norm sense as

Nir+1 _ .Nip
n xn

max,<n,, ’x

(& (Ntr) =

Ny ’
mntr

mMaXn< Ny,

where {xﬁ“}:fio denotes the solution to (4. 31) truncated to Ny equations.

A study of truncated solution accuracy confirms that, in practice, for a wide
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Figure 4.3

Normalised error e¢(V;.) as a function of truncation number Ny, for
the prolate spheroidal cap: (top) with aspect ratio a/b = 0.5 and
varying (p; and (bottom) with 5y, = 130° and varying aspect ratio
a/b.

range of geometrical parameters describing the conductor, the truncated coef-
ficient set {xn}ﬁfgo may be obtained correctly to three digits, provided Ny, is
approximately equal to 10. This accuracy is satisfactory for most calculations
concerning the potential.

A correspondingly accurate calculation of the surface charge distribution
requires more terms than for the potential, as is evident by comparing Equa-
tions (4. 12) and (4. 15), and taking into account the asymptotics (4. 24) of
the small parameter €,,. Since the series is much less rapidly convergent than
that for the potential, techniques to accelerate the convergence of the series are
useful. An example of the surface charge distribution is shown in Figure 4.4
for the shell with ratio of minor to major axes, a/b = sinh g/ cosh ay = 0.5,
and the angular size of the aperture §y = 60°. The truncation number Ny,
was chosen to be 60, and the values were computed by a simple summation

©2001 CRC PressLLC



0.7

0.6~ n

0.4

0.3

SURFACE CHARGE DENSITY,c

0.1

I I I
-150 -100 -50 50 100 150

0
90 , degrees

Figure 4.4

Surface charge density o of a prolate spheroidal cap, charged to unit
potential, with parameters a/b = 0.5, 5, = 60°. Truncation number
Ni = 60. The density was computed by simple summation of the
Fourier series.

of the truncated Fourier series, so that a continuous approximation to the
surface charge is obtained. The oscillatory results are a manifestation of the
familiar Gibbs’ phenomenon; the surface charge should be zero outside the
interval [—0o, Bo]. If Cesaro summation is applied (see [9]), the oscillations
are much suppressed, and one obtains the results of Figure 4.5. Except in
the immediate vicinity of the edge a satisfactory representation of the surface
charge is obtained.

It is possible to improve the situation by estimating the leading order of the
coefficients in the infinite system and exploiting a known infinite sum which
represents the discontinuity exactly. In terms of the coefficients z,, defined in
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0
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Figure 4.5

Surface charge density o of a prolate spheroidal cap, charged to unit
potential, with parameters a/b = 0.5, 5y = 60°. Truncation number
Ni. = 60. The density was computed by Cesaro summation of the
Fourier series.

(4. 25), the surface charge is

o= 1 ! Z (2n + 1)z, P, (cos 3), (4. 46)

d. /o2 )
T S/sinh” ag + sin” 8 ;5

where the coefficients x,, satisfy the System (4. 31); in accordance with (4.
27), o vanishes when ( € [5y, 7]. Upon writing

QCos(er%)ﬂosin(nJr%)ﬂo 25+ 1

where . | 1
Ran (Bo) = — sin(s —n) By sin(s+n+1) o |

T s—n s+n—+1
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Figure 4.6

Surface charge density o of a prolate spheroidal cap, charged to unit
potential, with parameters a/b = 0.5, 5y = 60°. Truncation number
Ny = 11. The density was computed from Formula (4. 53).

it is obvious that

an (ﬁ())

as n — oo.
Consider the system derived from (4. 31) by replacing Qs (8o) with the
leading term in (4. 48), i.e., neglecting the O (n’Q) term:

_gcos(er%)ﬂgsin(nJr%)ﬂo
T n+%

+0 (n7?) (4. 48)

~ i~ 2 cos (s + %) Posin (n+ 3) Bo N 2 cos 1Bysin (n+ 1) Bo
Ty = TsEs— z 7
n s sﬂ n+ 1 T n+ 1
s=0 2 2
(4. 49)
where n = 0,1,2,.... Its solution provides an asymptotic estimate for x,, as

n — o0; it may be established that

Ty — Ty = O(n_2).
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The special form of this asymptotic system allows us to determine its solution
explicitly:
__2sin(n+3) 5o

n D , 4. 50
Tn = nrl (w0, Bo) ( )
where -
1 - 1
D (v, Bo) = cos §ﬁ0 + ga:sss cos (s + 2) Bo (4. 51)

is determined by the substitution of (4. 50) in (4. 51).
Rearrange the summation in (4. 46) as

S (20 + 1) 2 Py (cos o) =
n=0

The first term on the right-hand side is

7;) (2n 4+ 1)z, P, (cos fBy) = %D (v, Bo) ;Pn(cos Bo) sin (n + ;) Bo

and may be evaluated from the well-known discontinuous series

- v N, _ H(B-b)
;P"(cosﬂo) sin <n+ 2) Bo = \/2 (cos B —con o)

derived from the Dirichlet-Mehler Formula (1. 124). (H denotes the Heaviside
function defined in Appendix A.) Thus the surface charge equals

1 1
o=—
am %\/ sinh? ag + sin® 8
{2\/5 D (a0, Bo) - }

X

p \/mH (Bo — B) + nz:;) (2n+1) (zy, — Zp) Pp(cos 5)

(4. 53)

A calculation of the surface charge density using (4. 53) is shown in Figure
4.6, using the coefficients {xn}i\io obtained by solving the system (4. 31)
by the truncation method with a truncation number Ny equal to 11. Two
features are apparent. The current singularity at the edges is accurately
represented; and the summation in (4. 53) has converged well. A sensitive
test of the accuracy of this result with 11 terms is the magnitude of the
calculated surface charge away from the conductor surface where the true
surface charge vanishes. The maximum error (or deviation from zero) in
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this region is less than 0.5% of the value at the top of the cap. There is
no visible improvement to the graphical results as N, is increased. Thus
subtraction of an asymptotically correct estimate of the solution to the System
(4. 31) provides a much more rapidly convergent series than the first estimate
obtained simply by truncation; this observation also remains true if the first
estimate is replaced by an estimate obtained by Cesaro summation.

4.3 The prolate spheroidal conductor with a longitudinal
slot

In this section we consider a prolate spheroidal surface in which a longitu-
dinal slot has been cut, to produce two spheroidal caps of equal size; they are
specified by

azao,ﬂG (Ovﬁo)U(W—ﬂoﬂf)Mﬁe (0727T)'

The geometry is shown in Figure 4.1b. Assume that these two segments are
charged to constant potentials U; and Us, respectively.
Enforcement on (4. 13) of the boundary conditions

U(ao—O,ﬁ):U(ao—i—O,ﬁ):Ul, for 6 € [O,ﬁo], (4 54)
U(ag —0,8) =U(ag +0,8) =Us, for g € [r— By, ], (4. 55)
and of the continuity of the normal derivative of the potential on the slot,
LU, BIEZ28 = 0, for B € (8o, — i) (4. 56)
do @, a=ag—0 — ¥ o 0, T 0) > .

leads to the following symmetric triple series equations with Legendre poly-
nomial kernels,

D ApPu(t) = Uyt € (to, 1],

n=0
> Ay (o) ApPo(t) = 0,1 € (—to, to), (4. 57)
n=0

D ApPu(t) = Us,t € [-1, 1),
n=0

where t = cos 3, top = cosfBy. The system (4. 57) is particular case of the

equations of Type A described in Section 2.4.1 (Legendre polynomials are

Jacobi polynomials P,Sa’a)

exploited to solve (4. 57).

with @ = 0), so the method described may be
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We now consider two particular cases, Uy = Uy = 1 and Uy = —Us; = 1.
Obviously, cases with any other constant values of the potentials U; and Us
can be deduced from these solutions. From a practical point of view, when
U, = Uy, the two parts of the prolate spheroidal conductor with a longitudinal
slot must to connected by a thin wire in order to allow charging to equal
potential; however, we may assume that this wire is so thin that the influence
of its electric field can be neglected. When U; = —U, this structure models a
condensor or capacitor with plates in the form of spheroidal caps.

The symmetry property of Legendre polynomials,

P, (_t) = (_1)"Pn(t),

may be applied to establish two decoupled systems of dual series equations
for the even (I = 0) and odd (I = 1) index coefficients, respectively, defined
on [—1,0]:

ZA2n+lP2n+l(t) = (71)la te [715 7t0)7

n=0
Z Aop i1 (o) Aoy Ponya(t) = 0, t € (—to,0). (4. 58)
n=0
The relation (2. 131) connects Jacobi polynomials and Legendre polynomi-
als,
_1
Ponsi(t) = P2 (242 - 1),

so setting u = 2t2 — 1, up = 2t — 1 we may transform (4. 58) to dual series
equations defined over the complete range [—1, 1] of the new variable :

3" Aot (@0) Aput PP () = 0, w e (—1,u0), (4. 59)
n=0

- (0,1—3) 1+u) ®
> P = 1 (1) T we@on. (o
n=0

The dual series Equations (4. 59) and (4. 60) were considered in Section 2.1.
Omitting some details let us illustrate the main stages of the argument in this
particular case. The Abel integral representations for the Jacobi polynomials

(1. 171)~(1. 174) are

v L 01 Tn+1+34) " (1+a)p 2"
/(1+t)l‘§P£°’l D(pyar = T2 / dto) (z)dr

-1 Val(n+1+41) ), (u—x)3
(4. 61)
and
Oi-p, _ T+l [P(-2) 3PS (@)de
PR () = ﬁr(n+%)A oo . (4. 62)
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The functional equations are then converted to the following form:

L(n+1+3)

—_ (_%J) = —
F(n—l—l—!—l)Pn (u) =0, u e (—1,up), (4. 63)

> Agnii (o) Aznp

n=0

- D(n+1) (-3 (D! 14w\
Agpi——5Pn 27 (u) = , u€ (ug,1). (4. 64
D T+ 1) () VT ( 2 ) S

A suitable small parameter may now be identified in the Equation (4. 63)
as

n=0

~ Agngi(ag) T(n+ 3)P(n+1+ 3)
4 Fn+1)'(n+1+1)"

It is asymptotically small: e5,4; = O(n~2) as n — oco. The unknowns are
rescaled according to

Eonpr =1 (4. 65)

Fin+1 _1p) 2
Tonl = A2n+l¥ {hg 2’l)}2 ; (4. 66)

I(n+ 1)

[

where {hf%’l)} is the norm of the Jacobi polynomials; thus {@2,4+},o €
la.
Equations (4. 63) and (4. 64) may now be written in the form

P =St 0= {30 SE0L wo

where

00 (1
Fl(u) = Zx2n+l€2n+lp7’(t 2 )(u)a

n=0

Fy(u) = (=)l 22 (14 u) 7L

(1
Exploiting orthogonality of the normalized Jacobi polynomials Py(L 2!) leads,
as usual, to the second-kind infinite system of linear algebraic equations for
the unknowns {xa,41} -

n=0’
o0 . 7l,l
(1 — eomti1)Tam+l + Z x2n+l52n+lQ£Lm2 )(UO)
n=0
_ 2%7‘-7%@5);1%}0)(“0)’ ifl=0 (4 68)
- _1 (1 .
2= {(m+1)(m+ 1)} 2 VT=ueP? " (ug), if 1 =1
A(—1
where m = 0,1,2,..., and Q,(mf ’l)(uo) is the incomplete scalar product of

normalised Jacobi polynomials.
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Figure 4.7

Electrostatic potential near a slotted prolate spheroidal shell, both
components charged to unit potential. The geometrical parameters
are a/b = 0.5, By = 60°. Truncation number N;,. = 11.

Because the matrix operator of the system (4. 68) is a completely continu-
ous perturbation of the identity, the sequence {xQnH}zo:O is rapidly convergent
and the truncation method is very efficient in solving this system numerically.
The behaviour of the normalised error as a function of truncation number
is very similar to that considered in the previous section (see Figures 4.3);
typically, Ny = 10 equations suffice to produce coefficient solutions with 3
correct digits for a wide range of aspect ratios (independent of aperture size).
As an illustration of the numerical process, the distribution of electrostatic
field potential near the spheroidal conductor with a longitudinal slot charged
to unit potential (U; = Us = 1,1 =0 in (4. 68)) is shown in Figure 4.7; the
ratio of minor to major axes, a/b = sinh ag/coshag = 0.5 and the angular
size of each cap is fy = 60°; and the system truncation number Ny, was taken
to be 11.

The potential near the spheroidal condensor in which the upper and lower
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Figure 4.8

Electrostatic potential near the prolate spheroidal condenser, the
plates charged to unit positive and negative potential. The geomet-
rical parameters are a/b = 0.5,y = 60°. Truncation number N = 11.

plates are charged to potentials Uy =1 and Uz = —1 (so [ =1 in (4. 68)) is
displayed in Figure 4.8; the geometrical parameters are a/b = 0.5, 5y = 60°,
and a truncation number N;. = 11 was used.

When By = § (uo = —1) the aperture in the conductor closes, becoming a
closed spheroidal shell charged to unit potential (I = 0), the system (4. 68)
has the explicit solution
m 2% 510 21

-1)=0(m>0), o= ,
2 =0 m> 0, m=
from which follows the representation of the electrostatic potential in closed

form: .
Ula, f) = Qo(cosh )
Qo(cosh )
It is readily verified that this is indeed the correct potential.

Tam = (~1) (4. 69)

for & > o, 3 € [0,7]. (4. 70)
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Let us consider the transition from spheroid to sphere of radius a. Spheroi-
dal coordinates («, 3,¢) degenerate to spherical coordinates (1,8, ¢s,) if the
identifications
lgea a = lgeao

227 22
are made in such a way that as % — 0, — o0, and oy — oo, the products
remain finite. It may be checked that the solution reduces to that for the

spherical conductor (analysed in Section 3.2). In fact, the limits

9257(Psp5907rz

lim sinh apQay41(cosh ag) Poyyi(cosh ag) = (4n + 21 + 1)_1,

ap—00
lim sinh agQo(coshag) =1, (4. 71)
@p—00
are valid (see Appendix, (B. 70) and (B. 71)), so a comparison of (4. 68) with
the similar system in the Section 3.2 shows the identity of the solutions. In
calculating the electrostatic field it should be noted that as «, ag — o0, the
following replacement are made:

Ponyi(cosha) (5)2"“ Qanti(cosha) (r)*"*l*l

) - 4. 72
Py, i(cosh ag) a Q2n+1(cosh ap) ( )

a

The limiting representations (4. 71) and (4. 72) follow from the asymptotic
behaviour of the Legendre functions (when «, ag — o0, see [1]).

4.4 The prolate spheroidal conductor with two circular
holes

In this section we consider the complementary structure to the slotted
spheroid of the previous section, and suppose that the spheroidal conductor
has two circular holes (see Figure 4.1(c)). The shell Sy is defined by

azao,ﬁe (60,7T—ﬁ0),¢€ (07277)7

when a/b < 1, it may be visualised as a spheroidal cylinder. It is charged to
unit potential, so

U(QO*Oaﬁ):U(QOJFO,ﬂ):LﬁG [ﬂo;wf/@O]a (4 73)

whereas the normal derivative of the potential is continuous on the apertures,
d =

= U0, B)[a=2575 = 0.8 € (0, f0) U (7 — Bo. ). (4. 74)

Enforcing the boundary conditions (4. 73) and (4. 74) on (4. 12) produces a
set of symmetric triple series equations of Type B (2. 126)—(2. 128) from which
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may be deduced (in the same way as for Equations (4. 58)) the dual series
equations defined over the half range [—1, 0] (setting ¢ = cos 3, tg = cos fBp):

Z Aop (040) AZnPQn(t) =0,te (_L —to),

n=0

Z AQnPQn(t) = 17 te (7t070)' (4 75)
n=0

Following the same argument as in Section 4.3, we may reduce the Equations
(4. 75) to dual series equations involving Jacobi polynomials defined over
the interval [—1,1]. Setting u = 2t — 1,ug = 2t2 — 1, and 1 = 5 — Do,
uy; = cos 231 = —ug, we obtain

S (—1)"Asn (a0) Az Pl 2 () = 0, w € (~1L,w), (4. 76)
n=0
S (1) Agn P 2 () = 1, w e (un, 1), (4. 77)
n=0

The general treatment expounded in Section 2.4.2 of dual equations of this
type, arising from Type B triple series, did not cover the pair (4. 76), (4.
77). Let us specifically demonstrate how to treat these equations. Before
employing the integral representations of Abel’s type for Jacobi polynomials,
integrate the Equation (4. 76) with the weight (1 — u)’%, using the variant
(2. 36) of Rodrigues’ formula. (Although this integration complicates the
solution process, it is absolutely necessary because a direct application of the
integral representations of Abel type would result in the occurrence of the
Jacobi polynomial kernels Pr(l_l’%)
2.1 is not valid.)

The transform method may now be applied in a standard manner, similar
to that in the previous section, to obtain the expansion of some function F'
in a Fourier series over the complete orthogonal system of Jacobi polynomials

. (0,3))
{Prgo’g)} , piecewise defined over two subintervals of [—1,1] :
n=1

for which the theory developed in Section

N pOD Gy - [ B, wE ()
F(U,) - nz::l QnPn—l ( ) - {F2(u)7 = (_1’,“1) }7 (4 78)

where

Fi(u) = 2v21(1 — A) (L +u) "2 + 3 #2022, P07 (),

n=1

_ AoAo (o) 2 V2
T (1+w) (1—|—u)%

vi-Vitu

Falu) = V2+V1+u

} |
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Here

_1)»
Ton = ( 4) Asp Aoy (ag)

1
n(n+ -

=1 el
“2 2 Tt

- Agp, (0‘0)

The constant A is determined by enforcing continuity on F'(u) at uq,

Ay = g(llu) 1 +;x2n52nQn(u1)] , (4. 81)
where
1 [T4u 1. V2= /(+u)
glw) =1~ 7 sinh apQo(cosh ag) { Jr log f_|_ m }
and

3 1
111 2 1.]72 ~0,2
Q) = oz [y s w)] |+ ] A ),

The Equation (4. 78) is now transformed in the same way as (4. 67), taking
into account (4. 81). The final form of the i.s.la.e. is

x2m+2w2nszn{czn D () — —2Y2@n(0)Qmn) }

g(u1) sinh g Qo (cosh ayp)

n=1
2V2Q
- .\fQ (1) . (4. 82)
g(uq) sinh g Qo (cosh ayp)
where m = 1,2,.... The system (4. 82) possesses the same features as the

system (4. 68). The norm of the completely continuous part H of the matrix
operator in (4. 82) is uniformly bounded (with respect to the parameters) by
the estimate

] < max |e, | = 2.

The isla.e. (4. 82) is effectively solved numerically by the truncation
method. The behaviour of solution accuracy as a function of truncation num-
ber is very similar to that described in the previous sections. Computed results
of the potential distribution near the prolate spheroidal conductor with two
holes when charged to the unit potential are shown in Figure 4.9. The geo-
metrical parameters are a/b = 0.5, 8y = 30°; a truncation number Ny = 11
was used.
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Figure 4.9

Electrostatic potential near a prolate spheroidal barrel charged to
unit potential with geometrical parameters a/b = 0.5, 8y = 30°. Trun-
cation number N = 11.

If Bo = 0 (so that 8 = F,u; = —1), the limiting case of a closed spheroidal
shell is obtained; from (4. 81) and (4. 82) we see that
Tom = 0 (’ITL = 1,2, ), Ao =1.

Thus, the electrostatic potential near the closed spheroidal shell has the form

_ Qo(cosha)
U(a,ﬁ)—m for a > ag,3€0,7]. (4. 83)

This expression (4. 83) agrees with the expression (4. 70) that was obtained
for the limiting case of the spheroidal shell with a closing narrow slot.
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4.5 The oblate spheroidal conductor with a longitudinal
slot

In this section we consider an oblate spheroidal surface in which a longitu-
dinal slot has been cut to produce two spheroidal caps of equal size; they are
specified by

a=aqgyfE (O,ﬂo) U(Tf—ﬁo,ﬂ),¢ S (0,27‘()

The shell Sy (see Figure 4.1(d)) is the oblate analogue of the structure consid-
ered in Section 4.3, and comprises two symmetrical oblate spheroidal segments
that are assumed to be charged to the constant potential values U; = 1 and
Uy = (—1)! (I = 0,1). Then the mixed boundary conditions (similar to (4.
54)—(4. 56)) take the form

U(ao - 03/6) = U(Oéo + Ovﬂ) = 17 6 S [07ﬂ0]7 (4 84)
U(Oéo - 0,5) = U(O&Q + 07ﬁ) = (_l)la 6 € [7T' - ﬁo,ﬂ'], (4 85)
%U(a, B)[e=00%0 =0, B € (Bo,m— o). (4. 86)

Enforcing these boundary conditions on (4. 13) produces the following
functional equations on [—1, 0]:

ZA2n+lP2n+l(t) = (—1)l7 t e [—1, —t()), (4 87)
n=0
Z Aonti(@0) Azt 1 Pongi(t) =0, t € (—to,0) (4. 88)

n=0

where, as noted in Section 4.1, the factor
An(ag) = {cosh aggy (i sinh ag)py, (i sinh ag) } ! (4. 89)

arises from employing the value of the Wronskian of the pair p,,q,. This
system is identical to the prolate spheroidal shell system (4. 58) except for
the replacement of the factor

A2n+l (040) = {Sinh Oéoan_H (COSh OCO)PQn+[ (COSh Oéo)}_l

by
Aanti(ag) = {cosh apgan (i sinh ag)pani (i sinh o)} (4. 90)

in (4. 88). With this replacement, the solution of the dual series Equations
(4. 87)—(4. 88) is identical to that obtained in the prolate case yielding the
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i.s.La.e.

oo

~ ,l,l
(1 - 52m+l)x2m+l + Z Toan+1E2n+1 'Slmz )(UO)
n=0
— 2%71'7%@0;1%70) (UO)a ifl =0, (4 91)
- 1 (1 .
25 {(m+ 1)(m+ 1))} 2 VT = wP? " (uo), if 1 =1,

where m =0,1,2,...

Aonti(ao) T(n+ HT(n+1+ %)
4 Fn+1)l(n+1+1)

and all the other definitions and relations are the same as in (4. 68). The
validity of the asymptotic estimate (4. 92) is established by the behaviour
of the functions g, (isinh ag), p,(isinhag) as n — oo (see Appendix, (B. 70)
and (B. 71)).

Switching to the complementary angle 31 = 5 — (o, with u; = cos23; =
—ug, we set Yyonr; = (—1)"22p47, and use (B. 170) to obtain another conve-
nient form of the system,

=0(n"?) asn — oo, (4.92)

Eon+l = 1-

oo
50— 3)
Yomtt — Y Yans1€2n41Qnin 2 (1)

n=0
2475 [dom — Qi P ()] if =0,
—or— Ty [(m+ 1)(m+ 3] 77 PO () if I = 1.

As an illustration of the numerical process, the spatial distribution of elec-
trostatic field potential near the longitudinally slotted conductor, with both
components charged to unit potential (U; = Us = 1,1 = 01in (4. 93)), is shown
in Figure 4.10; the ratio of major to minor axes is a/b = cosh o/ sinh oy = 2.0,
and the angular size of each component is Gy = 60°; the system truncation
number N was chosen to be 11. As a function of truncation number, the
accuracy of solutions to the system (4. 93) after truncation has the same
general behaviour as described for the prolate spheroidal shells considered in
earlier sections.

When the components are oppositely charged, the structure acts as a con-
densor. The potential near the slotted oblate spheroidal shell, in which the
upper and lower plates are charged to potentials U; = 1 and Us = —1 (so
I =11in (4. 93)), is displayed in Figure 4.11; the geometrical parameters are
a/b = 2 and [y = 60°, and a truncation number N = 11 was used. As
expected, the electrostatic field is strongly confined to the interior.

The closed oblate spheroidal shell (8 = 5.l = 0), charged to unit potential,
has the explicit solution obtained from (4. 93):

1
Yam = 72%50m7 m > 07

T

(4. 93)
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Figure 4.10

Electrostatic potential near a slotted oblate spheroidal shell, both
components charged to unit potential. The geometrical parameters
are a/b = 2,5y = 60°. Truncation number Ny, = 11.

so the closed form of the potential distribution is

Ula, B) = qo(isinh «)

f > .
qo(Z sinhao)’ or « P Oéo,ﬂ 6 [O?ﬂ—]

This is in accord with the known solution [26].

Let us consider the transition from oblate spheroid to sphere of radius
a. In a similar way to that discussed for the prolate case, oblate spheroi-
dal coordinates («, 8, ¢) degenerate to spherical coordinates (7,0, ¢sp) if the

identifications
vd, o 1d,
227 22
are made in such a way that, as g — 0, — oo and oy — oo, the products
remain finite. It may be checked that the same solution as obtained for the

gzﬂa%pfsﬁﬂ”:
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Figure 4.11

Electrostatic potential near the oblate spheroidal condenser, the
plates charged to unit positive and negative potential. The geomet-
rical parameters a/b = 2, 5y = 60°. Truncation number Ny, = 11.

spherical conductor (Section 3.2) is found. In fact, the limits
lim cosh agqan(isinh ag)panyi(isinh o) = (4n + 21 + 1)1,
ap—00
lim cosh apgo(isinhag) = 1, (4. 94)
«p— 00
are valid (see Appendix, (B. 70) and (B. 71)), so a comparison of (4. 93)
with the similar system in Section 3.2 shows the identity of the solutions. In
calculating the electrostatic field it should be noted that as «a, ag — oo, the
following replacements are made:

P2n+i(isinha) R (7“)2"“ @2n+1(isinh ) - (7")72”471_ (4. 95)
a

Pon+i (Z sinh Oéo) 5 ’ qon+1 (Z sinh 040)

The limiting representations (4. 94) and (4. 95) follow from the asymptotic
behaviour of the Legendre functions (when «, ap — o0, see [1]).
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4.6 The oblate spheroidal conductor with two circular
holes

In this section we consider the structure complementary to the slotted oblate
spheroid of the previous section. The geometry of an oblate spheroidal shell
with two equal circular holes is shown in Figure 4.1(e). The shell Sy is defined
by

a=ag,B € (Bo,m—Bo),¢ € (0,27);

and is assumed to be charged to unit potential. The mixed boundary condi-
tions are

U(a0_07ﬂ) :U(a0+0,/6) :17ﬁ€ (/6077T_ﬁ0) (4 96)
and p
L B = 0.8 0.0 UG —fom). (4 90)

Enforcement of the boundary conditions (4. 96) and (4. 97) on (4. 13)
produces symmetric triple series equations; a standard argument reduces these
to the following dual series equations defined over [—1,0], where t = cos 3,
to = cos Bo:

> Xon () Agn Pon(t) = 0, € (=1, 1), (4. 98)
n=0
> AgnPon(t) = 1, € (—t0,0) (4. 99)
n=0
where the factor
Aan (c0) = {cosh aggon (i sinh o )pan (i sinh ag )} (4. 100)

arises from employing the value of the Wronskian of the pair p,,, g,,-

This system is identical to the prolate spheroidal shell system (4. 75),
except for the replacement of the factor Agy,(ap) by Ag2n () in (4. 98). With
this replacement, the solution of the dual series Equations (4. 98) and (4. 99)
is identical to that obtained in the prolate case. Thus, mutatis mutandis, we
obtain the i.s.l.a.e.

Tam + Z T2n€2n {Qizliél,)m—l(ul) - 2\/§Qn(U1)Qm(u1) }

g(u1) cosh apgo (i sinh o)

n=1

2\/§Qm (ul)

~ g(u1) cosh agqo(isinh ag)’

(4. 101)
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Figure 4.12

Electrostatic potential near an oblate spheroidal barrel charged to
unit potential with geometrical parameters a/b = 2, 5, = 30°. Trun-
cation number N = 11.

where m = 1,2,..., uy = cos281, f1 = § — fo, and
_ (=" L(n+1), 0.3, \f,0d), "2
2an = S A an (00) =y b (0 (M@} 7 @0
4 1. [T(n+ 1)1
n=1-— )= =0(n"?
€2 )\2n(a0)n(n+2)[r(n+1)] (n™%) as n — oo,
1 T+u 1. [V2—VI+u
g(ur) =1- — +-In|——"—— ,
7 cosh agqo (i sinh ag) 2 2 V2+VT+u
1 oo
Ay = —— |1 e , 4. 103
0= Sl Jr;xz E2nQ (Ul)l ( )
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Figure 4.13

Capacitance of the prolate spheroidal barrel, as a function of aspect
ratio a/b, for varying aperture sizes (.

and

b,
Qn(ur) = % B (1+ ul)] [n(n + ;)} P2 ().
Solving the system (4. 101) numerically by the truncation method, and
employing the rescaling (4. 102), we may find the distribution of the electro-
static potential near the conductor by the formula (4. 13). An example of the
computed potential near an oblate spheroidal conductor with two apertures
and charged to unit potential is shown in Figure 4.12. The ratio of major to
minor axes is a/b = cosh ap/ sinh ag = 2 and the angular size of the aperture
is By = 30°; the system truncation number Ny. was chosen to be 19. The
potential decreases rather uniformly with distance from the structure.
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Figure 4.14

Capacitance of the oblate spheroidal barrel, as a function of aspect
ratio a/b, for varying aperture sizes (.

4.7 Capacitance of spheroidal conductors

The surface charge density o accumulated on the conductor surface (a =
ap) is defined by the jump (4. 14) in the normal component E,, of the electric
field across the surface, and is given by the expressions (4. 15) and (4. 18) for
the prolate and oblate systems, respectively. As noted in Section 4.1, the total
charge Q on each isolated component of the conducting surface is obtained
by integration of surface charge density o over the component surface.
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Figure 4.15

Capacitance of the slotted prolate spheroidal shell, as a function
of aspect ratio a/b, for varying angular size §y of components, each
charged to unit potential.

4.7.1 Open spheroidal shells

The total charge on an open spheroidal shell comprising a single component
S is, in prolate coordinates, equal to

™ 2m d A(()P)
= UdS:/ / ohehpdpdf = - ———"—F—, 4. 104
@ //s 8=0.J =0 shpdpdf 2 Qo(cosh ag) ( )

or, in oblate coordinates, equal to

T 27 d Aéo)
= UdS:/ / ochghpdpdf = = ———F———. 4. 105
@ //S 8=0Jp=0 shpdgdf 2 go(isinh ayp) ( )

In calculating these integrals we may take the range of § to be [0, 7] without
affecting the result of integration because, as noted above, the expression for
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Figure 4.16

Capacitance of the slotted oblate spheroidal shell, as a function of
aspect ratio a/b, for varying angular size [, of components, each
charged to unit potential.

surface charge density vanishes over the aperture region. We recall that if the
potential of an isolated conductor is equal to unity (U(ag,3)|ges, = 1), its
capacitance C' and the charge () are numerically equal.

The capacitance C' (4. 104) of the prolate spheroidal shell with two sym-
metrical circular holes (the barrel) was computed over a wide range of the ge-
ometrical parameters a/b and [y (the coefficient Aép ) was found from Formula
(4. 81)); representative results are presented in Figure 4.13 (the geometrical
scale is set by b =1, and so g = sech ayp).

In the oblate case, the capacitance C' (4. 105) was computed from (4. 103);
representative results are presented in Figure 4.14 (where the geometrical scale
is set by b =1, and so % = cosech ag). We recall that a/b is the ratio of minor
to major semi-axes of the prolate spheroid, or the ratio of major to minor semi-
axes of the oblate spheroid; in both prolate and oblate systems, Gy defines the
angular size of each aperture surface Si(ag, 3) : 8 € [0, Bo] U [r — Bo, w]. The
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capacitance is an increasing function of aspect ratio and an increasing function
of component size.

The total charge on a pair of open spheroidal caps composed of two compo-
nents Sy both charged to unit potential (U; = Uy = 1) may also be calculated
from (4. 104) and (4. 105) for the prolate and oblate cases, respectively.
Numerical results for the capacitance C' are presented in Figure 4.15 for the

prolate case (the coefficient Aép ) is found by solving (4. 68)) and in Figure

4.16 for the oblate case (the coefficient Aéo) is found from (4. 93)). By defines
the angular size of the each component of Sy (5 € [0, 5o]), and b = 1. The
capacitance is an increasing function of aspect ratio and of cap size.

When the spheroidal shell with a longitudinal slot degenerates to a closed
spheroidal shell (fy = 7), the capacitances of the prolate and oblate closed
shells obtained from (4. 104) and (4. 105) are explicitly calculated to be,
respectively,

d 1 o) d 1

S — (4. 106)

o — =
2 QQ(COSh Oto) ’ 2 q0 (Z sinh Oto)

It is easy to show that this is identical to that obtained in [26] by another
method.

4.7.2 Spheroidal condensors

Consider the condensor formed from oppositely charged plates in the form
of spheroidal segments (Figure 4.1(b), 4.1(d)); the upper and lower surfaces
are charged to potentials U; = 1 and U, = —1, respectively. The charge QF
of the positively charged plate is found by the integration of surface charge
density o, given in (4. 104) and (4. 105) for the prolate and oblate shells,
respectively, over the plate surface Sy = Sp(ag, 0, ), where the intervals for
integration over [3, ¢ are, respectively, [0, 0] and [0,27]. However, we may
take the interval for integration over § to be [0, 7] because over the slot
(defined by 3 € [Bo, ™ — Bo]), the charge equals zero.
As a result in the prolate case we obtain,

3 (=1)"Azn1 I'(n+1)
Qt = Z ¢ 4Q2n+1(cosh ag) Pony1(coshag) T'(n + ;) (4. 107)

where {Ag, 11}, is the solution of the system (4. 68) with [ = 1 and
employing the rescaling (4. 66); in the oblate case, we obtain

~—

ot = i —1)"Agptq F(n+3

4. 108
A2 (i smh a0)pan+1(isinhag) T'(n + 2) ( )

where {Ag, 11}, is the solution of the system (4. 91) with [ = 1 and
employing the same rescaling (4. 66). The capacitance of the condensor C' is
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Figure 4.17

Capacitance of the prolate spheroidal condenser, as a function of
aspect ratio a/b, for varying plate size [.

then given by the expression

+
c-|-9
Ui - U,

The computed capacitance C' of various prolate spheroidal condensors is
presented in Figure 4.17, whilst that of the oblate spheroidal condensors is
presented in Figure 4.18; [y is the angular size of each capacitor plate. In
both cases, the capacitance is an increasing function of aspect ratio and of
angular size of the capacitor plates.
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Capacitance of the oblate spheroidal condenser, as a function of
aspect ratio a/b, for varying plate size [.
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Chapter 5

Charged Toroidal Shells

Toroidal surfaces provide an interesting canonical class of conductors that
illustrate methods for determining potential distributions and the surrounding
electrostatic fields when they are charged. The field surrounding a closed
torus and its associated capacitance has previously been calculated [36, 26].
However, our interest is in the effect of slots or apertures that might be opened
in the surface. If some degree of symmetry is retained, substantive progress
with analytic and semi-analytic methods can be made.

Thus, we first consider charged toroidal conductors with slots introduced
so that axial symmetry is preserved, as shown in Figure 5.2. The potential
is then determined by solving dual or triple series equations with trigono-
metric kernels. The standard tools provided by the Abel integral transform
approach allow us to regularise the series equations and calculate the electro-
static potential by solving an infinite system of linear algebraic equations of
the second kind. Surface charge density and capacitance of these conductors
are then readily computed. The matrix operator of this system is a completely
continuous perturbation of the identity (in the sequence space ls); this guar-
antees fast convergence of the truncated system solution to that of infinite
system, as has already been demonstrated by similar systems arising from
spherical and spheroidal shells (Chapters 3 and 4).

The toroidal coordinate system («, 3, ) introduced in Section 1.1.7 pro-
vides a convenient system for formulating the potential distribution generated
by open charged toroidal surfaces as a mixed boundary value problem. If ¢
is the scale factor, the coordinate surface o = «q defines a torus with minor
radius r = ccosech oy and major radius R = ccoth ag,

2
(\/:E2 + 32 — ccoth a) + 2% = % cosec? a;

its interior and exterior are respectively specified by the intervals (ag, 00) and
[0, avg) for o, whilst 8 and ¢ range over their full intervals of definition [—, 7].
(See Figure 5.1.) In all our numerical calculations the scale factor ¢ is chosen
so that r = 1.

We consider the potential distribution surrounding toroidal surfaces with
various types of slots or apertures. Fix o and consider the toroidal surface
a = agp (see Figure 5.2(a)). First, we calculate the potential surrounding
various axially symmetric structures obtained by cutting axisymmetric slots
in this surface. In Section 5.2, the single slot (see Figure 5.2(b)) is examined.
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Figure 5.1
The toroidal coordinate system in cross-section.

The slot may be described by a fixed parameter Gy; the connected portion
of the toroidal surface given by 5 € [—m, —fF] U [Bo, 7] is removed from the
complete torus. The introduction of two types of (axisymmetric) slots is
considered in the following two sections: transversal slots (Section 5.3, see
Figure 5.2(c)) that remove part of the conductor surface so that the remaining
segments are specified by

a=ay, B€[~po,Bo]U[r— fo,n]U[-7,— (7 — bo)], (5. 1)

and longitudinal slots (Section 5.4, see Figure 5.2(d)), in which the segment (5.
1) is removed from the full torus « = «p. Capacitances are briefly examined
in Section 5.5.

The calculation becomes more complicated when apertures are introduced
so that axial symmetry is broken. The final Section (5.6) describes one such
structure that can be solved semi-analytically — the degenerate toroidal shell,
with equal major and minor radii, from which an azimuthal sector is removed
(see Figure 5.6). In cylindrical polars (p, 8, ¢), this toroid has equation

(p—a)’ +22=d? ¢el-m7,
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and the azimuthal sector of angular semi-width ¢,

(pi a)2 +22 = a27 p e [7(2507(250]3

is removed. The potential distribution is determined for this structure, as
well as for the degenerate toroidal surface from which multiple azimuthal
sectors are removed (see Figure 5.7). The approach invokes the principle of
Kelvin inversion (in a sphere) to transform the problem to a set of dual series
equations dependent upon a continuous spectral parameter.

This final calculation is a very significant extension of analytic and semi-
analytic techniques to the determination of the three-dimensional potential
distribution surrounding nonsymmetric open conducting surfaces.

5.1 Formulation of mixed boundary value problems in
toroidal geometry

We consider the potential distribution surrounding the toroidal surface o =
Q@ into which one or more axisymmetric slots are introduced; such a surface
may be specified by

a=ay, BEIl, pel02n],

where I is a subinterval, or disjoint union of several subintervals of [0, 27].
The mixed boundary value problem for the potential theory surrounding such
a slotted toroidal conductor is formulated as follows. Find the function U

that is harmonic in R3,
AU (e, B, ) = 0, (5. 2)

that satisfies the Dirichlet boundary conditions on that part of toroidal surface
So occupied by the conductor, specifying the potential f on Sy,

Ulag = 0,8,¢) =Ulag +0,8,9) = f(B,¢), for B € lo,p € [-m, @], (5. 3)
that has continuous normal derivative on the aperture surface Sy,

4

do

and that vanishes at infinity,

U(a,57cp)|o‘:a°+0 =0, for g € [-m,7|\lo, ¢ € [-7, 7], (5. 4)

a=ag—0 —

Ul f,9) = O (IT17) as [T]= (22 +47 +2°)* — o0,

i.e., U vanishes as o — 0 and 8 — 0. Also, the electrostatic energy in any
volume of space including edges of the conductor must be bounded:

W= ///V lgrad U)? dV < oc. (5. 5)
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In toroidal coordinates, the Laplace equation (see Section 1.2.7) admits
separation of variables and has solution in the form:

Ul,B9)
\/QCOShOL —2cos 3

Z Z {AnmP (cosha) + Bpm@Q" (cosh a)} { cos np cos mp (5. 6)

sinnfsin mey

m=0n=m

where P™ , (cosha), Q™ , (cosha) are toroidal functions, and A, Bym are
2

constants to be determined by the mixed boundary conditions. The separation
constants n,m are integers because U is periodic in the coordinates § and
. We restrict attention to axisymmetric problems so that only those terms
with m = 0 are retained in (5. 6); moreover, the open shell structure will
be assumed to be symmetric about the xy plane, so that any dependence
upon terms involving sinnf in (5. 6) is avoided (the interval Iy is therefore
symmetric about the origin). Considering the asymptotic behaviour of the
functions P, _1(cosh) and @,,_1(cosh ) at the singular points (o =0, a —
00), solutions of the type (5. 6), which decay appropriately at infinity and are
continuous across the toroidal surface @ = oy, have the following form in the
interior (o > ag) and exterior (0 < a < o) regions

U(a, B) _
V2 coshag — 2 cos 3
bl o @1 (cosha), a > o,
T;) ncosnf3 Qp—1(coshag)P,_1(cosha)/P,_1(coshag), a < ap.
(5.7)

The constants C}, are to be determined by enforcement of the mixed boundary
conditions (5. 3) and (5. 4).

5.2 The open charged toroidal segment

The toroidal shell with one slot or toroidal segment is shown in Figure
5.2(b); it occupies the region o = ag, 8 € [—0o, Ho] whilst the slot is defined
by a = g, € [—7,—0o) U (6o, 7|. If the segment is charged to unit poten-
tial, enforcement of the boundary conditions (5. 3) and (5. 4) produces the
following ,

ZC Q,,_ coshao) cosnB = (2cosh ag — QCOSﬂ)ié ,B€10,60], (5.8)
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(a) (b)

Figure 5.2
The torus (a), and various toroidal shells: (b) single slot, (c) two
transversal slots and (d) two longitudinal slots.

o !
— "sinh ag P, _1 (cosh ag)

1
2

COS’ILB = Oaﬂ € (ﬂOaﬂ—]? (5 9)

where the value of the Wronskian of P, _1 and Q,,_1 (see Appendix, (B. 69))
has been employed.

The toroidal asymmetry factor appearing on the right-hand side of (5. 8)
has an expansion in a Fourier series

oo

= % D (2= 640)@p_1 (coshag)cosnf. (5. 10)

n=0

NIE

(2coshag —2cos8)~

Substituting (5. 10) in (5. 8) and extracting the zero index terms in (5. 8)
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and (5. 9) gives

Z CnQ,,_ cosh ag) cosnf =

o0

<7lr - C’o) Qf%(cosh ap) %Z 7% (coshag) cosnf, B €[0,5], (5. 11)

Z Cn Cosnﬁ = —— CO 7ﬁ € (50777]' (5 12)

— sinhag P, 1 (coshay) sinhagP_ 1 (cosh o)

The asymptotics of the Legendre functions allows us to estimate

lim 2nsinhao P, _1(coshag)@Q,,_ 1 (coshap) = 1; (5. 13)

n—oo

we therefore introduce the asymptotically small parameter

en =1—2nsinhaoP,_1(coshag)Q,_1(coshag) = O(n™?) as n — oo.
(5. 14)
Rescaling the unknowns

Cn sinh g
n 2nP,_1(cosh ag) 1—e, ”Qn—% (cosh ag),

n—

1
2
we convert Equations (5. 8) and (5. 9) to the form

o0

Z {xn (1—ep)— % sinh ao@,, 1 (cosh ao)} cosnf

n=1

_ sinhag (jr - co> Q_1(coshay), f€[0.60]. (5. 15)

Co

Z ny cosnfi = 2P 1(coshay)

n=1

The standard procedure for solving such series equations involving cosine
kernels has been described in Section 2.2 in some detail (see Equations (2.
39) and (2. 40)). Making the necessary identification of terms, the solution
may directly be deduced from (2. 62) to be as stated below in (5. 21). Let
us sketch briefly some of the main steps in its deduction. It employs the
replacement of cosine functions by Jacobi polynomials given by (1. 151) and
(1. 152). A necessary preliminary step is the integration of both equations to
increase the indices of the Jacobi polynomials so that the methods of Chapter
2 are applicable. The variant (2. 36) of Rodrigues’ formula may be applied
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after the insertion of (1. 151) in (5. 15) and (5. 16); equivalently, we may
directly integrate these equations to obtain

; {xn (1—en)— %Sinhaan_%(COSh ao)} sinnf
= Bsinh g <71T — Co> Qfé(cosh ap), B€l0,8], (5. 17)
ansinnﬁz(ﬂ—ﬁ)ﬂjlggshao), B € (Bo, ). (5. 18)
n=1 2

Setting z = cos 3, 2o = cos By, and employing the formula (1. 153) produces

= o [arcsinz + g] , z€(—1,2z), (5.19)

1 (coshag)(1 — 22)2/7

M8

2
[mn (1 - &) = = sinhao@,_y (cosh a0>] T+ 1)
2

Il
-

n

2sinh 1
= ﬂjjlﬁ (7T — C’o) Q_%(coshao) [g — arcsinz} , 2 € (20,1).
(5. 20)

11
From the Abel integral representation (1. 171) expressmg P(i 2) in terms of

Péo P, and its companion (1. 172) expressing P( ’1 in terms of Pr(f’f‘), we

derive the infinite system of linear algebraic equations of the second kind for
the rescaled unknowns y,, = v/2nz,, in the standard way described previously:

- Z ynEnQnm(ZO) =

n=1

2sinh ag o
2sinh ag Z V2nQ,,_ 1 (cosh ag) Qrm(20)+
T —_ :

|+ 20) PN ()
7t m ’

2sinh ao@_ 1 (cosh g (5. 21)

Here

1—
t:t1—1n< 220> (5. 22)
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where
t1 = 2sinhapP_1 (coshag)Q_; (cosh ap), (5. 23)

(1+ 2)? P( ’ )(Zo)P(O 1)(z0)
t nm

Qnm(20) = [QEJOBm 1(20) + ] (5. 24)

and

X

1 — 2 /2
tZ[ YnEn + \/>51nha0Q 1(cosha0)

P_y(coshap) (14 20) Pé(ﬁ)(zo). (5. 25)

Note that Cj is found by enforcement of a continuity condition of the function
at the point z = zj.

From the solution of the system of Equations (5. 21), we may find the
Fourier coefficients of the series (5. 7) and thus calculate the potential U
and the associated electrostatic field near the charged toroidal segment. An
example is shown in Figure 5.3. Recall that the scale factor ¢ is chosen so
that the minor radius r = ¢ cosech g equals 1.

5.3 The toroidal shell with two transversal slots

This section begins the examination of toroidal surfaces with two axially
symmetric slots. The geometry of a toroidal shell with two transversal slots
is shown in Figure 5.2(c). The conducting surface is specified by

a=aw,p e [-m— (71— Fo)]U[-Po,Bo] U [m — Bo,7].

If the toroidal segments are charged to unit potential, enforcement on (5. 7)
of the boundary conditions (5. 3) (unit potential on the surface), and (5. 4)
(continuity of the normal derivative on the slots) leads to the following triple
series equations with the trigonometric kernels to be solved for the unknown
coefficients C,,

N\»—l

Z Cn@Q,, 1 (coshag) cosnf3 = (2coshag — 2cos )~

B €[0,80)U[r— Bo, 7], (5. 26)

ZC” ; : cosnf=0, B € (Bo,m—Bo) (5. 27)

= sinhaoP, _1(coshay)
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Figure 5.3

Electrostatic potential surrounding the charged toroidal segment
with radii r =1, R = 2, and [y = 60°.

The property, cosn(m — ) = (—1)" cosnf, allows us to decouple even and
odd index coefficients and obtain the following pair of dual series equations
defined on the half interval [O, g] The system for the even coefficients is

Z C2nQay—1 (coshag) cos2nf =

n=0

% {(2 cosh ag — 2(3085)7% + (2coshag + 2cosﬁ)7%}, B€(0,80) (5. 28)

= CQn T
S cos2nf = m .
22 Py, (coshag) nB=0,  B€ (b y) (5. 29)
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whilst that for the odd coefficients is

Z Con+1Q2p, 4 1 (coshag) cos(2n + 1) =
n=0

% {(QCoshao - QCOSﬁ)_% — (2cosh o + 2cosﬁ)_%} .8 €(0,60) (5.30)
3 _ Connn cos(2n+1)8=0 Be (B E) (5. 31)
“= Py, 41 (coshag) ’ 0 '

Introduce the new variable § = 23 and set 6y = 20y. Use the expansions
(cf. (5. 10))

-

(2cosh ag — 20055)_% — (2coshag +2cos3) 2

1 1
== E Q2n+%(COShao)cos(n+§)9, (5. 32)
™
n=0

1

(2coshap — 2(2086)_% + (2cosh g + 2cosﬂ)_2

2
= —@Q_1(cosh ap) Z Q2 —1 (coshag) cosnb, (5. 33)
T 2

to obtain the following pair of dual equations defined on the full interval of
the variable [0, 7] . The system for the even coefficients is

o
Z C20Qay,— 1 (cosh ag) cos nf

n=1
1
= <7r — C’o> Q- % (cosh o) + Zan (cosh ag) cosnb, 6 € (0,6)),
(5. 34)
- C2n CO
Lm0 o Co L, |
nz::l Pgn_%(COSh ) cosn pP_ %(cosh ag)’ € (6o, ), (5. 35)

whilst that for the odd coefficients is

- 1
z Cant1Q2p4 1 (cosh ap) cos(n + 5)9
n=0

2 1
== Z Q2n+1 (coshag) cos(n + 5)97 0 €(0,6p), (5. 36)
n=0
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- Cont1 1
e =)0 =0, 0 € (6g,7). 5. 37
n=0 P2n+% (COSh 0[0) COS(n " 2) ( 0 7T) ( )
The Equations (5. 34) and (5. 35) are very similar to the equations (5. 8)
and (5. 9) considered in the previous section. Setting z = cos 6, zg = cos by, we
may immediately deduce that the regularised system for the even coefficients
is

oS
Yom — Z y2n52nQnm(z0) =

n=1
4sinh ap
_——=0 Z V2nQy, _ 1 (cosh ) Qpm (20)+
T n=1
1 POV,
4sinha0Q,%(cosha0)< ;ZO) m;;( 0) (5. 38)
where ¢,t; and Qnm(20) are defined by (5. 22)—(5. 24),
Yon = CQn
oy 2nPy, 1 (coshag) ’
t 1
Cy = i + Pfé(coshao)( _;ZO) X
o0
1 4 /2 . .
Z lnygnem + W\/;SIHh Qa1 (coshay) PT(LO;})(ZQ),
n=1

and
€2n = 1 — 4dnsinh ag Py, 1 (cosh )@y, 1 (coshag) = O(n™2) asn — oo.

Let us now turn to the equations (5. 36) and (5. 37). The latter series (5.
37) is nonuniformly convergent and we integrate it to obtain the uniformly
convergent series equations

o0

Con+t1 Fin+1) 2.1 a
P 2 (2) = , z€(—1,z 5. 39
= Py, 41 (coshag) L(n+3) " ) 1—z2 ( 2 )
iC’z 1Q 1(coshao)MP(7%’%)(z):
P n+ 2n+35 F(TL+ %) n
2\ L(n+1) ,(-1.3)
;;QQn%(COShO‘O)WPn 22(2),2 € (20,1) (5. 40)
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) 8 by its representation (1. 154) in terms of

where we have replaced sin (n + %
1
5:3).
27

11
the Jacobi polynomial P( 2’: a is a constant that will be determined later.

Now apply the Abel integral transform technique, employing the integral rep-
resentation (1. 172) for P = p, in terms of P(z’ %)

11
representation (1. 171) for P, in terms of P 2’2); from Equations (5. 39)
and (5. 40) we may deduce

S Cont1 7 \/5 B
Z P2n+ (coshaO)P"(Z) = WQ—%(Z)’ ze (—1,2), (5.41)

n=0

, and the companion

Z Cant1Qpy 1 (coshag) Pr(z Z Qany 1 (coshag)Pr(z), z € (20,1).
n=0
(5. 42)
Let
o 02n+1
Lan+1 =

2(n + 3 2) Pyt (coshag)

As shown previously, the parameter
Ean+1 = 1 —2(2n + 1) sinh ag Py, 1 (cosh ) Q41 (cosh ag) (5. 43)

is asymptotically small as n — 00: 9,11 = O(n~2). The rescaled unknowns
satisfy

ngnHP a\/7Q z € (—1,20), (5. 44)

= sinh o
Z (1 —62n+1)$2n+1pn(2’) = - 0 ZQQnJr%(COShao)Pn(Z),
n=0 n=0

z e (Z(), ].) . (5 45)
Rearranging (5. 41) and (5. 42) gives
1(2),  ze(-Lz)
Z”CWP { R, ze (e } ! (5. 46)
where
Fi(z) =a (271')_% sinhaoQ_1(2),

Fy(z) = Z Ton 1162011 Pn(2) + 47~ sinh ag Z Q2n+% (cosh ag) P (2).

n=0 n=0
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The constant a is determined by the continuity requirement on the function
on the left-hand side of (5. 46) at the point z = zo:

4 |
a = W Z |:£C2n+1€2n+1 + = sinh a0Q2n+%(COSh ap)| Pn(z0).
(5. 47)

After rescaling the unknowns via yo,4+1 = (n + %)_E Ton+1, We obtain the
following infinite system of linear algebraic equations

-

Yam+1 — Z Yon+1€2n+1 {Q(O D (z0) + an(zo)} =

ébmhaozgm (coshao)(n + )~ (@0 (20) + Rum(z0)] (5. 48)
n=0

where m =0,1,2,...,

P, (%)

Romlen) = g5 1= [ @@t (5. 49)

1
2

and P, is the normalised Legendre polynomial. The integrals I,,, are readily
computed (see Appendix, (B. 97)):

Io = =2 (Q4 (20) = Q_3(20)) (5. 50)
7 —1 , ,
I, = m (@3 (20) Pra(z0) = Qs (20) Pua(20) ) » m >0,

where we note that the Legendre functions Qi% are simply expressed in term
of complete elliptic integrals (see Appendix, (B. 80) and (B. 82)).

The solution of the systems (5. 38) and (5. 48) yields the Fourier coefficients
of the series (5. 7), and thus the potential and the associated electrostatic
field may be calculated.

Computationally, the systems (5. 38) and (5. 48) enjoy the same advan-
tages as the regularised systems considered in Chapter 4. As noted above,
the Legendre functions of half-integer index P, 1 QL 1 are simply expressed
in terms of complete elliptic integrals (see Appendix, (B. 77)—(B. 82)). Recur-
rence relations for the matrix elements of these systems are readily developed,
so numerical values of the unknown Fourier coefficients and the electrostatic
field may be computed very efficiently. Four correct digits in the values of
the coefficients {x,, } -, are guaranteed by a choice of truncation number Ny,
not exceeding 20. Some computed examples of the electrostatic potential are
given in Figures 5.4 and 5.5 for the toroidal conductor with two transversal
slots having radii » = 1, R = 2, and angular parameter §y equal to 60° and
30°, respectively.
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Figure 5.4

The charged toroidal shell with two transversal slots; the radii are
r=1,R=2, and [, = 60°.

5.4 The toroidal shell with two longitudinal slots

This section continues the examination of toroidal surfaces with two axially
symmetric slots. In particular, we consider the surface complementary to that
of the previous section, where the locations of conducting surface and slots
are interchanged and consider a toroidal surface with longitudinal slots (see
Figure 5.2(d)) defined by

a:ao,BG [7(71'7[30),*50]U[5077T7ﬂ0},

so that the slots occupy the region

a=ag, € [—TF,—(TF—ﬂo)]U[—ﬁo,ﬁo]U[Tf—ﬁo,ﬂ'].
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Figure 5.5

The charged toroidal shell with two transversal slots; the radii are
r=1,R=2, and [y = 30°.

Assume that the segments are charged to unit potential. Then enforcement
of the boundary conditions on (5. 7) produces the symmetric triple series
equations

Z Cn@Q,— 1 (coshag) cosnf = (2coshag — 2C055)7% ., B € [Bo, ™ — Bols
" (5. 51)
Z Cn cosnfB =0, € (0,60)U(r—pPo,m). (5. 52)

= sinhaoP, 1 (cosh )

As in the previous section, these triple series equations may be converted
to a decoupled pair of dual series equations for even and odd coefficients.
Introducing the new variable # = 23 and setting 8y = 20y, the even coefficients
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satisfy

Z C2n Qg1 (coshag) cosnb) =

1 2 w—
( - C’O) Q_1(coshag) + — Z _1(coshag)cosnb, 6 € (by, ),
7 2 ™= 2

(5. 53)

oo

C2n
cosnb

C
B (coian) ™ = B oo 60,60, (5 54)

P,, (cosh ap)’

1
n=1 2

whilst the odd coefficients satisfy

N 1
Z C2n+1Q2n+% (cosh ag) cos(n + 5)9 -

n=0

2 — 1
z Z Q2,4 1 (cosh ag) cos(n + 5)9, 0 € (6p,m), (5. 55)
T 2

n=0
_ Congr 1
g S -6 =0 0 € (0,6p). 5. 56
P2n+ COShaO) COb(n+ 2) ’ e ( I 0) ( )

We first consider the system (5. 55)—(5. 56) for the odd coefficients and

_11
convert it to dual series equations involving the Jacobi polynomials PT(,, 27)

with z = cos 6, (29 = cos b)),

Z C2n+1 P(n+1) P7(l—%7% (2) =0, z¢€(20,1), (5. 57)

= F(n+1) (-1

3 o, 4 (coshag) 2 PR (2) =

2 Consi Qe (cohn) g )
2 - L(n+1) ,(-1.3)
= Qopi1(coshag) ——=Pn 2%/(2), 2 € (—1,29). (5. 58)
25" Qe D

The Abel transform technique may be employed with the integral representa-
tion (1. 172) for PnO 0) = = P, in terms of Pnz’ 2), its companion representa-
tion (1 171) for P, in terms of P,(L_é’é), and the representation (1. 172) for

P,(L 33 in terms of P,. The asymptotically small parameter €9,,41 defined by
(5. 43), appears and, arguing as in the last section, we obtain

z € (20,1)
ZmnﬂP {FQ( ). 2 (_ﬂ Zo)}, (5. 59)
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where
00 4 0o
FQ(Z) = Z $2n+152n+1pn(2) + ; sinh ag Z QQTH_%(COSh O(Q)PH(Z),
n=0 n=0

and the rescaled Fourier coefficients

1
1
Tont1 = Cony {21/71 + 2P2n+é(cosha0)} (5. 60)

belong to I5. Invoking completeness and orthogonality of the normalised Leg-
endre polynomials, we deduce from (5. 59) the following infinite system of
linear algebraic equations of the second kind (its matrix operator is a com-
pletely continuous perturbation of the identity in I5):

oo

(1= omi1)Tami1 + Y Tant1€2n11Qm (20) = din Z d, QN0 (2
n=0
(5. 61)
where m =0,1,2,..., and

4 1
d, = —sinhag/n + §Q2n+; (cosh ).
T 2

The system (5. 53)—(5. 54) for even coeflicients is solved in a similar way,
and the rescaled coefficients
—1

Tan = (—1)"Can {mpzn,%(cosh ao)}

satisfy the i.s.l.a.e.

- Z x2n52nQnm(ZO) =

n=1

A0 $ 1) B, (coshan) Qo 0]+

n=1

4sinh I

s ao Q_1(coshap)(1+ z0)7m71 (20)
Tt 2

where zg = cosfp, and t,t; and Qnm(20) are defined by (5. 22) and (5. 24),

and

(5. 62)

t
Co = — + P_1(cosh ay)
tmw 2

4 /2 A
Z [xznsgn — \/7$1nh Qg 1 (coshay) Pé(ﬂ) (20),

(1 —|—Zo) v
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and
€2n = 1 — 4nsinhag Py, 1 (cosh )@y, 1 (coshag) = O(n™?) as n — oc.

The closed toroidal shell is a special limiting case. It corresponds to setting
Bo = % in (5. 26) and (5. 27) for the conductor with transversal slots, or to
setting Bp = 0 in (5. 51) and (5. 52) for the conductor with longitudinal slots.
In these cases, the corresponding regularised systems (5. 38), (5. 48), or (5.
61), (5. 62) have solutions in explicit form.

Noting that Q' 0)( 1) = 0pm, the solution to (5. 48) with By = 5 (20 =
_1)

-1
1 .
Yom+1 = {w(m + 2)3P2m+é(coshao)} , m >0,

and the solution to (5. 38) is

1
Yom = ﬂ{ﬂ\/ﬁPgmfé(coshao)} , m > 0.

Thus
Co=n1C,=2r"" forn=1,2,.. (5. 63)

Substituting this solution in (5. 7) produces a potential that coincides with
the earlier published solution of [36]. Identical results are obtained by solving
the systems (5. 61) and (5. 62).

The computational properties of the systems (5. 38) and (5. 48) and (5.
61)—(5. 62) are rather similar, and as for the transversal slots, numerical
values of the unknown Fourier coefficients and the electrostatic field may be
computed very efficiently, correct to four digits with a choice of truncation
number N not exceeding 20.

5.5 Capacitance of toroidal conductors

Following the same argument as in Section 4.7, the capacitance of the open
toroidal conductor in terms of the Fourier coefficients C,, in (5. 7) is

Q_1(coshag) = Q,,_ 1 (cosh ap) }

1
57 5. 64
_1(coshap) Z " P, _1(coshayg) ( )

C = 20{0@

N\H m\»a

Substitution of the explicit solution (5. 63) for the closed toroidal conductor
in (5. 64) produces an expression for capacitance that coincides with the
published result of [26].
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Figure 5.6
A degenerate toroidal shell with one azimuthal cut.

5.6 An open toroidal shell with azimuthal cuts

The determination of the potential distribution surrounding the slotted tor-
oidal conductors considered in previous sections was significantly facilitated
by their axial symmetry. The symmetry permitted the problem to be formu-
lated in terms of an appropriate set of dual or triple series equations. The
situation becomes more complicated when slots are cut in the shell so that
axial symmetry is broken. In this section we derive some new results for a
class of conductors without axial symmetry, in particular for the perfectly
conducting shell that is part of a degenerate torus (in which the major and
minor radii are equal) that may be viewed as an incomplete body of revolution
(see Figure 5.6).

An essential preliminary step is provided by the method of inversion in
a sphere, so that Bouwkamp’s theorem (see Chapter 3) may be exploited.
Some axially symmetric situations are relatively easily analysed by this ap-
proach, such as the spherical cap (Section 3.4). Also, potential problems for
asymmetric spherical conductors (such as the asymmetric barrel or the pair
of asymmetric caps) may be symmetrised by an inversion process prior to
solution of the electrostatic problem (Section 3.3). Moreover, the connec-
tion formally described in [77] and [3] between some classes of dual integral
equations and dual series equations has the inversion method at its root.

Inversion has previously been used for studying charged closed conductors
of rather exotic form, such as degenerate tori [7] or spindles [51]. Cutting
holes in these surfaces of revolution, without breaking axial symmetry, leads,
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Figure 5.7
A degenerate toroidal shell with four azimuthal cuts.

under inversion, to the determination of the electrostatic field produced by
a negative unit charge, located on the inversion centre, in the presence of
finite or semi-infinite grounded cylinders (in the case of the torus), or of open
semi-infinite grounded cones (in the case of the spindle). These problems are
thereby reduced to the solution of certain well-studied dual series or integral
equations.

In this section, we focus on conductors with azimuthal openings that break
the axial symmetry, and thereby demonstrate an essential and significant ex-
tension to the class of three-dimensional open conducting surfaces whose po-
tential is obtainable by these semi-analytic techniques.

The degenerate toroidal surface is the body of revolution generated by re-
volving a circle about a given tangent. Fixing this tangent to be the z-axis in
the cylindrical coordinate system (p, ¢, z ), and taking the circle radius to be
a units, the closed surface has the equation (p — a)? + 22 = a2, ¢ € [-7, 7.
We first consider open toroidal shells having one azimuthal cut, or hole, of
semi-width ¢, specified by

(p—a)®+2°=d%p € [-m —p1]Up1,m].

(See Figure 5.6.) Subsequently, open toroidal shells with multiple azimuthal
cuts symmetrically disposed as shown in Figure 5.7 will be examined.

We wish to determine the electrostatic potential when such open shells are
charged to unit constant potential. Let M denote the origin of the coordi-
nate system and consider inversion of the toroidal shell in a sphere of radius
2a centred at M. From Bouwkamp’s theorem (Section 3.4), the problem is
equivalent to the determination of the electrostatic field produced by a neg-
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Figure 5.8

(a) The degenerate toroid with one azimuthal cut (top view) and
(b) the slotted infinite cylinder, its image under inversion.

ative unit charge, located at M, in the presence of a semi-infinite grounded
cylinder having one or more longitudinal slots. (See figure 5.8.)

The equivalent problem may be formulated as a set of dual series equations
involving trigonometric functions with unknown Fourier coefficients. However,
in contrast to the axially symmetric problems previously investigated, the
coefficients depend on some spectral parameter v. For apertures of arbitrary
angle size, regularisation of the dual series equations transforms them to an
infinite system of linear algebraic equations of the second kind for the modified
Fourier coefficients. The Fredholm nature of the matrix operator, at each fixed
value of the spectral parameter v, makes it possible to use a truncation method
effectively to obtain a finite number of Fourier coefficients numerically.

An approximate formula for capacitance can be obtained for three limiting
cases: the narrow cut (¢3 < 1), a narrow skew ring (¢o = 7™ — 1 < 1),
and a large number of cuts (N > 1). Some representative numerical results
are presented to demonstrate the efficacy of the analysis, and to check the
accuracy of the approximate formulae derived in the limiting cases.

5.6.1 The toroidal shell with one azimuthal cut.

Consider first the toroidal shell with a single opening arising from an az-
imuthal cut. Let U be the potential associated with the field induced by a
unit negative charge, located at M, on the infinite circular cylinder of radius 2a
with a longitudinal slot of angular semi-width ;. The potential must satisfy
Laplace’s equation, together with the boundary conditions, edge conditions,
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and a decay condition at infinity. In cylindrical coordinates, the potential
therefore has the form

U(p? 2 Z) = U0+

L) ° In( ) 0<p<2a
/o dv cosvz Z Ap(v) cos(ny) { I (2va)Kn(vp)/Kn(2va), p > 2a

n=0
(5. 65)

where I,,, K,, are the modified Bessel functions, U® = —(p2 + 22)~ 2z is the
electrostatic potential of the free space negative unit charge located at M,
and {A,(v)} —, is the sequence of unknown Fourier coefficients, which are
functions of the spectral parameter v.

Using the mixed boundary conditions for the surface

U2a—0,0,2) =U(2a+0,0,2) =0, ¢ € (p1,7), (5. 66)
and on the aperture

ou ou

67’(2(1—0,4,0,2):a—p(Za—O,ga,z)7 v € (0,¢1), (5. 67)

and applying the Fourier cosine transform, the following dual series equations
result:

Z A gk = peOp),  (5.69)
Z A, (W), (2va) cos(np) = %Ko(Ql/a), v € (p1,m). (5. 69)
n=0

We now proceed, as usual, to transform this basic set of equations, which
are of first kind, to a Fredholm matrix equation of the second kind. The main
difference to previous analysis is that the coefficients A,, are functions of the
spectral parameter v.

The standard approach is to replace the cosine kernels cos(ny) by Jacobi

polynomials P,S_%’_%). It is then necessary to integrate these equations, using
the variant (2. 36) Rodrigues’ formula, so that the techniques described in
Chapter 2 are applicable. Equivalently, we may first integrate the pair (5.
68) and (5. 69), and then replace the sine kernels by the Jacobi polynomials

11
PT(L2’2) to obtain

') 533

ZA n(2va) WP 220(t) =

2 [2Ip(2va)Ag — 2K (2va)]
)

(arcsint—|— g) , te(=1,t1), (5. 70)
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Ap (m — 2arcsint)
Ko(2va)y/m (1 — 12)3
where t = cos(p) and t; = cos(g;). Define the new unknown quantities

M, = A,/ {nK,(2va)}

te(t,1), (5.71)

that are to be determined. The asymptotics of the modified Bessel functions
(see Appendix, (B. 159) and (B. 160)) show that the parameter

en =1—2nl,(2va) K, (2va) (5. 72)

is asymptotically small: €, = O(n~2) as n — oo. The Equations (5. 70) and
(5. 71) become

(1- \FZM F(n—’_))P’I’E;,l;)(t)

Ao
— -2 5 1 .
Ko(2va) (m —2arcsint), te€ (t1,1), (5. 73)

(RN SETAIERILE YR

=2 [2]0(2Va)A0 - 4K0(21/a)} (arcsint + g) , te(=1,t1). (5. 74)
™

The Abel transform method may now be applied. To make the rate of
convergence of the terms in series (5. 73) and (5. 74) equal, Equation (5. 73)
is integrated using the particular case of (1. 171),

(VY

(1—1)

to obtain

(2,-1) 1 ! 1 (11
P22 (t)=(n+ B / (1—2)2 P27 (z)dx, (5. 75)
t

(-9} IZM et PP -
Ag

Ro@va) [2 (m — 2arcsint) (1+t)% -8(1 —t)ﬂ te(t,1). (5. 76)

Using the Abel-type integral representation (1. 172) for Jacobi polynomials
P(2’2) in terms of P(1 1) and the particular case of (1. 171),

Pn+3) (" (1—a)P")()
)/ (

(évfl) -2
P22 t)=(1-¢t) 2
w1 2 = ) Val(n+1 x—t)%

dx

7
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a standard argument shows that

S M- )P () = {Fl(t)’ te L) (5. 77)

n=1

where
> 4
Fi(t) =3 Muen(1— )P (1) +2 [2[0(2ua)A0 — ZKo(2va)|,
™
n=1

FQ(t) =2In <; (1 + t)) Ao/Ko(QI/(L).

A familiar orthogonality argument produces the matrix equation

My (1= &) +m Y Maen@)) 4 (1) =

n=1
4 (0,1)
2 2.[0(21/(1)/10 — 7K0(21/(1) (]. + tl) mel(tl)*
m

24 1+1¢ 1—1t
Wia) {(1 +11)In <;1> P () + =P (t)| (5. 78)
holding for all indices m = 1,2, ....

The system (5. 78) has an infinite number of solutions if the constant Ay
has an arbitrary value. A unique solution is obtained by requiring that the
function on the left-hand side of (5. 77) is continuous at the point t = ¢;.
Hence

4r KR (2va) — 3(1— 1) Ko(2va) Y00 Mg, P (1)
B 2Io(2va)Ko(2va) —In (3 (14 t1))

Ao (5. 79)

A combination of (5. 78) and (5. 79) yields the final form of the Fredholm
matrix equation of second kind for the unknown Fourier coefficients M., :

My (1= m) + Y MyenBum(th)

n=1
_ 4 (1~ 1) Ko(2va) Pafit) 5 g
7 2Iy(2va)Ko(2va) —In (5 (1 +t1)) m '
where m = 1,2, ..., and
Bum(t1) = ) NCRY (t) — (1—t)2 P10 (1) PO (1)
o 2 | rnotmot nm (2Io(2va)Ko(2va) —In (3 (1 +t1))) [
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Here it should be noted that we used the relationship (cf. (B. 172))

1—-t)(1+t¢ n
Q) 00, PO (1) + Q0D (1),

QS 01 ,m— 1(t1) ==

This completes the regularisation of the original pair of dual series equations
(5. 68) and (5. 69). Computationally, system (5. 80) is very attractive; it
may be rapidly solved by a truncation method with predetermined accuracy
for every value of v, whatever the angular measure of the hole may be. The
electrostatic field is then found from (5. 65) as a Fourier cosine transform of
the coefficients A, (v).

Finally, the capacitance of the conductor, as a function of the angular semi-
width ¢4, is

C = C(py1) = 4a® /000 Ap(v)dv. (5. 81)

The logarithmic singularity of Ky affects the numerical calculations, and the
expression should be transformed to

-t /OOO (o(@) o+ 21 (1 *2“) /Ooo {o(@)Lo(x)} " de

—a(l—tl/ {ZM” 2)en(z <?>(t1)}{L0(x)}—1dx, (5. 82)

where

Lo(x) = I(z) — 2Ki(x) In (1 J;u) .

This depends upon the identity (derived by an integration by parts)

* Ko(x) . * dx
o=l wer

5.6.2 The toroidal shell with multiple cuts

The potential surrounding a toroidal conductor having 2V (N = 1,2, ...) equal
azimuthal cuts may be analysed in the same way. The structure is displayed
in Figure 5.7. Let ¢; be the semi-width of each cut: thus ¢; + g = 27V
where g is the angular semi-width of each of the 2V conducting sectors.
Taking into account the symmetrical location of the cuts and the identity
cosnp = (—1)"cos(n(m — ¢)), it is easy to show that the pair of equations
corresponding to (5. 68) and (5. 69) take the special form

cos(nf)  Ap(v)
ZAQN VK @va) ~ Fowa) 000 (5. 83)
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Z Aony, (V) Ion, (2va) cos(nf) = %K@(Qva) — Ip(2va)Ag(v), 6 € (61,m)

(5. 84)
where § = 2V and 0; = 2V¢;. Note that A, = 0 unless k is an integral
multiple of 2%V,

Using the same solution scheme considered above, and introducing the
rescaled unknowns

Myng, = Agny [ {nKon, (2va)}

we obtain the following matrix equation of second kind,

MQNm — E9Nyp, E MQNnEQN nm(U1)

_ —4(1 - ul)K0(2Va)P(1’O)( 1)
- 2Nmr (219(2va)Ko(2va) —In (3 (1 4+ u1)))’

(5. 85)
where m = 1,2, ..., u = cosf, u; = cos 6y, and

0,1)
Bn,m(ul) QgL 1,m— 1( 1)_

n(1 = u1) 2P () PG ()
2N+1m (21o(2va)Ko(2va) —In (3 (1 +u1)))’

A K2 (2wa) — L (1 — u)) Ko(2va) 00, Myweany, P9 (uy)
2Io(2va)Ko(2va) —2=N1In (3 (14 u1)) ’
(5. 86)

Ay =

and
eavn = 1= 20.2Y Ln, (2va) Kon (2va) = O((280) %), as n — co. (5. 87)

When N = 0 (a single cut), the pairs of Equations (5. 79) and (5. 80) and
(5. 85) and (5. 86) are equivalent. It is clear that (5. 85) enjoys the same
mathematical and computational properties as obtained for (5. 80), arising
from its form as a Fredholm matrix equation of second kind.

5.6.3 Limiting cases

The pairs of Equations (5. 79) and (5. 80) and (5. 85) and (5. 86) have
approximate analytical solutions in three limiting cases: the toroidal surface
with a narrow single cut (¢; < 1), the toroidal surface with a large number
of cuts (N > 1), and the narrow skew ring (in which the angle pg =7 — ¢
satisfies g < 1).
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When the cut in the torus is narrow (p; < 1,41 = cosp; — 1), the Fourier
coefficients of the system (5. 80) have the behaviour M, ~ O(y?), and it
follows that

1
C=Cy (1 - 8@%) + 0 (1), (5. 88)
where
da > Ko(x) 4a /°° dx
Co - /0 To(2) dx = )y Ig(x) 74138027a (5. 89)

is the capacity of the closed toroidal conductor [51]. Capacitance values ob-
tained from this formula agree well with results of computations on the system
(5. 78), at least for cuts of angle ¢1 not exceeding 30°.

When the toroidal shell has a large number of symmetrically placed cuts
(N > 1) it is easy to show that its capacitance is

C =0y {1-{-2%\]111 <c0s921>] 140 (272M)]. (5. 90)

When N — oo, expression (5. 90) reduces to the expression for the capacity
Cy of the fully closed conductor. When the cuts are narrow, formula (5. 90)
is computationally very accurate because both approximations for multiple
holes and for narrow cuts work together.

When the angular semi-width ¢y = m — 71 of the ring is small (pg < 1),
the approximate expression for capacity of this skew ring is

o [ K3()
T Jo  Io(z)Ko(2va) —In (50)

We make two remarks about the expression (5. 91). First, it has a logarithmic
singularity near x = 0 which should be addressed in any numerical integration.
Second, the infinite range of integration may be truncated to (0,4e~7" oy t)
with an error O(exp (72900_ 1)) Values of capacity computed according to (5.
91) agree well, in the range 0 < g < 10°, with the numerical results obtained
from (5. 82) (employing the solution of the system (5. 80)).

Numerical values for the capacity of a toroidal conductor having radius
a =1 and k = 2V cuts may be obtained by solution of (5. 78) or (5. 85)
as appropriate. These systems are truncated to a finite number of equations
and, after numerical solution, the value of Ay may be determined from (5.
79) or (5. 86) as appropriate. The capacity C is then calculated according
to (5. 82) by repeating the calculation for Ay(v) for a suitable range of v.
Selected results are shown in Table 5.1 (¢ is the angular semi-width of each
cut in degrees); for single cut (k = 1), a graph of capacity C as a function of
po = T — 1 is shown in Figure 5.9. It was found that the maximum size of a
system to be solved did not exceed 10 equations. In the case of a multiply-cut
conductor, it was enough to solve only one equation, provided k = 2V > 4.
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CAPACITY
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0 10 20 30 40 50 60 70 80 90
0 (degrees)

Figure 5.9
Capacitance of an open toroidal shell with azimuthal cuts.

By examining systems of respective orders one and ten, the seven decimal
place results displayed in Table 5.2 exemplify, when k = 4, how the accuracy
of the computed capacity C; depends upon the number ¢ of equations solved
after truncation of system (5. 85) to a finite system. As a consequence, an
iteration method may be successfully used to refine accuracy.
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oideg ) k=1 |k=2 |k=4 |k=16 |k=064
0.1 1.741380 | 1741379 | 1.741378 | 1.741370 | 1.741338
1.0 | 174131 | 1.74125 | 1.74112 | 1.74032 | 1.73692
10| 17349 | 1.7285 | 1.7154 | 1.5804
30 | 1.6893 | 1.6358 | 1.5095
90 | 1.3912
150 | 0.9173
170 | 0.6749
175 | 0.5800
179 | 0.4397
179.9 | 0.3282
179.99 | 0.26194

Table 5.1
Computed capacity of a toroid with £ a imuthal cuts of angular semi width
p1-

21 Cy Cio |Clo — Cl|
300 [ 1.5094431 | 1.5095232 [ ~ 8-107°
19 [ 1.7411151 | 1.7411151 | < 10~7

Table 5.2

Computed capacitance alues for a toroidal shell with £ = 4 cuts.
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Chapter 6

Potential Theory for Conical
Structures with Edges

Conical structures are distinctively different from the spheroidal and toroidal
structures considered in previous chapters. Electrostatic fields induced by a
point source in the vicinity of the conical tip possess singularities unique to
this class. On the other hand, the open or hollow conical frustrum produced
by removal of the tip region exhibits an interesting range of geometries, from
the flat, annular disc to the hollow, circular cylinder. In this chapter, we treat
a selection of potential problems that are most distinctive of conically-shaped
thin conductors with edges. The selection is not exhaustive, but is intended
to indicate the class of conical structures that might be successfully analysed
by this approach.

By way of introduction, we first consider the related two-dimensional calcu-
lation of the electrostatic field generated by a pair of oppositely charged strips
that are not coplanar or parallel; the structure is a two-dimensional analogue
of the conical frustrum. After considering the infinitely long cone, the elec-
trostatic field of the open conical frustrum is investigated in Section 6.2. The
potential is determined by a set of dual integral equations: a notable aspect
of their solution is the use of the Mehler-Fock transform in the regularisation
process. The resultant second-kind Fredholm integral equations are well con-
ditioned and possess the familiar properties conducive to the straightforward
application of standard numerical methods.

The next section (6.3) examines the spindle, which is the image of the
cone under inversion in a centre located on the conical axis (but not on the
vertex). The potential of both spindle and cone are intimately related by
Bouwkamp’s theorem. Cutting a sectoral slot in the cone corresponds to
opening an azimuthal or longitudinal slot on the spindle surface. Both struc-
tures are interesting because of the departure from the axial symmetry evident
in previously considered conductors. The dual series equations describing the
potential of the slotted cone are regularised; the capacitance of the associ-
ated slotted spindle is obtained. Whilst these potential problems have been
studied previously, their solutions are rather less well known, especially when
the slots break the axial symmetry of the conductor. As for the toroid with
azimuthal slots considered in Chapter 5, this represents a significant extension
of analytic and semi-analytic techniques to determining the potential distri-
bution surrounding nonsymmetric open conducting surfaces. In this context,

©2001 CRC PressLLC



b

Figure 6.1
Oppositely charged infinite strips, not coplanar.

the hollow spindle with a slot is particularly instructive, because it uses most
of the mathematical tools set forth in this book.

The final section (6.4) considers the confluent case of the slotted spindle in
which the open conducting surface becomes a spherical shell with a longitu-
dinal slot. This class of nonsymmetric apertures on the sphere complements
the earlier studies on axially symmetric open spherical conductors.

6.1 Non-coplanar oppositely charged infinite strips

Let us consider the electrostatic field due to a pair of oppositely charged
infinite strips that are not coplanar or parallel. This may be viewed as a
conducting wedge with sections removed symmetrically from each arm, as
shown in Figure 6.1. The strips lie on half-planes emanating from the origin
and are symmetric with respect to the z-axis. In cylindrical polar coordinates
(p, p, ), the positively charged strip is described by p € (a,b), ¢ = ¢g, and the
negatively charged strip by p € (a,b); ¢ = 2w —pp. The electrostatic potential
¥ (p, ¢, z) is independent of z; the problem to be solved is two-dimensional,
Yv=1v(p, ). :

It is convenient to introduce the dimensionless radial coordinate r = p/ (ab)? ;
Laplace’s equation becomes

19 (T&/J(mo)) L L) (6. 1)

ror or r2 Q2
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The geometry of the problem forces us to seek discontinuous solutions in
the variable ¢, and imposes conditions on the separation constants when the
method of separation of variables is used to construct total solutions of the
Laplace equation. In particular, the boundedness of the potential at the origin
and at infinity imply that in each of the regions ¢ < o and ¢ > ¢ it has
the form

U (r,p) = /000 {C(1)cosTo + D (1)sinto} {A (r)e ™"+ B(71) ew} dr,

(6. 2)
where
o =logr, (6. 3)

and A, B,C, and D are unknown functions to be determined.
Due to the symmetry it is clear that

Y (r,0) =4 (r,7) =0, r € (0,00).

Enforcing a continuity condition at ¢ = ¢, the desired form of solution is

Y (o,p) = /OOO dr{f (t)costo + g (7)sinto} F (7,¢), (6. 4)
where
[ sinh (7¢p), v < o
F(7,0) = { sinh (T¢g) sinh [T (7 — ¢)] /sinh [T (7 — ¢0)], ¢ > @o

and f, g are unknown functions to be determined.
The mixed boundary conditions to be enforced on the representation are

?ﬁ<a,wo—0>=?;<a,wo+o>, o € (—00,~00)U(00,00), (6. 5)

1/}(0’900—0) :w(UMPO‘f‘O) = 1a (S (_00700)7 (6 6)

where o = log (b/a) . It is readily justified that g (7) = 0, so the problem
reduces to finding the function f that satisfies the dual integral equations

/Ooo sinh (7¢o) f (1) cos (to)dr =1, o € (0,00), (6. 7)
L 7)cos (to) dr = o € (09,00
/0 sinh[(ﬂ_%)ﬂf( Jeos (7o) dr =0, o € (00,00). (6. 8)

When the strips are coplanar (<p0 = %TF), the potential may be found ana-
lytically [54, 55]. (See also Chapter 7.) The parameter @1 = %ﬂ' —( measures
the deviation of the structure from the confluent geometry of coplanar strips.
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To quantify this effect, let us solve (6.7) and (6.8) by the definition method
(Section 1.4). Introduce the auxiliary function g by

©__rsioh(n7) 7) cos (To) dr = g(@), 0¢€(000),
/0 sinh[(wfgog)r]f() (r0)d {0, o € (0g,00). (6. 9)

An inverse Fourier cosine transform yields

_ 2 sinh [(m — o)

F(r) 7] /O " 4 (") cos (ro") do, (6. 10)

7w  7sinh (77)

and inserting this expression in (6.7) leads to the first-kind Fredholm integral
equation for g,

)
/ g(d")K (0,0")do’ = g, o€ (0,00), (6. 11)
0

where the kernel K is defined by

K (0,0") = / sinh (7 = wo) TISinh 70 o) cos (ro') dr. (6. 12)
0 7 sinh (77)

One can readily transform K to a logarithmic type kernel using the cosine-
Fourier transform [14] (Vol. 1), valid for |Rea| < 7, |[Re ] <,

/°° cosh (By) — cosh (ay)
0 ysinh (Ty)

cosh x + cos «

1
cos xydy = §1og { } . (6. 13)

cosh x + cos 3

By means of some algebraic manipulation K (¢, c’) is transformed to

K (o,0') =

1 1 l(cosha + cosho’)? — 4 (cosho cosh o’ + cos? ¢1) sin? ¢,
~log
8

] . (6. 14)

(cosh o — cosh o’)?

The kernel that corresponds to the coplanar structure (1 = 0) is

Ko (0,0") = 110 cosh o + cosh o’

_— . 6. 15
4 cosh o — cosh o’ ( )

Following the basic idea of the method of regularisation, we now split the
kernel into two parts, one of which (Kjy) is singular and the other (K7) is

regular,
K (0,0") = K (0,0') + Ky (0,0, (6. 16)

where
Ky (0,0") = K (0,0") — Ko (0,0") (6. 17)

1 log {1 B 4coshacosha' + cos? ¢ sin? 901} .

8 (cosh o + cosh o”)?
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It is evident that the kernel K7 is regular in both variables o and ¢’ within the
interval [0,0¢]. The parameter ; measures the deviation of solutions from
that for coplanar strips.

In the coplanar case (p1 = 0) the integral equation is

oo
/ go (0")log
0

where function gg refers to the coplanar structure. Integral equations with
logarithmic kernels are well studied; many with canonical kernels have closed
form solutions (see, for example, [48]). In particular, the solution of (6.18) is

cosh o + cosh o’
cosho —cosho’| 90 =2m o €(0,00) (6. 18)

2 cosh oy
K (sechoy)

1
go (') = (cosh® o — cosh® o) 2 (6. 19)
where K (z) denotes the complete elliptic integral of the first kind. The cor-
responding function fj is found from (6.10), using the integral representation

(B. 100) (see Appendix),

cosh o P_ lyig (cosh 20¢)

fo(r) = K (sechog)  7cosh (%)

(6. 20)

I\J‘H

7) to be
o) = £ 1 {E¢( +0) E, (,0,2 o)} (6. 21)

—/ 7 fo () cosh ( ) cos TodT.

After substitution of the expression (6.20) for fy in (6.21) we may use the
well-known integral [19]

The line charge density may now be calculated (recall p = (ab)? e

/ P_i1 ;. (cosha)cos(7t)dr = Hla—t) ; (6. 22)
0 2 /2 (cosha — cosh)

to deduce the line charge density equals (in agreement with [48])
=2t () -2 E (6. 23)
47 K (a/b)

In order to examine the potential distribution for non-coplanar strips, we
make extensive use of the Mehler-Fock transform [36, 56].

Theorem 6 Let f be a real valued function defined on the interval (1,00),
which is piecewise continuous and of bounded variation on every finite subin-
terval of (1,00). Then providing the integrals

/a\f(x)|(x—1)_% dx and /Oo|f(a?)|x_%lnx dx
1

a
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are finite for every a > 1, the representation

fla) = [ rtanhnP o @i [T HOP 4 © d 620

is valid at every point x € (1,00) where f is continuous. Thus, if f has
transform

P = [ HOP 4 ) de,
the inverse transform is

flx) = /000 Ttanh(77)P_1 4 (x) F(7)dT.

We shall apply the Mehler-Fock transform particularly in the form

1 [ T
fla) = 5/0 Ttanh(§T)P_%+i% (cosh 2a) dx

/OO f(o)P_1 ;7 (cosh20)sinh(20) do, (6. 25)
0

and use the representations (derived from (B. 100) of the Appendix)

2 (" cosTt dt

p 2 2,
T Jo +/cosh®x — cosh”t

P_i iz (cosh2z) =

2 > in7t dt
= Z coth(Z7) ST . (6. 26)
4 2 "Js cosh®t — cosh®
Now integrate (6. 8) to obtain
°®  sinh (77) )
e U dr=C, o€ (0o,00), 6. 27
/0 Sinh [(7 — o) 7] f(r)sinTo dr o € (09, 0) ( )

where C is a constant of integration to be determined. Rescale the function
f so that
sinh [(m — ¢g) 7]

e F(r). (6. 28)

f(r) =

After some manipulation, we obtain the dual integral equations

/000 7 tanh (gT) [1—N(7)]F(r)costo dr =2, o € (0,00), (6. 29)

/ TF(r)sinto dr = C, o € (69,00) (6. 30)
0
where )
sinh” 7, i
™) sinh” (Z7) LN ( )
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The function N has the asymptotic behaviour
N(r) = e "2007(1 4 O(e™ 7)), (6. 32)

and plays the role of the asymptotically small parameter in the regularisation
method; its magnitude is determined by the ratio 2¢1 /7. Making use of the
integral representations (6. 26), we may obtain the equivalent form

/000 7 tanh (g7'> [1— N(7)] F(T)P7%+i (cosh20) dr

(VR

4
= —sechoK (tanho), o€ (0,00), (6. 33)
T

o ™
/0 7 tanh (§T> F(1)P_1,;z (cosh20) dr

= gC’sech oK(secho), o€ (0p,00). (6. 34)
T

[SE]

We rearrange (6. 33) and (6. 34) so that a suitably chosen singular part may
be inverted via the Mehler-Fock transform:

P(o) = /000 T tanh (gT) F(r)P_

_ {Fl(a), o€ (0,09), (6. 35)

iz (cosh2o) dr

oo
Fi(o) = / 7 tanh (gT) N(r)F(r)P_y ;= (cosh20) dr
0
+ ésechch(tanh o), (6. 36)
s

2
Fy(o) = ;C’sechUK(secha). (6. 37)

The as yet unknown constant C' is determined by invoking the principle that
the potential must satisfy the edge condition. This means that the function
® defined in (6. 35) must be continuous, particularly at o, so

m  coshog o0 -
= h — N F P 1, . ,h2
¢ 2K(Sech00)/0 7 tan (2T> (T)F(7) —lyiz (cosh20) dr
K (tanh o9)
22— .
* K (sechog) (6. 38)

It will be seen later that this value is exactly the capacitance per unit length
of the non-coplanar strips. Before applying the Mehler-Fock transform, it is
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advantageous to insert this value for C' (6. 37), and to replace the complete
elliptic integrals thus occurring in (6. 36) and (6. 37) by their expression in
terms of Legendre functions (see Appendix, (B. 88)—(B. 92)). The application
of the Mehler-Fock transform produces the following second-kind Fredholm
integral equation for the function F,

F(r) - /0OO F(pu)K(u,m)dp = G(1), 7 € (0,00), (6. 39)

where the kernel is

0 m =
K(p,7) =2 tanh (5M)N(,u)/ Py () Py s (2)dot
P

m 7r _1pn (20) [
1 tanh (2/1) N () Q_y (=0) J., 1 (2) Poiyz (2)dz, (6. 40)
with zg = cosh (20¢), and
1 [*
G(T>:§/ P*% (Z)P7%+z% (z)dz+
1

1P 1 (20) [
A Q_1(z2)P_1 ;- (2)dz. (6. 41
2Q_1 (20) Jz, § () Pogiz (2) ( )

The integrals occurring in the definition of G may be explicitly evaluated
by using a differential equation for the Legendre functions P,,Q, and their
Wronskian (see Appendix, (B. 63) and (B. 69)), so that

(6. 42)

In a similar fashion, the explicit closed form for the kernel may be seen to
equal

7’ T
K(p,7) = ;taﬂh (§M) N (1) (1 - 2(2)) Pféﬂg (20) Pféﬂ'g (20) X

{q(zo) _ 12pr (20) = T (20) } (6. 43)

[ — 12
where
(o) = 2 ) fwo )
20) = = |—In¢_1(z )
71%0 Q—% (ZO) dz 2 z=z20
P/l . (Zo) d
_7+17
- (20) = 2 2 = 71DP7L iz (2
Pl = B ) EPs 0]
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Notice that in the limiting case of coplanar strips, the function N vanishes,
and the explicit solution is

which coincides exactly with the result stated in Equation (6. 20). When the
strips are not coplanar (0 < ¢ < i), the integral Equation (6. 39) may be
satisfactorily solved by standard numerical methods.

We have implied at various points in this book that the same equations
may be solvable in different ways. The integral equation (6. 39) should be
transformed to some discrete form for this process. At the outset, one may
ask if there is a regular basis to construct a satisfactory numerical solution.
This question was originally answered affirmatively by C.J. Tranter (see [55]).
We describe a similar approach, commencing from (6. 7) and (6. 8). With

the rescaling
7 sinh(77)

)=

we obtain the dual integral equations

Soh[(r — g0y 7 (6. 44)

/ M(r)f* (t)cos(ro) dr =1, o € (0,00), (6. 45)
0 (o)
/ f*(7)cos(ro) dr =0, o € (09, 0), (6. 46)
0
where
_sinh (7¢g) sinh [(7 — o) 7]
M(r) = T smh(r7) — 1, as 7 — oo. (6. 47)
Now represent f* as a Neumann series
(1) = aopJy (tog) + 2 Z VnA, Ja, (Too) (6. 48)
n=1

and substitute in (6. 45) and (6. 46). After interchanging of integration and
summation, and using the discontinuous integral

/Ooo Jon (T00) cos(ro) dr = H (09 — o) (o] — 02)*% Ty, (m) 7

(6. 49)
it may be verified that Equation (6. 46) is satisfied automatically, whilst
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Equation (6. 45) leads to

% i n% Ay To, (\/1 - 22) (6. 50)

n=1
=1- ao/ M(7)Jy (Too) cos(To9z) dr (6. 51)
0
+ Z n%An/ 77 (1) Jan (T00) cos(Togz) dr, (6. 52)
n=1 0

where z € (0,1) and pu(7) =1 —27M(7) = O (e727%°) as T — co. Employing
the orthogonality of the Chebyshev polynomials 75, the Equation (6. 52) is
easily transformed to the i.s.l.a.e. of the second kind

A, — Z QpmAn = —unag, (6. 53)
n=1
where m =1,2,... and
ag = (1 +y ﬁnAn> /B3%; (6. 54)
n=1
the coefficients are defined by
1 o)
Qpm = 4 (nm)?2 / 77 (1) Jon (T00) Jom (Tog) drT,
0

o = 4m? / M(1)Jo (To0) Jom (Tog) dr,
0

N

Bn=n /000 77 (1) Jan (T00) Jo (T00) dr,
G5 :/0 M(1)JZ (tog) dr. (6. 55)

Making use of (6. 14), the integral representation for M is

T[> sin? g
M(t)=— cos In |14+ —=—1|dz, 6. 56
(™) 27r/o (rz)In sinh? éz] ? ( )
so that
oo .92
u(r)=1- %/ cos(7z)In |14 Slr;;plol dz. (6. 57)
0 sinh” 5z
An integration by parts shows that
2 [
u(r) = =/, sin (72) P4 (2) dz, (6. 58)
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where

1 1d sin?
By (2)= -+ -—1In |14+ 22 PO
1(2) z + 2dz " * sinh? %z
11 in’
S L —— (5) (6. 59)
z  2sinh” 5z 4 sin® g 2

Since @4 (z) — 0 as z — 0, we may integrate by parts again to obtain

o0
u(r) = 2 cos (12) @) (2) dz. (6. 60)
™ Jo
This process may be reiterated; it is clear that the asymptotics for ;o decrease
faster than any power, as u has exponentially decreasing behaviour. The
representations (6. 58) and (6. 60) are satisfactory for numerical calculations
of the coefficients apm, am, Bn, 55 -

6.2 Electrostatic fields of a charged axisymmetric finite
open conical conductor

We have previously exploited solutions of Laplace’s equations in spherical
coordinates (1,0, ), which are discontinuous in the radial variable r, to solve
various potential problems such as spherical caps. In this chapter we examine
finite open conducting surfaces that are part of the conical surface

0 <r<oo, §=0)=constant, 0 < ¢ < 2.

In this context, it is necessary to construct the total solution of Laplace’s
equation that is discontinuous in the angular variable 6; it is described in [23].
It may then be employed to construct solutions satisfying Dirichlet boundary
conditions on the conductor surface.

The form of separated solutions to Laplace’s equations in spherical coor-
dinates is given by (1. 62), (1. 63), and (1. 64). Since solutions must be
periodic in ¢, the separation constant g must be an integer m > 0, and ® has
the form (a,, b, constants),

D () = ay, cosmb + by, sinmé. (6. 61)
An appropriate choice for the separation constant v appearing in (1. 60) is
v = —1 47, (7 real) so that the solution for © in (1. 60) may be written
O(0) = Co (1) P, (cos0) + Dy (1)Q™'1 ;. (cos ), (6. 62)
2 2
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where C,,, D,, are to be determined. This choice of v is dictated by the
requirement that the energy integral (1. 85) is finite; this may be verified by
considering the form of the separated solutions for the radial coordinate listed
below (6. 65). Alternatively, the solution © may be expressed in terms of the
pair P’_"% 4 (cos) and P:”% 4 (—cos®), which are also linearly independent
solutions of (1. 60); the relation

m _ _-z m _1\ym E m _
Q" .. (v)= i5 tanh (77) _%Hr(x) +(-1) 5 sech (77) P_%_H.T( x)

—%-‘rZT
(6. 63)
is valid for |z| < 1. Thus, we seek solutions for © in the form
e) = C’m(T)P:”%_HT(cos 0) + Dm(T)P:”%_H.T(— cos0). (6. 64)

The separated solutions (1. 62) for the radial coordinate take the form

R(r) = r~2 (E(r)r'™ + F(r)r™i")
= e~ % (e(1) cos(ro) + f(7)sin(r0)), (6. 65)

where ¢ = Inr. The separated solution 97 (r,0,¢) for Laplace’s equation
corresponding to parameters m and 7 is the product of (6. 62), (6. 64), and
(6. 65), and the general solution is the superposition

P (r,0,0) = Z / o (r,0,¢)d (6. 66)

m=—0oo

Solutions of Laplace’s equations in regions bounded by the conical surface
6 = 6y must take account of the singular behaviour of the associated Legendre
functions in (6. 64) at the singular points # = 0, 7. The function P™, Ly (cos )
is bounded at # = 0, yet unbounded at 8 = 7. Thus internal comcal harmon-
ics in the region 0 < 6 < 6 involve PT%_HT(COS 0) (and D,,(7) = 0 in (6.
64)), whereas external conical harmonics in the region 6y < 6 < 7 involve
PT%_HT(—COS 0) (and C,,(7) = 0). If the conductor is formed from the bi-
conical surface 6 = 6y,0 = 61, conical harmonics for the intermediate region
0o < 0 < 6, employ both terms in (6. 64).

Let us consider the Dirichlet boundary value problem for Laplace’s equation
for an open hollow finite conical conductor of the type shown in Figure 6.2.
The boundary condition on the single cone 6 = 6y, or on the frustrum lying
on this surface, is

1/)(0’,00—0,@):'@[1(0',004-0,@), — 00 <0<, 0§(p§27‘(’ (6 67)
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Figure 6.2

Various conical structures: (a) the bicone, (b) the cone, (c) a pair
of hollow conical frustra, and (d) a hollow conical frustrum of finite
length.

The particular solution (6. 64) takes the form

0(0) =
Oy | e (0 " e 0t
P7%+i7_(—COS0)P7%+iT(COS90)/P7%+Z.T(C0890), 0 € (6p,m).
(6. 68)

For the finite hollow biconical conductor lying on the bicone 8 = 6,6 = 6,
the particular solution (6. 64) takes the form

Ap(T)P™, , (cost), 0 € (0,6),
-1 (1) m (2) m .
0@ =] A0 (AR ()P (cost) + AR (1P, (—cos)]
0 e (90, 91) s
Dm(T)PTl_i_iT(—COSG), 06 (01,7’(’),
(6. 69)
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where

A (1) = Pi"%HT (cos QO)PT%H‘T(_ cos 1)

_PT%H.T(— cos GO)PT%HT (cosby),
A’Erlb)(T) = Am(r)P’_”%HT(— cos 61) :”%HT(COS 6o)
,Dm(T)Pf’%HT(— coS 01)P1"%+Z.T(f cosbp),
AP (1) —Am(T)P™ |, (cosblo)P™ . (cosbh)
2 2
—l—Dm(T)P:n%_HT(COS 90)P:”%+i7(— cosfy). (6. 70)

The fundamental solution of Laplace’s equation is the inverse distance func-
——1
tion |7 — r'|  given by (1. 209); in terms of the notation introduced it takes

the form
-1

=
N|=

o
‘ 7‘ B

= ¢ 3(ot) {2 (cosh (0 — o) —cosvp)} %, (6. 71)

where 0 = Inr, ¢/ = Inr’ and
cos1p = coscos @ + sin@sin @ cos(¢p — ¢').

It is representable as the integral transform [23]

—)__l)_l_ 7l(0'+0'/) o !
= =e 2 sech (77) P_1 ;- (costp) cos 7 (0 — o) dr.
0
(6. 72)
Employing the addition formula for the Legendre function [1]
P,(coszcosy sinzsinycosa) = Z (1) cos kaP¥ (cos ) P, *(cos y),
k=0
(6. 73)
where z > 0, y < 7, and  + y < 7, and the relation [1]
_ T(v—k+1)
PrR(y) = (-1)F ———— 2Pk 1 6. 74
) = () e P <1 (6.7

we finally obtain the representation which is discontinuous in 6 :

— -1 1 ’ >0
’7—7" = e 3(ot) Z(2—60m)cosm(¢—¢’)><
m=0
0 T (L 4ir—
/ sech (rr) LT b o cosr (0 — o' dr (6. 75)
0 r (5 +iT + m)
where

P00 = PT%HT(f cos H)Pf’%HT(COS 9:), 6 < 9:
’ P (cosO)P™, . (—cost), 6>0
2 2
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The function (6. 75) describes the potential generated by an elementary
point charge located at the point (1,6, ¢’) . When it is located on the z-axis
at points with 6’ = 0, m, this expression simplifies because P™, _H,T(l) = dom,

2

to
oo
V0(0,0) = e~ 3(o+9) / sech (77) P_1 4 (F cos 0)cosT (o —o')dr,
’ (6. 76)
where the minus (respectively plus) sign refers to the choice ¢ = 0 (respec-
tively ).

Let us consider the simplest problem, the earthed semi-infinite cone 6 = 6
in the presence of an elementary positive charge located on the z-axis at o =
o’,6’ = 0. This is a standard internal boundary value problem with Dirichlet
boundary conditions given on the conical surface. The total electrostatic
potential 1 is sought as the sum

b=+

of the primary potential ° given by (6. 76) and an induced potential 1!,
subject to the boundary condition

P(0,0p) =0, —o0 <0 <o0. (6. 77)

The induced potential ¢! is constructed as a superposition of internal conical
harmonics

V(o,0) = e~ 3(o+o) / sech (77) f (7) P_1 44, (cosf) cos T (o — o')dr,

0

(6. 78)
where the function f is found by the boundary condition to be
P_1.,.(—cosbp)
5+ir

=— . 6. 79
f (T) Pfé+iT(COS 00) ( )

The surface charge density S(o) is easily deduced to be

5(0) = [~ gpvtano)] .

2 , > — o
= Ze73(3%) cosec 00/ Mdr (6. 80)
T o P_1ir(cosby)

When 6y = %777 the cone degenerates to the plane z = 0. Using the value
36
. 3 \| 2
r{-+i=
(i+43)

Py (0)=Vm : (6. 81)
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and the tabulated integral [14]
/ T (a+ iz)|* coszy do = 7T (2a) 27 ** sech?®® (y/2), (a,y >0), (6. 82)
0

we may verify that the surface charge density S(p) due to the point charge lo-
cated on the z-axis at a distance d from the origin of the cylindrical coordinate
system is
2, 2\—%
S(p) =2d (p* +d°) *;

this is in accord with results obtained by elementary methods.

When 6y < 1, the structure becomes a very sharp hollow cone. In this case
it is convenient to use the hypergeometric representation (see Appendix, (B.
98))

1 1 1
Py yi-(cosby) = oF) (2 + T, 5 iT; 1;sin® 290)

1 1 1
1+ (4 + T2> sin? 590 +0 (Silﬁl4 290> . (6. 83)

Inserting this approximation in (6. 80) produces the approximation for surface
charge density

S(o) =~

1 7\ 2/00 ,
1 cosec gy cosec — 0 (—) , r<r. (6. 84)
rzr'z 2 r/

Thus S(o) — 0 as r — 0.
If the elementary charge is located outside the cone (at o = o/,0" = ),
then Equation (6. 80) is replaced by

r

o 3 o
S(o) = ze_%(?’”"’U,) cosec b cost (o =)
T o P_1yi(—cosbh)

dr. (6. 85)

For the same limiting structure of the very sharp hollow cone (6 < 1), the
approximation

P_1., (—cosbp) ~

—5tur

Al

cosh(r) In (;()) (6. 86)

is relevant and .
r+r')"" cosecby

T In(2/6g)

The approximation (6. 87) has a singularity at the vertex of the cone. This
phenomenon is discussed in some detail by Hobson [23].

Remove the lower and upper parts of the infinite hollow cone to form the
finite hollow frustrum

(o) ~ (6. 87)

a<r<b, 0=0,,
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shown in Figure 6.2. It is convenient to introduce the normalised radial coor-

dinate
p=r/Vab,

so that the frustrum is given by
palgrgp()a 9:907

where pg = (b/ a)% . Also replace the variable o = In r previously introduced by
o = In p, so the frustrum is described by o € (—0¢, 0¢) , where oo = 3 In (b/a) .
The partial solutions for the variable ¢ may still be described by Equation
(6. 65). Accordingly, let us consider the Dirichlet boundary value problem
for the frustrum. The axisymmetric potential ¢ (o, #) must satisfy the mixed
boundary conditions

S(0,00 — 0) = 250(0,60 +0), € (=00, ~00) U on,o0) (6. 88)
P(o,00 —0) = (0,00 +0) = ®(0), o € (—09,00), (6. 89)

where @ is the given value of the potential on the conductor. We consider the
simplest case where the frustrum is charged to unit potential (® = 1). Using
the superposition (6. 66), the solution for ¢ is sought in the form

Y(o,0) =e" 2 /000 dr {f.(1)cosTo + fs (T)sinTo} F (7,0), (6. 90)

where

9) — P_1;,(cost), 0<0 <6y,
(r.6) = P_1yi(cosbo)P 1y (cos0)/P_1 i (—cosby), b <O <m

and f., fs are unknown functions to be determined. Because of the symmet-

ric subdivision of the real line, the integral equations for f. and f; can be
decoupled to the following sets of dual integral equations:

/ fe(T) P_i iz (cosby) cosTodr = cosh(o/2), o € (0,00), (6. 91)

cosh(m)
c dr = 0, (S , , 6. 92
/ Je( P_;HT(—cos&o) cosToar o € (00,0) ( )

and

/ fs (T) P_1 i, (cos bp) sin Todr = sinh(0/2), o € (0,00), (6. 93)

cosh(7r) .
= . . 4
/ fs (7 P—%HT(* cos0y) sinTodr =0, o € (09, 00) (6. 94)
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When 60, = %W, these equations describe the nontrivial geometry of the
charged annular disc [55].

The first step is to integrate (6. 92) and to differentiate (6. 93), respectively,
obtaining

> h
/0 fe (1) pye o ((7—TTc)os 7o) sintodr = C, o € (09, 0), (6. 95)
—%-‘riT

where C' is a constant of integration to be determined and
e 1
/ 7fs (T) P_1 iz (cosbp) cos Todr = 3 cosh(c/2), o € (0,00). (6. 96)
0

Rescale the unknown functions

fo(r) =72 sech(m')P_%_H»T(— cos 0o F. (1), (6. 97)
fs (1) = Tsech(n7)P_1 ;. (—coso) Fy (1), (6. 98)

so that

/oo 7tanh(7w7)M (7;6p)F. (7) cosTodr = cosh(c/2), o € (0,00) (6. 99)
0

/ TF, (T)sinTodr = C, o € (09,00), (6. 100)
0
and

/ Ttanh(mT) M (7;00)Fs (T) cosTodr = %cosh(a/Q), o € (0,00) (6. 101)
0

oo
/ 7F, (1) sintodr =0, o € (0¢,00), (6. 102)
0
where the function M is defined by

M (7;60) = 7 cosech(m7)P_, 1 ;- (cos ) P_1 ;- (— cos ). (6. 103)

T2

The asymptotics for the conical functions (see Appendix, (B. 101)) show that

1
lim M(7;60) = — cosec by,
™

T—00

and the function

N(T; 90) =1—7msin QOM(TQ 90)

in 6
=1- WT%P_%+¢T(COS 00)P_1 i, (— cosb)
= O(17?%) as T — o0. (6. 104)
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Equations (6. 99) and (6. 100) may be rearranged in the form
(o)
o, (0) = / rtanh(rr)F. () P_y iy (cosh o)dr
0

_ [ Fi(o), o€(0,00),
- {FZ(U), o € (00,00), (6. 105)

where

Fi(0) = wsinfy + / 7 tanh(77) Fe (1) N(73600) P_1 1, (cosho)dr,
0

2
Fy(0) = —CQ_y(cosho).
T
Likewise, (6. 101) and (6. 102) may be rearranged in the form

D,(0) = /0 7tanh(w7)Fy (1) P_1 ., (cosho)dr

_ F(U)v 06(0’0)1
= {073 o € (o0, 02)7 (6. 106)

where

o)
F3(0) = gsin 0o + / 7 tanh(77) Fs (1) N(7;00)P_1 1, (cosh o)dr.
0
Note that in deriving (6. 105), we also used the relation (B. 89) of the Ap-
pendix. As shown previously, the value of the constant C' is determined by
enforcing the requirement of continuity on ®. at g, giving
o oo M B () N (B P7%+i7(coshao)d
= — t c ; - O
/0 7 tanh(n7)F, (1) N(7;00) Q_%(coshao) T

2 sin 0

e (6. 107)

+

The final step uses the inverse of the Mehler-Fock transform to convert both
(6. 105) and (6. 106) to second-kind Fredholm integral equations to be solved
for the functions F, and Fj, respectively, obtaining

P = [P Kl m)d = Gu(r) (6. 108)
and -
Fe(7) :/O F, (&) K.(&,7)dé = Ge(T). (6. 109)
The inhomogeneous terms are
in 6,
Gy(7) = g% (1=28) Pl (20), (6. 110)
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GC(T) = T_2’]TSil’l 00 (1 - Zg) P7%+i'r(zo)x

QL%(ZO) 1 PI—%HT(ZO) 6. 111
Q_1(20) T 14472 P_1i:(20) - 6 )

and the kernels, respectively, are defined to be

K(€,7) = S tanh (78) N(&; 00) R(E, 75 20), (6. 112)

K.(€,7) = {tanh () N (& 00) R(E, 73 20)
P—%Hg(ZO)

+ §tanh (v€) N (8 00) 57

R*(1520), (6. 113)
where

20

Remiz) = [ Py elo)P ()
1

R (rizo) = [ Q0P (o),

Both R and R* may be readily evaluated in closed form (in the same way as
Formula (B. 97) of the Appendix):

R(&,7:20) =
(1~ =)

(2 — &2) {P*%+i§(ZO)PL%+iT(ZO) - Piéﬂg(zo)P,%HT(zo)} , (6. 114)

R*(1520) =

@ {P—%MT(ZO)QI_%(ZO) - PL%HT(ZO)Q_%(Z())} . (6. 115)

T

For an effective numerical solution, the kernels of (6. 108) and (6. 109)
must converge sufficiently fast as £ — oo. This depends completely on the
asymptotics of the function V. It is convenient to examine the function

N*(730p) = tanh(n7)N(7;6p) = (tanh(r7) — 1) + Ny (;6p), (6. 116)

where

sin 6

Ni(r;6p)=1— P_iir(cos)P_1 i (—cosbp). (6. 117)

cosh (77)

Since tanh(77)—1 = =272 (14 O (e72"")) as T — 00, it is quite clear that
the major contribution to the asymptotic behaviour of N* is dominated by
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that of NJ. The asymptotic behaviour of N can be determined by examining
an integral representation for the product of conical functions appearing in (6.
117). Integrate both sides of (6. 75) twice. Assuming o/ =0,¢’ = 0,6" = 6,
first integrate w.r.t. ¢ over the interval [0, 27] . Multiply the result of the first
integration by cos po and integrate w.r.t. o over the interval (0, c0) to obtain

0 27
— / do cosTo {cosh o — cosf cos by — sinfsin by cos o}~ 2 dp
V2 Jo 0

P7%+iT(— cosf)P_1 - (cos o), 0 < b

_ 2
=7 sech(7r7') { P,%+i7—(COS 9)P7%+i‘r(_ coS 90)’ 0> 90. (6 118)
Using the tabulated integral [14]
2 2b
= K , a>b>0, (6. 119)
Vatbcosx Va+b a+b
and the relation
1 1
(14222 = K( ) 6. 120
Q42 = =M\ (6. 120)
we obtain the desired result
2 cosh(nT) i cosh z — cos 6 cos 0y costs de
— T
2 \/sinfsin by Jy 3 sin 6 sin 0y
_ { P_yyir(—cosO)P_1 - (cosbh), 0 < 0o (6. 121)
P7%+Z-T(cos 9)P7%+Z-T(— cos b)), 0 > 0.

Setting 8 = 6y, the value of Nf(T; 6o) is deduced to be
2 h? (2/2
Nt =12 [T o, (1 + 2“2(2/)) costz dz. (6. 122)
T Jo 2 sin“ 6y

After a single integration by parts this may be written as
Ni(7;6p) = / S1(z)sinTz dz, (6. 123)

where
sinh? (2/2) )
SiIl2 00 ’

1 d
Si(z) = > + %Q_% (1 + 2
Since S1(z) « zInz when z < 1, and S1(z) — 0 as z — 0, another integration
by parts produces
2 o0
Ni(7;60) = —/ Sa(z) cosTz dz (6. 124)
T Jo

where S3(z) = S}(2); it may now be deduced that Ni(7;600) = O(772) as
T — 00.

Thus, standard methods for second-kind Fredholm equations may be em-
ployed effectively to obtain numerical solutions to (6. 108) and (6. 109).
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Figure 6.3

The spindle. The semi-infinite cone is its image under an inversion
with centre A.

6.3 The slotted hollow spindle

The electrostatic potential of several structures related to the spindle can
be deduced from the solutions already obtained for conical structures. The
basic structure of the spindle is the surface of revolution obtained by revolving
an arc of a circle about the chord OA joining its end points A and O. The
vector O_1>4 may be chosen to lie along the positive direction of the z-axis; the
coordinate origin may be located at O. (See Figure 6.3.)

Under inversion in the sphere of radius R = OA centred at A, the image
of the spindle is the infinite (right circular) cone with vertex O and axis
coinciding with the z-axis. The half-angle « of the cone equals half the angle
subtended by the chord OA at the centre of its circle.

Bouwkamp’s theorem (see Chapter 3) may be used to calculate the capac-
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itance of the spindle (see, for example, [51]). The calculation is equivalent
to the calculation of the electrostatic field surrounding the grounded semi-
infinite cone in the presence of a unit negative charge located at A; in the
usual spherical coordinates the charge is located at (r,0,¢) = (R, 7,0).

The potential ° due to this charge is given by (6. 76), with o = Inr and
o’ =InR,

(0, 0) = —e3(o+) / sech (77) P_%_H»T(cos 0)cosT (0 —o')dr.
0

(6. 125)
The induced potential has the form

(o, 0) = e~ 3(o+9) /OO sech (77) f(T)P_1 1, (—cosf) cosT (0 — o')dr,
0

(6. 126)
where the function f is to be determined. The total potential vanishes on the
grounded conical surface,

(o, a) + 1l (0,a) =0, 0 € (—00,00), (6. 127)

so that -
P_%_H.T (cos a)

PT%HT(— cosa)’

f(r) = (6. 128)
The capacitance C' of the spindle is deduced from the value of the induced
potential at the point of inversion A,

C = R*\(o', 1) = R / ™ sech (n7) Prppirleosa) (6. 129)
7 0 P7%+i7'<_ cos )

When a = %71', the spindle degenerates to a sphere of radius a = %R, and
the value of the capacitance given by (6. 129) coincides with the well-known
capacitance Cy of the sphere: Cy = a. It will be convenient to normalise the
capacitance given by (6. 151) against Cy. When a < 1,

2 2
P™  (cosa) ~1, P™ . (—cosa)=~ —cosh(r7)In () , (6. 130)
2 ™ «

—%—i—ir
so that the normalised capacitance is approximately

C/Cy~1/In <2> L a <l (6. 131)

It should be noted that the calculations above are valid when 0 < o < %7‘(‘.
When o > %71’, the image of the spindle under inversion is a spherical shell
with circular apertures centred at its poles.
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a) b) c)

Figure 6.4

The spindle with various apertures. The conical structures that are
their images under inversion are also shown. (a) An axisymmetric
circular hole, (b) a pair of axisymmetric circular holes, and (c) a
nonsymmetric azimuthal slot.

Some structures formed by removing part of the spindle surface are shown
in Figure 6.4. Under inversion the spindle with a symmetrically placed cir-
cular aperture is equivalent to the semi-infinite frustrum, whilst the spindle
with two symmetrically placed circular apertures is equivalent to the finite
conical frustrum. Perhaps the most interesting open spindle-shaped conduc-
tor is obtained by introducing an azimuthal slot. Under inversion its image is
the semi-infinite cone with an azimuthal sector removed. The introduction of
this aperture breaks the axial symmetry present in all the conical structures
considered above. Together with the toroid with azimuthal cuts analysed in
Chapter 5, this structure allows us to illustrate a very significant extension
of analytic and semi-analytic techniques to the determination of the three di-
mensional potential distribution surrounding nonsymmetric open conducting
surfaces.
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Consider, therefore, the problem of determining the electrostatic field sur-
rounding a charged hollow spindle with an azimuthal slot. The equivalent
problem is to find the electrostatic field induced on the grounded semi-infinite
cone with an azimuthal (or sectoral) slot by a unit negative charge, located
at the inversion centre. Let 2¢y be the angular width of the sectoral slot.

The free-space potential ¢ is given by (6. 125). Based on previous results,
the induced potential ¢! may be represented as

P(o,0,0) =¢ —3(ote’) / F.(0,¢)cosT (0 — o) dr, (6. 132)
0
where
oo
F,(0,p) = sech(nr Z (2 — 8om) fn(7) cos(mp)H (7,0) , (6. 133)
m=0
with
PmlJr (cosB), 0 < by,
(r,0) =14 pm m m
Pﬁf ”(cos 90)P71+i7(7 cos 9)/P,;+i7(* cosbp), 6> by,
2 2 2

and the functions f,, (m = 0,1,2,...) are unknowns to be found. The free-
space potential may also be written in the analogous form

¥0(0,0) = e~ 3(7F7") / T R0) cost (o — o) dr, (6. 134)
0

where
FO(0) = — sech(n7)P_1 4. (cos0).

For all o € (—00,00), the following boundary conditions apply to the total
potential ¢ = ¢° + !,

0
801/}(0 014+ 0,9), ¢€(0,¢0), (6. 135)

(0,00 —0,0) =1(0,01 +0,0) =0, ¢ € (o, ). (6. 136)
Because these boundary conditions apply for the complete interval (—oo, c0),

we may apply a Fourier transform to express them in terms of F, and its
derivative,

0
aew(a 90 0) QD)

0
FT(HO - 07 QD) = %FT(GO + 07 90)’ B (07 QDO) ) (6 137)
FT(QO*OAD) :FT(00+05§0) = 7F7(-)(90)3Q0€ (QD(),’/T)' (6 138)

Enforcement of these conditions produces the following dual series equations

9
a0

(1) (2 — Lyir+m
Z( 1 (2 50m) m( )F(2+ + )

T T +ir—m) cos(mep) =0,

v € (0,90), (6.139)
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Z (2 = bom) fm(T) 1’%+iT(COS fo) cos(mep) = P_1 ;- (cos bp),
m=0

¢ € (po,m), (6. 140)
where the value of the Wronskian W of P™, . (x) and P™, . (—x) has been
2 2
employed. We introduce the functions
(=)™ T (5 +ir+m) fin(T)
m T (L +ir—m) Py (—costh)’
2

Fin(r) = (6. 141)

and separate in (6. 139) and (6. 140) the terms with index m = 0 to obtain

fo(7)
Z mE,, (1) cos(myp) = 2P_%+”(_ cos0y)’
¢ € (0,90), (6. 142)
> Gon(7,00) Fin (7) cos(mep) = % [1— fo(7)] P_1 i (cos o),
m=1
¢ € (o, ), (6. 143)

where
r (% + 4T — m)

G(7,00) = (-1)"m—2—LP™
(T O) ( ) mF(%—l—zT—‘,—m) —1+

i (COS 90)Pl"%+i7(— cos ).

(6. 144)

We now investigate the asymptotic behaviour of the function G,,(7,6p) as

m — oo. For these purposes 7 is fixed. From the definition of the associated
Legendre functions (B. 102),

14, 1y
mcosh(m—)F(2 +ir+m) T (5 — it +m) "

Gm(700) = I I'2(m+1)
F (1 + + 1;sin? 90)X
- in
211 9 2 ’LT m S D)
1 1 0
2F1(§ 5 +ir;m + 1; cos? 20) (6. 145)

Rearrange the Gamma function factors as

F(%%—iT—i—m)F(%—iT—i—m)

T2 (m + 1)
:FQ(m—&—%) T (% + it +m)|
2(m+1) T2(m+3)
() T -1
B FZ(m+1)n1;[0 1+(n+m+ ) (0140
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From Field’s formula (see Appendix, (B. 7)) we may deduce that, as m — oo,
r2m+i) 1 1
—_ = 1-—+0 . 6. 147
I'2(m+1) m( am " (m )> ( )
Moreover, it is easy to make the estimate

oo

o

72
—1—7’2 +O(m72)
Z n+m+ )

7_2

=l-—+ O(m™2), (6. 148)

n+m+ )

as m — oo. Finally, from the definition of the Gaussian hypergeometric series
it is easily verified that the product of the hypergeometric factors occurring
n (6. 145) is

1
1+ (4 + 72> m~t+0(m™?) (6. 149)
as m — o0o. Combining these estimates shows that
G (7,00) = m~ ' cosh(n7) (1+O0(m™?)), (6. 150)

as m — 0o.
We therefore introduce the parameter

em(T) = 1 — msech(n7)Gn(1,00) = O(m™2), (6. 151)

and rewrite the dual series (6. 142) and (6. 143) in the form

fo(7)
2P7%+i7(— cos gy

Z My (7) cos(mep) = 9 €00, (6.152)

Z F,,(7) cos(myp) = 5 sech(m') [1 = fo(7)] P_1 47 (cosbh)
=1

o0

+ > em(7)F(7) cos(mep), ¢ € (o, ).

m=1

(6. 153)
When the slot in the spindle closes (¢g — 0), it may be verified that
fo(r) =1, fim(1) =0 (m > 0)

and the solution reduces to that which was previously obtained (see (6. 126)
and (6. 128)). It is clear that the dual series (6. 152) and (6. 153) may
be solved by the standard technique for trigonometric kernels outlined in
Section 2.2. It is conveniently done by substituting ¢ = 7 — 9 and replacing
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Fo(1) = (=1)" F2 (7). Then ¥g = 7 — (g is the angular half-width of the
conductor surface (rather than the slot).
The solution may now be deduced from the dual series (2. 39), (2. 40) and
their solution (2. 61), (2. 62) with the following identification of values:
m=mn, Fi (1) =x,, folrT) =20, ¢. =cn(7);

—1
a= {2Pfé+”(—00500)} , b= gsech(ﬂT)]—l%HT(cosﬁo);

go = gsech(ﬂT)P,%HT(cos 0o); (6. 154)

the remaining parameters (g, n, fn, fo) all vanish.
The capacitance of the slotted spindle may now be deduced. According to
Bouwkamp’s theorem, it is

P_1yir(costh)

C =" Ylo',7,0) =R /O conl fo(r)dr. (6. 155)

TT)P_1 - (= cosbp)

Some further details about the calculation of this value are provided in the
next section where the slotted charged sphere is considered.

6.4 A spherical shell with an azimuthal slot

As remarked in the previous section, when 6y = %7?7 the slotted spindle

degenerates to a spherical shell with an azimuthal slot. The image under the

inversion described in that section is not a cone with a sectoral slot but is,

more simply, a plane with a sectoral cut of half-width ¢g. (See Figure 6.5.) A

case of particular interest is the hemispherical shell and its image, the half-
1

plane (occurring when ¢y = 57). The capacitance of the hemisphere was

computed in Section 1.4 to be

It provides a benchmark value for spherical shells with sectoral slots of arbi-
trary angle. When ) = 17, the parameter &,,(7) introduced in (6. 151) may
be written in the form

1y 1.4 1,42
em(T) = 1—;m’F(§ * fZ.TJF fm>|2. (6. 156)
0 (3 + gir + g3m)|

Although the parameter has a simpler form than when 0 < 6y < %77, it is

still not possible to solve the associated potential problem in a closed form.

©2001 CRC PressLLC



Figure 6.5

A spherical shell with an azimuthal slot; its image under inversion
is the 2Oy plane with a sectoral slot removed.

However, it is possible to obtain some analytical approximations in two lim-
iting cases: the narrow cut (po < 1) and the narrow sectoral conductor
(99 = m — o < 1). The problem has some similarities with the azimuthally
slotted degenerate torus treated in Chapter 5, and so some repetitious details
will be suppressed.

Setting 6y = %71’, it follows from (6. 155) that the capacitance for a spherical
shell with an azimuthal slot is

C= R/OOO sech(wT) fo(T)dr. (6. 157)
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Making use of the identification (6. 154), we may recognise that

folr) = {b(f) —a(r)ln F ;to] }1 x

{ HtOZ( ) Yen (7) POV (¢ )} (6. 158)

where the parametric dependence of ¢ = a(7) and b = b(7) in (6. 154) is
made explicit; tg = cos Vy.
When ¢g =7 — ¥y < 1, it is readily observed from (6. 158) that

fo(m) =b(7) {b(T) — 2a(7) In cos %}_1 + O(p2). (6. 159)

When the spindle closes, the function fo(7) becomes 1; thus if we define

e = —Incos ('020
then
fo(r)=1- _2a(r)e +O0(pd) =1~ 2@5 {1+0(e)} (6. 160)
{b(1) + 2a(7)e} 0 b(7)

when the slot is logarithmically narrow (e < 1).
When the conductor is a narrow sector (J9 < 1), we may deduce from (6.
158) that

fo(r) = {b(T) — 2a(7) Insin 1920} { )+ ZF* )+ 0(192)}

(6. 161)
where the functions F;i may be approximated as the solution of the infinite
system (with a confluent matrix)

2a(T) 1 &

— D Fi(7)en(r)

Fn(m) - b(t) — 2a(7) Insin 19 m

n=1
_1 2a(7)b(T)
~ mb(r) — 2a(7) Insin 200 (6. 162)

This system can be solved by multiplying both sides of (6. 162) by &,,(7) and
summing over m. Thus

o _ 2a(7)b(7)A(T)
Z Fr(1)en(r) = b(r) — 2a(r) {A(r) + s 190} (6. 163)
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where

A(r) = . 6. 164
(1) m§:1 ( )
Insertion of (6. 163) in (6. 161) shows that

b(7)
b(t) — 2a(7) {A(7) + Insin $9o }

fo(T) = {1+0(%)}. (6. 165)

If we introduce the parameter

1 -1
"= —{Insin =9
€ {nsm2 0} ,

when the sector is logarithmically narrow (¢/ < 1). Thus the capacitance of
the logarithmically narrow slot is

then

& {1+ 0()}, (6. 166)

2 e 2
Cy=Ch— ;ER/ {P7%+i7(— cos 90)} dr 4+ O(e?), (6. 167)
0

where C is the capacitance of the corresponding closed spindle (see (6. 129)),
and the capacitance of the logarithmically narrow sector is

oo 2
Cy = gg'R / sech?(77) {P_% - or(cos 90)} dr +0(?). (6. 168)
0

When 6y = %71', tabulated values of the integrals occurring in (6. 167) and
(6. 168) are {-m% and 1, respectively (see [15]), so that

Cy/Co=1— % +O(e2), Cy/Co = ga +O(?). (6. 169)

Now consider the needle-shaped spindle (fy < 1) with a logarithmically
narrow slot (¢ < 1) and, in addition, suppose that ¢g < 6y. The approxima-
tion for the capacitance is

Go v oo e
Co = T(2/0) {1 n(2/00) } ' (6. 170)

When 0y < 1 and 9y < 1, the structure very nearly becomes a straight
finite strip with some variable width and its capacitance is approximately

Co ,
— ~¢. 6. 171
e (6. 171)
Comparing (6. 169) and (6. 171), we may recognise the difference of a factor
of %77 in capacitance between the spherically curved crescent-shaped strip (6.
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169) and its flat analogy (6. 171). On the other hand, the characteristic
factor of {In(2/69)} " present in (6. 170) is notably absent in (6. 171). It is
therefore important to recognise that these approximations are not uniformly
valid in the problem parameters, and that the regime of their validity is best
delineated by numerical methods; nonetheless, the approximations are useful
at the extreme limit of the parameter range.
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Chapter 7

Two-dimensional Potential Theory

Historically, two-dimensional potential problems have been studied more ex-
tensively than have three-dimensional problems. Apart from the apparent
simplicity of lower dimension, the main reasons are that powerful methods,
based upon conformal mapping techniques and the well-developed theory of
analytic functions, are available in the plane; these provide rather clear proce-
dures to facilitate the solution of mixed boundary value problems in potential
theory.

Basically, analytic function theory techniques reduce the potential problem
to the well-known Riemann-Hilbert problem of the determination of an an-
alytical function on some contour bounding a domain [45]; various concrete
applications of this technique can be found in [18] and [53]. Applications of the
conformal mapping method are so numerous that classic texts on electromag-
netic theory invariably describe and solve a variety of electrostatic problems
with this technique (see, for example, [54, 66]).

Despite the lower dimension, it should be observed that boundary value
problems in two-dimensional potential theory involve an additional abstrac-
tion compared to that for three-dimensional bodies of finite extent, even for
open surfaces with sharp edges. Whilst it is reasonable to imagine an ex-
tremely long, but at the same time finite conductor charged to some poten-
tial, its extension to infinity, at the same constant potential as for the finite
conductor, raises some questions about the physical reality or relevance of the
model. A physicist might reasonably question the source of infinite energy
needed to charge this infinitely long conductor.

It is not surprising, then, that two-dimensional potential problems, even
properly stated, require some nonphysical behaviour of the potential function
at infinity. This manifests itself as a logarithmic dependence on distance from
the conductors, so the potential is unbounded at infinity. Although strange
from the physical perspective, the mathematical issue simply concerns the
choice of the class of functions required for a satisfactory two-dimensional
potential theory. Generally speaking, if the conductor is modelled as an in-
finitely long object of constant cross-section, the basic postulates of potential
theory force a logarithmic increase to solutions at large distances from the
conductor.

Some simple illustrative examples will indicate distinctive features of two-
dimensional potentials. The electrostatic potential ¥ (7), due to some elec-
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trified conductor held at unit potential in two dimensions, is defined by the
single-layer potential [66]

— 1 — I (7
Y(7r)=—=— [log|7 —r cr(r)dl (7. 1)
27
L
where Gy (77, 7") = — (1/2r)log |7 — 7| is two-dimensional Green’s func-

tion, o is the linear charge density on the cross-sectional contour L, dl is the
element of the contour integral, and 7, 7/ are position vectors of observation
points and points on L, respectively.

We will consider a variety of canonical structures that are infinite cylin-
ders of constant cross-section, into which apertures are introduced to produce
longitudinally slotted cylinders (the edges of the slots are parallel to the cylin-
drical axis).

By way of introduction, we consider the circular arc (Section 7.1), and then
circular cylinders with multiple slots (Section 7.2), various configurations of
thin strips (Section 7.3), and elliptic cylinders with multiple slots (Section 7.4).
In Section 7.5, a singly-slotted cylinder with arbitrary cross-section is consid-
ered. Although this structure is noncanonical, our purpose is to demonstrate
how to regularise the integral equations of potential theory in a rather more
general setting than the simpler canonical structures discussed in the earlier
sections. The process transforms the integral equations to a second-kind sys-
tem of equations with its attendant benefits: a well-conditioned system of
equations for numerical solution after truncation.

7.1 The circular arc

Consider an infinitely long, singly-slotted circular cylinder whose cross-
section is an arc L of a circle of radius a (see Figure 7.1). Polar coordinates
(r,), where r = p/a, are convenient for this configuration. Assume that
the right half of the arc (given by ¢ € (0,¢q)) is charged to unit potential,
but the left half (given by ¢ € (—¢p,0)) is charged either to unit positive
or negative value, i.e., ¥(1,¢) = (—1)", (I=0,1). If ¢! denotes the charge
distribution on L, it is evident that o'(—¢) = (=1)!o! (p). (When [ = 1, an
infinitesimally small insulating gap is placed at ¢ = 0.) Then the potential
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Figure 7.1
The circular arc.

can be represented as

®o
1
W) =~ [ log1=2reos(o - )+ 1% ot (1) d
—'500
¥o

1

=5 | K'ne,@)o' (@) dy, (7. 2)
I8
0

where
K'(r,,¢") = log |1 —2rcos(p —¢') + 7‘2|
+ (1) log |1 — 2rcos(p + ¢') +7°|. (7. 3)
When [ = 0, it can be readily shown that
1
v () = 5—qlog (1)

is a regular harmonic function, as r — oo, where
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is the (total) charge per unit length; when I = 1,7 (1, ¢) behaves as a regular
harmonic function, as r — oo.
First consider the uniformly charged strip (I = 0) . Using the expansion [19],

log(1 — 2t cos (p — ¢') + %) = —2 ; % cos kx, (7. 4)
the kernel of 7. 2 has the cosine Fourier series
—4 5" n7lr" cos g cos ny, r<l1,
KO(r,p,¢') = =l (7. 5)
dlogr —4 Y. n~lr " cosngpcosny’, > 1.
n=1

Extend the domain of definition of ¢°, defining

0 / /
i (') = {g () o : Eg’o‘f’g)) ; (7. 6)
this even function has a Fourier series expansion
(oo}
R Z (2= 07,) Tm cosmy, (7. 7)
m=0

with unknown Fourier coefficients x,, to be determined. Substitute these
expansions into (7.2) to obtain

S n7ta,r" cosngp, r<l
Y (r, o) = n=t 00 . (7. 8)
—zglogr+ > n~lz,r~" cos ny, r>1
n=1

This representation can also be obtained by the method of separation of vari-
ables applied directly to Laplace’s equation.
The boundary condition at r = 1, ¢ € (0, ¢p) is

¢(1+07@)=¢(1—07@)=1; (7 9)

on the slot r = 1, ¢ € (¢g, ), the boundary condition, which follows directly
from the definition (7.6), is

Y (ryp) [

0 I

tot (#) or S ( )
Enforcement of these boundary conditions produces the following dual series
equations:

— 1
Z —x,cosng =1, @ € (0,¢0) (7. 11)
n=1 n
. 1
Zmn cos iy = — 5o, ® € (po, ). (7. 12)
n=1
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The method developed in Section 2.2 shows that the closed form solution

is
-1
To = — {log (sin %)} ,
1
2
1

T = — {log (sin %) }_ (1+ cospg) P(0 Y 1 (cos o)
=3 {log (sin %) }7 {Pp (cospg) + Pp—1(cospg)}, (7. 13)

when m > 0. The capacitance of the cylindrically shaped strip (per unit
length) is thus
s
-1

C = 2/0?0t (¢ dy' = 2mzo = —2n0 {log <sin %)} . (7. 14)

0

On the interval [0, ¢g], the line charge density equals

L ou(re)| =7 | 15
0 =_— ZF\bh¥
Ot () = oo |, = T;) (2 —07) z, cosmp, (7. 15)

and its value is easily deduced from the discontinuous series (1. 109) to be

1

-1
() = e con© o (i 2) ) e —comgo) ¢ < g0
(7. 16)

it vanishes when ¢ > .

When the circular arc comprises oppositely charged halves (Figure 7.1), the
potential is bounded; there is no logarithmic term. Physically, the structure
is a two-dimensional dipole. Set [ = 1 in (7.2) and again use expansion (7.4)
to obtain

TL
K (r,¢;¢) ——4Zn smngpsmngo{ _n ;;i (7. 17)

n=1

As before, introduce the extended or total line charge density

0 / /
voon_Jot @), ¢ €(0,90)
O'tot (‘P ) - { 0, 90/ c (QDOa'/T) ) (7 18)

and represent this odd function as a Fourier sine series

oror (¢ Z Y SN Y. (7. 19)

Substitute (7.17) and (7.19) into (7.2) to obtain

= . r' o r<1.
0) = Zn Ly, sinne { s L (7. 20)
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Enforcing the mixed boundary conditions on the arc » = 1 produces the dual
series equations for the unknown coefficients y,,:

> nlynsinng =1, ¢ € (0,¢) (7. 21)

n=1

e}
Z Ypsinnp =0, @ € (po, 7). (7. 22)

The solution of these equations (see Section 2.2) is (with zg = cos ¢yg),

[N R
=

Yo = dt. (7. 23)

@ 20 (l—t%

NI At f /
n 7dt
1+t t)

The format of this solution (7.23) has some rather satisfactory features. For
example, one may conveniently calculate the distribution of the potential on
the circle r =1 to be

1
¥ (1,9) = 21~ L arctan {\[sm %0 cos fcp {cos gy — cos 4,0} (7. 24)

when ¢ > ¢g; when 0 < ¢ < g, ¥ (1,) = 1.

7.2 Axially slotted open circular cylinders

In this section, slotted circular cylinders with multiple apertures are con-
sidered. A restricted selection of electrostatic problems that are distinctive
of this geometry are examined. Our first calculation is of the electrostatic
field due to a pair of charged circular arcs, asymmetrically placed as shown in
Figure 7.2. The second calculation is of the field generated by the quadrupole
lens also shown in Figure 7.2; for the sake of simplicity, when the arcs are all
positively charged we restrict attention to the symmetrical case (@1 = m—g).

As in the previous section, the conductors lie on the contour of the unit
circle and are charged to potentials V; = 1 and V5 = (—1)! as shown in Figure
7.2; the index [ = 0 or 1. The potential associated with the pair of charged
circular arcs, at potentials V7 (defined by ¢ € (¢o, 1)) and Vo (defined by

@ € (=1, —¢0)) is

1 ¥1

1/1l (Tv 90) = -

e Ki (r,o,¢") o' (¢')dy’, (7. 25)

where K! = K is defined by (7. 3). For the two-dimensional quadrupole lens
in which the pair of arcs defined by ¢ € (¢o,¢1) U (= (7 — o), — (7 — ¢1))
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Figure 7.2
The circular arc (left) and quadrupole (right).

is held at potential V;, and the pair of arcs defined by ¢ € (—pp, —¢1) U
(m — o, ™ — 1) is held at potential Vo, the potential is

() = — ! /% K (ryp,¢') ol () dy’ (7. 26)

4 ¥o

where

K (r,0,¢') = log [ (2 + 1)” = 4% cos® (p — ¢)]
+ (=1 1og [(TQ + 1)2 — 472 cos (o + cp')} )
First consider the pair of charged arcs. Enforcement of the boundary con-
dition
¢l(1+07<ﬂ):¢1(1_0a99):17 SDE(QD(%QOI)?

(and the corresponding condition on the arc at potential V5) produces a
first-kind Fredholm integral equation for the unknown charge density o!. On
equicharged arcs (I = 0), the density 0¥ satisfies

1 1
/ % (¢')In4

2 ¥Yo

1
—Qde’ =1, @€ (po,p1), (T.27)

sin® 1 — sin
2% 2
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whereas on oppositely charged arcs (I = 1), the density o! satisfies

1 P1
21

tan L 4 tan ¢’
2 27 ldy' =1, © € (po,p1). (7. 28)

ot (¢')lo

tan %gp — tan %(p’

Following the argument of Section 7.1, these integral equations may be
replaced by the triple series equations

Z zpcosnp = —3x9, € (0,90) U (p1,7),
(7. 29)
Z n~lz, cosny =1, @ € (po, 1),
n=1
and -
Yo ynsinng =0, @€ (0,00)U(p1,7),
n=1 (7 30)

o0
1, W _
S nTly,sinng =1, © € (o,¢1)
n=1
where the densities 0 and o' are respectively expanded in cosine and sine
Fourier series,

Z 2 —0p,) Tm cosmy, (7. 31)
m=0

= Z Yn sinng’, (7. 32)

with unknown coefficients {z,, },-, and {y,},o -

The symmetric situation (@1 = m — g) is quickly solved. The odd index
coefficients all vanish, and the Equations (7.29) reduce to the following dual
series equations for the even index coefficients xs,,,

> 29, cosntd = —%xm ¥ € (0,%),

n=1 (7. 33)
S nTlag,cosnd =2, 9 € (Yo, 7),

n=1

where 9 = 2¢ and Yy = 2¢g. The substitution ¥ = m — 0 transforms (7. 33)
to

Ssn7iX,cosnd =2, 60¢€(0,600)),

nsl (7. 34)

> chosm?:—%xo, 0 € (Op,m),

n=1
where X,, = (=1)" @25, 0p = ™ — 99 = ™ — 209, and 6 = 7 — 2. Comparing
Equations (7.11) and (7.12) with (7.34), the solution of this symmetric case
is

20 = —2{log (cos o)} "

Zay = — {log (cos 300)}_1 {P,, (cos pg) — 7Pn_l (cospo)} . (7. 35)
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Now consider (7.30) in the more general case, in which the parameters g
and ; are unrelated, taking arbitrary values in (0,7), with g < ¢1. The
standard form of triple series equations involving the trigonometrical kernels
{sinnep}, >, is obtained by setting y, = na,; Equations (7.30) become

> naysinng =0, v € (0,90) U (¢1,m),
no=01 (7. 36)
Z:lansinmpzl, ® € (po,$1) -

From the results of Section 2.7, Equations (7.36) are equivalent to the sym-
metric triple equations

>~ nb,sinndg =0, ¥ € (0,9) U (m — Yo, ),

n=1 : (7. 37)
> by sinng = (tan%apotan%apl)§ , ¥ € (P, m — %9),
n=1

where tan %190 = tan %(po cot %apl.
In turn these equations may be reduced to the following dual series equa-
tions for the odd index Fourier coefficients boj, 1,

S (n+ L) bangrsin (n+ 1) 0 =0, 0 < (0,60)

n=0 N (7. 38)
> bopt1sin (n—|— %)9: (tan %gpo tan %@1)2 , 0 € (bp,m)

n=0

where 6 = 219, and 0y = 29y; all the even index coefficients by,, vanish.

It should be noted that original coefficients {a,} -, are related to {b,} -,
by (2.263) . By means of the Abel integral transform, we deduce from Equa-
tions (7.38) that

ibg P (z):g(tanﬂtanﬂ)% B2, 2e(=Lz), (7 g9
Lttt A T ) BG), ze), T

where z = cos 6 and zy = cos g, and

Fl(z)K< 1;2)
()

(K is the complete elliptic integral of the first kind.) Orthogonality of the
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Legendre polynomials on [—1,1] instantly implies

2 ©o 01\ 2 1
bont1 = — (tan—tan —) n+ - | x
T

/ 1(2)P, dz+/F2 dz . (7. 40)

The integrals occurring in (7.40) are readily calculated, if one recalls the
relationship between the complete elliptic integrals and the Legendre functions

P_;(z):iK( 1;),@_;(,2):1(( 1;”) (7. 41)

An integration by parts and use of the differential equation for the Legendre
functions produces the compact result

1 —1
boni1 = (tan%tan%)E {(n+ ;) K ( ! ;Z(’)} Py (20). (7. 42)

The capacitance of these oppositely charged circular arcs equals

— Z Aont1 = (tan —— tan —) Z bon+1

In terms of the original parameters this capacitance is

o= L1k G:rZ) /K (ffz) %K( ) /K (ﬂ) . (7. 44)

2

where g = tan 2¢g cot 1, and t = sin 2 (o1 — o) /sin 3 (p1 + @) -
The calculation of the line charge den51ty o based on the evident relationship
between the transformed series (see Section 2.7) is

o(p) = o Z nay, sin ng
n=1

1
= (sm2 2 4 tan 20 tan L cos —) Z nby, sinngd (7. 45)

2 2
where )
1 =
tan fﬁ:tanf {tan@tanﬂ} :
2 2 2 2
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Suppressing the details of an uncomplicated but bulky transformation, we
deduce the final formula for the charge density on the asymmetric disposed
arcs to be

o () = 1 sin 3 (o1 + o)
K (V1 —12) \/(cos gy — cos ) (cos p — cos p1)

(7. 46)

where the parameter ¢ was defined above.
Finally, consider the quadrupole lens charged so that the potentials V; =
—V2 =1 (I =1). From (7.26) the electrostatic potential is

1 [# 1 —2r2cos (2 — 2¢') + r*
1 1 / /
= —— 1 de'. (7.47
Vi (re) =~ . Og[12r%os(2<p+2@,)+r4}a (@) de'. (7. 47)
We expand the kernel of Equation (7. 47) as
4 foj “sinongsin2ng' { o T <1 (7. 48)
— n ne e rY2n e > 1 ’

and line charge density as a Fourier sine series

oo
o (') = yansin2n¢, (7. 49)

n=1

so that (cf. (7.20))
{ 2 or<1 (7. 50)

1 _ -1 :
W) =3 on T gansin2ng 4 an O

n=1

By the same argument as above, we obtain triple series equations for the

coefficients {yaon }or;

§ Yon sin 2n¢ = Oa ¢ S (07 ¢0) U (¢177r) )

. (7. 51)
21n71y2n81n2n¢: 17 ¢ € (¢07¢1)a

where ¢ = 2p, ¢g = 2¢0, and ¢1 = 2¢7.

Equations (7.30) and (7.51) are the same, so that the solution of (7.51) is
given by (7.42) with replacement of the parameters ¢y and ¢1 by 2po and 2¢;
respectively. With this replacement, Formulae (7.44) and (7.46) hold for the
quadrupole lens.

In principle, more complicated configurations of cylindrical strips lying on
the contour of a circle may be tackled by this approach. The resulting series
equations are naturally more complex, but considerable simplification occurs
if the components are symmetrically located.
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a) 4 b) z

Figure 7.3
Pairs of charged thin strips.

7.3 Electrostatic potential of systems of charged thin
strips

In many respects, potential problems for flat strips are similar to those for
cylindrically-shaped strips. A notable difference is the extraction of zero terms
in the functional equations with continuous spectrum (integral equations),
which is analogous to the extraction of zero-order Fourier coefficients in series
equations.

Let us consider the canonical example of the pair of charged coplanar flat
strips shown in Figure 7.3; the strips occupy the regions a < 3y’ < b, —b <
3y’ < —a and are charged to potentials V; = 1,V5 (—1)l respectively, where
l=0or1.

It is convenient to solve this problem in rescaled Cartesian coordinates (p, z)
derived from standard coordinates (y’,2’) by p = v’/ (ab)% iz =2/ (ab)% .
Thus the strips occupy the regions pg < p < p1,—p1 < p < —po, where
po = (a/b)? and p1 = py* = (b/a)? .

The total potential ¥ is the sum of single-layer potentials 1,19 derived
from the right-half plane and left-half plane strips, respectively:

T/)(Paz) :wl (p72)+¢2 (p,z), (7 52)

where
0oz =g [ m[lo= 0+ 2] o1 () e (7. 53)
w02 = =g [ o=+ 2] 02 () s (7. 54)
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The symmetry of the problem instantly implies
de .
o1 (p") = o2 (=p') <l 50 (o) if I=0,
de .
01 (p) = =02 (=p) o (p) it 1=1,

so that a single representation for the potential is

l 77i - VA A YN /
P (p,2) = K(p,z;p',2")o" (p') dp (7. 55)

4 PO

where the kernel
K(p,zp') = log { (p— )+ 22} +(=1)"log [ (p+ )"+ ZQ] :

A first-kind Fredholm integral equation for the line charge density o! is
obtained by enforcement of the boundary condition on the strips,

WHp,+0) = (p,—0) =1,  p€E (po,p1), (7. 56)
yielding
1 - 0 / 2 /2 /
—5- | o’ ()log|p® = p|dp’ =1, pe(po.p), (7. 57)
PO
and . o
p+p
— I do =1 . 7. 58
5 o' (p')log py p'=1, pée(po,p1) ( )

We now use familiar mathematical tools to reduce both equations to triple
integral equations for some unknown Fourier coefficients. First, represent the
logarithmic kernels by their Fourier transforms

p/2
log |p* — p?| 2logp+log‘12
o0 1_ . /
:2logp—|—2/ %ﬁpcosgpd{, (7. 59)
0
and , ¢
+ sin
log’Z_Z/ :2/0 gp in&pde. (7. 60)

Then extend the domain of ¢! by introducing the functions o!,, with their
associated Fourier transforms,

_ [0, pe(0,p)U(p1,00) | _ [T
0'1(5)015 = {UO (), p € (po, p1) } = /0 g (A) cos (Ap) dA, (7. 61)
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' (p), p € (po,p1)

Equations (7.57) and (7.58) can be replaced by the equivalent integral equa-
tions on an extended range of integration,

Ulflot _ { Oa pE (07p0) plv } / f sm /\p) (7 62)

1 (oo}

“or |, oo () 1og 0> = p?|dp' =1, p € (po.p1) (7. 63)

and ,

L[~ p+p
L[ b2

Substitution of the Fourier transforms for the kernels (7.59) and (7.60), and
unknown functions ¢! ((7.61) and(7.62)), produces the integral equations

dp'=1,  pe(po,p1). (7. 64)

/

/ e g (0)] cos (6p)dE =2+ g (0)logp, p € (po.pn), (7. 65)

/ E@sn(Ede=2  pelpop). (T 66)
0
Equations (7.61) and (7.62) provide the complementary part of the triple

integral equations for unknown functions g and f, respectively: for oppositely
charged flat strips (I = 1),

/Ooof*(ﬁ)sin(fp)dézQ p e (0,p0) U (p1,00),

/0 N ©sin(Ep)dE =1, pe (poup), (7. 67)

whereas for positively charged strips (I = 0),
| o @eosienic =0 pe0.m)upnc0).
/0 £ " (&) — g (0)]cos (Ep) dE = 1+ g* (0)log p, p € (po,p1)
(7. 68)
where ¢* (€) = 39 (£), and f* (&) = 3£ (&)

Equations (7.67) are easily reduced to those solved in the previous section
by means of the transform ¢ = 2arctan (p) (see (7.36)), and we deduce

1 _ 2‘1% B 1+¢ a
o (y)—b{K<1+q>} \/(y27a2)(b27y2)7 <y<b, (7.69)

where ¢ = 73 = a/b. It is interesting to compare this result with that for the
cylindrically-shaped strips, given by (7.46). Apart from a factor of i?‘(, which
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is due to a different definition of ¢!, the result also coincides with that of
Sneddon [55], once the complete elliptic integral identity [1]

2va

Kl—)=0104+¢K 7. 70
(22) -araxa (7. 10)
is taken into account. As might be expected, the expression for the capacitance
per unit length for flat strips has a similar format to that for cylindrically-
shaped strips (7.44) :

K (k)

M g

(7. 71)

where k= (1—¢q) /(1 +4q).

The solution of the Equations (7.68) may be approached in many ways. One
approach is to reduce (7.64) to triple integral equations with sine function ker-
nels, and then to use the relationship between integral and series equations.
A second way is to find the relationship between integral and series equa-
tions involving the cosine functions. Both approaches require rather bulky
transforms. However, a simpler way exploits the well-known mathematical
device employed in [55]. First, rescale the standard coordinates (y’, z’), set-
ting r = ¢ /b, z = 2’ /b, so that Equations (7.68) become

/000 g(A)cos(Ar)dA =0, r € (0,79) U (1,00), (7. 72)

/OOO A g\ = g(0)]cos(Ar)dh =2+ g (0)logr, r € (ro,1), (7. 73)

where g = a/b. The mathematical device is a variant of the substitution
method, and assumes that the unknown function ¢ has an expansion in a
Neumann series

g = anten (), (7. 74)
n=0

where {a,} -, are the unknown coefficients to be determined. The well-
known discontinuous integral [19]

7.]2n (€) cos (€r) de = (1—12) "2 Ty, (Vi—)m@a-n (7.7
0

shows that the integral Equation (7.72) is satisfied automatically, for r €
(1,00). Substitution of (7.74) into (7.73), and use of another identity [19]
(valid when n > 0),

2n

/5_1J2n (&) cos (ér) de = iTgn (\/1 — rz) , r<l,
0
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leads to the following dual series equations for the unknown coefficients a,,:

§ anTon (V1 —12) =0, r € (0,79),
n=0

> nta, o, (VI —12) =44 2a0logr, 1€ (ro,1).

n=1

(7. 76)

In deducing (7.76) , we have used the obvious relationship ag = g(0).
The remaining steps are now obvious; the substitution cos %gp =/1—rk
converts these equations to trigonometric form

> an cosng = — Ay, p€(0,00), (7.77)

n=1

Zn‘lan cosny = 4+ 2ap log (sin %) , @€ (po,m),

n=1

where cos %(po = /1 — rZ. Following the general scheme outlined in Section
2.2 we obtain

= _ —2ag log (cos L € (0,¢0)
1 (—1,0) _ 0 g( 290)7 ' » PO
;n an by, (cos ) {4—|—2a0 log [% (1—|—sin %)] , @ € (po,T).
(7. 78)

A standard continuity argument establishes that

-1
_ 1 .o %o
ag = 2{10g{2(1+51n2)0082]} , (7.79)

so the final solution for the coefficients is

pit0 (z)dx

(1+Ea-2)/50-2
(7. 80)
where zo = cos pg. The capacitance of the two strips is C' = F¢g(0) = Fao, so

that

1 -1
C=-m {1og {2 (1 + sin %) cos (/;0] }

1 —1
S {log [2 (14 ro) M} } . (7. 81)
where we recall that ro = a/b.

Finally let us consider the quadrupole lens system of four charged electrodes,
each of which is a flat strip (see Figure 7.4). Use coordinates r, z so that the
strips are separated by a distance 2t = 2d/b and comprise the four segments

Zo
Ay = —QaOPr(n_LO) (cosg) + aom/
-1
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Figure 7.4
The charged thin-strip quadrupole.

specified by r € (—1,—r¢)U(rg, 1), 2 = 1. The segments in the first and third
quadrants are positively charged to unit potential, whilst the remaining strips
are negatively charged (to unit potential). The potential may be constructed
as a sum of two dipole-like potentials in two ways. Group upper and lower
pairs of strips, as dipole-like structures, so that

Y (1, 2) = Yup (7, 2) + Yiow (1, 2) (7. 82)
where
1 1 (r+1")° z—%)2 o
up (1,2) = — [ 1 dr’, 7. 83
bo(ri9) =gz [ e | U e0ha s

1

Yiow (1,2) = —i/ lo

To

(r+r')2 + (z+ %)2
(r=r)’+ (= +4)°

o(r')dr, (7. 84)

o being the line charge density on that electrode in the first quadrant (r > 0, z > 0).
A variant grouping of the electrodes is vertical; however, both representations
provide the same quadrupole potential distribution.

We now construct the Fourier integral representation of the function v, in
the three domains z > 3t, |2| < it, and z < —it. First, use the Fourier
transform representation [19] of the logarithmic function,

1 7(a+b)2+p27 - L= P sin (£a) sin
o= [ e )
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valid when Rep > [Ima| + |Im b| . Also, as before, extend the domain of ¢ to
obtain a function oy, defined on (0, 00) by

0, r" € (0,79) U (1,00
r’ € (0,1

Tror (1) = {U(r/), e

with Fourier sine transform representation

)
D (7. 86)

aon (1) = /0 T ) sin A, (7. 87)

The desired representation is
Y (r,z) = /OOO A7Lf () sinh (Aé) e Msin (\r)d), z > % (7. 88)
1[1(1",2)/OOO)\lf()\)sinh()\z)eAé sin (Ar)dA, |z <§, (7. 89)

P (r,z) =— /OO A7Lf (A sinh (A;) eM sin (Ar) dA, z < %t (7. 90)

0

It is evident that the electrostatic potential defined by (7.88)—(7.90) is con-
tinuous, including across the interfaces |z| = t/2, so the following triple inte-
gral equations for the unknown function f hold:

/OO FA)sinArdA =0, r € (0,7) U (1,00), (7.91)
0

(oo}
/ AL =) f () sindrd) = =2, 7€ (ro,1). (7. 92)
0
The value of the discontinuous integral [19]
oo
/Jgn+1 (N sin ArdA =7 (1= 72) "2 Uy, (\/1 - r2) H(l—r) (7. 93)
0

suggests the following Neumann series representation for f,
FO) = budansr (V) (7. 94)
n=0

it satisfies (7.91) automatically when r > 1. The remaining two integral equa-
tions are transformed to the following dual series equations for the unknown
coeflicients b,,,

> busin(2n+1)6 =0, e (0,60), (7.95)
n=0
Y @nt+1) M hsin@n+1)0= -2+ F(0),0¢€ (90, g) . (7. 96)
n=0
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where cos = /1 — 12, cosfy = /1 — 13,

n=0

and
oo

ap (0) = /A_le_AthnH (M) sin (Asin @) dA.
0

Using the expansion [1]

sin (Asin6) =2 " Jopy1 () sin (2 + 1) 6, (7. 98)
k=0
we may write
an (0) =2 Buksin (2k + 1) 06, (7. 99)
k=0

F(0) =2 by Y Buxsin(2k+1)0,
n=0 k=0

where

B = / A e Tt (A) Jaggs () dA (7. 100)
0

After the trivial substitution ¢ = 20 (and o = 26p) one obtains the follow-
ing dual series equations on the standard domain (0, ),

= 1
Z by, sin (n + 2) =0, v € (0,¢0), (7. 101)
n=0
f: n—i—1 _lb sin n—l—} ——4+4§:b iﬁ sin I<;—5—1
2 n 9 Y= n nk S 2 ©,
n=0 n=0 k=0
¢ € (po,m).  (7.102)

It should be noted that in the limiting case when ¢ — 0, the conjunction of
oppositely charged strips eliminates sources to produce electrostatic field. In
this case B, = i (k + %)71

Equations (7.101) and (7.102) have a clear physical interpretation. The left-
hand side of these equations represents field terms for a single dipole pair of
oppositely charged strips. The mutual coupling between the two dipoles is
reflected in the presence of coupling terms on the right-hand side of (7.102).
The coefficients (,; measure the strength of this coupling. The situation

Onl-
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simplifies when two pairs of strips are well separated, so that ¢ > 1. The
coefficients 3, may be expanded as a rapidly convergent power series in ¢!,
equalling

(=1 (2n + 2k + 2m + 3) T (2n + 2k + 2m + 2) (2t) 2"~ 2h—2m =2

Fm+1DT2k+m+2)T 2m+n+2)T (2n+ 2k +m + 3)
(7. 103)

m=0

The expansion is valid for t < %, and converges rapidly for large .

7.4 Axially-slotted elliptic cylinders

In this section, we consider cylinders of elliptic cross-section with one or
two apertures; these structures are analogues of the slotted circular cylin-
ders considered in previous sections. Elliptic cylinder coordinates (o, 3, z)
were defined in Section 1.1.6 (see Figure 7.5); briefly, in terms of Cartesian
coordinates, the coordinates satisfy

x = ccoshacos 3, y=csinhasing, z =z, (7. 104)

where the range of parameters is 0 < a < oo, and —7 < 8 < 7, the coordinate
surfaces a« = ag = constant form a family of confocal elliptic cylinders with
semifocal distance ¢ = %, and the z-independent solutions 1 of Laplace’s
equation satisfy

AY (o, B) = (7. 105)

c2 (cosh® a — cos? B3) [ 9a? ~ 02 e

The geometry of various slotted elliptic cylinders to be considered are shown
in Figure 7.6. The first two (Figures 7.6(a) and 7.6(b)) are portions of coor-
dinate surfaces. The last two are better described as portions of coordinate
surfaces in a variant of elliptic cylinder coordinates to be described later in
this section.

The general solution of the Laplace equation, given by a single-layer po-
tential representation, is used to derive the basic series equations for these
structures, shown in Figure 7.6 (a)—(d).

First, consider the electrostatic field surrounding a single elliptic arc charged
to unit potential (Figure 7.6 (a)). The potential has a single-layer represen-
tation

Bo
¥ (a, B) = —% /5 log {(:v ) 4 (y— y’)2} o (8)dls, (7. 106)

where it is to be understood that (x,y) and (2,y’) depend on («, ) and
(o, ') according to (7.104), dig = C\/cosh2 o’ — cos? #'df3’ is the length dif-
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N\ - ‘ /. B>0
e o=const | i

Figure 7.5
The elliptic cylinder coordinate system.

ferential on the elliptic contour, and o = o (') is the line charge density.
Simple algebra transforms the kernel in (7.106) to the form

log {(x —2) 4+ (y - y’)2}
= 2log (¢/2) + log {2 [cosh (a + ) — cos (B + )]}
+log {2 [cosh (o — ') — cos (B — 3)]}. (7. 107)

The expansion of the logarithmic function in Fourier series [19]
= e~ ™ cosnx
1og(2coshy—2cosx)=y—22#, y >0 (7. 108)

n=1

shows that the kernel (7.107) is
Y o2l 1 max(a,a’) | _
log{(x 2+ -y }—210g<2ce )
2 Z n~t {67"|a7°‘/| cosn (B —p3")+ e~(e+) cosn (B+ 6/)} . (7. 109)
n=1

As before, introduce the function o.¢, which extends the domain of o via

o n | eeosh® of —cos? Bla (B, B € (0,05)
w)={; ge@om
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Figure 7.6
Various configurations of charged elliptic strips.

with the understanding oo (—8') = o0t (3’); assume that o4 can be repre-
sented as a Fourier cosine series

oo (B) = i (2—62,) zm cosmf3. (7. 111)

m=0

Thus, (7.106) has the equivalent representation

¥ (o, B) = *%/0 K (o, 8;a', ") 0101 (B') dfF', (7. 112)

where
K (a,8;0/,8") = —4 Z n! {67”|a70‘/| 4 eote) } cosnBcosnf’
n=1

1 ,
+4log <2cema"<a’“ >> . (7. 113)

©2001 CRC PressLLC



By substitution of (7.111) and (7.113) into (7.112), the form of the potential
function ¥ in terms of unknown coefficients x,, is

Y (a,B) = in_lxn [€_n|a_a/| + 6_"(O‘+O‘/)} cosnf3
n=1

]_ ’
— xzolog (206”“”‘(“’0‘ )> . (7. 114)

The major and minor semi-axes are a = ccosha’ and b = csinha’, so
that 1ce® = 1 (a+b). When the elliptic arc degenerates to a circular arc
(b — a), representation (7.114) transforms to (7.8). The only difference is the
reference point, from which the potential is calculated. In order to make both
representations compatible, redefine ¢ («, 3) as

Y (a, f) = —z0 (@ — ') + Z ntx, {e_"‘a_“/| 1 en(ete) cosnf3.
n=1

(7. 115)
Now use the obvious mixed boundary conditions to obtain the following
dual series equations for the unknown Fourier coefficients x,, :

o0
S te (14 Yeosng =1, e (0,4),
n=1

> apcosnf = —%xo, Be(Bo,m). (7.116)

n=1

It is instructive to compare (7.116) with its circular analogue (7.11)—(7.12).
Formally, the difference is the appearance of a new term (e~"2%"), which is a
measure of deviation between elliptic and circular strips. Equation (7.116) is
transformed in the usual way to the following second-kind Fredholm matrix
equation,

n=1

where m = 1,2,..., X, = (2/m)? 2.,

By (20) P (20)
nm
e 2 Q10) (0) (7. 118)

Fnm = =€ > {log (1 — z0) /2]} "

p(0.—1)
= 2 {log[(1 — z0) /2y T )

and zg = cos y. Furthermore, for these values of parameters, the normalised
Jacobi polynomials Rgo’*l) and P7(;1,0) are defined by

POV () = (2n)} POV (@), B (@) = (20)* P (),
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and the incomplete scalar products are

1

QG0 (20) = /(1—z> PRI (2) B0 (2) de,

20

This second-kind system may be solved numerically in the usual way, employ-
ing a truncation method that is rapidly convergent.

The field of the slotted elliptic cylinder shown in Figure 7.6(b), in which
the slots are symmetrically located and both charged to unit positive poten-
tial, may be derived from the solution obtained above for the single elliptic
strip. Taking into consideration the charge on both strips, the Fourier series
representation for the potential takes the form

oo
Y (o, B) = Z n” o, [6_2n|a_a,| 4 e~ 2n(ota)] cos 2np3

n=1
B {37:30 (a—a), ((iiill)) } (7. 120)

Satisfaction of the boundary conditions produces the dual series equations

Z n" o, [1 + 674710/} cosnd =1, € (0,9) (7. 121)
n=1
- 1
Z Zop cOSNY = —5%0, 9 € (Yo, m) (7. 122)
n=1

where ¢ = 20 and ¥ = 20.

The solution is readily derived from (7.117) with the following changes: in
the matrix elements k,,,, the factor e—2na’ ig replaced by 6_4"(1,, the parame-
ter zg is replaced by 222 —1 = cos 23y, and the unknown z,, is replaced by @ay,.
This completes the solution for the slotted elliptic cylinder with identically
charged components.

The field of the slotted elliptic cylinder shown in Figure 7.6(b) in which
the slots are symmetrically located, but are oppositely charged (each to unit
potential), may be derived from the representation

o0

=3 gy [l e ostan + 1),
n + 2

n=0

(7. 123)
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where the coefficients xs,, 11 satisfy the dual series equations

> Ton+1 —(4n+2)a’ < 1> —
S 1 9=1, 9e(0,d),
e (n+ )[ e }COS mty € (0,0)

(7. 124)

Zm2n+1 cos <n+ ;) 9 =0, ¥e€ (),

n=0
(7. 125)

and the variable ¥ and parameter ¥y are the same as in Equations (7.121).
It can be readily shown that by replacing ¥ by m — 6 and identifying b,, with
(—1)" 25,11, Equations (7.124) reduce to equations of the same type as (7.94)
and (7.95); however, the term on the right-hand side of (7.124) has a much
simpler analytical structure.

Suppressing the intermediate steps, the final form of the system is

o0
ZTom+1 + Z $2n+1€7(4n+2)a,Rmn (ZO) = Cm, (7- 126)
n=0
where m =0,1,2, ...,
Con = Pun (20) /Q_3 (0) . (7. 127)
Ry (20) = { Q,; (=) P () d2 + szo)}
n —|— = é 2

(7. 128)
and zg = cos ¥y = cos 203y. The integrals appearing in (7. 128) may be easily
evaluated (see Appendix, (B. 97)).

The configurations of the charged elliptic strips shown in Figures 7.6 (¢) and
7.6 (d) are best described by oblate elliptic cylinder coordinates (see Figure
7.7); this system is obtained by replacing the parameter 8 by § — (3 in the
prolate variant of elliptic cylinder coordinates defined at the beginning of this
section. Thus,

x = coshasinf, y = csinhasin, z = z,

where the range of parameters is 0 < o < oo, —7 < 8 < 7, and the Laplacian
for z-independent potentials is

Ap(a, B) =

! [8% 821/’} (7. 129)

R _|_ _
2 (cosh® a — sin? ) [9a? = 02
By simple algebra, one may verify that representation of the potential is given
by (cf. (7.115))

P(a, B) = —wo(a — ') + Zn Ty [ —nja—a/| +(=1)"e —n(a+a’ )} cos 2n3

(7. 130)
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Figure 7.7
The oblate elliptic cylinder coordinate system.

where the expansion (7.111) remains true for the modified definition for oy,

no_ C\/coshzo/—sinzﬂ’ a(B), B €(0,60),
Otot (B) = {07 5 c (ﬂo,ff)- (7. 131)

The potential function for the elliptic strips shown in Figures 7.6(c) and
7.6(d) may be readily derived from the solutions already obtained in this
section with a few simple modifications. For the single elliptic strip (Fig-
ure 7.6(c)), multiply the matrix elements f,,, (7.118) by a factor of (—1)".
For the pair of symmetrically located strips (Figure 7.6(d)) both positively
charged to unit potential, no changes are needed; however, if the pair of sym-
metrically located strips (Figure 7.6(d)) are oppositely charged, change the
sign of the term containing e’(4"+2)0‘/, replacing it by —e~(n+2)a’  The line
charge density o can now be calculated using definition (7.131).

7.5 Slotted cylinders of arbitrary profile

The study of the slotted elliptical cylinder suggests that the idea of regu-
larisation might beneficially be extended to determine the potential of more
general two-dimensional, thin, charged conductors. In examining the elliptic
cylinder, we analytically inverted that part of the series equations (see (7.
116)) that definitely corresponds to a circular profile. From the perspective of
the method of regularisation a singular part of the operator associated with
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the series equations formulation was inverted. The remaining contributions
(visible as the terms proportional to e‘"QO‘/) are regular (analytic) perturba-
tion terms that measure the deviation of the elliptic profile from the circular.

The purpose of this section is to show how a regularisation approach may
be extended to open (slotted) hollow cylinders with arbitrarily profiled cross-
section. Although we do not aim to compute the electrostatic fields of all
possible configurations, nevertheless we wish to demonstrate how the meth-
ods developed for canonical conductors work in the wider context. In par-
ticular, the regularised system of equations for an open cylinder of arbitrary
cross-section with one slot or aperture will be obtained. This approach has
been developed by Tuchkin [52, 65] in the context of a rigorous treatment of
diffraction by open thin cylinders of arbitrary cross-section.

The starting point is the construction of the solution to the Dirichlet bound-
ary problem for Laplace equation on an arc of a hollow circular cylinder of
unit radius. In cylindrical polar coordinates (r, ) the electrostatic potential
1 produced by such a thin strip with (as yet unknown) charge density o is
given by the single-layer potential of the type (7. 2),

1 Yo
P(r,p) = —4—/ log ‘1 —2rcos(p —¢') + r2| a(¢)dy'. (7. 132)
m —%o

If the conductor is charged to potential ¥(¢) (as a function of position),
enforcement of the boundary condition

¢(1, 50) = 7/}0(90)7 pE [79007 500] s (7 133)

produces the first-kind Fredholm equation

1 /900
- log
2 —%o

Extend the domain of definition of the line charge density ¢ to a function

k001 U(Qpl)v 50/ € [_(P y P ]
') = {o, o € [om I\ [ o, ¢o) (7. 135)

/

Y—¥

2sin o()de" = o), ¢ €[—po.pol. (7. 134)

so that the function o* satisfies

1 s
—— [ 1
27 /, o8

The logarithmic kernel has a Fourier series expansion

2sin o*(¢")de" =o(9), ¢ € [~po,p0l. (7. 136)

o -y
2

. 80_90/ o 1n:—°°l 1 in(p—p’)
log |2 sin 5| = —§nzz_oo me ) (7. 137)
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where prime indicates omission of the zero index (n = 0) term. Assume that
both ¢* and 1y have Fourier series expansions

o (') = Z T (7. 138)
Wo(p) = D fae™?, (7. 139)
n=-—oo
where {z,},- ___ are unknown coefficients to be determined, but the coeffi-

cients { fn}f;_ « are known. Substitution of these expansions produces the
following dual series equations,

00 1 ‘ 00 -
Z /mxnem%" — Z fnem%@ S [—@074)00] , (7. 140)
Y. ane™ =0,¢ € [-m, 7]\ [~p0, vl (7. 141)

where the prime in Equation (7. 140) means that the index zero term is
omitted from the summation.

As shown in Section 2.2, the canonical equations (7. 140) and (7. 141) are
solvable analytically, and thus provide a starting point for the generalisation
to slotted cylinders of arbitrary cross-section.

Let L denote the two-dimensional cross-section in the xy plane of the ar-
bitrarily shaped, infinitely thin, slotted conductor (see Figure 7.8). It will
be assumed to be sufficiently smooth; the precise degree of smoothness will
become apparent below. Let p = p(z,y) denote a point on the contour L. If
the conductor is charged to the potential 1y(p) (at each p € L), the Dirichlet
boundary conditions to be enforced at each point p € L are

Y(p—0) =1(p+0) = o(p)- (7. 142)

The potential ¥(q) of the electrostatic field produced by this conductor has
a single-layer potential representation (7. 1) in terms of the surface charge
density o,

0@ = 5= [ oellp — dbod g€ R, (7. 143)

where dl, is the differential of arc length at the point p € L, g is a point at
which the electrostatic potential is considered, and R = |p — ¢| is the distance
between the point p on the conductor and the observation point ¢q .

Applying the boundary condition (7. 142) to Equation (7. 143) yields the
integral equation

% /L log(lp — al)o(p)dly, = ~vo(a), a€L (7. 144)
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Figure 7.8

Cross-section of the arbitrarily shaped, infinitely thin, slotted con-
ductor.

for the unknown surface charge density o. Once this is found, the electrostatic
potential at any point ¢ can be found from (7. 143), and all the relevant
physical quantities such as charge and capacitance are easily calculated.

Our reformulation of the integral Equation (7. 144) begins by regarding the
open contour L as part of a larger closed structure S, which is parametrised by
the functions z(0), y(#) where 6 € [—7, 7]; the parametrising functions are pe-
riodic so that z (—7) = 2 (7) ,y (—7) = y (7). The contour L is parametrised
by the subinterval [—6p, 6],

L ={(x(6),y(9)) 6 € [~60,60]} ,

and the aperture is created by the removal from S of the segment
L' ={(x(0),4(9)) .0 € [-m, —bo] U [0, 7]} .

In order to employ the regularisation procedure to be described, the param-
etrisation of the contour S must be continuous and twice differentiable at
each point p of S. Moreover, the computational effectiveness of the numeri-
cal algorithm derived from the regularised system increases as the degree of
contour smoothness (differentiability) increases.

With this parametrisation, the differential of arc length is
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and the integral Equation (7. 144) takes the form

0o
% log(R)oa(r)dr = <vo(0). 0 € (00,00, (7. 145)

where R(0, 1) = \/[3:(9) —a(7)]* + [y(0) — y(7)]? is the distance between points
of the contour parametrised by 6 and 7, oo(7) = o(z(7),y(7)) I(7), and
Po(0) = —vo(x(0), y(0)).

Introduce the new unknown function z, extending the domain of oy and
defined by

oo(T), 7 € [—60, o],
o) = {00 v e [om—00] U B 7] (7. 146)

Transform (7. 145) to an integral equation for this new unknown over the full
interval [—m, 7| of the angular coordinate 6:

1 ™

— log(R)Z(T)dT = —\110(9), 0 € [—90790]. (7 147)

—T

Equation (7. 147), together with the requirement that z vanishes outside the
interval [—6p, 0], is completely equivalent to Equation (7. 145).

We now convert Equation (7. 147) to a dual series with a trigonometric
kernel. The function z is represented by its Fourier series, whilst the kernel
of (7. 147) is expanded as a double Fourier series. The semi-inversion and
regularisation of dual series with trigonometric functions kernels described in
Chapter 2 is the key technical idea upon which this method relies.

The first stage is to obtain the integral equation in the equivalent form of
a dual series equation with exponential functions e™?. Split the kernel of the
integral Equation (7. 147) into singular and regular parts:

0—r1

log(R(0,7)) = In(2

sin

‘) + H(,T). (7. 148)

The singular part of the kernel (7. 148) has the expansion (7. 137). Our as-
sumptions about the surface S imply that H (6, 7) is smooth and continuously
differentiable with respect to 6 and 7; this allows its expansion in a double
Fourier series,

oo oo

HO,7)= > 3 hyype' ™07, 0,7 € [—m,xl, (7. 149)

P=—00 N=—00

where
oo oo

S S @ P+ ) [l < oc.

p=—00 N=—00
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Here the coefficients h,,, are given by
oo = —— [ H(O, 7)e” "2 g (7. 150)
w=g ) ,T)e T. .

Represent the conductor potential function 1y and the unknown z in their
Fourier series:

YINC, Z gne'?, 0 € [—m, n (7. 151)
Z e, T € [—m, 7. (7. 152)

Inserting (7. 137) and (7. 148)—(7. 152) into Equation (7. 147) and recalling
that z(7) vanishes outside the interval [—6g, y], we obtain the following dual
series equations with exponential kernels:

Z /|n|—1 gneiné _9 Z ein@ Z hm—pgp _ Z gnema,
n=—oo n=-—oo p=—00 n=—oo
6 € [—00,00), (7. 153)
e .
Z Gue'™ =0,  0¢[-m 0] U b, (7. 154)

Thus the integral Equation (7. 147) is converted to equivalent dual series
equations defined on two subintervals of [—, «r], with unknowns {¢,} - __ to
be found.

Following the procedure of Section 2.2, we convert this system one with real
trigonometric kernels. Introduce the new unknowns

Tn = (Cn+Cn)/Inls yn = (o —Cn)/ Inl, (7. 155)

where n =1,2,.... Set

g =0t 9n, G =Gn—Gm, (n=1,2,..), (7. 156)
and define the matrices from the coefficients {h;}, oo (7- 150) by
BT = (hnp + o) - (g hn )] /(24 2000), 2,02 0;
KT = (B — o)+ (hmnp = h )] /(24 2800), 002 0,p > 1;
kr(t_p+) = [(hnp + hn,*}?) - (hfn,p + hfnﬁp)] /2, n=>1p=>0;
k£;7) = [(hnp = bn,—p) = (henp — hon,—p)] /2, n,p > 1.
(7. 157)
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We may therefore reduce the system of Equations (7. 154) to two coupled
systems of dual series equations with trigonometric function kernels,

an cosnf = ag + Zan cosnd, 6 €]0,00],

Z nx, cosnf = —(o, 0 € [0, 7], (7. 158)
n=1
and
Z Yp SINNH = Z ¢y, sinnf, 6 € [0, 0],
n=1 n=1
Z nyy, sinnd = 0, 0 € [0y, 7], (7. 159)
n=1
where

a0 = go +2ksg V¢ +2 > plkst Vxp — kS y,),
o0

an = g5 + 2k‘,(£+)ﬁo + 2 Zp(k‘,(j};”xp — k,(l;_)yp),
p=1

=g + 2k ¢ — 2Zp kS g — kG Pay). (7. 160)

These equations are now in standard form to apply the results of Section
2.2, and we write down the regularised system of linear equations obtained by
this process. It produces two coupled matrix equations (of second kind) with
the rescaled unknowns

X, =z,V2n, Y, =y,V2n, Xo=2(. (7. 161)

Setting ty = cosfp, the systems are

Yo +Zf > ven [Yk"LXk rat] LA

and
- Z vV 2p Z van [ka%ﬂ - ka%_)} QAE’Ll;OI),m—1<t0)
p=1 n=1

o3} ) 1 .
= > Van(XokE ™ + gHQY i (t) + Xo(1 + to)— PN ko), (7. 163)
n=1
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where m = 1,2,...; an additional equation, which is to be solved together
with the Equations (7. 162) and (7. 163), is

Z\/>X k++) k(+ ))
(1 +to) = /2 _
Lt fo) Z@zﬁ[xpkwwpk;; ] PO
to)
- -5 fow + g B (1)

(1—to)

++
gOX0|:k(()0 )+§1H( 5

)} . (7. 164)

Here

1

Qo) = [ @+ OPLOOPL I 0y
to

is the usual normalised incomplete scalar product.

This regularised system of equations is a coupled Fredholm matrix system
of second kind, which may be satisfactorily solved by the usual process of trun-
cation. In addition to the standard considerations about truncation number,
some attention must be paid to the rate of convergence of the double Fourier
series representation (7. 149) of the distance between points on the cylinder
profile. With this proviso, the regularisation approach and the resulting sys-
tem of equations provides a satisfactory basis for numerical computations of
the electrostatic fields surrounding open (singly-slotted) hollow cylinders with
arbitrarily profiled cross-sections.
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Chapter 8

More Complicated Structures

In this chapter, we consider a class of structures which, from a technical
point of view, is more complicated than those classes examined in previous
chapters. The class comprises plates, some of simple geometric or canonical
shape, and others with a greater degree of complexity. Complexity is a relative
notion. The determination of the potential for an electrified circular disc is not
complicated, and its solution has been known for a long time [8]; however, the
analogous problem for an electrified elliptic plate seems to be more complex,
and its rigorous solution has been obtained only comparatively recently [5].
In the same way, the potential associated with a charged thin spherical shell,
with an elliptic hole, or with the charged spherically conformal elliptic plate,
provides problems of equal complexity. Rather more complex are problems
generated by crossed plates, or by polygon plates, etc. In this hierarchy,
arbitrarily-shaped flat plates present the most complex problem structures
for analytical methods.

In this chapter we outline how the integral methods may be used for a
unified treatment of determining the potential for all these charged structures,
from the electrified disc to arbitrarily-shaped charged flat plates. The circular
and elliptic discs are considered in Sections 8.1 and 8.2, respectively; this
forms the basis for calculating the capacitance of a spherically-curved elliptic
plate. Plates that are regular polygons are examined in Section 8.3. The
finite rectangular strip is considered in Section 8.4; considerable manipulation
is required to demonstrate that the regularised system is indeed dominantly
diagonal. In the final section (8.5) we calculate the capacitance of a coupled
pair of charged conductors, the spherical cap and the circular disc. This
example is interesting because the components are parts of coordinate surfaces
belonging to different coordinate systems, and the resultant equations are
particular cases of the integro-series equations briefly described in Section
2.9.

©2001 CRC PressLLC



6]
¥(xy)
So Yy

Figure 8.1

The flat plate Sy with arbitrarily-shaped boundary I'. It lies on the
Oy plane and has complement S;.

8.1 Rigorous solution methods for charged flat plates

In this section we examine the canonical problem of an electrified circular
disc; it provides a starting point for the generalisation of integral methods to
more general structures.

Consider an arbitrarily-shaped flat plate occupying the finite surface region
So in the plane z = 0 (see Figure 8.1); let S; be the (unbounded) comple-
mentary part of this plane and I" be its boundary contour. The potential
generated by the structure may be represented in the form of the single-layer
potential,

¥ (x,y,2) = //SO\/ ’y)dxldy , (2,y,2) € RAT

(y—y)" +22
(8. 1)
where o is surface charge density induced when the structure is immersed in
a known potential field 1°; enforcement of the boundary condition

=" (7)), T €S

provides an integral equation determining o.
Recall that the inverse distance
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is a fundamental solution of the Laplace equation in R3. In order to represent
1 as a double Fourier transform, we employ the representation (1. 206) of the
inverse distance that is discontinuous in z,

1
{@-aV+w-y)+2)

1 o0 o0 _ !

== dvcosv (v — ') duwe*w’zﬂﬂlzl. (8. 3)
27 J_ o oo /v2 + 112

Then extend to domain of definition of ¢ to the whole of the plane z = 0 via
rooN U(:E/7y/)7 (xlayl) S SOa

Ut(x7y){0’ (x’7y’)€5'1. (8. 4)

For the most general structures, the double Fourier transform of the function
o+ may be expressed in terms of four unknown functions f, g, h, and ¢,

ot (z,y) =/ dvcosvx/ du{ f (v, p) cos py + h (v, p) sin py}

+ / dv sin 1/1:/ du{g (v, p)cospy +t (v, ) sinpuy}. (8. 5)
The boundary condition
(2,9, +0) =¥ (2,9, -0) =¢° (z,y),  (z,y) € S (8. 6)

now provides an integral equation for the extended surface charge density oy,

1 & e Ot (55/7?/) d /d /1.0
- 'dy =" (x,y),  (z,y) € So.
wl ) Vo) + -y
(8. 7)

Substitution of the double Fourier transforms (8.5) and (8. 3) for the func-
tions o; and inverse distance, respectively, together with the recognition that
o¢ vanishes on S7, produces the dual integral equations

o0 o0 d
- E/ dv cos Vx/ (v ) cos py + (v, ) sin iy}
4 /) —oo (V2 + p2)?

- / dvsinvz / ———— {9 (W, p)cos py +t (v, ) sin py }
4 J_» —oo (V2 + p2)?

= ¢0 (x’y)v (.li,y) € So, (8 8)

and
/ dv cosvx / du{f (v, p) cos py + h (v, p) sin py}

+ / dvsinvz / du{g (v, ) cos py + t (v, p) sin py}

— 00 — 00

=0, (x,y) €S51. (8.9)
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Equations (8.8) and (8.9) describe the most general electrostatic field for an
arbitrarily-shaped charged flat plate. To consider the special case of a charged
circular disc, introduce the parametrisation by z = pcos¢, y = psing, so
that the bounding contour I' is p = 1. Then, setting 7 = /v + 2, use the
expansions in series (derived from the generating series, see Appendix, (B.
139)—(B. 142)),

cos (vx) cos (puy) = cos (vpcos @) cos (pup sin @)

oo

= (2 - 69n) J2m (7'/)) T2m (/-“—_1) T2m (COS ¢) ) (8 10)

m=0

cos (va) sin (uy) = cos (vp cos @) sin (up sin @)

=2vr lsing Z Jom+1 (Tp) Uz (,U/T_l) Uom (cos @), (8. 11)

m=0

sin (vx) cos (puy) = sin (vp cos @) cos (pp sin @)

o
= 2V7‘71 Z J2m+1 (7',0) Ugm (,m'*l) T2m+1 (COS qb) y (8 12)

m=0

sin (va) sin (py) = sin (vp cos @) sin (up sin @)
=2vr " lsing Z Jom+2 (7p) Usmt1 (,m'_l) Usimy1 (cosd). (8. 13)
m=0

If the given potential ¢° (x,%) is representable as a trigonometric series
(or equivalently as a series in the Chebyshev polynomials T, (cos¢) and
U, (cos @)), then using the orthogonality of the even or odd Chebyshev poly-
nomials on (0, g) as appropriate, one may deduce dual integral equations,

involving the Bessel function kernels of the form J,, ( V2 + /,sz) for the

unknowns f, g, h, and t.
In the simplest case, suppose that the circular disc is raised to unit potential
so that ¥° (x,y) = 1 on Sy. The bivariate dual integral equations become

/Oody/oodpF(v,u)J()( 1/24—u2,0>:17 0<p<l1
i ’ (8. 14)
/Oody/oodu 1/2+M2F(V,M)J0( 1/2—1—,112,0)207 p>1 (8. 15)
0 0
where the as yet unknown function F' represents the electrostatic potential by

Y (z,y) = /OOO dv cosvx /000 dpF (v, p) e VY2421 cos (uy) . (8. 16)
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For a circular disc, it is obvious that F' depends only upon 7 = /12 + u2,

so that F (v,u) = F <\/1/2 + ,u2) = F (1), and the dual integral equations
become

° 2
/ dTTF()Jo(T,D):;, 0<p<l, (8. 17)
/ dr.T*F (1) Jo (tp) =0, p>1. (8. 18)
The solution is given by (see Section 2.6) F (1) = 4727 ?sin 7, so

F(v,u) = ;l (V +p )_1sin <\/1/2+,u2>. (8. 19)

The substitution method provides an alternative and very useful method for
solving Equations (8.14) and (8.15). Seek the solution F' as an expansion in
the Neumann series

F(v,p) = (vV* + 1°) Zka2k+1 (\/1/2 +,u2> (8. 20)

where the coefficients xj, are to be found. Insertion of (8.20) into (8.14) and
(8.15) yields (using again the substitution 7 = \/v2 4+ p2)

oo oo L 2
Z{L‘k/ T 2Jo (1p) Jokt1 (1) dr = = 0= p<l, (8. 21)
= 0

ka/ 720y (7p) Jopyy (T)dr =0, p> 1. (8. 22)
0
The integrals occurring in (8.21) and (8.22) have the values [14]

/000 T_%Jo (tp) J2k+% (r)dr =2~ MP% (\/702) ) (8.23)

'k+1)
when 0 < p < 1, and

P 1—p?
vy P (VI P7)
Th+D) Vie

[\)

/O 4 Jo (19) Jypyy (7) dr = H(1-p).

(8. 24)
When p > 1, the integrals occurring in (8.22) therefore vanish identically
for each k, so that the equation is satisfied automatically; when 0 < p < 1,
Equation (8.21) becomes

Z F a:kpgk (\/1 - p2) - 2% (8. 25)
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Figure 8.2
The charged elliptic disc.

Because the even order Legendre polynomials are orthogonal on (0,1),

1 1
| o= P (VI=22) Pon (VI= ) dp = (a4 1) i,
0
(8. 26)
we may deduce
Tn = (2/7)% 80 (n=1,2,...). (8. 27)
Thus , ,
F(ry=7"2(2/m)2 J

1(7) = 4r 27 % sinT,

in agreement with the previously obtained result (8.19).

8.2 The charged elliptic plate

As well as its own intrinsic interest, the calculation of electrostatic potential
due to a charged elliptic plate demonstrates basic steps of a more general
method to calculate the potential of a flat charge plate of arbitrary shape.
The fundamental idea is to use a parametrisation that reduces the original
problem to disc-like equations with disc-like solutions.

Guided by the results of the previous section, let us consider the problem
in Cartesian coordinates (see Figure 8.2). When the plate is charged to unit
potential (¢° = 1 on Sy), the form of the potential to be found is also given
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by (8.16). It should be noted that this simpler form is the result of symmetry.
If @ and b denote the minor and major semi-axes, respectively, introduce the
coordinates
T =bpcoso, y=apsingo (8. 28)
so that the boundary of the elliptic plate I' is given by p = 1. Let ¢ = a/b, so
that ¢ < 1.
Use the boundary conditions (8. 6) to obtain the dual integral equations
for the unknown function F (v, ), valid for ¢ € (O, %71') ,

/ dv cos (vbp cos d))/ duF (v, p) cos (napsin @) = 1, 0<p<1,
0 0
(8. 29)
(oo} oo
/ dv cos (vbp cos (b)/ dpu/v? + p2F (v, p) cos (papsing) =0, p > 1.
0 0

(8. 30)
Again, use the series expansion (cf.(8. 10)) involving even Chebyshev poly-

nomials T, (cos @) with 7 = /12 + ¢212,

cos (vbp cos @) cos (pap sin ¢)
= Z (2 — 69n) Jom (boT) Tom, (qm—_l) Tom(cos @), (8. 31)
m=0

to reduce (8.29) and (8.30) to the equivalent dual integral equations involving
the Bessel function kernel of form Jy (7bp) ,

/ dz// duF (vyp) Jo (tbp) =1, 0<p<1, (8. 32)
0 0

/ dv / dun/72 4 J2F (v, 1) Jo (thp) =0, p> 1. (8. 33)
0 0

When elliptic plate degenerates into circular disc (¢ = 1,b =1 ), equations
identical to those obtained in the previous section are obtained. As before,
we may use the substitution method to solve these disc-like equations. The
modified form of the desired solution (cf. (8. 20)) that takes into account the

elliptic shape is (with 7 = \/m)
_1 s
F(v,p) = (y2 +M2) Z -3 Zkamw% (1b) (8. 34)
k=0

where the coefficients xj, are to be found. Insertion of this representation into
Equations (8.32) and (8.33) produces the dual equations

2 (q) Zxk/ 773.Jo (1bp) Jorpr (Th)dT =1, 0<p <1, (8.35)
k=0 70

Zxk/ 73 (7bp) Jopy 1 (T0)dT =0, p>1, (8. 36)
k=0 0
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where

x(q) = /01 NGB dt :K<\/1 qu) (8. 37)

1—(1—¢?)t?

is a complete elliptic integral of first kind.
As before, (8. 24) shows that the second Equation (8.36) is automatically
satisfied; from (8.23) one may transform (8.35) to

S L s (VT R) = 0t K (VT @), 0<p<t,
k=0

+1)
(8. 38)
This has the closed form solution

o = dop (20)% /K (\/17(12) (k=0,1,2,...). (8. 39)
The solution for the unknown function F (v, u) is deduced from (8.34) to be

9 sin (\/mb) 1
T2+ ) (D) K (\/W) .

F(v,p) =

(8. 40)

When the elliptic disc is circular (¢ = 1) the solution (8.40) coincides with
(8.19) on the assumption that b = 1.

We may now calculate the capacitance C of the elliptic plates. At unit
potential, the value of C' numerically coincides with the total charge @ ac-
cumulated on the elliptic plate. This may be calculated by integration over
the surface of the surface charge density, which equals the jump in normal
component of the electrostatic field across the plate,

0 (2,9) = = B- (2., ~0) — B (2,5,40)}.

The capacitance is readily found to be
C=b/K (\/1 - q2) . (8. 41)

8.2.1 The spherically-curved elliptic plate

The method of inversion allows us to calculate the capacitance of a curved el-
liptic plate. From the perspective of inversion, we are naturally led to consider
the spherically-curved elliptic plate, conformal with the surface of a sphere,
shown in Figure 8.3. Let M be the centre of inversion of a sphere of radius
2R; consider the plane tangent to this sphere at the point O’ antipodal to
M. Under inversion, the image of this tangent plane is a sphere of radius R
and centre O located at the midpoint of the segment MO’. The image of an
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Figure 8.3

(a) The spherically conformal elliptic plate; its image under inver-
sion is the elliptic disc. (b) The sphere with elliptic aperture; its
image under inversion is the plane with the elliptic disc removed.

ellipse lying in the tangent plane and centred at O’ is spherically conformal;
it is an elliptically-shaped region of the spherical surface. The image of the
tangent plane with the elliptic disc removed is a spherical shell with an elliptic
aperture. Introduce axes as shown in Figure 8.3: the z-axis coincides with
OM, and the usual spherical polars (r, 8, ¢) and cylindrical polars (p, ¢, z) are
centred at O. The elliptic disc lies in the plane z = —R. The map given by

1
p=2Rtan -6
2
corresponds to inversion in the sphere of radius 2R centred at M, followed
by the antipodal map (r,0,¢) — (r,m — 0,27 — ¢); it is the image of the

elliptic disc under this map that is shown in Figure 8.3.
The boundary of the elliptic plate is specified

p(p) = b/\/1+ K2sin® p,

where k = ¢~ 1y/1 — ¢2, ¢ = a/b; thus, the boundary of the spherically con-
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formal elliptic region is given by

() = 2arctan {2; (14 k*sin® cp)é} . (8. 42)

The angles

(8. 43)

b
0, = 2 arctan <2R> , 0, = 2arctan (QR)

corresponding to the image of end-points of the semi-axes of the plane ellipse
measure the angular spread of the curved plate.

First consider the conformal plate charged to unit potential. According
to Bouwkamp’s theorem, the problem to be solved is equivalent to the elec-
trostatic problem for the grounded planar elliptic plate in the presence of a
unit negative charge located at M. The free-space potential generated by this
charge is

1
2

VO (2,y,2) = — {x2 + 9%+ (2 — 2R)2}

Based upon previous results we are led to the following dual integral equations
to be solved for the unknown function f,

(8. 44)

[es] oo _1
/ dv cos Vac/ duf(v,p)cos pz = {z* +y* + 4R*} 2 (8. 45)
0 0

/ dv cos l/x/ du~/v? + p2 f(v, p) cos pz = 0. (8. 46)
0 0

The first equation holds for points (z, y) lying inside the disc, whilst the second
holds for those points outside. Substituting (8. 28), we obtain

/ dv cos (vbp cos gb)/ duf (v, 1) cos (napsin @)
0 0
b Pt - KPsing) T, 0<p<1, (8. 47)

/ dv cos (vbp cos @) / dpr/v? 4+ 12 f (v, p) cos (papsing) =0, p > 1,

(8. 48)
where v = 2R/b and k = /1 — ¢2; this holds for 0 < ¢ < i7.
Expand the right-hand side of (8. 47) in a Chebyshev series
2 9 22.2.0-%_
{0 +7° =K p*sin® ¢} * = > (2= dom)azmTom(cosd), (8. 49)
m=0
where B
2 [2 15, (cos @)d
O = 2 (p) = 2 om (008 9)d¢ (8. 50)

T Jo \/p2+'72—k2p251n2¢.
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In particular,

2 kp
ag = = K , 8. 51
0 o (p) o < 2+ 2 72> ( )

where K denotes the complete elliptic integral of first kind. It is evident that
(8. 47) and (8. 48) imply that

o0 (o ]
[ v [ dufan(v072n (V7T i) = b e (), o< 1. (5. 52)
0 0

/ dy/ dpN/ V2 + 2 fom (v, ) Jom (V V2 + ¢212bp) = 0, p> 1, (8. 53)
0 0

where m =0,1,2,..., and
Fom (V1) = Tom | ——— | F(v,10). (8. 54)
VUV gt

To find the solution use the extended form of the representation (8. 34)

_1 >
Fom o) = (V4 12) 7 (P + )73 Y el agpame s (VY + ¢2%b).
n=0
(8. 55)
Its substitution in (8. 52) and (8. 53) produces
o [o'e) N
#(q) szl/ T2 Jopyomet (70) Jom (Thp) dT = b lag,, 0<p<l,
k=0 0
(8. 56)
o0 [e'e) N
Zx;”/ 72 Jopsome s (70) Jom (Thp)dr =0, p> 1. (8. 57)
k=0 0

We employ the generalisation of the integrals given in (8. 23) and (8. 24),

| i () e (1) d
0

et Taey P 1—p2>H<1
b3 T(k+2m+3) 1—p2

(o]
/ T_%J2k+2m+% (70) Jom (Tbp) dT
0

2-2m=3 T (k+3
T F(kiszll)Pg’ﬁQm(Vl_pz)’0<p<17 (8. 59)
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to deduce

= T(k+1) 22m+3
' 2] ,mp2m ( 1— 2) — m , 0<p<l,
=T (k+2m+1) kL 2ktam P bi(q) (°) =7
(8. 60)
where m = 0,1,2,.... The solution of this equation immediately follows by

exploiting the orthogonality property of the associated Legendre functions on
(0,1):

P221:12m<\/1_p2>P22:—1i-2m<\/1_p2)dp

_ 1 I (2k +4m+1)
4k +4m+1 T (2k+1)

1
_Pr
/0 V1= p?

Sks. (8. 61)

As a result we obtain

m_<2)522m s+ 4m+ )T (s+1) Bom
s\ b F(s+2m+%)F(s+%)%(q)’

x (8. 62)

where )
- P 2m Y
Bom = /0 N ﬂ“Qm(ﬁ)P28+2m (V L=p ) dp. (8. 63)

We may now calculate the capacitance C of the spherically conforming
elliptic plate. By Bouwkamp’s theorem, it is proportional to the value of the
induced potential at the centre of inversion M:

C = 4R*(0,0,2R). (8. 64)

It is readily seen that the calculation of C' only requires a knowledge of the
function fo(v, u) = f(v, u). Let us now demonstrate the solution of Equations
(8. 52) and (8. 53) (with m = 0) by the Abel integral transform method.
Based on the results at the beginning of this section (see also (8. 55)), let us
seek the unknown function f in the form

fom) = (P + 1) F P02 + @), (8. 65)

After some evident manipulation, we obtain the dual integral equations

> 2 1 1 1—¢3p
F(r)Jo(rpb)dr = — K ,
/o b PQ‘F’YQK(\/l—qZ) VP +9?

0<p<1, (8. 66)

/OO TF(7)Jo(Tpb)dT = 0, p> 1. (8. 67)
0
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Use the method described in Section 2.7 to transform these dual equations to
the Fourier cosine form

> b717 _1 _1
F(t)costpb dr = ————— (v* 4+ %) 2 (v +¢*°) *H(1-p),
/0 K (\/ 1-— q2)
(8. 68)
and invert this expression to obtain
2 cos Tpb
F(r) = —=dp. (8. 69)
WK( l—q \/v+p ) (2 + 2p?)

According to (8. 64) the capacitance of the spherically-conforming elliptic
plate is

1 1
0:432/0 (1= - (1—¢®) ]} %
/ " P(r)e VI PP Ry, (8. 70)
0

Remarkably, substitution of (8. 69) into (8. 70) produces the closed form
expression

C:

2R {arctan*yl — garctan gy~ ! } (8. 71)

K (V1=¢) L-¢?

which may be written in terms of the angles 6,, 6, (defined by (8. 43)) as

C = i {eb_qe‘l}. (8. 72)

K(m) 1-¢

When the elliptic plate degenerates to a circular disc (¢ — 1), the conforming

plate becomes a spherical cap; since K (0) = %7? and

-1 —1

. arctan~y™ " — qarctan gy
lim

1
q—1 1— g2 2

{arctany‘l +v (14 72)71}
= i {0y +sinb,} (8. 73)

the expression for its capacitance reduces to the well-known value previously
calculated for the spherical cap, namely 7= 1(8), + sin 6;).

This completes our discussion of the capacitance of the spherically conform-
ing elliptic plate. The complementary structure — the spherical shell with an
elliptic aperture — may be analysed in a similar fashion.
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o ©=0_x

Figure 8.4
The polygonal plate and circumscribing circle.

8.3 Polygonal plates

In contrast to the plates with smooth boundaries considered in previous
sections, this section examines polygonal plates, particularly regular polygons
of N equal sides (N = 3,4,...). As shown in Figure 8.4, the angle subtended
by each side at the centre O of the polygon is 2o = 2x/N. If the circle
circumscribing the polygon has radius a, the difference in length between an
edge AB of the polygon and the circular arc AB of the circumscribing circle is
a(2r/N —2sinm/N); as n — oo, this difference is 373 /N*+O(N~?), and the
circle approximates the polygon in some sense. When the plate is charged,
symmetry implies that we may concentrate on the right-angled triangular
sector OAC, where the angle OAC = a.

The potential on the charged circular plate Sy = {(m, y,0) 1 2% + 9y < a2}
is determined by the dual equations of the form (see (8. 16))

oo (oo}
/ dv cos V.’L‘/ dpf(p,v)cospy =1, (x,y) € So, (8. 74)
0 0

/ dv cos l/x/ dp\/v? + p2f(u,v) cos py = 0, (x,y) ¢ So. (8. 75)
0

0
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These dual integral equations were solved in Section 8.1. The same equations
hold for the polygon charged to unit potential, except the region Sy is differ-
ently defined. It is sufficient to consider the triangular region OAC and the
associated unbounded sector defined by angle «.

In the limit when N — oo, this sector degenerates to a half-line or ray. If
we consider the ray y = 0, the equations (8. 74), (8. 75) are

o0 o
/ du/ dvf(u,v)cosve =1, 0 <z < a, (8. 76)
0 0
/ d,u/ dv\/v? 4+ p? f(u,v)cosve =0, = > a. (8. 77)
0 0

The substitution 7 = /12 + 2 leads to the readily solvable equations for the
potential distribution on the circular disc,

/OO T f(7)Jo(Tz)dT = z, 0<z<a, (8. 78)

0 m

/OO 2 f(7)Jo(t2)dr =0, = > a. (8. 79)
0

We shall solve the potential problem by transforming the dual equations to
a form that may be recognised as a perturbation of the equations describing
the circular disc.

Setting y = x tan ¢, we concentrate on the sector defined by ¢ € (0,7/N).
The dual equations corresponding to (8. 74) and (8. 75) are

/00 dv cosvz /00 duf(p,v)cos (urtang) =1, (8. 80)
0 0

/ ducosyx/ dp/v? + 2 f(p,v) cos (urtang) = 0, (8. 81)
0

0

where the first equation hods for « € (0,acos(w/N)), and the second for
x € (acos (m/N),00) respectively. The substitutions

p=uasec(r/N), u=tan¢cot (m/N), (8. 82)

transform these dual equations to

o T o ™
v cos (vpcos L) [ df(.v) cos (pusin ) = 1.
/0 v cos (vpcos o ; wf (1, v) cos ( ppusin N

(8. 83)
/0 dv cos (l/pCOS %) /0 dp/v? + p2f(p, v) cos (upu sin %) =0,
(8. 84)
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where the first equation holds for p € (0,a),u € (0,1) and the second for
p € (a,00),u € (0,1). Arguing as in Section 8.1, the dependence upon u in
these equations can be eliminated by transformation to the form

/OOO dv cos (Z/,OCOS %) /OOO duf(p,v)Jo (upsin %) —1,

(8. 85)
/0 dv cos (VpCOS %) /0 du/v? + 12 f(p,v)Jo (MpSin %) =0,
(8. 86)

holding for p € (0,a) and p € (a,00), respectively. It should be observed that
when N — oo, Equations (8. 85) and (8. 86) degenerate to (8. 76) and (8.
77).

When the plate is a circular or elliptic disc, the dual equations analogous
to (8. 85) and (8. 86) have particularly simple solutions of the form f(u,v) =
f (1) (where 7 = /1% + p? for the circular disc, and 7 = /2 4 ¢?u? for the
elliptic disc). It is not obvious a priori that the solution f(u,v) to (8. 85)
and (8. 86) has a solution of a similarly simple form. However, it turns out
that the form is exactly the same as that for the circular disc; thus, we shall

assume
f(p,v) = f(r), where 7 =+/v2+ pu?, (8. 87)

and justify this assumption retrospectively by showing that the solution so
constructed satisfies all equations and associated conditions. With this as-
sumption, the dual equations become

/OOO F(r)Sx(rp)dr =1, p e (0,a), (8. 88)
/000 TE(1)SNn(Tp)dT =0, p € (a,00), (8. 89)

where F(1) = 7f(7) and the kernel Sy is defined by

T /72 — 12 psin T
SN(Tp):/O Jo (V72 — v2psin §) COS(Z/pCOS%)dT

2 _ 2
T cos (VT2 — v2pcos &
:/ ( P N)Jo (Vpsinl) dr
0 T2 _ .2 N

_r 2l) ( - 2l>
2J0 (Tpcos 5N Jo [ Tpsin 5w ) - (8. 90)

When N — oo, the kernel becomes
. T
Seo(Tp) = lim Sn(7p) = 5o (7p), (8. 91)

which is identical with that encountered for the circular disc.
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This construction justifies our assumption of the form (8. 87) for f. We
may therefore seek the solution to the dual equations in the form

F(r)= /Oa G(r) cos (Tt cos %) dt (8. 92)

where both the function G and its derivative G’ are continuous on (0,a).
Integrating by parts, F' is representable as

F(r) = sec % {G(a)sin@m-cos;\r,) - i/oa G’ (1) sin (thos %) dt} .

-

(. 93)
Now substitute (8. 93) into (8. 89) and invert the order of integration. Then
when p > a,

G(a) /000 Sn(7p) sin (aT cos %) dr—

/0 G'(t) {SN(Tp) sin (tT cos %) d’T} dt =0. (8. 94)
However, it is well known (see [19]) that
/ Ju(ax)J, (bx)sinxy dx = 0, 0<y<b—a, (8. 95)
0

when b > a, Rev > —1, so that the equation (8. 94) holds identically.

Following the basic idea of regularisation, we split the kernel Sy as a sum of
its limiting value S, and a correction term and analytically invert that part
of the equation containing the limiting kernel contribution, corresponding to
the circular disc problem. This is most naturally done in the present context
by using the result derived from the addition theorem for Bessel functions
14],

Jo (Tp cos? %) Jo (Tp sin? %)
= Jo (Tp) — 22 (=1)" Jn (Tp0082 %) In (7',osin2 %) . (8. 96)

We may now construct the representation of the function to be determined.

First expand G in a series with Gegenbauer polynomials C’éé) = Py,
o)
G(t) =Y _ bCy?’(t/a). (8. 97)
k=1

Substitute this expression in (8. 92), invert the order of summation and
integration and obtain

F(r)= Zbk/ cos (Tt cos %) Cé%)(t/a)dt. (8. 98)
k=1 70
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Using the tabulated integral [14] (Vol. 1)

‘ T\ (3
/0 cos (thos N) Cop’ (t/a)dt

S ()

N

7'7%J2k+% (Tacos %), (8. 99)

we deduce that

™
y=1 szkJQ,H (mcosﬁ), (8. 100)
where )
1) (T e T
b = (~1) (2 secN) b (8. 101)

Substitute (8. 100) into (8. 88) and change the order of integration and
summation to obtain

Z bZ/ T*%SN(Tp)JQH; (Ta cos —) dr=1, pe€(0,a). (8.102)
k=1 70 : N

We recall that Equation (8. 89) is satisfied automatically with the repre-
sentation (8. 92) or its equivalent form (8. 100). After some manipulation,
we deduce from (8. 100) that

Zb* >P% (Vi)

~—

1 oo 1
%(Zczcosﬁ)2 —|—Zb F((IZ—FQ)Fk (p), p€(0,a), (8.103)

where

Fie(p) = Pox (V1= ?Ja?) - /O " ok (p21) da, (8. 104)
or (p,x) = { o ( - p2/p2) , P=Pe (8. 105)

27~ 2 arcsin (p/pe) T (k+3)/T(k+1), p> pe,
and the value of p. is defined by the relation

1
% = sec % (1 — sin? — N cos? ;\T]) °. (8. 106)

It is evident that as N — oo, Fj (p) — 0.
Apply the usual principle of orthogonality of Legendre polynomials on the
interval [0, 1] to obtain the i.s.la.e. of the second kind,

> 2
=D ksTk = —os, (8. 107)
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for s =0,1,2,..., where

LT (k+1
b = (2acos %) g(4k+1) 5, (8. 108)

r(k+3)

and

Vs = [(4k + 1) (45 + 1)]

%/ m Fi. (1) Pay (ﬁ)dt. (8. 109)

The solution of this system of equations {zj},-, is sought in lo. The
computation of the integrals defining the matrix elements is straightforward.
Furthermore, as N — oo, Fj, (p) — 0 and estimates of the difference between
the potential distribution for a circular disc and a polygonal disc with many
vertices (N > 1) are readily derived from (8. 107).

8.4 The finite strip

In Section 7.2 we examined the potential associated with charged infinitely
long thin strips. Although this two-dimensional problem has its own intrinsic
interest, it is worth examining the more physically realistic structure of a
finitely long strip. Consider the flat strip of width 2a and length 2b > 2a
lying in the plane z = 0 as shown in Figure 8.5. The centre lies at the origin
and the edges are aligned with the x and y axes. Suppose the strip is charged
to unit potential. The mixed boundary conditions satisfied by the electrostatic
potential ¢ are

Y (z,y,+0) =9 (2,y,-0) =1, |z|<a,|y| <0, (8. 110)

and by its normal derivative are

0
—¢ (z,y,+0), |z| >aor |yl >b. (8. 111)

0

The symmetry of the structure leads to the familiar form (8. 16) for the
solution, and enforcement of the mixed boundary conditions leads to dual
integral equations for the unknown function F = F (v, ),

(oo} (oo}
/ dv cos ubx’/ duF (v, p) cos (pay’) = 1,]2'| < 1, |y <1, (8. 112)
0 0

/ ducosuba;’/ dun/v? + p2F (v, p) cos (pay’) = 0,]2'| > 1 or |y >1
0 0
(8. 113)
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Figure 8.5
The finite strip.

where 2’ = z/a, y' = y/b.

The distinctive feature of these equations is the apparent lack of coupling
between the rescaled variables ' and g3’. This dictates a special choice for
the form of the solution to be found by the substitution method. In order
to satisfy (8. 113) automatically, it is sufficient to represent the unknown
function F' by an expansion in Bessel functions of even order,

oo o0

Flp) = (2 +12) * 5 @umdon () Jom (na), (8. 114)

n=0m=0

where the coefficients x,,,, are to be determined. Substitution of this form in
(8. 113) leads to

oo oo o0 oo
Z Z xnm/ dv cos ubx’Jgn(ub)/ dp cos (pay') Jom (na) = 0, (8. 115)
0 0

n=0m=0

when |z’| > 1 or |y’| > 1. The product of integrals occurring in (8. 115) vanish
because [19]

/000 Jon(az) cos zydr = (—1)" (o® — y2)7% Ton(y/o)H (o — y?) . (8. 116)
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Moreover, it is apparent from (8. 116) that the behaviour of the surface charge
density o (z,3’) near the edges will be in accord with physical expectation,
namely

[

1 _
O'(I'/,y/) “ 0y (b2 _ 1,2) 2 (112 _ y2)
Now substitute (8. 114) into (8. 112). Using the expansions

(0o constant).

cos (vbr') =Y (=1)* (2 = bos) Jas (b)) Tas ('),

cos (pay’) = Y (=1)"(2 = Sop) Jap(na)Top(y),
p=0

and the orthogonality of the Chebyshev polynomials on [0, 1], we obtain the
i.s.la.e. for the unknowns 2., (n,m =0,1,2,...),

DN T Rumsp = 0500y, (8. 117)

n=0m=0

where s,p =0,1,2,..., and matrix elements R, are given by
o0 oo 1
(—1)>*P / / dvdp (V2 + 1%) 2 Jap (vb) Jom (pa) Jas (vb) Jop (pa)
o Jo

_ s5+p [e%e) oS} 1
= % /0 dUJ2n(u)J25(u)/O dv (u2 + 1)2)7§ Jom (qu)J2p(qu),
(8. 118)

with ¢ = a/b. This reduction to the i.s.l.a.e. (8. 117) is a very formal proce-
dure. The representation (8. 118) of the matrix elements R,sp in terms of
slowly convergent iterated integrals makes numerical procedures problematic.

Let us transform (8. 118), where for convenience we will set b = 1. Making
use of the representation for the product of Bessel functions [14]

Jon(u)Jos(u) = %/2 Jan+2s(2u cos @) cos [(2s — 2n) 6] d6, (8. 119)
0

valid when Re (v 4+ p) > —1, and the tabulated integral [14]

° Jy(cx)dx cz cz
Blendr () e (), e

0 Va2 + 22 v\ v 9 (8. 120)
valid when ¢ > 0,Rez > 0, Rev > —1, the expression for the matrix element
Rymsp becomes

™

2 2
ansp = ; (_1)S+p/0 COS (2n — 28) ¢><

{/oo Jom (qU)J2p(qu)In4s (v cos @) Ky 5(v cos (b)dv} d¢. (8. 121)
0
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Using the Mellin transform one may represent the product of modified Bessel
functions occurring in (8. 121) in the form (see [61])

Ints (veos @) Kyys(vcoso) =

B 1 /c+ioo T (n + s+ %) T (%) r (% - %) cos tovTtdt, (8. 122)
8731 Jeioc F(n+s+1-3) |

where 0 < ¢ < 1. After substitution of (8. 122) into (8. 121) and some obvious
rearrangement, the expression for the matrix element takes the form

_1s+p c+ioor ﬁl"i]_"l_i
ansp:¥/ (TL+S+ 2) (2) t(2 Q)Ans(t)Bmp(t)dt
42y c—1300 F(n+8+1_§)
(8. 123)
where
Apns (t) = /2 cos ! ¢ cos (2n — 25) pdo, (8. 124)
0
By (1) :/ vftJQm(qv)Jgp(qv)dv. (8. 125)
0

Both integrals occurring in (8. 124) and (8. 125) are tabulated in [19], and so

1 _ 1 _t
Aps () vr L f)r(l 2) —~, (8. 126)
2 T(s—n+1-£H)T(n—s+1-1%)
By £ TG +Hrp+m+d—3) |
O 2T 3+ D Gt 3T DT -t 35 9)
(8.7127)

Insert (8. 126) and (8. 127) into (8. 123), make the substitution ¢ = 2r + 1,
and replace r by t, to obtain

(-1)*"7 1 FQ(%—Ft)FQ(—t)F(%—t)F(1+t)X
drz 2mi Jp, T(n+s+3—t)T(s—n+1-1t)
F(n+s+3+t)T(p+m—1t)
F'(n—s+4—t)D(m—p+1+t)

1
F'p+m+1+)T(p—m+1+1)

ansp =

¢*tdt (8. 128)

where the contour L runs from —ioco to +ioco, intersecting the real axis at
a point tg satisfying the inequality —% < tg < 0. It is evident that all the
poles of T'(—t) and T'(\ —¢) lie to the right of L, whereas all the poles of
I(1+¢),T(5+41) and I' (u+t) lie to the left of L. We may express the
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contour integral in terms of Meijer’s G-function, as defined in [14], via

ansp =

—n—s—i—%,n—&—s—l—;s—n—&—%m—s—i—%
, ptm, p-m, —p-m, m-—p )’

(8. 129)
When s = n and p = m, simple identities satisfied by Meijer’s G-function
show that the “diagonal” matrix elements R,,,m are given by

(_1 n+m

A on4+Llop4d L
annm = #Gg,g (q2 2 2
472

2

C om, 0, —2m) . (8. 130)
Using the well-known relations for the Gamma function (see Appendix, (B
3))

D ()T (148)=——

sin (7t)
TA—)T(=A+1+1t)=—(-1)" 51n7(rm)’
T (u + % - t> T (—u + % +t> (—1)" COSTM)

we may derive the expression

R _(_1)p+ml/0082(7Tt)F(§+t) T(n+s+1+1)

TP Ay 2mi Jpsin® (nt) T(L+6) T (—p+m+1+1)
T(—n—s+240)0(—s+n+L+)T(s—n+i+t
( n—s P} ) ( STNn 3 ) (8 n )qztdt. (8 131)
Tm—p+t1l+t)T(p+m+1+H0(p—m+1-+1)

Evaluation of the contour is thus reduced to the evaluation of residues at
the poles t =0,1,2,.... After some manipulation, this yields

P 1 ST RTINS

8w~ E!'(p+Ek)!

(3 (A 4D,

k
(v +k)!

qsz,’jW (8. 132)

where Kk =n+s,A=s—n,u=p+m,v =p—m, and the coefficients Nk/\m,
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are defined as follows. When p < k and v < k,

k _ (*l)k 2 /
Nf;)\uy - (_M+k)'(—V+k ' {71' +1/} (1+k)+

O (p+1+k)+ (—p+1+k)+
W (v+1+k)+¢ (—v+1+k)—

o (54k) - (o g k)0 (s grn) -
oriot)-v(oego)-
W (5k) 40 (wrgak) b (ntgar)+

(x\—!- +k>—|— </\—|— +k)—|—2logq—1/)(1—|—k)—

YV(p+1l4+k)—p(—p+1+k) - v+1+k) —¢(—v+1+k))>}.
(8. 133)

When p > k and v < k, or 4 < k and v > k, it is necessary to remove the
indeterminacy which appears in this formula arising from the product of zero
and infinite terms by use of the formulae

d 1 1
= - — =(-1Y"'T(G+1), 8. 134
Fol, = [r ]|, =T e
/ a2 X
V@@ GG+ (5. 135)
where 7 = 0,1,2,.... Thus when p > k and v < k, the expression becomes
I (p—k) k

—p(p—k) = (-v+1+k)}
(8. 136)

_ _ 1M
NI{)\[LU_ ( 1) F(—V+1+k) Fn)\pu

where

F,WV¢<;+k>+w(n+;+k>+w<n+;+k>+
¢(A+;+k>+¢<—/\+;+k>+2logq—
v(A+k)—vp+l1+k)—vw+1+k); (8 137)

when p < k and v > k, the expression becomes

Nk Im Ff?)\uu_w(y_k)_w(_,u‘f'l-i-k)}.

BApY — 2 (_1)V
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Finally when p > k and v > k, Formulae (8. 135) may be used to show that

NI{)\;U/* ( 1)k+1F(V—k)F(/L—k)

From this final form it may be shown that the diagonal terms of the matrix
elements Ry,sp dominate so that the system (8. 117) is satisfactory for
computation. It may be verified that for narrow strips at least (¢ < 1),
this i.s.l.a.e. is non-singular, and an analytic solution can be developed. In
the general case (0 < ¢ < 1) numerical techniques may be employed. This
completes our regularisation of the dual integral equations associated with the
finite strip.

8.5 Coupled charged conductors: the spherical cap and
circular disc

In Section 2.9, we briefly described techniques for calculating the potential
distribution surrounding coupled charged conductors with components that
are parts of coordinate surfaces belonging to different coordinate systems.
One of the simplest examples is the combination of a spherical cap and circular
disc.

Suppose the circular disc of radius a is located in the plane z = 0 with
centre at the origin O; the spherical cap also has its centre at O, subtends an
angle 6y < 27 at O, and has radius b > a; let ¢ = a/b. (See Figure 8.6.) Both
disc and cap are charged to unit potential.

Following the usual principle of superposition, the total potential U may
be expressed as the sum of two contributions

U=U°+Uq, (8. 138)
where the cap contribution may be represented in the form

(r/b)™, r <b,
Z)xn ) (cos 0) {(T/b)_"_l, r>b. (8. 139)

whilst the disc contribution may be represented as
= / G()Jo(vp)e "#ldy. (8. 140)
0

The unknown coefficients {z,,},- , and function G are to be found.
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Figure 8.6
The coupled disc and spherical cap.

The obvious boundary conditions to be enforced are

U®b,0) =1, 6€(0,00), (8. 141)
a r=b+0
{U(r, 0)} =0, 6¢€(bp,m), (8. 142)
or r=b—0
U(p,0) =1, pe(0,a), (8. 143)
) r=b+0
[U(p,z)} =0, pe€(a,0), (8. 144)
0z r=b—0

where (8. 141) and (8. 142) have been expressed in terms of the standard
spherical coordinate system (7,0, ¢) centred at O, whereas (8. 143) and (8.
144) have been expressed in terms of the standard cylindrical coordinate sys-
tem (p, ¢, z) centred at O (so that p = rsinf, z = rcos9).

Enforcement of the boundary conditions (8. 141)—(8. 144) leads to the
integro-series equations for the unknowns

anPn(cos 0) = 1—/ G(v)Jo(vbsin e~ dy 0 € (0,6,), (8. 145)
0

n=0

i (2n+ 1)z, Py(cosf) =0, 0 € (6p,m), (8. 146)

n=0

/0 b G()Jo(vp)dy =13 2, Pan(0)(p/b)*", p € (0,a), (8. 147)

n=0
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/0OO vG(v)Jo(vp)dv = 0, p € (a,00). (8. 148)

In deriving (8. 147), the property Pa,+1(0) = 0 was used. Using the method
described in Section 2.6, and noting the value
(2n — )N

Pon(0) = (-1)" @)l

we may transform (8. 147) and (8. 148) to the form

oo

/000 G(v)cosvp dv = {1 — Z (—1)nx2n(p/b)2”} H(a—p). (8. 149)

n=0

The application of an inverse cosine Fourier transform to (8. 149) produces
our first integro-series equation in algebraic form,

2 sinva
+Zx2n nv) = 22, (8. 150)
where
a n Q" )
R,(v) = = (-1) 1 1F1(2n + 1;2n + 2;4iva)+
a n q" )
- (-1) Tl 1F1(2n +1;2n + 2; —iva). (8. 151)

The sum of the Kummer functions may be simplified to

1F1(2n+ 1;2n + 25iva) + 1 F1(2n + 1;2n 4+ 2; —iva)
-k k 2n—1

2n
= i) a1y {(-1)’“ elva — e*m}. (8. 152)
k=0

Before turning to the analysis of (8. 145), we expand that part of the
integrand appearing in (8. 145) in a series of Legendre polynomials (see [14])

Jo(vbsin f)etrbeost — f: (vo)" (—1)" Py(cosb). (8. 153)

n!
n=0

By the methods developed in Section 2.1, Equations (8. 145) and (8. 146)
may be transformed to

- 1
;xn cos (n+ 2) 0
_ { cos 30 — [;° G(v)em"bes ¥ sin (16 — vbsin§) dv, 0 < 6,

0. o> (8159
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where we have used the series (derived the generating function, see Appendix,
(B. 138))

> S, (vb)" cos <n + ;) 0 =e "0 sin (;9 — vbsin 9) . (8. 155)

n!

n=0

From (8. 154) we may derive the companion integro-series equation in alge-
braic form

Ty, + / G(V)Sm(v)dv = Qom(00), (8. 156)
0
where m =0,1,2..., and
2 bo —vbcosO _: 1 : 1
Sm(v) = — e sin | =0 —vbsing | cos ([ m+ = | 6 df. (8. 157)
™ Jo 2 2

The structure of Equations (8. 150) and (8. 156) is interesting. If the
contribution from the functions R,, and S,, are neglected, then the closed
form solutions are precisely those previously obtained for the isolated disc
and isolated spherical cap, respectively. The contribution from the functions
R,, and S,,, may be regarded as perturbation terms (though, as we shall see,
not necessarily small in magnitude).

The simultaneous solution of Equations (8. 150) and (8. 156) provides the
potential of the coupled two-component structure. It is clear that a second-
kind Fredholm equation for G may be obtained by elimination of the terms
involving x,; equally, a second-kind i.s.l.a.e. for the sequence {xn}zozo may
be obtained by elimination of the function G. Using (8. 150) to eliminate G,
this i.s.l.a.e. is

Tm — Z x2nanm(Qa 90) = QOm(QO) - ﬂm(Qa 00)a (8 158)
n=0
where m =0,1,2,..., and
anm(q7 90) =

4(=1)" [P 1 ¢, t?sin 36 —sin 10
- ~e 2n 2 2 dt v df, (8. 159
w2 /0 o8 <m+2) {/0 t4 + 2t2cos20 + 1 > )

1 % 1
6m(‘]790):ﬁ ; cos m+§ 0x

2qcosf] . 1 1 1+ 2gcosf + ¢?
{2 arctan |: 1_ q2 :| S111 59 — COS 5911’1 |:1—2q(3030—|—q2 do. (8 160)

In a similar way, we may deduce that G satisfies the second-kind integral
equation

> 2 sin pa
G~ [ G pa.00) = 222
0

— L(u;q,6), (8. 161)
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where
4 q
H(v,p;q,00) = —zb/ dt cos bt x
m 0

fo 1 t2 cos 20 + cos 10
dfe= 7030 gin [ 20 — vbsind 2 2 8. 162
/0 c sm(Q Vbsin )M?t%omw (8. 162)

and

q
L(u;q,600) = —%/ dt cos pbt x
0

1—t2 1 1+ 2tsin Oy + t2
0 tan | —— tanf| + —In |[————2 " |1 (8 163
{OJFMC&D{H# a O}+2tn{12tsin00+t2 (8. 163)

When the disc is much smaller than the radius of curvature of the cap
(¢ < 1), it is possible to obtain an approximate analytical solution. In this
limiting case the matrix elements can be factored as

Unm = B (a,00) (1+ O(¢?)) , (8. 164)
where
2n
n q . 2 [cos(m+1)8p—1 cosmby —1
=(—1 - = _
fn ( ) 27’L+1, ﬁm(Q790) 7r2q m+1 m
(8. 165)

It should be noted that 3,, = 3;,(q,6) + O(¢?). For the given approximation
(¢ < 1,60 arbitrary), the solution of the i.s.l.a.e. (8. 158) is

Tm = (C — 1)B%,(q,00) + Qom(6) + O(¢*), (8. 166)

where C' = Y77 #9,,&,,. The value of C is readily computed from (8. 166);
the final solution is

2 1-Quoo(fy) [cos(m+1)p—1 cosmby—1
771+ %gsin® 16, m+1 m

Tm = Qom(6o)

(8. 167)

The total charge ) accumulated on both components is the sum of that

accumulated on the disc (Qd) and of that accumulated on the cap (Q°);
these are simply

Q° = bxy, Q% = G(0). (8. 168)

Using (8. 167) and (8. 150) at v = 0, we deduce

2 1 — cosfy 3
c=b 0 — (0] 8. 169
Q {Qoo( 0)+W2q1+%q(1700890)+ (Q)} ( )
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o (des) | Q°/b Q7a Qb

0° 0 0.6366 | 0.0636
10° 0.1111(0.1108) 0.5661 | 0.1677
20° 0.2209(0.2200) | 0.4963 | 0.2705
30° 0.3276(0.3258) 0.4285 | 0.3722
40° 0.4294(0.4268) | 0.3636 | 0.4683
50° 0.5248(0.5216) | 0.3028 | 0.5582
60° 0.6125(0.6090) | 0.2467 | 0.6407
70° 0.6916(0.6880) 0.1961 | 0.7147
80° 0.7613(0.7579) | 0.1514 | 0.7797
90° 0.8213(0.8183) | 0.1131 | 0.8354

Table 8.1 Normalised alue of total charge Q/b = (Q° + Q?)/b. The parameter
g=a/b=0.1.

and
Qd = %CL {1 — Q00<90) - %q (1 - QOO(GO)) (1 — COS 90)}

+ %an {:2 (1 — cos 90)2 (1 —Qoo(6o)) + ;Qog(eo)}
+0(¢*). (8. 170)

Some results of calculation based on these approximate formulae for ¢ = 0.1
are shown in Table 8.1. The results for an isolated spherical cap are shown
for comparison in brackets in the first column of the table.

The presence of the charged disc has a discernible effect on the spherical
cap even when it is small, increasing the charge on the cap. Rather more
noticeable is the decrease in charge on the disc as the cap size increases; as
the angle 6, increases, the disc is increasingly shielded by the larger charged
conductor, and its surface charge distribution is correspondingly modified.

More generally, whatever the values of the parameters ¢ and 6y, the reg-
ularised second-kind Equations (8. 158) and (8. 161) are readily solved by
standard numerical methods, and the behaviour of the coupled disc-cap struc-
ture can be determined as a function of the parameters. If recursion formulae
for the coeflicients ., and (3, are exploited, a highly efficient computational
algorithm can be obtained for computation.
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Appendix A

Notation

The Kronecker symbol is defined by

5 = I,n=m
T 0,n£EmS

The order notation f(x) = O(g(x)) as x — a, means that |f(x)/g(z)]
remains bounded as z — a. (T hlb includes the possibilities a = +00.) Simi-
larly, the notation a,, = O(b,) as n — 0o means |a,,/b,| remains bounded as
n — 0.

The Heaviside function is defined by

1,z >0
H("”):{Oa:<0‘
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Appendix B

Special Functions

Only the most important relations for the special functions employed in this
book are included in this section. For more detailed information, the reader
is referred to standard works on the special functions including, for example,
[59, 1, 57, 58], and a summary treatment in [27].

B.1 The Gamma function

The Gamma function I' defined by
I'(z) :/ t*"le7tdt, Re(z) >0 (B. 1)
0

is a generalization of the factorial: when n is a nonnegative integer
I'n+1) =n!

The recurrence formula for the factorial is

[(z+1) =2z2I(z), (B. 2)
and the reflection formula is
T(:)I(1—z) = Sinzrm), (B. 3)

from which it follows that I'(3) = \/@; the duplication formula is

D(22) = (27) 32241 ()D (= + %). (B. 4)

Two asymptotic formulae are widely used. Stirling’s formula states

Nl=

1 1 139 571
1+ —+ +

122 ' 28822 5184023  2488320z% ' |’
(B. 5)

I(2) e 2" 2 (2r)
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when z — oo in |arg z| < m; Field’s formula states that the ratio of Gamma
functions has an asymptotic expansion of the form for suitable ¢,

F(z—i—a b 'b—a+mn) 1

—L 2T B. 6

F(z—i-b ch T(b—a) 2" (B- 6)
when z — oo and z # —a, —a — 12 # —b,—b— .. The first few terms

in the expansion are

I(z+a)
I'(z+0)

P R

112<agb> (3(a+b—1)2—a+b_1);12+"')' (B.7)

Closely connected with the Gamma function is the Beta function defined
for Re(p) > 0,Re(q) > 0; it equals

1
_ - L'(p)T'(q)
Bp,q:/t”ll—tqldtzi. B. 8
O A R (B.5)
B.2 Hypergeometric functions
The generalised hypergeometric function is defined by
ad (al)k(ag)k....(ap)k Zk
F,(a1,...,ap;b1,...,by;2) = - — B.9
p Q( 1 py Y1 q ) kZZO (bl)k(bQ)k(bq)k k' ( )
where the notation for the Pochhammer symbol
@ “ala+1).. (a+k—1);(a) 21 (B. 10)
has been used; the upper pammeters @ = (ai,...,a,) are unrestricted,
whereas the lower parameters D = (b1, .. .,bq) are restricted so that b; #
0,—1,—2,.... Note that when a # 0,—-1,-2,...,
I'(a+k)
= ——" B. 11
(@) = s (B.11)

When p < ¢, the series converges for all complex z. When p = ¢ + 1, the
series has radius of convergence 1, converging inside the unit disc |z| < 1; it
converges on the unit disc |z| = 1 provided

q+1

Zbk—Za] >0, (B. 12)
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or alternatively, it converges everywhere on the unit disc, except at the point
z =1, provided
q+1

—1<Re Zbrzaj <0. (B. 13)

If the one of upper parameters is equal to zero or a negative integer, then the
series terminates and is a hypergeometric polynomial.

The function 1 F (a; b; z) = M(a, b, 2) is known as Kummer’s function; many
special functions are expressible as Kummer’s function with particular param-
eters [1, 59].

The Gaussian hypergeometric series is a special case of the hypergeometric
function with p =2,¢ =1,

0 e
)i (
oF1(ab;c; 2) Z Or R (B. 14)
k=0
It satisfies the differential equation
d*U dUu
(1—2)W+[c—( —I—b—i—l)z]a—abU:O. (B. 15)
When a or b is equal to a negative integer, then the series (B. 14) terminates
and is a hypergeometric polynomial; if a = —m (m a positive integer),
N - (_m)n(b)n 2"
This formula is also well defined when ¢ = —m —1,1=0,1,2,...
" n 2"
F(—m,b;—m —1;z) Z — (B. 17)

TL

Many special functions are particular examples of the Gaussian hypergeo-
metric series (B. 14) with appropriate arguments, including the Jacobi poly-
nomials discussed in the next section. Hypergeometric functions satisfy a
great number of transformation rules (see [1]) that provide many interesting
and useful connections between the various special functions.

B.3 Orthogonal polynomials: Jacobi polynomials, Leg-
endre polynomials

Jacobi polynomials and Legendre polynomials are two families of classical
orthogonal polynomials whose properties are extensively described in [58].
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For each fixed («a, 3) with o > —1,8 > —1, the Jacobi polynomials Pfla’ﬁ)
are polynomials of degree n (= 0,1,2,...), and are orthogonal with respect to
the weighted scalar product on [—1, 1] employing the weight function wq g(x) =

(1—2) (1+z)"
1
(Pleod), plas)y — / (1= 2)*(1 + 2)P PP (2) POA) (2)da = WD,

-1
(B. 18)
The polynomials are normalised by their value at x =1,

(e, _(ntoa) Fn+a+1)
En Ml)‘( n >_F(n+1)I‘(a+1)’ (B. 19)

so that their squared norm is

= . B.2
2nta+p+1 nln+a+8+1) (B. 20)

h(®) — HPT(L,W) H2 2008 T(n+a+1)I'(n+B+1)

Jacobi polynomials may also be normalised by the requirement that the
weighted scalar product be equal to unity when n = m; the members of

this orthonormal family are denoted P{*® = {hff’ﬁ ) }75 pLR,

In common with all the families of classical orthogonal polynomials, the
Jacobi polynomials satisfy a recurrence relation of form

Pnt1 — (@nx +by)pp + 1 =0, n=12,.. (B. 21)

For the Jacobi polynomials p,, = Pr(ba’ﬁ )7 the coefficients a,,, b,,, ¢,, and the two
lowest degree polynomials are

@n+a+B+1)2n+a+F+2)
2n+2)(n+a+p+1)
_ 2n+a+p+1)(a® - 3%
bn_(2n+2)(n+o¢+ﬁ+l)(2n+a+ﬂ)’ (B. 22)
2(n+a)(n+ B)(2n+ a+ B +2)

Cn+2)(n+a+B8+1)2n+a+p6)’

Ay = )

n
and

P (z) =1,P*(z) = %(a - 08)+ [1 + %(a + 5)} z. (B. 23)

They satisfy the differential equation

2
(1—:62)%4—[6—04—(a+ﬂ+2)x]%+n(n—|—o¢—|—ﬁ—|—1)y=0. (B. 24)
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Comparing this with the differential Equation (B. 15) for the Gaussian hy-
pergeometric series and making the transformation z = % (1 —z) leads us to
make the identification

a=-nb=n4+a+p0+1l,c=a+1

and to recognise that P,Sa’ﬂ) (z) is the hypergeometric polynomial

17
Rym@ﬂ<”Za>ﬂﬂ(1un+a+ﬁ+ha+h 2x)- (B. 25)

(aﬁ)( ) i

Thus, an explicit form for P, is

F(n+a+1) i (—n)m(n+a+ B84 1), (1—x)m

nll(a+1) 4 m!(a+ 1), 2
. Tn+a+1) " Tn+DI(n+k+a+p+1) z—1\"
Call(n+a+f+1) & Th+1Mn—k+)0(k+a+1) \ 2
From the symmetry property
PR (=) = (<1)" P (a), (B. 26)
one obtains the alternative representation
(a.8) n(ntB 1 + z
PP (z) = (-1) " oFy [ —nn+a+p8+108+1; . (B.27)

Many other representations are possible because of the great number of trans-
formation relations that the hypergeometric function satisfies.
The Jacobi polynomials satisfy Rodrigues’ formula

_1\n d\"
P = G ey () [ 97,
(B. 28)

from which follows the useful relation

—2n(1 — 2)*(1 + z)° PP (z) = L

_ya+l B+1 p(a+1,6+1)
— @=L @)

(B. 29)
The differential relation expresses derivatives in terms of polynomials of the
same parameters («, 3) :
2y 4 p(a,p)
Cn+a+p)(1—=z )%Pn Pl(x)

=nla—B—C@n+a+B)z] P (z)+2(n+a)(n+ B)P"D(z). (B.30)
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Other recurrence relations connect polynomials with indices (a, 3) to those
with indices (a + 1, 8) and (a, 84+ 1),

<n + % + g + 1) (1 — z) Pt (1)

= (n+a+ )PP (z) = (n+1)PS7(2), (B.31)
a f (@,641)
<n+2+2+1>(1+x)Pn’ (z)
= (n+ B8+ )P (@) + (n+ )PP (x), (B.32)

2P () = (1 — z) PP (2) 4 (1 + ) PP (2); (B. 33)

also recurrence relations between polynomials with indices («, 5) and those
with indices (« — 1, 3) and (a, 8 — 1)

(2n+a+ ) P (2) = (n+a+B)PD (@) - (n+ AP (), (B. 34)

(2n+a+ ) PP D(z) = (n+a+ B)PP (@) + (n+ )Py (), (B. 35)

PLeB=D) (g) — Pla=18)(g) = PP (). (B. 36)

These relations may be used to extend the definition of Jacobi polynomials

for parameters («, 3) where @ < —1 or § < 1; in the text, the most commonly
encountered examples are

P10 (2) = 5 (P (&) = Pao1 (2)), (B. 37)

PO = Z (P, (2) + Py (2)). (B. 38)

N~ N~

The generating function is
F(z,z) =Y PP (x)z" =22PR™ (1 -2+ R)™(1 4+ 2+ R) ™, (B.39)
n=0

where R = /1 — 2xz + 22, the branch being fixed by specifying R = 1 when
z = 0; the power series is convergent when |z| < 1. For particular values of
«, 3 there are other generating functions.

An asymptotic formula with o, 8,z fixed and n — oo is

P (cos §) = +o (n*%) (B. 40)

where 0 < 0 < 7.
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Many of the classical orthogonal polynomials are particular examples of
Jacobi polynomials, including the Legendre polynomials P, = P,(LO’O), the
Chebyshev polynomials of first kind

ra3)r 1) (—1_1
7, - TOL0 A pepy) (B. 41)
L (n+3)
the Chebyshev polynomials of second kind
rer 1) (11
v, - LGt (n D) psd), (B. 42)
I (n + 5)
and the Gegenbauer polynomials
2 11
e 2 7)1" poTzE), (B. 43)
(v+3).,
Thus if n is a nonnegative integer,
F(HT(m+1) (—1,-1
cosnf = (2)—(711)1% 2 2)(cos ), (B. 44)
I (n + 5)
(T (n+1 11
sinnf = (2)—(111) sin 9P7gi’ ) (cosf). (B. 45)
T (7’L + 5)

Explicit forms for other trigonometric functions are

s Ly TETOEY
cos(n + 5)9 = I2‘ (s D) oS §9Pn (cos ), (B. 46)
e g LET+Y 1 (-3
sin(n + 2)0— T+ D) 29Pn (cosb). (B. 47)

B.3.1 The associated Legendre polynomials.

When n > m, the relationship between the associated Legendre functions P;"
and the Jacobi polynomials P{"™"™ is

r 1) _(mm
P (cosf) =27 sin™ Omf’i}n ) (cos ) (B. 48)
and the connection with Legendre polynomials is
m M
m _ 2

Another orthonormal family of Jacobi polynomials (n > k, k fixed), considered
in Chapter 2 has the form

I = S8l (L) el

(B. 50)
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B.3.2 The Legendre polynomials.

The Legendre polynomials P, (z) form a subclass of the associated Legendre
functions P™(z) (where m = 0 , v = n = 0,1,2,... and z = x is real,
—1 < x <1) that are considered in the next subsection and so all properties
of these functions are valid for the Legendre polynomials. In the context
of classical orthogonal polynomials, the Legendre polynomials are the Jacobi
polynomials with @« = g = 0. Thus, they are orthogonal with respect to
the constant (unit) function, are normalised by the condition P,(1) =1, and
have square norm where h, = hit"?) = IP? = 2@2n+1)""
the recurrence relation

They satisfy

(n+1)Poy1(x) — 2n+ DzP,(x) +nPy_1(z) =0, n=12,... (B.51)

where Py(z) =1, Pi(z) = . Thus P»(z) = 32 — 1. They satisfy the differ-
ential equation

d*y dy
2 _
and have the hypergeometric polynomial representation
1—=
P,(z) = oFy (—n,n +1;1; 2) . (B. 53)

The Rodrigues’ formula is simply

P, (z) = 27%' (;i:) (2> =1)"]. (B. 54)

Useful differential and integration relations are

d

(1= 2%) = Pa(@) = n[Pr1(2) = 2Pu(w)]
= (n+1) [2Po(2) = Prya(2)] (B. 55)
d d
nP,(z) = x%Pn(x) ~ 1 () (B. 56)
(n+1)P,(x) = %P,H_l(m) - x%Pn(x) (B. 57)
(2n+1) / P, (z)dx = Ppi1(x) — Po_1(2). (B. 58)
Two generating functions are
iPn(x)z” =(1-222+2%)7" —l<z<l]z <1, (B. 59)
n=0

Z %Pn(cos 0)2" = %< Jy(zsin ) (B. 60)

n=0
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The asymptotic formula for the Legendre polynomials when n — oo is

P,(cosf) = m(;mneré cos K ) 0 — } +0(n7Y) (B.61)

where x = cos @ is fixed and 0 < 6 < 7.

B.4 Associated Legendre functions

Associated Legendre functions of degree v and order p are solutions of
complex argument z of the differential equation
d*y dy I

(1—2)d2 22:%—1— Z/(V—|—1)—1_ 5

y = 0. (B. 62)

The constants v and p are in general arbitrary complex numbers. The singu-
larities of the differential equation are located at z = +1, 0o and are regular.
We shall consider first the ordinary Legendre functions of degree v correspond-
ing to the choice p = 0, and subsequently consider the associated Legendre
functions of nonzero order pu, restricting it to be integral.

B.4.1 Ordinary Legendre functions
When g = 0, the differential equation becomes

5. d%y dy

A pair of linearly independent solutions is the first-kind and second-kind Leg-
endre functions denoted P, (z) and @, (z); they are entire functions of z in the
plane cut along (—oo, 1]. The first-kind function is defined by

1—
P,(z)= oFy <—V,l/—|— 1;1; ZZ) , larg(z + 1) < . (B. 64)

It possesses the symmetry property P_,_1 = P,. An alternative representa-
tion for P, that is useful for large z is

2)7Vir(=L —y y+1 3 1
PV(Z)=( : - )2F <2+1 2 ”L2’22>+
1
2

N

(22)"T(v+ 3) 1-v v 1
F - B. 65
1 2 ) 27 —V; 22 ) ( )

I'v+1)
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valid when |z| > 1,|arg z| < 7,v # +£3,+2,.... Another useful representation
is

T 5-&-1) s 1+v v 1
P, :A = UF rs 02
(2) T 1) coS 5 2 1( 5 T35 viz® ) +

2r (% + 1) T l—v v 3
— 2 _gin—z oF) [ ——, = +1; ;27 B. 66
ﬁr(g+;)m2“1< 2 ’2+’2’2)’ (B. 66)
valid when |z| < 1, and v is arbitrary.
The second-kind Legendre function is defined by

Val (v +1) (V v 1 3 _2>
v(2) = Fil=-+1L -+ v+ =52 , B. 67
l2) T(v+3)@2) 7 27 727277 72 (B. 67)

where v # —1,—2,...; it possesses an analytic continuation in the entire
complex plane, excluding the points z = 41, with a branch cut along (—oco, 1].
Another useful expansion is

IzVW/ZIF( ) 1_1/ Z%
Qu(z)=e 7F(%+%) z oI 5 22 +
¥zyw/2ﬁr(%+%) F <1+V K 1 2) B
e 2421_‘(%+1) 2471 2 ; 27272 ) ( 68)

valid when |z| < 1,v # —1, -2, ..., the upper sign being taken when Im z > 0,
and the lower sign when Im z < 0.
The Wronskian is

WA{P,(2),Qu(2)} = PL(2)Qu(2) — P(2)Qu(2) = (1= 2%) . (B. 69)

The following formulae are particularly useful for estimation of the asymp-
totically small parameters encountered in Chapters 3 and 4.

\/>F(V+ ) 7(u+1)a 1 3 —2a
Q. (cosha) = T+ 2) F 1/+1,2,1/+2,e (B. 70)

I'v+1)
Val(v +3)

L(v+32) e
+7\/7?F(le)e F(z/

1
P,(cosha) = tan (vr) e~V p <1/ +1, 3 + ;; 620‘)

11
,5, 5 — 1/;62&) , (B 71)
where V#:l:%,:l:%,....

Asymptotic expansions valid when |v| — oo, |argr| < § — 0, and « is fixed
(0 < a < 0) are

P,(cosha) = \/% [1 +0 (|u|*1)} (B. 72)
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Q@ (coshar) = \/ZZJSCthae_(H_é)Q [1 +0 <|V|_1)} ; (B. 73)

when v is real and v — oo, and 6 is fixed in the interval § < 6 < 7 —§ (for
some § > 0),

P,(cosf) =1/ mrs21n0 sin l:(V + %)9 + leﬂ:| [1 +0 (\y|_1)] ) (B. 74)

2
vmsin 6

Q. (cosl) =

cos {(u + %)9 + H 1ro(m™)].  ®)

Explicit expressions are

R =1, Qo) = 5 (257, (8. 70
Py(z) = 2, Ql(Z)Zgln(zi—1>—l; (B. 77)

these are valid when z takes real values z € (—1,1).
P, 1 and Q4 1 are closely related to complete elliptic integrals of the first
kind

K (k) :/2 S (B. 78)
0 v1—k2sin%0
and of the second kind
B (k) = / V1= k2 sin® 6de, (B. 79)
0

the properties of which are discussed in [59, 1]; in particular [14]

-2 T (D).
Q_y() = || K (ﬁ) 7 (8. 81)
é(z)i(z+\/ﬂ>éE<\/ﬁ> (B. 82)
s () )

(B. 83)
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When z = z is real and —1 < x < 1, these become

Py () = iK( 1295),

cz_;oc):K( 1;”“),
w2 () + ()]

14+ 14+
oo ({57) 25 ({57,

Q3 (cosha) = (2 cosh% — sech %) K (sech %)
—2cosh %E (sech %) ,

Another useful result is

Q1 (cosh20) = secho K (sech o).

(B.

Integral representations valid for any complex v and Recosha > 0 are

*  cosh (V + %) 0
o V2cosha — 2coshé
and the Mehler-Dirichlet formula ([55])

P,(cosh ) =

2 (P cos (1/+ l)9
P,(cosfB) == 2 dé.
(cos 5) T Jo v/2cos@ —2cos[

When a > 0, and —1 < Rev < 1,

™

2 1 o sinh g
P,(cosha) = — cot <1/ + 2) 7r/ sinh (v + 3) 5.

V2 coshf — 2 cosha
Also, when Rev > —1,
o) ef(l/+%)9

v(cosha) = de.
@l ) o V2coshf — 2cosho

©2001 CRC PressLLC

(B.

. 84)

. 85)

. 86)

. 87)

. 83)
. 89)

. 90)

. 91)

92)

93)

. 94)

. 95)

. 96)



A definite integral that frequently occurs is

JACRCENCE

(;;?)2 {Pm (20) Q/_% (z0) — P,’n (20) Q7% (ZO)} . (B.97)

(It is evaluated using integration by parts and the defining differential equa-
tions for these functions.)

B.4.2 Conical functions

The Legendre functions P_1 1yir and Q_1 Liir with real 7 occur in boundary
value problems in conical geometry The function P_1i i (cosg) =P_1_ 1, (cosg)

is real for real ¢, as may be seen from its hypergeometrlc representation de-
rived from (B. 64),

1 1
P_1,(cosp) = 2F1< +iT, = 5

1
—i7;1;sin? 2@5) (B. 98)
Although P_1 1yir and Q_1 1y, are linearly independent solutions of the dif-
ferential equatlon the functions P . HT( x) and P_1 (=) are also linearly
independent. The Wronskians are

W (P y (@), Py ()
=P_ +iT ( )PL%+iT(_x) - PféJri‘r(_x)Pi%JriT(m)
2
= = cosh (1) W (P_y 4 (2),Q_y ir(2))
2 _
= = cosh (r7) (1 — 2?) ! (B. 99)
™
P_ 1yir has the integral representation
2 [* t dt
Py (cosha) = Y2 [t
2 vcoshz — cosht
2 o in7t dt
=2 oth(ar) [ )
s z Vcosht — coshz
When as 7 — oo,
670
P 1., (cosb) » ——— , B. 101
rir(C086) =~ g (B- 101

uniformly in the sector § < 0 <7 — .
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B.4.3 Associated Legendre functions of integer order

The conventional choice for a pair of linearly independent solutions to the
differential Equation (B. 62) employs the first-kind and second-kind associated
Legendre functions denoted P¥(z) and Q“(z) and defined by

1
1 Z 41\ 2 1—=2
pPH = Fy |- 11—y ——— B. 102
V(Z) F(l—u) <Z—1> 2 1( v, v+ 1 s 2 )ﬂ ( 0)

and

[N

Oz = YEOTT WA pt ) (2 — 1)

QU+l yv+p+1T (I/ + %)

[ DL R S
v+ - v+ - — v
AV T T gV T ol Ty

3
+ 2;2—2> . (B. 103)
This is valid for the complex plane with a branch cut along (—oo, 1]. When
1 is a positive integer, the Gamma function factor creates some difficulty;
in this case the definitions of the associated Legendre functions of degree
m(=1,2,...) are taken to be

b d™

P = (2 - )i b (e) (5. 104)
and L gm
Qu(z) = (s —1)*" e v (2). (B. 105)

When z = = € (—1,1) is real, it is convenient to modify these definitions in
the fashion described in [27]. P]", Q)" are generalisations of the Legendre
polynomials P,, @, reducing to them when m =0 and v =n=20,1,2,....

P™(z) is an entire function of v, while Q7*(z) is a meromorphic function
of v with poles at the points v = —1, —2,.... They have the hypergeometric
function representations

Fv+m+1)

_ 2_1%m
Tt )T —m " D%

P(z)

1_
o Fy (m—y,y+1+m;m+l;2z>, (B. 106)

valid when |z — 1| < 2,|arg(z — 1)| < 7, and v is arbitrary, and

(=) /AL (v +m+1)(z2 —1)z™
Quilprtm1D(y + 3)
2F1<1/+m v+m+1

+1 43
L3
2 T2 YTy

X

Q' (z) =

1
22

) . (B.107)
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valid when |z| >;larg(z £1)| < 7, and v # —1,—-2,.... When z € (—1,1) is
real,

()" +m+1)
2T (m+ DIy —m + 1)

P (z) (1—22)7mx

1—x

2oF (m—l/,l/—l—m—i—l;m—i—l; ) (B. 108)

Both functions P¥#(z) and Q#(z) satisfy the same recurrence relations:

N|=

P (z) = (22 = 1)72 [(v — w)zPl(2) — (v + w) Py (2)] (B. 109)

(v =+ Py (2) = 20+ 1)2PAE) — (v + )Py (), (B. 110)

dP¥(2)
dz

Transformation formulae relate negative and positive indices:

(22 —1) =vzP*(z) — (v + p) P! | (2). (B. 111)

PL, 1(2) = P}(2),

v

Pt (z)=Pl(x), —1<z<I; (B. 112)
P = o e P ),
Prm(z) = (1)mmW(@, ~1<z<1; (B.113)
Q" 1(2)= m [—me!™ cosvm Pl (z) + sinm(v + p) Q4 (2)] ;
(B. 114)
Q) = IR gn ), (B. 115)
Q") = ()" o). (B. 116)

The Formulae (B. 114)—(B. 116) require that -1 <z < land v #m—1,m —

2,.... Finally we note that when m > n,
P"(z) = P (x) =0. (B. 117)
Also
PM(—z) = (-1)"""P™(x), —1<x<l1. (B. 118)

The Wronskian is

(-1)™ T+ m+1)
(1-22)T(v—m+1)

WA{P)(2), Q) (2)} = (B. 119)
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1 Tw+m+1)
1—a2)T(v—m+1)

Some explicit expressions are

WAP(2), Q) (x)} = —l<z<1  (B.120)

z—1
241’
—V1—22, Pj(x) =321 22 (B. 122)

For fixed z ¢ (—o0,—1) U (1,00) and fixed p, as Re(v) — oo

piy 1 F(v+p+ a1 l’+2
P = Vor(z2 —1)/4 T(v+3 [ * ]

)
11 3 +/22 — 1
Ol B R N Z R ey
2 2 2 2vz22 -1

1 T(v+pu+1).

Vor(z2 = 1)+ T(v+3)

Pyl(z) =P }(2) = (B. 121)

— T VJF%
e " [z— 22—1} X

1 1 3 —z+Vz22 -1
= - — ;= — B. 123
21(24‘#72 Ma2‘|‘Va 9vZ =1 )v ( )
and for fixed z ¢ (—oo, —1) and fixed u, as Re(v) — oo
1
P e 1 F(V—l—,u—l—l)[ B 2_1]u+§
QV(Z) € \/;(22_1)1/4 F(VJF%) Z—VZ X
1 1 3 —z+Vz22 -1
= — — ;= ;——— | . (B. 124
21(2—'_,“72 ua2+ya 2/72271 > ( )
B.5 Bessel functions
The commonly employed solutions of Bessel’s differential equation
o d*w dw 9
d2—|— - + (22 =1vHw =0 (B. 125)

are the Bessel functions of the first kind J, (z), of the second kind Y, (z) (also
called the Neumann function), and of the third kind Hﬁl)(z), H£2)(z) (also
called the Hankel functions of the first and second kind, respectively), defined
below; v, z are in general complex. The classic treatise is Watson [73]. Each
is a regular (holomorphic) function of z in the entire z - plane cut along the
negative real axis; for fixed z (# 0) each is an entire function of v. When v is
integral, J,,(z) has no branch point and is an entire function of z.
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The series representation for J, is

1 Z\Y 2\ = (—1)R(z/2)%kH
W = 5D (5) oF <y+1,4> = ,;m (B. 126)

When v = —n is a negative integer, and J_,(z) = (—1)"J,(z), for all z. The
Neumann function is defined by
1

Y. (z) = e [J.(2) cos (vm) — J_,(2)] (B. 127)

where the right-hand side of this equation is replaced by its limiting value if
v is an integer or zero. When v = n is a nonnegative integer,

o =saon() -1 6 TR
( ) i (k+1) +4(n + +1)]%(3)2k (B. 128)

=0

where (k) = <7435 o (1/ (0 +1) = 1/ (k + ) 1 also Yo (2) = (—1)Ya(2).
The Hankel functions are defined to be

HV(2) = J,(2) + Y, (2), HP(2) = J,(2) — iY5(2). (B. 129)

The set {J,,Y,} is a linearly independent pair of solutions of Bessel’s differ-

ential equation. The same is true of the pair {Hl(,l)7 H,SQ)} . The Wronskians
are

W (), Yol2)} = L(Yole) — Ju(2)Vie) = = (B. 130)
and
W {HY (), HP (2)} = B () HP (2) B () P (2) = — 20 (B 131)

The functions J,,,Y,, Hl(,l), H 1(12) all satisfy the same recurrence relations

2Fy_1(2) + 2Fyp1(2) = 20F, (2) (B. 132)
2L Fy(2) = For ()~ o (2) (B. 133)

z%F,,(z) = 2vF,(2) F 2F,41(2) (B. 134)

d% [25YF,(2)] = £2Fo11(2) (B. 135)
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and the differentiation formulae
Ld)" [25F,(2)] = (£1)™ 25 " Fm(2) (B. 136)
zdz v vEm '
dm

In particular, J) = —J;, Yy = =Y; and H(gi)/(z) = —Hl(i)(z)7 (i=1,2).
The generating function is

exp [(t —t) ﬂ - _f:: " T, (2) (B. 138)
from which is derived

cos (zsin @) )+2 Z Jar(z) cos(2k0) (B. 139)
sin (zsinf) = 2 Z Jopi1(2)sin {(2k + 1)8} (B. 140)

k=0
cos (z cos ) )+2 Z )k Jor(2) cos(2k6) (B. 141)
sin (zcosf) = 2 3 (—1)* Jogy1(2) cos(2k + 1) (B. 142)

k=0

Asymptotics. When |z| — 0 with v fixed, the power series expansions (B.
126)—(B. 128) serve as asymptotic relations,

Jo(2) ~ (g)” ﬁ,u £ 1,-2,... (B. 143)
and when Re(v) > 0,
Y, (2) ~ —iHD () ~ i HO (2) ~ — 21 () (f)w. (B. 144)

When z is fixed and v — oo,

T (2) ~ J% (£) 7o) ~ —\/Z (£)™. (B. 145)
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When v is fixed and |z| — oo,

E 1 1 .
Ju(z) = 7rz{cos (z—gmr—47r> +O(|z\ )},|argz| <7
(B. 146)

ERS 1 1 )
Y. (z) = p— {sm (z — YT 471') +0 <|z| )} Jargz| <
(B. 147)
HD(2) ~ (] 2 exp
Tz

B.5.1 Spherical Bessel functions

1 1
i (z —gvm - 47r>} ,—m <argz < 2m. (B.148)

The spherical Bessel functions 7, yn, h%m) are defined for integral n to be
) 7
]n(z) = ijn+1/2(z)v
7
yn(z) - gyn—&-l/Q(Z)?

h12) () = 1/2%HT(L{;21)/2(2), (B. 149)

and can be expressed in terms of elementary functions as

gn(2) = (=2)" (1d>n <Sinz) , (B. 150)

zdz z

yn(2) = —(=2)" <1d>n (*25). (B. 151)

zdz z

B.5.2 Modified Bessel functions

Bessel functions with argument +iz are known as modified Bessel functions
and are solutions of the differential equation

d*w dw
2 2., 2
zdz2+zdz—(z + 9w = 0. (B. 152)

The first-kind and second-kind modified Bessel functions are defined by

I(z) = €73V, (ze%m) , —wm<argz < -, (B. 153)

1
2

3, 3. 1
I(z) = €2V ], (ze_%7”> ) 5T <argz <m, (B. 154)

©2001 CRC PressLLC



and

1 . . 1
K, (2) = im'e%”mH,El) (ze%7”> , —m<argz < 2™ (B. 155)
1 , - 1
K,(2) = _§Wi67%VW1H52) (ze7%m> - <argz <m. (B.156)

Each is a regular function of z throughout the z-plane cut along the negative
real axis, and for fixed z (# 0) each is an entire function of v; when v is inte-
gral, I,,(z) is an entire function of z. They constitute a linearly independent
pair of solutions to the differential equation with Wronskian

W () K ()} = (B. 157)
Also -
KV(Z) = QST(VTF) I,V(Z) - IV(Z)] (B 158)

where the right of this equation is replaced by its limiting value if v is an
integer or zero. The series expansions are
2/2 2k+1/

< KIT(k + v + ET(k+v+1) (B. 159)

and

Ka(2) = (~1)" 1) (5) + % (;)nf W (2>2k *

iyl (5)” i [W(k+1) +¢(n+k+1)] (g)z’“ (B, 160)
k=0

2\2 El(n+k)!

where (k) was defined above. Also

I, (2)=1,(2),K_,(2) = K, (2). (B. 161)

Recurrence relations satisfied by modified Bessel functions include
2wl (z) = 2I,-1(2) — 2L, 41(2), (B. 162)
WK, (2) = —2K,_1(2) + 2K, 41(2). (B. 163)

Asymptotics. When v is fixed and z — oo,

> n TE+v4n) T
o )" (2z) " —2—— — B. 164
Y e B s < @169

[T > +V+n) 3
— —_— B. 1
2z€ g n'F I ),|argz| < 5 ( 65)
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B.6 The incomplete scalar product

The incomplete scalar product for the family of Jacobi polynomials is de-
fined by

1
QLA (t) =/ (1—2)* (1 +z)° P9 (z) P (z)d, (B. 166)
t
whilst its normalised counterpart is defined by
1
QLA (t) = / (1 —2)% (1 + 2)? BB (2) PP (2)da. (B. 167)
t

Elementary properties of the normalised incomplete scalar product valid for
all s,n=0,1,... are

Qi (1) =0, (B. 168)
an index symmetry R K
Q™ (t) = QY (1), (B. 169)
and R
QD (—t) = 05 — (—=1)° 7" QU (1) (B. 170)

Two other relationships frequently used are

1=+t
(s +a+1)(s+8)*

[(n+a+1)(n+6)
(s+a+1)(s+0)

valid when o > —1, 8 > 0, and

Qe (1) = PP (0 P (1

] QA= (1) (B.171)

Q-1+t
[(s+a)(s+5+1)?

n+a)(n+pB+1) (1 1)
[(S+a)(s+ﬁ+1)] QG t), (B.172)

p(a 1, B+1)( )péaﬁ) ()

QWO (1) =

valid when o > 0,3 > —1. Formulae (B. 171) and (B. 172) are deduced from
the relationships (1.173) and (1.174). Finally, the property

QT QY (1) =% (1) (B. 173)

=0

allows us to interpret the matrix operator K (t) with elements an’ﬁ ) (t) as a
projection operator on [s.
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Employ the following differentiation formulae, which follow from the index
recurrence relations and the differential recurrence relations

d

v _ o+l p(at+1,8-1)
= la—zaepy (=)]

=V +a+1)(n+p)(1—2)P(2), (B.174)

d .
= [(1 4 )PPl 1,ﬁ+1)(z)]

=+ B8+ 1)(n+a)1+2)PPP(2), (B.175)

and apply integration by parts to obtain two equivalent expressions for the
incomplete scalar product, valid when s # [,

(1 — Zo)a—H(l + Z())ﬁ

Qi (z0) = GratDE+0) —(tatDI+5)]
{VsFaF1)(s BP0 (20) P (20)
VIFa+ DI+ BPED (z) K V() ) (B 176)
and
0 (20 = —(1 = 29)*(1 + 20)°*!

G181+ —(Ut8+0(+a)]
{VF B0 (s a) P00 () P (20)—

VT B+ D) + ) PLeod) () Bl 1A+D (zo)} . (B.177)

Thus, when s # [, the incomplete scalar products Q o )(zo) may be calculated

in terms of the normalized Jacobi polynomials ( ﬂ ). These polynomials are
efficiently evaluated by a normalised form of the recurrence relation (B. 21)
on the polynomial order:

PLY (@) = (b + 2d,) PSP () — 6, P () (B. 178)

n

with initialisation )

PR gy = Ll
SO

Pl (z) = Z{h(“’ﬁ)} [o— B+a(a+B+2).
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The recurrence coeflicients are defined by

[N

an = an (B 0D (B. 179)

b = ba (AP /D) (B. 180)
1

e = o (RSP /D) (B. 181)

The ratio of norm values in (B. 179), (B. 180), and (B. 181) are simple rational
expressions in n, a, and 3; also

- (a2 _ ﬁ2)dn

" 2n+a+B)2nta+pB+2)

(B. 182)

When s = [, the following recurrence relation for the incomplete scalar
product may be employed. Consider (B. 178) with n = s and n = [

PP (@) = (b + 20.) PP () — 6, P (), (B. 183)
Pl(flﬁ)( ) = (i)l + I&l)pl(aw@) (z) — élpl(f‘iﬁ) (). (B. 184)

Multiply (B. 183) by dlf)l(a”@) (x), (B. 184) by a, Pl () and subtract to
eliminate the term containing x. Now multiply by the factor (1 —z)*(1 + )"
and integrate over (zg, 1) to deduce the following recurrence relation:

aQ11(0) — 0. Q12 (=0)
= (arbs — asb)Q\"” (20) — Q™)) (20) + @1 Qi) (20).  (B. 185)

Setting s =1 + 1 in (B. 185) produces a recurrence formula involving Q )

and three other incomplete scalar products of form Qnm with n #£ m.

o,
Ql+1 l)+1(20)

(aﬁ( 0) + (bz—bwu )Ql(ilﬁl( 0)
+qﬂ——Qﬁm@w—a@ﬂH4%><31%>

It may be initialised by the value

_ 1
Q5 (20) = {n§*"} 1/ (1—2) (1 + )" da. (B. 187)
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Special cases commonly encountered are

_ 1 [si - 0 i 0
5”,;” 2)((3086‘0) — - |3 (n —m) 6o + sin (n + m) 0} , (B.188)
T n—m n+m
QUi (cost) = L [T b g gg0)
T, n—m n+m
0 7%’%)(60800) _ 1 [sin (n —m) Oy N sin (n+m + 1) 6y
nm Tl n—-m n+m+1 ’
(B. 190)
NS 8 — 1 [sin(n—m)fy sin(n+m+1)6
@1, —1(c0s 0o) Tl n-m n+m+1 '

(B. 191)
These are valid when n # m; when n = m, the term

sin (n —m) 0
n—m

occurring in (B. 188)—(B. 191) is replaced by 6y.
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Appendix C

Elements of Functional Analysis

C.1 Hilbert spaces

In this section we collect some concepts from functional analysis. There are
many standard introductory texts on this material, including [34, 33, 78, 10].

A Hilbert space is a vector space H over a field of either real or com-
plex scalars, endowed with an inner product. The inner product is a bi-
linear map that associates to each pair of elements f,g in H a complex
number denoted (f,g) with the following properties: (1) (a1f1 + aafe,g) =
aq (f1,9)+as (fa,9) for all fi, fa, g € H, and scalars oy, as; (2) (f,9) = (9, f)
for all f,g € H, where the bar denotes complex conjugate; and (3) (f, f) >0
and (f,f) =0« f = 0. We normally deal with real Hilbert spaces with a
real inner product. The third property allows us to define the norm of an el-
ement f € H to be || f]| = (f, f)%. It satisfies the properties (1) ||f]| > 0
and ||f|l = 0 & f = 0; (2) |laf|| = |a|||f]| for all scalars «; and (3)
If+all = Ifll + llgll for all f,g € H. Moreover, the Cauchy-Schwarz in-
equality |(f,g)| < [If]l lg]| holds. The Hilbert space H is complete with re-
spect to this norm, i.e., every sequence {f,} ., in H that is Cauchy (so
that ||fn — fmll — 0 as n,m — o) is also convergent to an element f of H
(lfu— fl > 0 as 0 — o0).

A basis for H is a set of elements {ej, es, ...} of H such that every element
f of H is a unique linear combination of the basis elements: there exist scalars
a1, s, ... such that

f= Zanen. (C. 1)

If the basis can be ordered as a countably infinite sequence {e,} -, H is
called separable, and the sum (C. 1) is interpreted to mean that

N
Hf - Zanen

n=1

—0as N — oo. (C.2)

(If the basis is not countable, then only countably many scalars in the sum
(C. 1) may be nonzero and the sum is interpreted in the sense of (C. 2) for
the nonzero scalar elements sequentially ordered.) The basis is orthogonal if
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(fn, fm) = hndnm, where h,, = ||fn||2 is necessarily positive. If h, = 1 for all
n, the basis is orthonormal; this may always be arranged by replacing each
basis element f,, by fn./ || full-

Examples of Hilbert spaces.

1. Let I denote the space of (real or complex) sequences {a,} -, such that

S lan|? converges. It is a Hilbert space with the inner product of sequences
a={a,},>, and b= {b,} -, defined to be

(a,b) = Z by (C. 3)

An orthonormal basis is the set of sequences S = {e,,n =1,2,...} where
en = {Onm ey -

2. Let w = {wy},—, be a positive real sequence, and define l5 (w) to
be space of (real or complex) sequences {a,},., such that > >~ w, |an|?
converges. It is a Hilbert space with the inner product of sequences a =
{a,},2, and b= {b,}, - defined to be

(CL, b) = Z wnanm- (C 4)
n=1

The set S defined above is an orthogonal basis, and is orthonormal only if
wy, = 1 for all n. A particular example of interest is the choice w,, = n* where
u is a fixed real number; this space is denoted Iy (1) .

3. Let Ly(a,b) denote the set of (real or complex) valued functions f
defined on the interval (a,b) such that fab |f|> converges. It is a separable
Hilbert space with the inner product of functions f, g defined to be

b
(t9)= [ 13 . 5)

The Lebesgue integral is used for this purpose with the understanding that
two functions f, g are regarded as equal if they differ only on a set of Lebesgue
measure zero (f, g are said to be equal almost everywhere); this allows us to
assert that the only function of norm zero is the function that is zero almost
everywhere.

4. Let w be a real valued positive function defined on (a,b). Let Lo 4, (a,b)
denote the set of (real or complex) valued functions f defined on (a,b) such

that fab wl|f |2 converges. It is a separable Hilbert space with the inner product
of functions f, g defined to be

b
(f.9)= / wfg, (C. 6)
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with derived norm )
2

b
|mb</wmﬁ. @7

If @ and B are real numbers exceeding —1, and w is defined by w(z) =

(1 —2)*(1+2)”, then the Jacobi polynomials {PT(LQ”G)} ) form an orthogo-
nal basis for L ,, (—1, 1) , and the normalised Jacobi polynomials { A,(La"g)} )

form an orthonormal basis. The cosine functions {cosnf} -, and the com-
plex exponential functions {eme}fle form orthogonal bases for Ly (0, 7) and
L4 (0, 27), respectively.

C.2 Operators

A linear operator T on H is a function T : H — H that is linear: T (a1 f1 + aaf2) =
a1 T (f1) + axT (f2) for all f1, fo,g € H, and scalars aq,as. T is bounded if
there exists a positive constant M such that |7 (f)|| < M ||f] for all f € H;
the norm of the operator is then defined to be

T _ g ()1 (C.8)
£l 1 fl=1

The null space N (T') of T is the set {f € H : T (f) = 0}; the range of T is
the image T'(H) of H under the action of T.

An example is the integral operator K formed from a real or complex valued
kernel function k of two variables defined on (a,b) x (a,b) via

T[] = sup
F#0

b
zﬂﬂm:/kmmmw (C. 9)

for each function f € Ls (a,b); the condition

b b
//\k(x,t)|2dxdt<oo (C. 10)

ensures that K is a bounded linear operator on Ly (a,b) with norm || K| not
1

exceeding (f; ff k(z,t)|? dwdt) ® . A discrete analogue is the operator K with

associated matrix (kznm)f:m:l defined via
(Ka), = > knmam, (m=12,.), (C. 11)
m=1
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for each sequence {a,}, -, in lo; the condition

i i |knm|? < 00 (C. 12)
=1

m=1n
ensures that K is a bounded linear operator on Iy with norm || K| not exceed-

1
. 2\ 2
mng (Zfr?:l 2 onet [onml ) .
Of particular importance in numerical methods are projection operators P
that may be characterised by the requirement that

Pl=r

In practice, such an operator is often associated with a finite dimensional space
and is used to convert operator equations of the form K f = g to systems of
finitely many linear equations; the relation between the (computed) solution
to the finite system and the original (infinite dimensional) system is important
in determining the success of numerical solution methods (see below).

The adjoint K* of a linear operator K on H is uniquely defined by the
requirement that

(K" f,9) = (f,Kg) (C. 13)

for all f,g € H. The adjoint of the integral operator defined in (C. 9) is an
integral operator of the same form with kernel h defined by

h(z,t) = k(t, ). (C. 14)

The adjoint of the matrix operator defined in (C. 11) is a matrix operator of
the same form with matrix A defined by

B = Kumns (C. 15)

for all n,m =1,2,...

The operator K on H is compact (also called completely continuous) if for
every bounded sequence {f,},-, in H, the image sequence {K (f,)} -, has
a convergent subsequence (in H). Bounded finite rank operators (those with
finite dimensional range) are necessarily compact. The integral operator and
matrix operator defined by (C. 9) and (C. 11) are compact. By contrast, the
identity operator I is never compact in infinite dimensional spaces. If {e, }~
is a basis for H, and {)\n}zozl is a sequence of scalars, the diagonal operator
defined by

K(en) = Anen (C. 16)

for all n is compact if and only if A\, — 0 as n — oo.

Properties of compact operators are discussed in [34, 33]. In particular,
the set of eigenvalues of a compact operator K (those values of A for which
the equation (A — K) = 0 has nontrivial solutions ) is countable (perhaps
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finite or even empty); 0 is the only possible point of accumulation of this set.
The Abel integral operator A defined on Lo (0,1) by

oy
AN @) = [ 2E2E 01 C. 17
N = [ TLL aeo (1)
has norm ||Al| = 7 and is not compact; for, as observed in [4], the functions

fa (t) = t* (with « > 0), are eigenfunctions of A satisfying Af, = Ao fa,
where the eigenvalues A, vary continuously between 0 and 7 as « ranges
from 0 to 0o, so that A cannot be compact.

The dimension of each eigenspace of K is finite; for each A # 0, there is a
unique smallest integer r so that the null spaces satisfy

N (A= K)) =N (= E)™) =N (A=K ) = (C.18)
and the range spaces satisfy
M-KYH=WM-K)"H=W\N-K)""H=.... (C. 19)
The space H has the orthogonal decomposition
H=N((M-K))Y®o\M-K)"H (C. 20)

(every element of H is a unique sum of two orthogonal elements lying in
N (M —K)")and (A — K)" H).

C.3 The Fredholm alternative and regularisation

The following result, known as the Fredholm alternative, is very important in
establishing the solubility of second-kind equations of the form (A — K)z =
y, where X is a scalar and K is a compact operator on a Hilbert space H
(A\"1K is a compact perturbation of the identity operator I). We consider
the four equations

M-K)x=y (C.21)
M—-K)z=0 (C. 22)
M-Ku=w (C. 23)
M —-—Ku=0 (C. 24)

where y and v are given elements of H.

Theorem 7 (The Fredholm alternative.) The Equation (C. 21) has a solu-
tion x € H if and only if (y,u) = 0 for all solutions u of the homogeneous
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Equation (C. 24). Thus if the zero solution uw = 0 is the only solution of
(C. 24), then for every y, the Equation (C. 21) is solvable, i.e., the range of
M — K is H; the solution x depends continuously on y. Likewise, Equation
(C. 23) has a solution w € H if and only if (x,v) = 0 for all solutions x of
the homogeneous Equation (C. 22). Equations (C. 22) and (C. 24) have the
same number of linearly independent solutions.

These and allied properties of second-kind equations permit the construc-
tion of relatively simple numerical methods that are stable and well-conditioned
and for which error analyses are possible. Atkinson’s book [4] is a comprehen-
sive survey of methods particularly appropriate to integral equations, paying
attention to error estimates. In a similar way, Kantorovich [30] discusses error
estimates for second-kind matrix systems that are solved by the truncation
method; Kress [33] also discusses such estimates in the context of projection
methods.

By contrast, first-kind equations, such as

Kr=y (C. 25)

where K is a compact operator (for example the matrix operator defined
by (C. 9) or the integral operator given by (C. 11)), are generally unstable,
and simple numerical methods are ill-conditioned and yield poor results. It
is necessary to employ some method of regularising the equation. One such
method is Tikhonov regularisation, that consists of replacing (C. 25) by

(I + K*K)z = K*y. (C. 26)

For small ¢, solutions to (C. 26) approximately equal those of (C. 25) (and
are identical when e = 0), but the precise selection of € is rather problem
dependent and requires some care in achieving acceptably accurate numerical
solutions [22].

Many problems of diffraction theory and potential theory give rise to sys-
tems of matrix equations or integral equations of the form

Az =y, (C.27)

which are singular in the sense that they are not of the second kind involving
a compact operator. From a theoretical point of view it can be difficult to
establish whether such equations have solutions, even though there may be
good physical reasons to expect the existence of a solution. Moreover, the
continuous dependence of the solution z on y is not obvious, though clearly
necessary for any physically plausible model of potential or diffraction. From
a computational point of view, the equation is likely to be unstable, i.e., small
perturbations to y result in large (and physically implausible) changes in the
computed solution z. It is not difficult to see how this effect arises for the
first-kind Equation (C. 25) when the compact operator K is given by (C. 16).
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It is therefore desirable, wherever possible, to convert the singular Equation
(C. 27) to one of second kind with a compact operator for which the Fredholm
alternative holds so that the associated benefits described above are obtained.
This process is known as (analytical) regularisation. It may be described
formally as follows. The bounded linear operator R is called a (left) regulariser
of A if

RA=1-K

where K is a compact operator on H. Some general properties of regularisers
are described in [33]. Application of the regulariser R to (C. 27) produces an
equation of the desired format:

(I - K)x = Ry.

In general, the construction of R may be difficult, if not impossible. How-
ever, the dual series equations arising from the potential problems and diffrac-
tion problems considered in this book and its companion volume can indeed
be regularised; the regularisation process is explicitly described in Section 2.1,
although the regulariser appears only implicitly in the analytical treatment of
the dual series equations. The regularised equations enjoy all the advantages
of second-kind equations for which the Fredholm alternative holds, includ-
ing precise estimates of the error or difference of any solution computed to a
truncated system, from the true solution (as a function of truncation number
Ni). The error decays to zero as Ny — oo (and in practice quite rapidly
beyond a certain cutoff point, usually related to the electrical size of the body
in diffraction problems).

The same remarks apply to triple series equations, as well as to the dual
and triple integral equations arising from the mixed boundary value problems
associated with Laplace’s equation, the Helmholtz equation, and Maxwell’s
equations for the various canonical structures described in these volumes.
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Appendix D

Transforms and Integration of Series

D.1 Fourier and Hankel transforms

The Fourier transform of the function f defined on (—oo, 00) is

Flo)= [ flaje=mrd, (. 1)
and its inverse is given by
f@= [ ey, (D. 2)

Precise conditions on the validity of the inversion formula is given in [9]; a
particular useful class for which it holds is LP (—oo,00) with 1 < p < 2.
The Hankel transform of the function f defined on (0, c0) is

Fy) = / ", (ay) £(@) (o) d, (. 3)

and its inverse is given by
F@) = [ (o) ) o) dy. (D. 4)
0

The inversion formula is valid for parameter v > —% when f is integrable on
(0,00) and of bounded variation near the point z, and is continuous at x; if
f has a jump discontinuity at z, the left-hand side of (D. 4) is replaced by

% (f(z+0)+ f(x—0)) (see [61]).

D.2 Integration of series

In this section we present some results on the validity of term-by-term
integration of series.
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Theorem 8 Let {f,} -, be a sequence in Ly (a,b), converging to f in the
Ly norm, i.e.,

1
2

b
||f—fn||:</ |f_fn|2> — 0, asn — oo.

Let g be a function in Ls (a,b) and define

h(x)—[fg, hn<x>—[fng.

Then h,, converges uniformly to h on [a,b].

Proof Fix x € [a,b]; from the Cauchy-Schwarz inequality,

(/:|f—fn|g|>2s/:|f—fn|2/:|g|2.

Let A=1+ f; |g|2 . Then, given ¢ > 0, there exists N such that when n > N,

b T
/|f—fn|2<62/A, 50 that/ 1~ fullgl <<

Thus, h, converges uniformly to h on [a,b].

Corollary  Let > .° | fn be a series with f, € La (a,b) and converging to f
in the Ly morm, i.e.,

1
2\ 2

— 0, asn — oo.

.
- L‘f—;ﬂ

Hf - Zfr
r=1

Then the series

g/:fng

is uniformly convergent to fax fg on [a,b].
[ ]

In particular, the Fourier series of any function in Ls (a, b) can be integrated
term-by-term over the interval [a, z] .
The series Y | a, of real terms is Abel-summable if

oo
lim E anr"
r—1-0
n=1
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exists. The series >~ | f,, of real valued functions on [a, b] is uniformly Abel-
summable on [a,b] to the function f, if for all £ > 0, there is some § > 0 such
that for all z € [a, b],

<e forl—-6<r<l.

Z falz)r™ = f(z)
n=1

For each fixed r with 0 < 7 < 1, the power series > >~ | f,,(z)r" is uniformly
convergent on [a, b] to its sum, and may be integrated term by term. It imme-
diately follows that term-by-term integration of a uniformly Abel-summable
series is justified.
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